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Preface

The 15th International Conference on Social Robotics (ICSR 2023) was held in Doha,
Qatar as a face-to-face conference on December 3-7, 2023. It was the first time that
the conference was hosted in Qatar and in the Middle East and North Africa (MENA)
region. The theme of this year’s conference is “Human-Robot Collaboration: Sea, Air,
Land, Space and Cyberspace”, which emphasizes on all physical and cyber-physical
domains where humans and robots collaborate. The conference aims to bring together
researchers and practitioners working on the interaction between humans and intelligent
robots and on the integration of robots into the fabric of our society.

This book constitutes the refereed conference proceedings. Out of a total of 83 sub-
mitted manuscript reviewed by a dedicated international team of Senior Programme
Committee and Programme Committee, 64 regular papers and 4 papers in Special Ses-
sion: “Personalisation and Adaptation in Social Robotics” were selected for inclusion
into the proceedings and were presented during the technical sessions of the conference.

ICSR 2023 also featured two keynote, workshops, and robot design competitions.
The first keynote talk, titled “Robotics Meets Al & 5G — The Future is Now!”, was
delivered by Professor Bruno Siciliano, who is a Professor of Robotics and Control
at the University of Naples Federico II and a Past President of IEEE Robotics and
Automation Society. The second keynote talk, titled “Perspectives and Social Impacts
of Humanoids as General Purpose Robots”, was delivered by Professor Abderrahmane
Kheddar, Director of Research at the Centre National de la Recherche Scientifique,
France. He is a Titular Member of the National Academy of Technology of France and
a Knight of the French National Order of Merits.

We would like to express our sincere gratitude to all members of the Organising
Committee and volunteers for their dedication in making the conference a great suc-
cess. We are also indebted to members of the Senior Programme Committee and the
Programme Committee for the hard work for their rigorous review of the papers. Lastly
and most importantly, we are grateful to the continued support to ICSR by the authors,
participants and sponsors, without which the conference would not be possible.

December 2023 Abdulaziz Al Ali
John-John Cabibihan

Nader Meskin

Silvia Rossi

Wanyue Jiang

Hongsheng He

Shuzhi Sam Ge



Organization

General Chair

Ali, Abdulaziz Al Qatar University, Qatar

General Co-chair

Cabibihan, John-John Qatar University, Qatar

Local Arrangement Chair

Mukahal, Waled Qatar University, Qatar

Finance Chair

Sagheer, Mohammad Al Qatar University, Qatar
Web Chair
Jabbar, Rateb Qatar University, Qatar

Program Committee Chairs

Meskin, Nader Qatar University, Qatar
Rossi, Silvia University of Naples Federico II, Italy

Competition Chair

Pandey, Amit Kumar Rovial Space, France; Socients Al and Robotics,
France



viii Organization

Sponsorship Chairs

Sadda, Mohammad Al
Jaber, Faisal Al

Workshop Chairs

Qidwai, Uvais

Erbad, Aiman
Celiktutan, Oya
Ortega, Elena Lazkano

Exhibition Chairs

Jang, Minsu

Chellali, Ryad
Staffa, Mariacarla

Publication Chairs

He, Hongsheng
Jiang, Wanyue

Publicity Chairs

Belushi, Mariam Al
Yafei, Ghusoon Al
Rossi, Alessandra
Holthaus, Patrick
Chandra, Shruti

Hart, Justin

Taheri, Alireza
Shidujaman, Mohammad

Qatar University, Qatar
Qatar University, Qatar

Qatar University, Qatar

Hamad Bin Khalifa University, Qatar
King’s College London, UK

University of the Basque Country, Spain

Electronics and Telecommunications Research
Institute, South Korea

Moore Nanjing Robotics Institute, LLC, China

University of Naples Parthenope, Italy

University of Alabama, Tuscaloosa, USA
Qingdao University, China

Qatar University, Qatar

Qatar University, Qatar

University of Naples Federico II, Italy
University of Hertfordshire, UK
University of Waterloo, Canada
University of Texas at Austin, USA
Sharif University of Technology, Iran
Independent University, Bangladesh



Organization ix

International Advisory Committee

Kheddar, Abderrahmane

Tapus, Adriana
Wagner, Alan Richard
Agah, Arvin

Cavallo, Filippo
Feil-Seifer, David
Williams, Mary-Anne
Salichs, Miguel Angel

Standing Committee

Ge, Shuzhi
Khatib, Oussama
Mataric, Maja
Li, Haizhou
Kim, Jong Hwan

Dario, Paolo
Arkin, Ronald C.

Associate Editors

Mabrok, Mohamed
Holthaus, Patrick

Fiorini, Laura

Andriella, Antonio

Rossi, Alessandra

Nuovo, Alessandro Di
Gbémez, Marcos Maroto
Louie, Wing-Yue (Geoffrey)
Esposito, Anna

Hindriks, Koen
Bodenhagen, Leon
Palinko, Oskar
Fazli, Pooyan

CNRS-AIST JRL, Japan and CNRS-UM LIRMM
IDH, France

ENSTA-ParisTech, France

Penn State University, USA

University of Kansas, USA

University of Florence, Italy

University of Nevada, USA

University of New South Wales, Australia

University Carlos III of Madrid, Spain

National University of Singapore, Singapore

Stanford University, USA

University of Southern California, USA

Chinese University of Hong Kong, China

Korea Advanced Institute of Science and
Technology, South Korea

Scuola Superiore Sant’ Anna, Italy

Georgia Institute of Technology, USA

Qatar University, Qatar

University of Hertfordshire, UK

Universita degli studi di Firenze, Italy

Pal Robotics, Spain

University of Naples Federico II, Italy

Sheffield Hallam University, UK

University Carlos III of Madrid, Spain

Oakland University, USA

Universita della Campania “Luigi Vanvitelli”,
Italy

Vrije Universiteit Amsterdam, The Netherlands

University of Southern Denmark, Denmark

University of Southern Denmark, Denmark

Arizona State University, USA



X Organization

Kwak, Sonya S.

Tafreshi, Reza
Meskin, Nikan
Qidwai, Uvais

Reviewers

A. Fiaz, Usman
Abdelkader, Mohamed
Abou Chahine, Ramzi
Aitsam, Muhammad
Alban, Ahmad
Amirova, Aida
Amorese, Terry
Andriella, Antonio
Angelopoulos, Georgios
Assuncao, Gustavo
Azizi, Negin

Barik, Tanmoy
Baroniya, Rupesh

Bello Martin, Felipe
Beraldo, Gloria

Berns, Karsten
Bevilacqua, Roberta
Bodenhagen, Leon
Bossema, Marianne
Boumans, Roel

Bray, Robert

Chandran Nair, Nandu
Chehade, Zeina
Cabezaolias, Carmen Maria
Cabibihan, John-John
Carrasco-Martinez, Sara
Carros, Felix

Chandra, Shruti
Chidambaram, Vigneswaran
Cuciniello, Marialucia
De Graaf, Maartje

de la Cruz, Andrea

Di Nuovo, Alessandro
El Khalfi, Zeineb
Ebardo, Ryan

Korea Institute of Science and Technology, South
Korea

Texas A & M University, USA

Qatar University, Qatar

Qatar University, Qatar

Effati, Meysam
Elsayed, Saber
Esposito, Anna
Etuttu, Mariam
Fazli, Pooyan
Fernandez Rodicio, Enrique
Fiorini, Laura
Fracasso, Francesca
Ghoudi, Zeineb
Gaballa, Aya

Ganti, Achyut
Greco, Claudia
Hedayati, Hooman
Hellou, Mehdi
Hindriks, Koen
Holthaus, Patrick
Kaman, Zeittey
Kang, Dahyun
Khan, Imy

Kim, Jaeseaok
Kim, Boyoung
Kim, Sangmin
Kwak, Sonya S.
Lacroix, Dimitri
Lakatos, Gabriella
Lee, Hee Rin

Li, Jamy

Lim, Yoonseob
Louie, Wing-Yue (Geoffrey)
Love, Tamlin
Luperto, Matteo
Mabrok, Mohamed
Maroto Gémez
Marques-Villarroya, Sara
Maure, Romain



Meskin, Nader

Minguez Sanchez, Carlos
Mohamed, Chris

Moros, Silvia

Nesset, Birthe
Noorizadeh, Mohammad
O’Reilly, Ziggy

Osorio, Pablo

Palinko, Oskar

Paplu, Sarwar

Perugia, Giulia
Pramanick, Pradip
Preston, Rhian

Qidwai, Uvais

Radwan, Ibrahim
Recchiuto, Carmine Tommaso
Rehm, Matthias
Reimann, Merle

Rhim, Jimin

Romeo, Marta

Rossi, Silvia

Rossi, Alessandra
Staffa, Mariacarla

Organization

Sabbella, Sandeep Reddy
Schmidt-Wolf, Melanie
Seifi, Hasti

Shahverdi, Pourya
Shrivastava, Manu
Sienkiewicz, Barbara
Sirkin, David Michael
Sorrentino, Alessandra
Story, Matt

Tafreshi, Reza

Taheri, Alireza
Tarakli, Imene

Thijn, Jorrit

Uchida, Misako
Vagnetti, Roberto

Van Minkelen, Peggy
Velmurugan, Vignesh
Vigni, Francesco
Vinanzi, Samuele
Wang, Shenghui

Xu, Tong

Zeinalipour, Demetris
Zou, Meiyuan

Xi



Contents — Part I

Regular Papers

Virtual Reality Hand Tracking for Immersive Telepresence in Rehabilitative

Serious GAMING . ..o vttt ittt ettt 3
Noaman Mazhar, Aya Gaballa, Amit Kumar Pandey,
and John-John Cabibihan

Human Perception of Emotional Responses to Changes in Auditory

Attributes of Humanoid Aents . ...............uuuuuuuunnniaannnn. 13
Zhao Zou, Fady Alnajjar, Michael Lwin, Abdullah Al Mahmud,
Muhammed Swavaf, Aila Khan, and Omar Mubin

Leveraging the RoboMaker Service on AWS Cloud Platform for Marine
Drone Digital Twin Construction ..............uuuieeieinnneeeennnnnann 22
Mariacarla Staffa, Emanuele Izzo, and Paola Barra

Trust Assessment with EEG Signals in Social Human-Robot Interaction ....... 33
Giulio Campagna and Matthias Rehm

Feasibility Study on Eye Gazing in Socially Assistive Robotics:

An Intensive Care Unit Scenario ................couniiiiiiiiineinennnan. 43
Alessandra Sorrentino, Andrea Magnotta, Laura Fiorini,
Giovanni Piccinino, Alessandro Anselmo, Nicola Laurieri,
and Filippo Cavallo

Clustering Social Touch Gestures for Human-Robot Interaction .............. 53
Ramzi Abou Chahine, Steven Vasquez, Pooyan Fazli, and Hasti Seifi

Attainable Digital Embodied Storytelling Using State of the Art Tools,

andaLittle Touch . ...... .. .. . 68
Unai Zabala, Alexander Diez, 1gor Rodriguez, Agnese Augello,
and Elena Lazkano

GERT: Transformers for Co-speech Gesture Prediction in Social Robots .. ..... 80
Javier Sevilla-Salcedo, Enrique Ferndndez-Rodicio,
José Carlos Castillo, Alvaro Castro-Gonzdlez, and Miguel A. Salichs



Xiv Contents — Part I

Investigating the Impact of Human-Robot Collaboration on Creativity

and Team Efficiency: A Case Study on Brainstorming in Presence of Robots ... 94
Alireza Taheri, Sean Khatiri, Amin Seyyedzadeh,
Ali Ghorbandaei Pour, Alireza Siamy, and Ali F. Meghdari

A Set of Serious Games Scenarios Based on Pepper Robots as Rehab

Standing Frames for Children with Cerebral Palsy .......................... 104
Leila Mouzehkesh Pirborj, Fady Alnajjar, Stephen Mathew,
Rafat Damseh, and Muthu Kumar Nadimuthu

Can a Robot Collaborate with Alpana Artists? A Concept Design

of an Alpana Painting Robot ........ ... ... . 120
Farhad Ahmed, Zarin Tasnim, Zerin Tasnim, Mohammad Shidujaman,
and Salah Uddin Ahmed

Human-Robot Interaction Studies with Adults in Health and Wellbeing

Contexts - Outcomes and Challenges ..............ooviiiiiiniiiiiinna.. 130
Moojan Ghafurian, Kerstin Dautenhahn, Arsema Teka, Shruti Chandra,
Samira Rasouli, Ishan Baliyan, and Rebecca Hutchinson

Ethical Decision-Making for Social Robots in Elderly Care Scenario:
A Computational Approach . ...............uueuuuiiiiiiiiann.. 143
Siri Dubbaka and B. Sankar

Virtual Reality Serious Game with the TABAN Robot Avatar

for Educational Rehabilitation of Dyslexic Children ........................ 161
O. Amiri, M. Shahab, M. M. Mohebati, S. A. Miryazdi, H. Amiri,
A. Meghdari, M. Alemi, H. R. Pouretemad, and A. Taheri

Impact of Explanations on Transparency in HRI: A Study Using
the HRIVST MELIiC . ..o oot e 171
Nandu Chandran Nair, Alessandra Rossi, and Silvia Rossi

The Effectiveness of Social Robots in Stress Management Interventions
for University Students . ...............uuunnne i 181
Andra Rice, Katarzyna Klgczek, and Maryam Alimardani

Data-Driven Generation of Eyes and Head Movements of a Social Robot

in Multiparty CONVerSation . ... ... ..........eeeuuueneeannnn. 191
Léa Haefflinger, Frédéric Elisei, Béatrice Bouchot, Brice Varini,
and Gérard Bailly

The Ambiguity of Robot Rights .......... ... ... 204
Anisha Bontula, David Danks, and Naomi T. Fitter



Contents — Part I XV

The Impact of Robots’ Facial Emotional Expressions on Light Physical
EXICISES ottt 216
Nourhan Abdulazeem and Yue Hu

Feasibility Study on Parameter Adjustment for a Humanoid Using LLM
Tailoring Physical Care . ..............uuuuunn e 230
Tamon Miyake, Yushi Wang, Pin-chu Yang, and Shigeki Sugano

Enhancing Hand Hygiene Practices Through a Social Robot-Assisted

Intervention in a Rural SchoolinIndia .................................... 244
Amol Deshmukh, Kohinoor Monish Darda, Mugdha Mahesh Mhatre,
Ritika Pandey, Aalisha R. Jadhav, and Emily Cross

Paired Robotic Devices with Subtle Expression of Sadness for Enriching

Social Connectedness . .........coiniiiii i 254
Misako Uchida, Eleuda Nunez, Modar Hassan, Masakazu Hirokawa,
and Kenji Suzuki

Explorative Study on the Non-verbal Backchannel Prediction Model

for Human-Robot Interaction .. ........... ... ... .. ... 264
Sukyung Seok, Tae-Hee Jeon, Yu-Jung Chae, ChangHwan Kim,
and Yoonseob Lim

Detection of Rarely Occurring Behaviors Based on Human Trajectories
and Their Associated Physical Parameters ................................. 276
Hesham M. Shehata, Nam Do, Shunl Inaoka, and Trung Tran Quang

Improving of Robotic Virtual Agent’s Errors Accepted by Agent’s
Reaction and Human’s Preference ............ ... ... . .. 294
Takahiro Tsumura and Seiji Yamada

How Language of Interaction Affects the User Perception of a Robot ......... 308
Barbara Sienkiewicz, Gabriela Sejnova, Paul Gajewski,
Michal Vavrecka, and Bipin Indurkhya

Is a Humorous Robot More Trustworthy? ......... ... .. .. iiiiiiaa.. 322
Barbara Sienkiewicz and Bipin Indurkhya

A Pilot Usability Study of a Humanoid Avatar to Assist Therapists of ASD

Children . ... 336
Carole Fournier, Cécile Michelon, Arnaud Tanguy, Paul Audoyer,
Véronique Granit, Amaria Baghdadli, and Abderrahmane Kheddar

Primitive Action Recognition Based on Semantic Facts ..................... 350
Adrien Vigné, Guillaume Sarthou, and Aurélie Clodic



Xvi Contents — Part I

Two-Level Reinforcement Learning Framework for Self-sustained

Personal RoObOts ... ...

Koyo Fujii, Patrick Holthaus, Hooman Samani,
Chinthaka Premachandra, and Farshid Amirabdollahian

Robot Companions and Sensors for Better Living: Defining Needs

to Empower Low Socio-economic Older Adults at Home .................

Roberto Vagnetti, Nicola Camp, Matthew Story, Khaoula Ait-Belaid,
Joshua Bamforth, Massimiliano Zecca, Alessandro Di Nuovo,
Suvo Mitra, and Daniele Magistro

Large-Scale Swarm Control in Cluttered Environments ..................

Saber Elsayed and Mohamed Mabrok

Alpha Mini as a Learning Partner in the Classroom ......................

Oliver Bendel and Andrin Allemann

Comprehensive Feedback Module Comparison for Autonomous

Vehicle-Pedestrian Communication in Virtual Reality ....................

Melanie Schmidt-Wolf, Eelke Folmer, and David Feil-Seifer

Author Index . ....... ... .. e



Contents — Part I1

Cultivating Expressivity and Communication in Robotic Objects:
An Exploration into Adaptive Human-Robot Interaction ....................
Pablo Osorio, Hisham Khalil, Siméon Capy, and Gentiane Venture

Pepper as a Learning Partner in a Children’s Hospital .......................
Sara Zarubica and Oliver Bendel

Teachable Robots Learn What to Say: Improving Child Engagement
During Teaching Interaction . ....................ueuuunninnnn..
Rachel Love, Philip R. Cohen, and Dana Kuli¢

Social Robots in the Wild and the Novelty Effect ...........................
Merle Reimann, Jesper van de Graaf, Nina van Gulik,
Stephanie van de Sanden, Tibert Verhagen, and Koen Hindriks

Ethical, Legal, and Social Requirements for Assistance Robots
in Healthcare . ........ ... .. i e
Marija Radic, Agnes Vosen, and Sarah Kilz

Emotional Understanding and Behavior Learning for Haru via Social
Reinforcement Learning . ..............uuuuuuuuniiiiiiiieaa
Lei Zhang, Chuanxiong Zheng, Hui Wang, Eric Nichols, Randy Gomez,
and Guangliang Li

Talking Like One of Us: Effects of Using Regional Language
in a Humanoid Social Robot .......... ... . ... i
Thomas Sievers and Nele Russwinkel

Robotic Music Therapy Assistant: A Cognitive Game Playing Robot ..........
Jwaad Hussain, Anthony Mangiacotti, Fabia Franco, and Eris Chinellato

Empowering Collaboration: A Pipeline for Human-Robot Spoken

Interaction in Collaborative Scenarios . ................c.c.eeuuunnnnnnnnnn..
Sara Kaszuba, Julien Caposiena, Sandeep Reddy Sabbella,
Francesco Leotta, and Daniele Nardi

A Human-Robot Mutual Learning System with Affect-Grounded

Language Acquisition and Differential Outcomes Training ..................
Alva Markelius, Sofia Sjoberg, Zakaria Lemhauori, Laura Cohen,
Martin Bergstrom, Robert Lowe, and Lola Caiiamero



Xviil Contents — Part IT

Social Perception and Scene Awareness in Human-Robot Interaction .......... 123
Sarwar Paplu, Prabesh Khadka, Bhalachandra Gajanana Bhat,
and Karsten Berns

The Influence of a Robot’s Personality on Real-Time Explanations of Its
NAVIZALION . .ottt 133
Amar Halilovic and Senka Krivic

Evaluating Students’ Experiences in Hybrid Learning Environments:

A Comparative Analysis of Kubi and Double Telepresence Robots ........... 148
Xiaoxuan Hei, Valentine Denis, Pierre-Henri Oréfice,
Alia Afyouni, Paul Laborde, Damien Legois, loana Ocnarescu,
Margarita Anastassova, and Adriana Tapus

Gesture Recognition for Human-Robot Interaction Through Virtual

CRATACTETS .« . vttt et e ettt e e e et e e e e e 160
Sandeep Reddy Sabbella, Sara Kaszuba, Francesco Leotta,
and Daniele Nardi

Measuring Willingness to Accept Social Robot’s Recommendations
(WASRR) 171
Isha Kharub, Michael Lwin, Aila Khan, Omar Mubin, and Zhao Zou

Where Should I Stand? Robot Positioning in Human-Robot Conversational
GIOUPS . . oo 182
Hooman Hedayati and Takayuki Kanda

Real-World Evaluation of a University Guidance and Information Robot ...... 193
Andrew Blair and Mary Ellen Foster

RoboSync: Efficient Real-Time Operating System for Social Robots
with Customizable Behaviour .......... ... ... .. ... .. 204
Cheng Tang, Yijing Feng, and Yue Hu

Do We have to Say this is a “Telepresence Robot”? Exploration of Factors
of Face and Speech Style Through Telecommunication via Robot ............ 217
Nungduk Yun and Seiji Yamada

Implementing Pro-social Rule Bending in an Elder-Care Robot
Environment .......... .. 230
Rajitha Ramanayake and Vivek Nallur



Contents — Part II

Robotic-Human-Machine-Interface for Elderly Driving: Balancing

Embodiment and Anthropomorphism for Improved Acceptance .............

Nihan Karatas, Takahiro Tanaka, Yuki Yoshihara, Hiroko Tanabe,
Motoshi Kojima, Masato Endo, and Shuhei Manabe

Al Planning from Natural-Language Instructions for Trustworthy

Human-Robot Communication . ...............c..oiuiiriineinennennenn..

Dang Tran, Hui Li, and Hongsheng He

Agricultural Robotic System: The Automation of Detection and Speech

ContIOl ..o e

Yang Wenkai, Ji Ruihang, Yue Yiran, Gu Zhonghan, Shu Wanyang,
and Sam Ge Shuzhi

Evaluating Telepresence Robot for Supporting Formal and Informal

Caregivers in the Care Support Service: A Six-Month Case Study ...........

Laura Fiorini, Jasmine Pani, Erika Rovini, Lara Toccafondi,
Novella Calamida, Gianna Vignani, and Filippo Cavallo

Effect of Number of Robots on Perceived Persuasion and Competence .. .....

Abeer Alam, Michael Lwin, Aila Khan, Zhao Zou, and Omar Mubin

A Field Study on Polish Customers’ Attitude Towards a Service Robot

MaCafe ... e

Maria Kiraga, Zofia Samsel, and Bipin Indurkhya

Exploring Response Strategies of Robotized Products in Problematic

Situations: Analysis of Apology and Risk Communication Strategies ........

SangMin Kim, JongSuk Choi, and Sonya S. Kwak

User Perception of the Robot’s Error in Heterogeneous Multi-robot

System Performing Sequential Cooperative Task ............ ... ... ... ...

Soyeon Shin, Youngsun Kwon, Yoonseob Lim, and Sonya S. Kwak

I Am Relieved to Have You: Exploring the Effective Robot Type

to Mitigate Users Negative Emotions ............. ... ... ...,

Dahyun Kang and Sonya S. Kwak

A Tablet-Based Lexicon Application for Robot-Aided Educational

Interaction of Children with Dyslexia ................ .o oot

M. Shahab, M. Mokhtari, S. A. Miryazdi, S. Ahmadi, M. M. Mohebati,
M. Sohrabipour, O. Amiri, A. Meghdari, M. Alemi, H. R. Pouretemad,
and A. Taheri

Xix



XX Contents — Part II
Special Session Papers

User Perception of Teachable Robots: A Comparative Study of Teaching

Strategies, Task Complexity and User Characteristics ......................

Imene Tarakli and Alessandro Di Nuovo

Evaluating Customers’ Engagement Preferences for Multi-party

Interaction with a Robot Bartender ................ ... ... .. ... ...........

Alessandra Rossi, Christian Menna, Emanuele Giordano, and Silvia Rossi

Personalizing Multi-modal Human-Robot Interaction Using Adaptive

Robot Behavior ....... ... ... e

Marcos Maroto-Gdmez, Allison Huisa-Rojas, Alvaro Castro-Gonzdlez,
Maria Malfaz, and Miguel Angel Salichs

Using Theory of Mind in Explanations for Fostering Transparency

in Human-Robot Interaction ............ ... . .0,

Georgios Angelopoulos, Pasquale Imparato, Alessandra Rossi,
and Silvia Rossi

Author Index . ... .



Regular Papers



®

Check for
updates

Virtual Reality Hand Tracking
for Immersive Telepresence
in Rehabilitative Serious Gaming

Noaman Mazhar!, Aya Gaballa!, Amit Kumar Pandey?,
and John-John Cabibihan! (™)

! Mechanical and Industrial Engineering Department, Qatar University, Doha, Qatar
john.cabibihan@qu.edu.qa
2 Socients AI and Robotics, Toulouse, France

Abstract. Intelligent systems face an increasingly complex array of chal-
lenges in the rapidly evolving landscape of human-device interactions. To
address these challenges, there arises a pressing need for the development
of refined methods of information transfer, capable of capturing subtle
nuances such as body language and tonal subtleties. The system presented
in this paper is designed to highlight a novel method of refined human-
device interactions and its potential impact on the medical domain. Lever-
aging the Oculus SDK in the Unity Game Engine alongside the Oculus
VR headset, our system allows users to interact with virtual objects nat-
urally, mirroring real-world hand movements while simultaneously pro-
moting upper limb rehabilitation through engaging gameplay scenarios.
The integration of haptic feedback enriches the immersive experience,
enabling users to not only visualize but also feel their virtual interactions.
The system accommodates varying levels of mobility, adapting its com-
plexity to individual progress. Furthermore, our VR rehabilitation system
has garnered positive outcomes from user assessments, demonstrating the
system’s effectiveness and user satisfaction. While limited in addressing
severe upper limb impairments, the system’s flexibility allows for modular
improvements and broader clinical integration.

Keywords: clinical rehabilitation - serious gaming - visuo-haptic
mixed reality

1 Introduction

The evolution of human-machine interaction throughout the progressive
advancement of technology has paved the way for unprecedented possibilities.
As humanity embarks on a new era of innovation marked by the integration
of machines as necessary components of the social and economic fabric [1], the
convergence of humanity and robotics rises to the forefront [2]. Recent months
have witnessed the mainstream emergence of Al solutions [3], highlighting the
imminent need for seamless human-robot interaction. As this trend continues,
predictions point to a future where interactions transcend physical confines, tran-
spiring within virtual or semi-virtual domains, such as the metaverse [4].
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In this context, a significant challenge lies in the existing limitations of
mainstream human-device interactions [5], particularly as advanced intelligent
systems continue to play a growing role in daily activities. Interactions with
machines thus far have predominantly taken place through a computer screen,
limiting the depth of information that can be conveyed. The necessity to develop
refined methods of information transfer [6], that are able to encompass nuances
like body language and tonal subtleties, becomes increasingly apparent as we
approach an era where such interactions become integral to innovation [7,8].

This paper proposes a forward-looking approach to address these challenges
by harnessing the latest developments in virtual reality technology to devise novel
solutions in the medical domain. While considerable progress has been made
to integrate technology into various sectors, the medical field has historically
exhibited a measured pace of change [9,10]. The urgency to bridge this gap
arises from the potential consequences of falling behind in an era of compounding
technological advancement. Alternatively, seizing such opportunities could yield
transformative impacts on our capacity to assist and effect positive change [11-
14].

Specifically, we delve into the integration of serious gaming into rehabilita-
tive procedures, targeting physical rehabilitation scenarios that often pose sig-
nificant mental and physical barriers for patients. The immersive potential of
serious gaming holds great promise in redirecting patients’ focus towards reha-
bilitation goals, reducing perceived burdens, and fostering engagement through
competitive elements. [15] By choreographing scenarios that align with thera-
peutic exercises, patients are prompted to perform the required motions within
an immersive context.

Given the expanding sector of remote solutions, catering to enhanced acces-
sibility and user comfort becomes a necessity [16]. Telepresence in the virtual
environment enables the direct immersion of healthcare providers for monitoring
and feedback [17], additionally, it facilitates the creation of group scenarios for
collective rehabilitation and support.

Notably, current virtual reality serious gaming experiences rely on controllers
or sensors affixed to the body to permit virtual interactions [18]. However,
this reliance can hinder the natural flow of interactions, impeding immersion,
and particularly posing challenges for elderly patients unaccustomed to gaming
setups [19].

This paper proposes the integration of hand tracking technology as an avenue
to alleviate these issues. By capturing the entirety of limb motion without the
need for attached devices, we aspire to foster organic interactions, mirroring
real-world experiences within virtual environments.

Throughout this paper, we aim to highlight new methods to refine human-
device interactions and their potential impact on the medical domain [20]. We
present the transformative potential of serious gaming in rehabilitation. Further-
more, we introduce the concept of hand tracking technology to enhance immer-
sive telepresence and interaction fidelity as a means of promoting subsequent
exploration and development in the field.
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2 Methods

2.1 Sensing and Image Capture

The system relies on the Oculus Quest 2 device, featuring integrated cameras
and sensors, for an immersive interaction experience. This device is connected to
a Lenovo PC with an Intel Core i7 processor, Windows 11 OS, and GeForce RTX
3070 graphics card. An Arduino Nano is integrated into the system, along with
two mini disc motors placed on each wrist attached with medical adhesive tape,
providing vibrational feedback. Oculus SDK is used to capture hand, finger, and
head positions via integrated hardware and software. The Unity3D game engine
(v2020.3.41f1) in combination with C# is used for development.

This complete hardware and software setup, including the haptic feedback
mechanism enhances the immersive experience and interaction by providing users
with tactile feedback on every interaction in the virtual scenario.

©
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Fig.1. A flowchart diagram detailing the relationships between each phase of
building the system and demonstrating the performance feedback loop.

2.2 Oculus Interaction Toolkit

The Unity game engine, along with the Oculus Integration Asset (v46.0), is
used for creating the virtual environment. The Oculus SDK is employed for
implementing hand tracking within Unity. The system then uses those gestures
as a means of interacting with objects in the virtual environment. While hand
tracking is a built-in function of the Oculus headset and SDK, it was essential
to tailor it to the specific needs of our framework.
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2.3 Hand Tracking and Gesture Recognition

Within the Unity engine, the collated Oculus hand tracking data is combined
with inherent gesture recognition capabilities. This facilitates the translation of
users’ real-world hand movements into the virtual environment (Fig.1). Upon
launching the serious game and wearing the Oculus headset, they are presented
with a dynamic visual representation of their actual hand movements within the
virtual environment.

2.4 Virtual Reality Environment

The virtual reality environment comprises two distinct scenes that encourage
targeted upper limb movements to aid in rehabilitation. Users are immersed in a
captivating prehistoric realm, assuming the role of a caveman. In the first scene,
users engage in a task involving vertical shoulder motion by crushing virtual
apples. The second scene involves chopping wood, requiring horizontal shoul-
der motion. By striking a virtual log repeatedly, users engage in a motion that
enhances their shoulder’s horizontal range of motion. Both scenes are carefully
designed to target the relevant muscle groups and simulate real-world activities,
enabling users to perform exercises aligned with clinical objectives.

2.5 Serious Gaming Scenario

The virtual gaming scenario is meticulously designed to align with users’ clinical
objectives. Drawing inspiration from established upper limb rehabilitation pro-
tocols, a captivating gaming environment is constructed. The activities include
apple crushing and wood chopping. These two activities are deliberately designed
to facilitate both vertical and horizontal shoulder motion exercises, effectively
targeting the desired muscle groups.

It is important to note that training commencement relies on the execution
of a power grasp to lift the club. This grasp mechanism was deliberately chosen
from amongst the 33 possible hand grasps [21], due to the strength required to
perform the grasp. Performing a power grasp is not contingent upon the presence
of external forces [22], which eliminates the need for complex feedback control.
Furthermore, the grasp choice stems from the predominance of the power grasp
in performing in daily activities [23], and it’s important for conducting routine
object manipulation tasks [24].

Throughout the gaming scenario (Fig. 2), the training difficulty dynamically
evolved. Informed by healthcare provider recommendations, training complex-
ity advanced in accordance with the user’s progress. The healthcare provider
can customize the complexity by changing the target score for each scenario.
This personalized approach fosters tailored rehabilitation experiences, resulting
in optimized skill advancement within an engaging virtual context. For every
instance of successful task execution, the user was rewarded with visible points
displayed on a canvas within user’s visual scope. Task completion was bound
by a predetermined timeframe, which can be set by healthcare professionals,
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Fig. 2. Images showing hand tracking in virtual reality. (a) User grasping the
virtual club by closing the hand. (b) User viewing hands simulated in vir-
tual reality. (c) First-person view in the virtual environment. (d) First-person
view of the user grasping the club in the virtual environment. The link to
the full video is provided here: https://youtube.com/watch?v=qL-kFB6EHD8&
si=dEg20gyJVZzCWDRTS

primarily physiotherapists. Once this timeframe elapsed, the points ceased to
accumulation and the score was locked.

The score-based system serves a dual purpose. Firstly, it provides users with
quantifiable performance feedback, allowing them to adapt their performance in
real-time. This competitive element redirects the user’s attention from the diffi-
culty of the task to the excitement of succeeding in the game [25]. The psycho-
logical benefits of this have been proven to enhance performance incrementally
over time. Secondly, the quantitative nature of the point system can be used
to inform healthcare providers of the user’s performance capability at varying
stages of the rehabilitation process. Finally, the point system establishes a basis
for telepresence applications, enabling in-game task execution for multiple users,
whether collaboratively or competitively.

2.6 Telepresence Interaction

Tactile sensations, delivered via forearm-mounted miniature disc motors,
enhance immersion by providing sensory cues during interactions. These motors
are triggered when users grab a tool or strike an object, bridging the virtual and
physical worlds. User movements seamlessly integrate into the virtual environ-
ment, creating an interactive loop (Fig. 1).

The system utilizes forearm-mounted miniature disc motors to assess object
grasp and hand identification. It dispatches a 0.5-second vibrational signal
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through an Arduino to activate the respective forearm motor, as outlined in
Algorithm 1. This dynamic feedback enhances virtual interactions.

Algorithm 1: Dynamic Haptic Feedback

1 while interaction continues do

2 if object grab-event(fist) detected then

3 Identify interacting hand holding the tool through Oculus SDK;
4 L Send 0.5-second haptic signal indicating hand-held grab;

5 else if user employs tool for environmental interaction then
6 Send 0.5-second haptic signal indicating interaction;
7 Pause briefly for coherent haptic delivery;

else if interaction event concludes then
L Reset haptic feedback status and hand information;

2.7 Performance Feedback and Assessment

Subjects and Sampling Method. Inclusion criteria enrolled individuals aged
18 and above proficient in VR device usage, while exclusion criteria excluded
those with dizziness, cybersickness history, significant hand/wrist immobility,
epilepsy, severe vision impairment. This ensured a group capable of meaningful
engagement. 7 suitable participants were selected for the evaluation process.

Experimental Design. Prior to the commencement of the study, participants
engaged in a brief 5-minute tutorial session designed to acquaint them with the
immersive interaction and feedback system. Haptic feedback motors were then
attached to participants’ wrists using medical adhesive tape.

Following this tutorial, participants independently interacted with the system
for 5min. Subsequently, they provided feedback through the System Usability
Scale (SUS), Simulator Sickness Questionnaire (SSQ), and Presence Question-
naire (PQ). These assessments gauged participants’ impressions, comfort, and
perceived presence in the virtual environment, offering valuable insights into the
system’s effectiveness and user experience.

User Experience Assessment. The evaluation process commenced with the
collection of essential demographic information from participants, including their
name, age, gender, relevant medical history, and explicit consent for their par-
ticipation in the study.

To gauge the system’s usability and user satisfaction, we employed the System
Usability Scale (SUS) [26], a well-established metric. The SUS uses a 5-point
Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) and consists
of 10 questions addressing aspects of usability, adaptability, and user-friendliness.
The resulting scores from the Likert scale were then transformed into percentages
using basic mathematical operations.
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For the assessment of potential cybersickness symptoms, we utilized the Sim-
ulator Sickness Questionnaire (SSQ) [27]. The SSQ evaluates 16 symptoms on
a 4-point Likert scale, ranging from 0 (no symptoms) to 3 (severe), each with
corresponding weights. It comprises three distinct subscales: Nausea (N), Oculo-
motor (O), and Disorientation (D), along with a total score. A higher SSQ score
indicates a greater level of participant discomfort, with a total score exceed-
ing 20 suggesting the presence of significant discomfort or severe cybersickness
symptoms [27].

To assess users’ sense of presence and immersion, we employed the Pres-
ence Questionnaire (PQ) [28]. This instrument focuses on user engagement and
immersion within the virtual environment, consisting of 24 items rated on a
7-point Likert scale. Higher scores indicate heightened presence and immersion
within the virtual space. The PQ has a maximum total score of 168 points,
with higher scores indicating a higher level of presence. It assesses aspects such
as involvement/control, naturalness, interface quality, and resolution following
each system experience.

The procedures did not include invasive or potentially dangerous methods
and were in accordance with the Code of Ethics of the World Medical Association
(Declaration of Helsinki). Data were stored and analyzed anonymously.

3 Results

Following system testing, users began the training phase by wearing the Oculus
headset. They were instantaneously immersed in the virtual environment. After
providing participants with a thorough introduction to the system, they com-
menced their sessions. Upon the conclusion of each session, participants were
asked to complete the provided questionnaires to record their feedback and sug-
gestions. Their responses were subsequently analyzed and computed.

The participants’ scores for each test were as follows: SUS (System Usability
Scale) scores were 92.86+2.19, PQ (Presence Questionnaire) scores were 149.14+
13.41, SSQ-N (Nausea) scores were 0.71£0.95, SSQ-O (Oculomotor) scores were
0.85+£1.21, SSQ-D (Disorientation) scores were 0.85+1.06, and SSQ-TS (Total)
scores were 2.43 4+ 1.62.

4 Discussion

The consistently favorable scores across all evaluation metrics underscore the sys-
tem’s commendable performance. In comparison to previous studies on similar
systems [29-31], our system demonstrates equally high System Usability Scale
(SUS) scores, reflecting users’ contentment with usability. These high scores align
with the immersive experiences indicated by the Presence Questionnaire (PQ)
scores. Furthermore, our system exhibits lower Simulator Sickness Question-
naire (SSQ) scores, spanning Nausea (N), Oculomotor (O), and Disorientation
(D) aspects, signifying users’ comfort and resilience to simulator sickness. This
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observation suggests that our system outperforms or is at least on par with pre-
vious systems in terms of minimizing simulator sickness and maintaining a high
level of usability.

The outcomes outlined in this paper demonstrate the framework’s capac-
ity to build on the documented success of rehabilitative serious gaming while
enhancing personalized progression and collaborative engagement. The system
is designed for clinical settings to operate under the supervision of licensed med-
ical professionals and physiotherapists and to serve as a supportive tool within
the broader spectrum of rehabilitative solutions. It is important to note that
this framework is intended to supplement, not replace established methods [32].
By merging the benefits of increased engagement and immersion, it continues
to enrich the training experience, motivating users towards improved adherence
and participation.

4.1 Future Direction

During the next phase of the project, the goal is to continue refinement of the
system with a focus on optimization for clinical settings [33]. To enhance its use
alongside conventional clinical methods, future development will prioritize incor-
porating clinical monitoring features. Also, advanced telepresence and shared
gaming are in planning, especially for remote users without the social aspect
found in in-person mobility training at rehab clinics.

The upcoming phase also requires rigorous clinical validation. This involves
testing the system with a larger cohort of patients from the target user group to
optimize the training system’s usability and efficacy within the clinical context.
Validation trials must also be conducted with clinical rehabilitation experts and
medical professionals to ensure that compatibility and efficacy extend to both
the patient and the provider.

5 Conclusion

This study contributes to the field of virtual reality (VR)-based rehabilitation,
specifically focusing on individuals with shoulder mobility limitations and post-
stroke conditions. The study assessed the system’s usability and feasibility, offer-
ing insights for future research. The results suggest positive aspects of the sys-
tem’s effectiveness, adaptability, and user-friendliness. This VR rehabilitation
system has the potential to enhance the rehabilitation process for individuals
facing specific mobility challenges.
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Abstract. Human-robot interaction has emerged as an increasingly prominent
discourse within the domain of robotic technologies. In this context, the inter-
action of both visual and verbal cues assumes an essential role in shaping user
experiences. The research problem of this study revolves around investigating
the potential impact of auditory attribute alterations in humanoid agents, namely
robots and avatars, on users’ emotional responses. The study recruited a participant
cohort comprising 14 individuals, aged 18 to 35, to engage in an experimental pro-
cess of observing avatar videos with distinctive auditory attributes. These attributes
encompassed two voice pitches, specifically alto voice and bass voice, as well as
two speech styles denoted as frozen style and casual style. Through data collection,
a repository of 13,600 data points was amassed from the participants, and subse-
quently subjected to rigorous analysis via the ANOVA methodology. The empirical
findings demonstrate that users reveal sensitive, emotional responsiveness when
faced with avatar videos characterized by varying auditory attributes. This pilot
study establishes a foundational framework poised to guide future research under-
takings aimed at inspiring user experiences through the deliberate manipulation
of auditory attributes inherent in humanoid robots and avatars.

Keywords: Human-robot interaction - Auditory features - Emotion detection -
User experience - Avatar

1 Introduction

The incorporation of artificial intelligence embedded agents into users’ attitudes, emo-
tions, acceptance, and behaviours constitute a highly stimulating topic. This phenomenon
involves a diverse range of entities, including robotic animals, humanoid robots, Al-
powered chatbots, virtual robots in the form of avatars, and mixed robots. These multi-
faceted agents find application in various practical contexts based on their visual appear-
ances and functional attributes [1]. Humanoid robots are exceeding their practical func-
tions to assume critical roles in fostering and cultivating social interactions with humans,
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including collaborators, educators, and more [2]. It is not hard to find that the increas-
ing prevalence of humanoid robots is rooted in the facts that they can provide humans
with companionship and good communication experience [3]. The interaction dynamics
between humans and robots originate not solely from visual cues but also from verbal
indicators [4]. After analyzing current literature, a research gap emerges regarding the
impact of auditory traits in humanoid agents on user responses. While numerous stud-
ies delve into visual and interactive aspects, the auditory dimension, including speech
patterns and intonation, remains understudied. As a result, this study aims to probe into
the intricate dynamics of how auditory attributes of humanoid embedded agents exert
influence over users’ emotional responses.

The research scenarios employed for the study and the tasks assigned to the partici-
pants were initially tailored for the demographic of older adults. In preparation for the
inclusion of older adults in a future experiment, a preliminary pilot study was conducted
involving younger adults. The current paper reports the findings of the pilot study.

Functioning as an initial endeavor to assess human interpretations of avatars exhibit-
ing varied auditory characteristics, this research is anticipated to enrich the body of
scholarly work focused on the affective consequences stemming from spoken exchanges
involving human-like entities such as robotic agents.

2 Literature Review

As an escalating field within the realm of artificial intelligence technology, human-robot
interaction has attracted significant attention within both scholarly research and practical
applications. A number of studies have hinted that emotion effect is a vital part in the
field of human-robot interaction [5]. Moreover, it has been posited that humanoid robots
possess the potential to evoke a spectrum of diverse emotional reactions [6]. Given that
the interplay between humans and robots extends beyond the confines of text and visual
elements, verbal attributes also assume a pivotal function in fostering effective human-
robot interactions [2]. A study was conducted concerning chatbots, and the findings
substantiate that when chatbots communicate messages in a cheerful tone, users are
inclined to experience more favourable interactions [7].

The hypotheses posited within this study are twofold: Firstly, it is assumed that
employing a casual speech style may elicit a greater prevalence of positive emotions,
specifically evoking feelings of happiness, whereas the utilization of a frozen speech
style is anticipated to evoke heightened negative emotions, particularly of an angry
nature. Secondly, it is estimated that an alto voice will gather greater user preference,
consequently engendering elevated emotions of happiness. Conversely, the utilization of
a bass voice is envisaged to be associated with augmented feelings of sadness or anger.

3 Methodology

Western Sydney University Human Research Ethics Committee (HREC Approval Num-
ber: H15278) has approved the project. All procedures were conducted following appro-
priate guidelines and regulations. Prior implied consent was acquired by the first author
from all participants and/or their legal guardians to both partake in the study and share
information and images in an openly accessible online publication.
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3.1 Scenario Design

We have produced four avatar videos, each exhibiting distinct auditory attributes. The
auditory features are characterized by two elements: voice pitch and speech style. As
indicated in Table 1, the voice pitch is represented by an alto voice and bass voice,
where the former resembles an adult female’s voice, while the latter matches an adult
male’s voice. As for the speech style, it encompasses casual and frozen styles. To ensure
coherence, the avatars’ appearances have been precisely tailored to correspond with their
respective voice pitches.

Table 1. Auditory Features of Avatar Videos

No Voice Pitch Speech Style Appearance
Avatar 1 Alto Casual Female
Avatar 2 Alto Frozen Female
Avatar 3 Bass Casual Male
Avatar 4 Bass Frozen Male

The videos entail the utilization of avatars to deliver instructions to the participants.
The avatars, characterized by diverse voices and speech styles, are purposively designed
to express these instructions. As demonstrated in Figs. 1 and 2, participants are antic-
ipated to engage in a task involving the observation of two designated avatar videos,
followed by the execution of tasks as directed by the avatar. The prescribed task entails
a straightforward clock drawing activity on paper, encompassing the creation of a circle,
twelve numerical clock markers, and two clock hands.

Fig. 1. Scenario Setting Fig. 2. Demo of Participant’s Task

Notably, as indicated in Table 2, the content conveyed through the avatars’ frozen
style and casual style speeches is semantically equivalent, despite their differing
expressive characteristics.

In the context of the experimental session, the YOLOVS emotion detecting model
functions in parallel with the participants’ involvement in task execution. This occurs
while they attentively receive instructions from the avatar videos. The core purpose of
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Table 2. Speech Scripts of Avatar Videos with Different Speech Styles

Casual Speech Style | Hello, my name is Fatima/Ahmed. I extend my sincere gratitude for
considering participating in this research study. I will provide clear
instructions for you to follow

Now, you can see a paper in front of you. Please write down a time on
the paper

Great! Thanks for that. And my assistant will collect this paper

Now, seems we can continue our task. You should now receive a new
paper, right?

Please draw a circle on the paper

Please draw 1 to 12 clock numbers in the circle

Now, please draw two clock hands

And make sure the clock hands refer to the time you wrote before
Well, seems everything is done now. Thanks for your time!

Frozen Speech Style | Hello, my name is Fatima/Ahmed. Thank you for considering
participating in this research study. Clear instructions will be given for
you to follow

A paper is now in front of you. Write down a time on it
Good. This paper will be collected by my assistant

Task continues. You receive new paper now, yes?

Step 1, Draw a circle on the paper

Step 2, Draw 1 to 12 clock numbers in the circle

Step 3, Draw two clock hands

Make sure clock hands match the time you wrote before

All tasks completed. Thanks

the emotion detecting model is to systematically capture and record the variations in
participants’ emotional states throughout the duration of the assigned tasks.

3.2 Emotion Detecting Model

The development of our emotion detecting model involved the implementation of the
Python programming language. For this purpose, we opted to utilize the YOLOvS model.
YOLO model stands for “You Only Look Once” detecting model, and it is renowned
for its real-time object detection capabilities and for striking a balance between speed
and accuracy [8]. YOLOVS5 relies on the PyTorch deep learning framework [9, 10] and
was trained on the extensive AffectNet dataset [11]. The AffectNet dataset comprises
approximately 400,000 images categorized into eight distinct emotion classes: neutral,
angry, sad, fearful, happy, surprise, disgust, and contempt. Our study focused on five
prominent emotions, namely sad, angry, happy, neutral, and surprise, for training our
model. The training process employed 15,000 images. For a comprehensive evaluation
of the model’s performance, we refer readers to [12].
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3.3 Participants

A sample size of 14 participants was drawn at random from the student at the United
Arab Emirates University (UAEU) to take part in the study. These participants were
requested to complete the experimental procedures in a controlled laboratory setting. A
study found that the young adult demographic displays a higher tendency to accept and
engage with the robots, as well as the underlying technology [13]. Additionally, it has
been generally observed that younger adults tend to exhibit a greater preference towards
interacting with robotic entities or avatars [14].

The participants were kept unaware of the ongoing emotion detection process to
ensure their natural behavioural responses. However, upon completing the entirety of
the experimental procedure, the researcher will provide a comprehensive explanation of
the testing procedure and unveil the presence of the emotion detecting model. At this
stage, the participants were allowed to provide their consent for utilising their data in sub-
sequent experiments. If any participant declines to grant consent, all related documents
and data pertaining to their involvement will be promptly removed. Upon obtaining vol-
untary consent from participants, strict regulations will be implemented to uphold their
privacy, ensuring that their personal information remains anonymized and unidentifi-
able. The emotion detecting model will exclusively provide numeric data, comprising
the percentages associated with each emotion detected. It is important to emphasise that
the physical characteristics, including face details of the participants will not be recorded
or retained in any form. Only the emotion data derived from the experimental sessions
will be retained for subsequent analysis.

The participants will be subject to a randomized allocation into one of the four
groups. The comprehensive procedure entails the participants’ exposure to two distinct
avatar videos, each with unique auditory attributes. The avatar videos presented within
the four designated groups are shaped with distinct voice pitches and speech styles:
avatar 2 and avatar 4 (G1), avatar 1 and avatar 3 (G2), avatar 1 and avatar 2 (G3), and
avatar 3 and avatar 4 (G4). The auditory features of each avatar video are elaborated in
Table 1.

4 Results

In our model, data points are automatically generated upon detecting participants’ facial
expression changes. Notably, there may be uneven distribution of data points across
participants due to variations in emotional expression frequency. The dataset includes
data points derived from four distinct groups, labelled as follows: G1 (n = 4863), G2 (n
= 3754), G3 (n = 1653), and G4 (n = 3330). The collective dataset comprises 13,600
data points, which were sourced from 14 participants. Notably, the average contribution
of data points from each participant falls within a range covering approximately 900 to
1500 points.

We conducted a repeated measures Analysis of Variance (ANOVA) to assess the
comparability of measurements among participants across two distinct speech styles
(Table 3) and voice pitches (Table 4). The ANOVA outcomes revealed the absence of
statistically significant differences in user reactions pertaining to both the frozen speech
style versus the casual speech style and the alto voice pitch versus the bass voice pitch.
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Table 3. ANOVA Analysis of Speech Style Table 4. ANOVA Analysis of Voice Pitch

Emotion | Within Subject Effect: Speech Style Emotion | Within Subject Effect: Voice
Angry | F=0371,P=0554 Pitch

Happy | F=2392,P=0.148 Angry |F=0.121,P=0.734
Sad F = 0.002, P = 0.965 Happy | F=1892,P=0.194
Surprise | F = 1.509, P = 0.243 Sad F=0933,P=0353

Surprise |F=1.140, P = 0.307

This is evidenced by the p-values exceeding the threshold of 0.05, signifying the lack of
a substantial effect.

Figure 3a, 3b, 3c, 3d illustrate the distributions of mean values for four primary
emotions (i.e., happiness, sadness, anger, and surprise) within the context of the subject
effect associated with speech style variations (specifically, frozen style and casual style).
Regarding the emotion of “Happy”, it is noteworthy that the frozen speech style yields
substantially higher values in comparison to the casual speech style. In contrast, in
relation to the emotion of “Surprise”, the casual style exhibits higher values than the
frozen style.

Figure 4a, 4b, 4c, 4d present the distributions of mean values pertaining to the four
primary emotions (namely, happiness, sadness, anger, and surprise) within the context of
the subject effect related to voice pitch variations (specifically, alto voice and bass voice).
Notably, concerning the emotion of “Happy”, the bass voice pitch yields higher values
compared to the alto voice pitch. Conversely, in relation to the emotion of “Sad”, the
alto voice pitch exhibits greater values. It is important to mention that great differences
in values are not notably detectible across other emotional domains.
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5 Discussion

The findings derived from this study suggest that visible auditory distinctions inherent
in embedded agents, such as avatars, exercise influence on the emotional responses
exhibited by users. The empirical evidence underscores that within the confines of a
consistent voice pitch, the adoption of the frozen speech style is more effective in eliciting
sentiments of happiness among users. Furthermore, when avatars and robots adopt a
casual speech style, it triggers a sensitive sense of surprise. This observation contradicts
our initial assumption, suggesting a casual speech style preference. In maintaining an
unchanged speech style, intriguing insights emerge regarding the influences stemming
from varying voice pitches. According to the obtained data, the bass voice records a
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more pronounced efficacy in evoking feelings of happiness among users, while the alto
voice engenders a sense of sadness.

It is worthwhile to acknowledge and address specific limitations that holds signif-
icance for prospective research undertakings. Foremost, the sample size employed in
this study was relatively modest, including merely 14 participants. Nevertheless, we
suggest that, as an introductory exploration, the present study contributes preliminarily
to the domain of evaluating users’ emotional responses to alterations in the auditory
attributes of avatars and humanoid robots. Notably, it is noteworthy that each participant
yielded a substantial volume of 8,000 to 10,000 data points. It is relevant to emphasize
that the predominant target of this paper lies in embarking upon a preliminary analysis
into this realm. Furthermore, the age range of participants was confined to individuals
aged between 18 and 35, which potentially limits the extent of generalizability to a
more expansive age demographic. Given the original design of the experiment’s content
catering to older adults, the relative simplicity of the tasks might be easy for younger
participants, thereby potentially influencing their emotional responses. Additionally, the
experiment was conducted in the UAEU. Consequently, the outcomes may be disposed
to the culturally specific influences characteristic to this location. To augment the robust-
ness and applicability of future inquiries, it is recommended that a broader participant
pool encompassing older adults be integrated.

6 Conclusion

In summary, the primary objective of this pilot study was to separate the effects of
humanoid embedded agents, encompassing robots and avatars, on users’ emotional
responses. Serving as an early undertaking to evaluate human perceptions of avatars
possessing distinct auditory attributes, this study contributes to advancing literature con-
cerning emotional impacts arising from verbal interactions with humanoid agents like
robots. The findings revealed that users exhibit heightened emotional responsiveness
when interacting with avatars and robots characterized by diverse voices and speech
styles. Nonetheless, it is crucial to acknowledge that the study’s constraints, including
the restricted sample size, limited age demographic, and cultural influences, introduce
restraints upon the generalizability of the results.

In a broader context, this pilot study lays the foundation for prospective research
endeavours to enhance user experiences by manipulating auditory attributes of humanoid
robots and avatars. A potential direction for future investigation could entail examining
the potential effects of altered verbal cues in robot-assisted elderly care training on the
emotions, acceptance levels, and cooperation dynamics among older age groups.
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Abstract. Drones and other robotic technologies enable us to explore and study
the world without the need for human guidance. This enables us to interact with
previously uncharted areas that pose a risk to human safety, including the under-
water biosphere. A drone may encounter a variety of problems when operating in
such an unpredictable and hazardous environment. In these contexts, creating a
digital twin of a marine drone can provide several advantages, such as for exam-
ple to enhance the management, maintenance, and performance of the marine
drone through data-driven approaches, benefiting efficiency and safety. In this
work, we present the development of a digital twin prototype, which is a vir-
tual representation of a physical entity of a marine drone-type unmanned surface
vehicle. ROS, Blender, and the AWS cloud platform were used to create the sys-
tem. The three-dimensional model of the maritime drone was created in Blender,
and the AWS Robomaker service was utilized for simulation testing and possible
deployment of the robotic application without managing any infrastructure. The
goal is to present the tools and architecture that were developed to collect data
using non-invasive ways and generate a marine digital twin.

Keywords: digital twin of marine drones + USV - ROV - AUV - see monitoring

1 Introduction

The underwater environment is, to date, for most of the planet Earth, still a real unknown
factor for human beings. The seabed has been mapped only for small land surface inven-
tories, and it is very little known due to its inaccessibility to man. It is hazardous and
complex to conduct work, whether environmental monitoring, sample collection, or
mapping spaces and objects deposited on the seabed, but robotics can help us carry out
dangerous activities. Unmanned Surface Vehicles (USV), are identical to real boats or
even Remote Operated Vehicles (ROV) [4], are more complicated and are typically uti-
lized in oil wells or deep oceans and can reach such high pressures that a pilot on board
would perish. Also, several marine drones define the AUV (Autonomous Underwater
Vehicle) as being capable of moving adequately according to the mission for which they
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have been programmed [1]. Recently, there has also been a surge in interest in undersea
projects and the development of AUVs dedicated to surveillance [2,3].

For instance, authors in [15] used an innovative marine robotic instrumentation to
reconstruct the landscape of the coast of an archaeological site near Campi Flegrei
(Italy). The Unmanned Surface Vehicle (USV) used geophysical and photogrammet-
ric sensors. In addition to reconstructing the underground city, the acquired data help
document the underwater cultural heritage. In this regard, an Unmanned Surface Ves-
sel (USV) with acoustic and optical sensors was also used to reconstruct the ancient
Parthenope area, an area of the Roman coast between Pizzofalcone hill and Megaris
islet, [16].

They enable us to perform things that would not be possible with any other vehicle,
such as detecting wrecks, conducting scientific samples, and gathering data. Technolog-
ical advancements and the associated software and hardware systems on the market are
continually evolving, and how they are built and handled must also evolve. To do so, we
need tools to match the new product realities brought about by digital breakthroughs.
This is also where the Digital Twin comes into play. Michael Grieves used the term
“digital twin” for the first time in 2001 [7].

Grieves described the digital twin as a physical product’s virtual and digital equiv-
alent. In his approach to PLM, Grieves highlighted a Mirrored Spaces Model referring
to a highly dynamic representation, [18]; the actual dimension and the virtual dimen-
sion remained connected during the entire life cycle of the system, going through all
the phases of creation, production, operation and disposal. Virtual replicas of physical
products that provide a snapshot of the state of the product in real-time, digital twins
allow you to deliver experience improvements without having to test them on the prod-
uct itself. A product’s digital twin is an invaluable source of information for engineers
and operators. Information is obtained through combining multiple technologies, from
the cloud to the Internet of Things to Artificial Intelligence.

The Digital Twin is connected to the physical product through various sensors.
These produce data on different aspects of the physical object’s performance, from tem-
perature, energy used/produced, weather conditions, etc. The analysis of this data, com-
bined with other sources of information, allows us to understand not only the product’s
behavior but also to predict how the product will behave in the future. This continuous
flow of information allows the digital twin to run simulations, detect and analyze any
product performance issues, and study possible improvements.

The purpose of the paper is to develop a digital representation of the marine drone
known as ARGO (ARcheological GeO application) developed by the GEAC group
(Geology of Coastal Environments) of the University of Naples Parthenope, Italy, by
making use of ROS (Robotic Operating System), as well as of Blender 3D-modeling
software and AWS cloud platform. ARGO marine drone was conceived to carry out
coastal marine surveys aimed at the high-resolution reconstruction of the submerged
coastal seabed.

The aim of this contribution is to highlight the benefits of utilizing AWS Robo-
Maker, a cloud-based simulation service provided by AWS (Amazon Web Services),
that allows robotics developers to perform, scale, and automate simulations without
having to worry about managing infrastructure. Through the use of virtual space and



24 M. Staffa et al.

simulation, it will in fact be possible to evaluate the performance of the on-board sen-
sors as well as foresee the use of additional sensors to improve both navigation and
monitoring performance, testing their operation in simulation before mounting them on
the real robot, thereby reducing downtime and maintenance costs. Additionally, oper-
ators can use the digital twin to simulate the intended flight path, check for obstacles,
and assess how the drone will respond to various conditions. This reduces the risk of
accidents and unexpected outcomes. Furthermore, the possibility of modifying the sim-
ulation environments as desired allows operators to test the performance of the drone in
different environments and in different climatic conditions.

2 Related Work

A Digital Twin concept involves creating a digital simulation within an informa-
tion platform, enabling real-time prediction, optimization, monitoring, control, and
improved decision-making. This is achieved by integrating physical feedback data
and complementing it with Al, machine learning, and software analysis. Numerous
researchers from around the world have conducted research in the domains of air, land,
and sea [9,12,17].

For instance, the authors in [11] integrated data from multiple sensor locations,
using this information as inputs for the digital twin system, and combined it with sim-
ulation data to analyze the structural performance.

Meanwhile, Chen et al. [5] established a Digital Twin framework for submarine
pipelines and highlighted the challenges in implementing it for design, construction,
service life assessment, life extension, data collection, interpretation, sharing, and net-
work security. The underwater environment presents unique complexities, and only a
limited number of studies have explored the application of Digital Twin technology in
this context.

In [10], the authors formulated a standardized method for recognizing a set of cru-
cial system elements that require the creation of digital twins to support condition-based
maintenance objectives. Although their initial application centred around an unmanned
underwater vehicle (UUV), the procedure possesses sufficient generality for any system
examining cost and reliability projections for implementing digital twin technology.

The research discussed in [8] employs a blended-wing-body underwater glider
(BWBUGQG) to investigate the potential uses of high-fidelity digital models within the
maritime domain. They introduce a digital twin technology developed using the Gazebo
simulation platform. Their methodology encompasses the development of a high-
fidelity model designed for underwater situations and includes the incorporation of a
vehicle body with a range of sensors.

3 Planning and Development

The most important elements of the drone digital twin design flow will be examined
in this section. We will focus on the specifications, the development libraries used, the
building of the 3D robot model, the description of the mounted sensors and onboard
thrusters, and its architecture.



A Digital Twin of an Unmanned Surface Vehicle 25

AWS RoboMaker. AWS' is the world’s most comprehensive and widely used cloud
platform, offering a broad range of computing infrastructure services. In particular, AWS
RoboMaker extends the most popular open source robotics framework, Robot Operat-
ing System (ROS), with connectivity to cloud services. This includes AWS machine
learning services, monitoring services, and analytics services that enable a robot to
transmit data, navigate, communicate, understand, and learn. AWS RoboMaker gives
you access to gazebo, rqt, rviz, and terminal to interface with running simulations that
can be easily customized.

UUYV Simulator. UUV Simulator (Unmanned Underwater Vehicle Simulator) is a pack-
age set that includes plugins and ROS applications that allow the simulation of under-
water vehicles in Gazebo [13].

Blender. Blender is a 3D graphics open-source software allowing the modelling and
rendering of images in three dimensions using a professional work environment. It is
a constantly evolving and updating program and is increasingly adopted in gaming,
cinema, advertising, and architectural design.

Among other advantages, Blender offers native tools for creating animations and
animated videos of projects, now increasingly in demand even in interior design and
architectural design. Among others, we mention the possibility of inserting sounds,
interactive paths and animated characters in the videos of the scenes.

In Fig. 1, we can see how the ARGO drone is visualized on Blender. On the right is
the wire frame, and on the left is the preview with the materials used.

Unified Robot Description Format (URDF). For the development of the URDF model
of the marine drone, extensive use was made of the constructs of the XACRO language
(XML Macros), ideal for developing reusable macros. The description is organized in
multiple files. The main file is drone.xacro from which the other files are loaded, and
the macros are expanded:

— base.xacro contains the declaration of global constants and variables, model prop-
erties, global macro definitions, a path relative to the mesh file package, and the
inclusion of external libraries and other files that make up the robot.

— sensors.xacro contains the definition of the various sensors and the relative names
of the joints and links, the dimensions of the primitives used for the elements, the
mass of the links, the limits of the joints, the offset of the reference systems of the
visual, inertial and collision elements for the link reference, and the offsets of the
joints for the link reference.

— snippets.xacro uses the macros for the definition of the [libuuv_thruster_
ros_plugin.so plugin of wuv_simulator allows the functioning of the thrusters,
including the description of the dynamic systems and the conversion functions to
be adopted.

— actuators.xacro contains the declarations of the macros used to create the thrusters.

— gazebo.xacro uses the macros for defining the libuuv _underwater_object_ros
_plugin.so plugin of uuv_simulator providing the ability to buoyancy through the
definition of the dimensions, volume and hull centre of the marine drone.

! Amazon Web Services. http://www.aws.amazon.com.
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Fig. 1. Visualization of the 3D model of a marine drone in Blender. Up: Material preview: down:
Wireframe.

3.1 Description of the Marine Drone

The drone is characterized by very compact dimensions (length of 120 cm and a width
of 86 cm) with a maximum weight of 30 kg, such as making logistics handling easy. Its
dimensions and the presence of electric motors powered by 12V DC allow a minimum
impact on the sea and guarantee considerable operating autonomy (from 2 to 6 h) and
excellent maneuverability in confined spaces typical of coastal and port environments,
[6, 14].

On-Board Sensors. The drone digital twin has the same sensors mounted on board the
physical robot, including:
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— GPS: Acronym for Global Positioning System; it is an electronic device used to
locate the exact position of a place, a person or an object through data triangulation.

— Camera: A portable electronic device that records images and sounds on an inte-
grated storage medium.

— Echo sounder: It is a type of ultra-acoustic echo sounder instrument used to mea-
sure the depth of the sea through the transmission of sound pulses. To work, it uses
sound waves, capable of measuring distances through sound. Echo sounder technol-
ogy uses a transducer, transmitter and receiver/amplifier. It uses the same principle
as radars to locate targets, from which it differs in speed propagation and wave type.
The transducer receives the electrical energy and then transforms it into sound. The
impulse is thus transmitted to the seabed. Once the target is hit, whether fish, sea-
weed or rocks, the sound is reflected back to the transducer and sent to the amplifier
and then to the receiver so it can be viewed on the display.

— Side scan sonar: It is a particular instrument mainly used to research and map the
seabed for underwater archaeology purposes. The name of this sonar derives from
how the acoustic bases mounted on a small vehicle towed by a pilot ship are used.
The acoustic bases emit pulses and identify the targets’ echoes by scanning emis-
sions and receptions only with beams directed sideways towards the bottom. It pro-
vides as a final product a resulting image of many stripes corresponding to signals
received from the seabed following the sending of an impulse. The side scan sonar
sends an acoustic signal towards the bottom of the sea from each of its sides at 90° to
the course of the support vessel. The waves propagate through the water, and once
they reach the bottom of the sea, they are reflected by the irregularities of the sea
surface and by any object lying on it, returning to the receiver, which registers the
body as a maximum reflector. The sonar amplifies the received signals and sends
them to a data processing system and a display. Typical sonar applications result in
grayscale recordings (sonograms), where strong reflectors are shown in the record-
ing as bright areas. In contrast, a total lack of return signal results in a dark area. The
main objectives of the side scan sonar are:

e create nautical charts and the detection and identification of underwater objects.
search the bathymetric characteristics of the sites.

investigate the problems of marine archaeology.

helps locate and identify underwater manufactured artifacts.

to classify seabeds based on the type of deposit material.

detect items of debris and other obstacles on the seabed dangerous to navigation.

control seabed installations of the oil and gas industry.

In Fig. 2, we can see how the side scan sonar is mounted on the drone, through the
representation in Blender of the digital twin.

— Forward scan sonar: Besides the sensors already provided by the physical robot,
we have the forward scan sonar, a device used during navigation to identify and
avoid any bodies in front of the boat.

Thruster Configuration. The propulsion of the marine drone takes place via two
thrusters. The UUV Simulator library is used to simulate the operation and configu-
ration of these to the digital counterpart; it provides two modules: the dynamic model,
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Fig. 2. Illustration of twin-mounted side scan sonar, used for research and mapping of the seabed
for underwater archaeology purposes.

which describes the dynamics of the rotor and the conversion function, which describes
the relationship between angular speed of the rotor and the thrust force produced. Below
is an example of the macro that includes the thruster link, the joint and the Gazebo plu-
gin containing the dynamic model and descriptions of the conversion function.

Architecture and Structure of the Control System Hardware. The drone control
system hardware structure is shown in Fig. 3. The microcontroller gets the data from
the computer and generates a pulse width modulation signal to the motors and servos.
The onboard computer performs planned navigation, calculates control actions, runs the
navigation system software and communicates with the remote control station.

4 Simulation

The simulation includes visualization of the digital clone in a marine environment to
reconstruct the seabed through a scan by the side scan sonar mounted on it. The main
simulation launch file start_demo_pid_controller.launch allows you to launch several
nodes from a single configuration:

— ocean_waves.launch allows the generation of a virtual marine world made available
by the UUV Simulator library.

— upload_argo.launch contains the description of the robot, the robot_state_publisher
node to allow viewing of the robot and related information within rviz. It allows the
generation of the simulation environment through Gazebo, (Fig. 4).

— start_pid_controllerlaunch contains a whole series of parameters for the correct
functioning of the thrusters.
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Fig. 3. Control system hardware structure diagram

Fig. 4. Gazebo simulation execution.

In order for the robot model to activate the thrusters to carry out the navigation and
reconstruction of the seabed in the simulated environment, a geometry_msgs message
is published on the topic /thruster_manager/input/Wrench. This is equivalent to gen-
erating a force in newtons along one of the X, y and z axes, which allows the drone’s
movement and, consequently, the side scan sonar to map the virtual seabed. Through a
particular configuration of rviz, which allows the seabed to be displayed in the form of
a point cloud, we obtained the result shown in Fig. 5:
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Fig. 5. Digital representation of the scanned seabed.

5 Conclusions

This work aimed to develop the prototype of a digital twin, a virtual representation of
a physical entity, in our case, a USV-type boat. This system was created through ROS,
Blender (a 3D graphics and modelling software that allowed the creation of the surface
marine drone three-dimensional model), and the AWS cloud platform, specifically the
AWS Robomaker service for simulation, testing, and possible deployment of the robot
application without managing any infrastructure. By using cloud-based computing plat-
forms to provide computational power, it has been possible to decouple robot hardware
from its available functionalities in an always more promising RaaS approach. In a
possible future development, new sensors could be integrated and tested for communi-
cation with the surrounding environment, developing navigation techniques that allow
the achievement of a specific objective regardless of any environmental disturbances,
such as wind and sea currents, through alternative simulators such as Gazebos that per-
mit such circumstances. Finally, a potential work to be done is the connection of the
digital twin to the physical product through various sensors or a possible distribution of
the robot application to the physical robot through the features made available by AWS
Robomaker.
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Abstract. The role of trust in human-robot interaction (HRI) is becoming
increasingly important for effective collaboration. Insufficient trust may result
in disuse, regardless of the robot’s capabilities, whereas excessive trust can lead
to safety issues. While most studies of trust in HRI are based on questionnaires, in
this work it is explored how participants’ trust levels can be recognized based on
electroencephalogram (EEG) signals. A social scenario was developed where the
participants played a guessing game with a robot. Data collection was carried out
with subsequent statistical analysis and selection of features as input for differ-
ent machine learning models. Based on the highest achieved accuracy of 72.64%,
the findings indicate the existence of a correlation between trust levels and the
EEG data, thus offering a promising avenue for real-time trust assessment during
interactions, reducing the reliance on retrospective questionnaires.

Keywords: Trust in Human-Robot Interaction - Social Robotics -
Human-Robot Collaboration

1 Introduction

In social scenarios, trust is an important aspect of human robot collaboration because
the level of trust of the human towards the robot can seriously affect the performance
during the interaction. In other words, it can cause unbalance workload, inefficient mon-
itoring of the robot, or even disuse of the system [4]. For example, socially assistive
robots provide assistance to elderly people for improving their quality of life and inde-
pendence [22] or serving as robot companions for activating and stimulating the users
[27]. In such scenarios, fostering trust in the robot is crucial not only for the user but
also for care personnel and relatives, ensuring a successful interaction.

Numerous attempts have been investigated to define the characteristics of trust as
an emergent phenomenon in human-human as well as human-robot interaction (HRI).
A meta-review of trust-related studies of human robot interaction [15] showed that the
two main variants of trust are performance-based and relation-based, which in turn are
related to specific domains of applications. Performance-based trust is mostly explored
in manipulative robot systems in industrial contexts. By contrast, relation-based trust is
more relevant for social scenarios focusing on communication rather than on manipu-
lation of objects.
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To be able to use trust as a control parameter in the context of human-robot collab-
oration, evaluating real-time trust levels throughout the interaction becomes essential.
As result, the behavior of the robot can be adapted to match the trust level of the user,
increasing efficiency or preventing potentially dangerous situations. The current trust
measurements are based on subjective, post-hoc questionnaires (e.g. [25,28]) that pro-
vide only summary information about the subjects’ interpretation of the interaction but
do not support a continuous trust assessment during the collaboration. For this reason,
new methods must be developed for data-driven assessment of trust. Recent studies
have shown some promising steps in this direction (e.g. [7,9,26,30]). For instance,
Hu et al. [9] successfully experimented with electroencephalogram (EEG) signals as a
real-time measurement of trust for a scenario based on performance-based trust. While
their results are promising, the trust rating that was used for labeling the data was an
oversimplification relying only on one question.

This paper proposes trust assessment based on EEG signals and Machine Learn-
ing (ML) within the context of relation-based trust. For the purpose of having a solid
basis for labeling the EEG data, the Multi-dimensional Measure of Trust (MDMT) ques-
tionnaire [28] is used as the baseline measurement to infer the trust levels. The deci-
sion to opt for MDMT hinges on the necessity for a more in-depth comprehension of
trust. Trust, being multifaceted, is thoroughly examined by MDMT across a spectrum
of dimensions, allowing to gain a more holistic insight into trust-related constructs.
The aforementioned approach allows for the automatic labeling of the data, facilitat-
ing the subsequent real-time analysis of the correlation between trust and physiological
responses, thereby overcoming the limitations associated with questionnaire responses.

2 Related Work

Trust can be defined as the operator’s perception of the competence of the machine
where it is essential that the operator is confident that the system appropriately accom-
plishes its tasks [ 18]. A correlation is present between the operator’s trust in the machine
and his willingness to use it, i.e. the more the human trusts the system, the more he is
likely to use it. In [18], Muir and Moray reported that the level of trust of the human
subject in a machine was heavily affected by the machine’s performance. As a matter
of fact, trust is a relevant factor that could affect the acceptance of a robot as assis-
tant, co-worker or companion in social scenarios [12,16]. Moreover, it can influence
the human’s perception of the capabilities of a robot [8,23].

In HRI, the concept of trust is a timely and relevant topic for various reasons.
First of all, there is a lack of a general understanding of the dynamic nature of trust
and the methodologies to study it [14]. Trust is not a static phenomenon: it can be
built, repaired, adjusted and it changes over time according to events that occur. Sec-
ondly, trust is an essential feature of human decision-making in collaboration tasks and
it becomes crucial when robots are closely working together with human users [29].
Thirdly, mismatches in trust towards a robot can lead to severe consequences, ranging
from unbalance workload, to loss of expensive equipment or even human life due to
inefficient monitoring [4, 19]. Therefore, both under-trust and over-trust in robots have
to be avoided.
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Most trust assessments rely primarily on post-hoc questionnaires (e.g. [10,25]).
Only a limited number of methods have endeavored to gauge trust through performance,
with a primary emphasis on task success and efficiency. Floyd et al. [6], for instance,
estimated the robot’s trustworthiness based on observable performance which was cal-
culated as a comparison between the number of successful task completions and failed
or interrupted attempts. Xu and Dudek [30] proposed a data-driven approach to infer
trust levels, focusing specifically on a performance-centric definition of trust, which
evaluated success or failure in performing the task. A HRI trust scale was developed by
Yagoda et al. [31] that is based on a list of item dimensions including HRI attributes:
team configuration, team process, context, task, and system. Salem et al. [24] explored
the factors that affect human perception and trust towards an erroneous robot.

The post-hoc questionnaires are not sufficient to promptly determine the change
of trust level over time. Therefore, it is essential to track the unfolding of trust (and
distrust) in HRI to define reliable, real-time measures of trust [9] with the goal of
adapting the robot’s behavior to the user’s trust level. According to [21], the use of
psycho-physiological signals could be a solution to sense trust level. Among the several
psycho-physiological measurements, EEG is identified as a non-invasive and conve-
nient method for capturing brain signals and observing brain activity in response to a
specific event-related potential (ERP). Researchers have conducted studies on trust by
means of EEG signals. Hu et al. [9] introduced an initial attempt to establish a con-
nection between real-time physiological signals and human-machine trust. Regrettably,
their trust measurement remains superficial as it solely relies on asking participants
about their trust in the system. In a coin toss experiment that simulated trust and dis-
trust [3], Boudeau et al. found that ERP components had different peak amplitudes for
the several participants involved. Akash et al. [2] analyzed approaches to develop a
classification model to sense human trust using EEG and galvanic skin response mea-
surements.

3 Methodology

3.1 The Human Subject Study

To assess the trust level of the human subjects based on EEG signals, a social experi-
mental scenario was designed. A human and EZ-robot JD Humanoid' played a collabo-
rative game inspired by the board game Activity. As shown in Fig. 1, the game consisted
of five sections where, depending on the section, the humanoid robot either mimed or
vocally described a word among four options presented to the participant. Throughout
the interaction, the participant had to guess which word the robot was presenting. In case
of correct answer, the participant received a candy as reward; otherwise one candy had
to be returned. Each section was composed of two trials where, for each trial, a different
set of four words were presented by the robot. Furthermore, each section implemented
a different trust strategy that determined how the robot would behave. The first two
sections were used for building up trust. Section 2 showed some situation awareness,
e.g. by commenting on the participant’s cloth with the purpose to establish a relation. In

! https://www.ez-robot.cony/.
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Fig. 1. Sequence of the sections with the different trust strategies associated.

section 3 the robot introduced the participant to some technical limitations of the system
(trust dampening + transparency). Section 4 violated trust by a deliberate malfunction
of the robot while section 5 was used to regain trust. In the end, between each section
and after the last section of the experiment, the MDMT questionnaire was used to assess
the average trust score. The participants were asked to rate on a 8-point scale (0—7) how
well some trust-based descriptors applied to the robot. Finally, an average trust score
was calculated over the several dimensions measured by the MDMT. To conclude, it is
essential to emphasize that the initial three sections were employed to establish a solid
foundation of trust between the participants and the robot prior to any violation of trust
taking place. Consequently, Section 3 serves as a comprehensive synthesis, bringing
together all the trust-related insights derived from the earlier stages.

The experiment protocols were in accordance with the Declaration of Helsinki.
Ethical approval was obtained from the institutional review board prior to the study.
Twenty-one participants were recruited, 9 male and 12 female with an average age of
28.3 (§D=9.94). The sample size of 20 participants was chosen to initiate a prelim-
inary assessment of trust levels, considering resource limitations and the exploratory
nature of the study. Familiarity with robots was limited, three had previous practical
experience with robots, while the remaining had only encountered them either in reality
(12 participants) or through media (6 participants). The completion of the experiment
required 30 min for each participant.

3.2 Experimental Setup

At the beginning of each session, a consent form and a description of the task were
provided and, subsequently, the participant was equipped with an EMOTIV EPOC+ 14-
Channel Wireless EEG Headset” connected to a computer to record brain waves with
a rate of 128 Hz. To ensure a good contact quality, a saline liquid was applied to each
electrode in order to have an efficient conductivity. A sensor map was used to check
the location and contact quality of each sensor. The placement of the 14 electrodes is
reported in Fig. 2 (left). Furthermore, participants were given instructions to avoid mak-
ing pronounced movements to prevent any sensor shifts. The participant was seated on
a chair facing a table with the robot (Fig. 2 right), which was controlled through the EZ-
Builder software. In order to have a controlled data collection, a Wizard of Oz protocol
was adopted, where the robot was manually controlled throughout the procedure. The
participant remained unaware of this fact until the debriefing.

2 https://www.emotiv.com/.
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Fig. 2. Left: Placement of EEG electrodes. Right: Experimental scenario with the Humanoid
Robot JD and the participant wearing the EEG headset.

3.3 Data Pre-processing

The EEG data was pre-filtered to remove the DC offset with 0.16 Hz high-pass cutoff.
Before computing the Fast Fourier Transform (FFT), the EMOTIV Cortex API was
used to minimize artifacts in the EEG signal. EEG waves can be affected by intrinsic
artifacts (e.g. movements of the eye, eye blinks, bio-electric potentials from muscle and
heart) and by external artifacts (e.g. environmental noise). Moreover, a Hanning win-
dow function was applied to obtain good frequency resolution and leakage protection
with fair amplitude’s accuracy. In order to analyze the alpha frequency band power, the
continuous time series EEG data were transformed through FFT to assess the involved
frequencies. Afterwards, the power spectral density was computed to determine the
power of each band. Subsequently, the extraction of the power, expressed in uV?, was
performed from the following frequency bands: Theta (4-8 Hz), Alpha (8-12 Hz),
Low Beta (12-16 Hz), High Beta (16-25 Hz) and Gamma (25-45 Hz). Considering the
nature of the task, the alpha brain waves were analyzed since previous studies have
shown a strong correlation between attention and this typology of waves. In [13], it
is reported that alpha suppression reflects attentional processes. The hypothesis is that
if the robot committed errors during the performance, the human would less trust the
robot, thus paying more attention in order to correctly guess the answer.

3.4 Data Analysis

For the trust assessment, the focus lay on the break point between section 3 and 4,
where a trust violation occurs. Firstly, it was necessary to validate whether the trust
scores from the MDMT were impacted by the trust violation. If that was the case, the
data collected in sections 3 and 4 could be utilized for training a trust assessment model,
incorporating the labels derived from the MDMT. A Shapiro-Wilk test revealed that the
difference in average trust scores between section 3 and section 4 did not follow a
normal distribution (p = 0.001). Therefore, instead of paired t-test, a Wilcoxon Signed-
Rank Test was performed. The statistical test reported a significant difference in trust
scores between section 3 (M = 5.34, SD = 1.31) and section 4 (M = 4.64, SD = 1.79).
Specifically, the trust scores in section 3 (Mdn = 5.45) were significantly higher than
those in section 4 (Mdn = 5.07), W = 26, p = 0.002. The results verified the usability of
the trust scores for training the ML models.
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Table 1. Features related to alpha frequency band power.

Features Description
Mean Value Average value of the power
Peak Maximum value of the power

Standard Deviation Dispersion of the power relative to its mean
Kurtosis Sharpness of the peak

4 Trust Assessment

The categorization of the trust level was modeled as a binary classification problem
(i.e. high trust, low trust). The ML models were based on features of the alpha fre-
quency band power. For each participant, the contribution of the alpha frequency band
power of each sensor was calculated and then averaged over the 14 channels. To extract
the features, a window size of I s (consisting of 128 data points) was defined. The ini-
tial features calculated on these windows were mean, peak, median, standard deviation
and kurtosis. Based on the results of the MDMT questionnaire, the feature vectors were
then labeled as one of the two classes, i.e. either as high or low trust. The labels were
determined using the average of the results from the MDMT questionnaires as threshold
for both section 3 (M = 5.34) and section 4 (M = 4.64). By applying Univariate Feature
Selection method, the feature space was reduced by eliminating the median. The result-
ing features are summarized in Table 1. According to [17], classification algorithms
are more suitable than regression models in brain computer interface applications. In
this analysis, several supervised ML algorithms were selected to categorize the trust
level of the participants. The adopted models were Support Vector Machine (SVM),
k-Nearest Neighbors (kNN) and Random Forest. The data were normalized, shuffled
and divided in 70% for the training set and 30% for the testing set. Tuning of hyperpa-
rameters was performed during the modeling phase. In the following, each algorithm is
briefly presented along with the chosen evaluation metric (classification accuracy).

Support Vector Machine. With reference to [20], SVM is a suitable model to classify
physiological data. It is a discriminative classifier whose purpose is to provide a hyper-
plane in a N-dimensional space (N corresponds to the number of features) that distinctly
classifies the data points of a binary classification problem. Many hyperplanes can be
chosen and the selection depends on the maximum achieved margin, which is the max-
imum distance between the support vectors, i.e. the data points of the two classes closer
to the hyperplane. Maximizing the margins aims to provide a wider confidence inter-
val for classifying new data points into one of the two regions in the space, based on
their respective class memberships. To determine the optimal hyperplane (i.e. decision
boundary), the hyperparameters must be computed through (1):

& fori=1,..,n (D

N C
min —ww -+ —
w,b, 1

n
1=

where w and b are hyperparameters, C is a tune parameter, n is the number of training
samples and &; is a variable that measures the extent of violation of constraint (2):
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where x; is the training set while y; are the categories. To conclude, SVM robustly
mitigates overfitting due to the margin maximization, support vector utilization and
regulation parameter control. In this analysis, the two regions of the space represented
respectively the high trust and the low trust categories of the participants. The regulation
term C was assigned a value of 0.5 and the radial basis function was selected as the
kernel. The algorithm performs with 63.20% accuracy.

k-Nearest Neighbors. kNN is a memory based classifier that exploits the similarity of
the features between classes in order to predict the class of a new feature vector. KNN
estimates the likelihood that a new data point belongs to a specific class (high or low
trust) based on which class most of the data points closest to the new feature vector
belong to. A distance function is used to determine the similarity between a new data
point and its nearest neighbors [11], which is frequently the standard Euclidean distance

3):

3)

where x; are the unclassified samples, y; are the labeled data and d is the dimension of
the feature space. kNN is considered robust to overfitting due to its local nature and lack
of assumptions about data distribution. Additionally, the choice of the hyperparameter
k (number of neighbors) helps prevent overfitting. A number of seven neighbors was
determined through experimentation, which resulted in an accuracy of 68.86%.

Random Forest. Random Forest utilizes ensemble learning, a technique that combines
many classifiers to make predictions. It consists of a large number of decision trees on
various subsets of the given dataset. Each individual tree derives a class prediction and
the class with the most votes is the output of the algorithm [5]. The robustness of Ran-
dom Forest to overfitting is attributed to the random selection of features and sample
subsets for each tree. This randomness ensures that no single tree have excessive influ-
ence over the ensemble, promoting generalization and reducing the risk of overfitting
to unseen data. This model achieved the highest accuracy of 72.64% by utilizing /100
decision trees and employing Gini criterion as the quality measure for evaluating splits
in each tree.

5 Discussion

The data analysis indicated a statistically significant difference concerning the trust
scores between the two analysed sections of the experiment (p = 0.002). Therefore,
considering that each of the two sections had a distinct trust strategy (i.e. the robot’s
performance varied), it can be concluded that the robot successfully elicited a noticeable
shift in trust among the participants. Thus, the hypothesis about perceptible variations
in trust scores around the break point when trust violation occurred has been validated.
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Table 2. Supervised learning models and performance indicators.

Supervised Learning Model Accuracy Precision Recall F1-score
Support Vector Machine 63.20% 0.63 0.63 0.63
k-Nearest Neighbors 68.86% 0.70 0.69 0.69
Random Forest 72.64% 0.75 0.73 0.72

Based on this, three different algorithms for trust categorization were examined. The
analysis involved various performance indicators, namely accuracy, precision, recall,
F1-score. The corresponding outcomes are presented in Table 2. The Random Forest
model achieved a higher accuracy (72.64%), likely attributed to its ensemble nature,
indicating a greater number of correct predictions compared to the other models. Its
elevated precision suggested a lower incidence of false positives, which is essential for
minimizing misclassifications. Moreover, the model demonstrated a higher recall value,
signifying its ability to identify a larger proportion of actual positive instances, i.e. high
sensitivity. The second-best performing model was kNN. Its competitive performance
might be attributed to its simplicity and the absence of strong assumptions about the
underlying data distribution. Lastly, SVM exhibited low performance possibly due to the
complexity of the dataset and limited feature space. SVM’s performance might improve
with more diverse and higher-dimensional data. For instance, other features concerning
alpha band could be peak-to-peak amplitude and alpha band reactivity.

In summary, the results highlighted the utility of EEG data in estimating trust lev-
els in relation-based trust in human robot collaboration. Being able to classify trust
based on sensor data has two main advantages over traditional trust evaluation through
questionnaires. Firstly, questionnaire results do not always align with user behavior [1].
Trust assessment relying on sensor data becomes more objective, eliminating the need
to rationalize the entire interaction with the robot. Secondly, while questionnaires offer
summative evaluation after interaction, sensor-based trust assessment enables continu-
ous evaluation, capturing trust dynamics as it develops during interaction. This facili-
tates the potential to react in real-time to over/undertrust by adapting the robot’s inter-
action or communication behavior. The study’s main limitation was the fluency of the
robot’s speech, which significantly influences human attention and trust in the robot’s
communication abilities. When a robot communicates smoothly, it appears more com-
petent and reliable, leading to increased trust from humans. To further explore trust, the
next step could involve increasing the risk for human participants during interactions to
elicit stronger trust responses toward the robot.

6 Conclusion

This paper explored the correlation between robot performance and levels of human
trust by leveraging EEG signals as input to trust assessment models. To this end, a sce-
nario fostering social collaboration was designed, requiring the human to engage with
a robot to successfully accomplish a game. Results show the successful manipulation
of the participants’ trust levels through the robot performance. Using the identified trust
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levels, a connection between the EEG data and trust was identified through ML models.
These findings serve as the foundation for future research endeavors. As part of their
ongoing work, the authors intend to delve into the effects of the trust repair section on
the process of regaining trust from user participants following the robot’s performance
error. Additionally, sensor fusion techniques, incorporating EEG data, will be employed
to enhance the robustness of trust level categorization.
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Abstract. Recently, there has been an increasing interest in the adoption of
socially assistive robots to support and alleviate the workload of clinical personnel
in hospital settings. This work proposes the adoption of a socially assistive robot in
Intensive Care Units to evaluate the criticality scores of bedridden patients. Within
this scenario, the human gaze represents a key clinical cue for assessing a patient’s
conscious state. In this work, a user study involving 10 participants role-playing 4
levels of consciousness is performed. The collected videos were manually anno-
tated considering 6 gazing directions and an open-source automatic tool was used
to extract head pose and eye gazing features. Different feature sets and classifica-
tion models were compared to find the most appropriate configuration to detect
user gaze in this scenario. Results have suggested that the most accurate gazing
estimation is obtained when the head pose information is combined with the eye
orientation (0.85). Additionally, the framework proposed in this study seems to
be user-independent, thereby encouraging the deployment of appropriate robotic
solutions in real assistive contexts.

Keywords: Socially Assistive Robotics - Gaze Estimation - Machine Learning

1 Introduction

Socially Assistive Robots (SARs) emerged in recent years as potential tools to promote
wellbeing and support mental health in children [1], older adults [2], and any person in
need of assistance [3]. The major contribution of SARSs is that they can aid the end user,
while supporting and alleviating the professional caregiver’s workload. Indeed, there is
a growing trend in clinical settings to adopt SARs for therapy and stroke rehabilitation
[4], for drug dispensation and delivery [5], as well for monitoring the mental states
of patients [6]. Recent works support the idea that SARs could be also introduced in
more critical settings, e.g. Intensive Care Units (ICUs) and surgical settings, where their
presence could be beneficial to patients, staff, and hospitals [7]. In intensive care units,
the greatest application of SARs regards telepresence [7], where the presence of the
robot led to earlier interventions, reducing the response time and the mortality rates [7].
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This work investigates the role of SARs in monitoring the critical state of bedridden
patients in intensive care units. A critical health state refers to a condition in which
the patient’s vital signs are unstable and outside of their normal limits, leading to an
unconscious state. The idea is to adopt a social robot for stimulating verbal and motor
capabilities of the patient, and for evaluating the patient’s level of consciousness based
on the responses to the proposed stimuli. Within this task, the robot could support the
clinical personnel’s workload, thereby guaranteeing a larger and more accurate screening
during daily and nightly shifts; this may help to identify higher critical states earlier,
thus reducing the intervention time. For the conscious state assessment, the clinical
practice relies on the administration of two main scales, namely the Alert, Verbal, Pain,
Unresponsive scale (AVPU) and the Glasgow Coma Scale. Both scales consider three
aspects of responsiveness: eyes’ activity, verbal and motor responses, which allow the
elaboration of a specific associated score. In the present study, we will focus on the
evaluation of the eye activity response, namely investigating the technical reliability of
integrating an eye tracking framework over a socially assistive robot in the proposed
scenario.

The gaze direction of a subject is determined by the combined effect of position and
orientation of head pose and eyeball [8]. Despite representing a gross approximation, the
head orientation is commonly used as gaze activity indicator in human-robot interaction
(HRI) scenario [9]. More recent works include the pupil information in the eye gazing
estimation, asking the subjects to wear eye-tracking glasses [10]. It represents an invasive
solution, especially in the ICUs context. With the rise of deep learning techniques, there
has been an increasing interest of assessing eye gazing in wild settings adopting advanced
neural networks, such as GazeNet [11], RT-Gene [12] and Gaze360 [13]. Usually, each
framework is trained on a dedicated dataset in which the subjects are requested to wear
eye-tracking glasses or to look at specific portion of computers and tablets, to obtain
validated gazing features. The main limitation of the current datasets is that the subjects
are usually standing or sitting in front of the camera, which represents an unconventional
posture for the target users we are dealing with. Due to the lack of a publicly available
datasets of supine users, a dedicated dataset has been created in this study, in which
the subjects were recorded while interacting with a SAR, lying over a bed. The data
collected were then labeled in 6 eye gazing orientations, and gaze direction features
have been extracted using a trained model. A data analysis was then performed, aiming
at investigating the following research hypothesis (H):

1 HI: In the proposed scenario, the detection of gaze activity is more accurate when the
position and the orientation of the head and of the pupil are known.

2 H2: In the proposed scenario, a robust gazing framework is user independent, thus it
does not depend on the subjective activity of the target user.

2 Methodology

2.1 Application Scenario

To assess the conscious state of the ICU’s patient, a dedicated interaction was designed
for the robot, based on both the AVPU (Alert, Verbal, Pain, Unresponsive) scale [14]
and Glasgow Coma Scale (GSC) [15], in collaboration with a team of clinical experts.
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Both scales are widely used to measure the extent of impaired consciousness of a person.
For this assessment, both scales consider three aspects of responsiveness: eyes’ activity,
verbal, and motor responses. The difference between the two scales is on the rating
convention. The AVPU’s score is expressed as A (i.e. the patient is awake and conscious),
V (i.e. the patients responds verbally and with motor acts only to verbal stimuli), P (i.e.
the patients does not respond to verbal stimuli by only to painful stimuli), and U (i.e.
the patient is unresponsive, completely unconscious) score [14]. However, the Glasgow
coma score is obtained by summing up the values of each aspect (i.e. eyes’ activity, verbal,
and motor responses), and it ranges from 3 (“no response”) to 15 (“fully conscious state”)
[15].

Within this context, the robot is requested to continuously monitoring the conscious
state of the patient, by stimulating verbal and motor capabilities of the patient and
evaluating the responses to the proposed stimuli. The interaction has been designed in
such a way that the robot asks the patient three questions (i.e. “What is your name?”,
“How old are you?”, “Where are you now?”’), and demands one motor activity (‘“Please,
rise your arm”). During the interaction, the robot is requested to monitor verbal and
motor responses, as well to track the gaze activity of the patients. Based on the stim-
uli’s responses, the AVPU and GSC scores are computed and forwarded to the clinical
personnel’s station. The decision tree of the proposed application is shown in Fig. 1.

2.2 Robotic System

In the proposed scenario, the Mover-L robot (Co-robotics, Italy) has been used. Mover-L
is a ROS-based robot, specifically designed to satisfy the scenario’s requirement. From
a hardware perspective, a 1920x1080px Resolution Intel Realsense Camera D435i is
mounted on the robot at 0.70 m height, while two lasers are integrated on the bottom part
(i.e. One on the front and one on the back). Additionally, two speakers for reproducing
audio are present, as well as two touch screens. As shown in Fig. 2, the smaller screen is
used to show the robot’s face, while the larger screen is designed to display the patient’s
Information. To administer the clinical scale described in Sect. 2.1, the dialog of the
robot has been structured as a Finite State Machine, where the transition from one state
to another is triggered when the robot detects that its request has been satisfied or when
the waiting time for the Response expires (C.A. 7 S). Before moving to the next one,
each question is asked twice. The finite state machine has been implemented using the
smach! ROS Library. The svox-pico text-to-speech (TTS) Engine” is used as a speech
synthesizer, while the azure microsoft speech-to-text service® has been integrated to
recognize the user’s utterances. At the current state, the motion of the user is not detected,
and the clinical score is not computed by the robot.

3 Data Acquisition

Our dataset consists of 2D recordings of people interacting with Mover-L robot while
simulating different levels of conscious state.

1 http://wiki.ros.org/smach.
2 https://github.com/naggety/picotts.
3 https://learn.microsoft.com/en-us/azure/ai-services/speech-service/index-speech-to-text.
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Fig. 1. Decision Tree of the designed interaction.

3.1 Experimental Setup

The user study was organized in one room of the Guest House at the BioRobotics
Institute (Pontedera, Italy). The set-up for the user study is depicted in Fig. 2. A hospital-
like environment was recreated with a bed and several pillows, where participants are
instructed to lay down. The Mover-L robot was positioned diagonally to the right of the
user and programmed to administrate the proposed clinical test reported in Sect. 2.2.

The experimental protocol was designed to test all the possible outcomes of the
designed clinical test (described in Sect. 2.1), where the robot solicits verbal and motor
stimuli to the participant. First, the participants were briefed on the purpose and the
procedure of the study and signed the consent form. Then, they were asked to simulate
a specific clinical condition in four different phases, namely:

1 Cl-Conscious Phase: The participant is asked to positively react to the robot’s requests,
properly to answer to its questions (i.e. verbal response), to rise the arm when asked (i.e.
motor response), and keep the eyes open (eye-opening response), as in Fig. 2(a)-(b).

2 C2-No motion Phase: The participant is asked to answer to the verbal requests (i.e.
verbal response), but not to move the arm (i.e. no motor response). During this phase,
the participant’ eyes are open (i.e. eye-opening response), as in Fig. 2(a).

3 C3-No speech Phase: The participant is asked not to answer to the verbal requests (i.e.
no verbal response), but to perform the requested movement (i.e. motor response),
keeping the eyes open (i.e. eye-opening response), as in Fig. 2(b).

4 C4-Unconscious Phase: The participant is asked not to react, thus, neither to reply
to any robot requests, and is asked to keep the eyes closed (no verbal, motor and
eye-opening response), as in Fig. 2(c).

3.2 Dataset Coding

A total of 10 participants (4 female, 6 male, range age [25-30] years old) were involved
among the researchers of the BioRobotics Institute (Pontedera, Italy). All participants
completed the four conditions, but one condition of the last participant was not recorded
properly (i.e. CI). Thus, atotal of 39 videos were collected. Overall, the dataset comprises
63380 frames over 6550 s (109 min, 10 s), each depicting an RGB image containing the
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(b)

Fig. 2. Screenshots of the user in (a) conscious state, (b) answering to the motion requests, and
in (¢) unconscious state.

participants in the fixed camera view. On average, the C1-Conscious state phase lasted
2 min and 39 secs, the C2-No motion phase lasted 2 min and 12 secs, the C3-No speech
phase lasted 3 min and 11 secs, and the C4-Unconscious phase lasted 3 min and 20 secs.
The collected frames were manually annotated by two annotators, who were instructed
to associate to the collected user behaviors into one of the following gaze directions,
namely:

A. Left: user gaze points at the left side of the camera.

B. Right: user gaze points at the right side of the camera:

C. Up: user gaze points up with respect to the camera.

D. Down: user gaze points down with respect to the camera.
E. Center: user gaze points at the center of the camera.

F. Closed: user keeps the eyes closed.

The annotations were performed using the NOVA annotation tool [ 16], that generated
per-frame annotation of the collected videos. Since no instructions were given on gaze
during the experimental setup, the final dataset resulted quite imbalanced for each class,
but quite distributed among the participants. The dataset is composed by the labeled
recordings of all the phases together. The total samples belonging to each class are:
19580 for the Closed class, 14156 for the Up class, 11752 for the Center class, 9782 for
Left class, 7819 for Down class, 291 for the Right class. Since the users were always
keeping the eyes closed in C4 phase, in the current work we discarded the C4 recordings
of 4 participants out of 10, reducing the instances of the Closed class to 13518.

4 Data Analysis

4.1 Gaze Estimation

Gaze orientation has been estimated by using the trained RT-GENE model [12]. RT-
GENE model is an appearance-based deep convolutional neural network, that takes as
input the image, and it returns the yaw and pitch angles of the head and of the eyes,
respectively. While the yaw Angle (¢) describes the horizontal orientation (i.e. from
left to right and Vice-Versa), the pitch angle (0) describes the vertical orientation (i.e.
related to up and down movements). To this aim, RT-GENE Model first detects the face
along with the landmark points of the eyes, nose, and mouth corners with a multi-task
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cascaded Convolutional Networks (MTCNN). Then, each image face is normalized by
using the extracted landmarks points. From the normalized image, the head pose of the
user is detected using the methods described in [17], while the eye gazing’s angles are
extracted by a separate network that takes as input fixed-Size rectangles centered around
the landmark points of the eyes [12]. Thus, for each image, the model returns a vector of
4 values: yaw and pitch angles of the head pose, and yaw and pitch angles of the pupils’
orientation (Fig. 3).

(2) (b) (©) (d) (e) ®

(2 (h) (i) ) (9] M
g i

Fig. 3. Extracted gazing features. Example of head pose vectors in relation with (a) Center, (b)
Up, (c) Down, (d) Left, (e) Right and (f) Closed classes. Extracted eye gaze vectors for the (g)
Center, (h) Up, (i) Down, (j) Right, (k) Left and (1) Closed classes.

4.2 Classification

In this work, we performed intra- and inter-subjects’ eye-gaze classification using only
head pose information, only pupil orientation and all the features together. In the intra-
subject case, the classification was performed on each subject individually. In the inter-
subjects’ classification, the features of all the users were merged and fed into the classifier.
To minimize the bias, the 10-Cross Fold validation technique was applied in both clas-
sification modalities. Two common supervised algorithms were adopted and compared
for the eye gaze classification, namely: K-nearest neighbors (KNN) and Random Forest
(RF) algorithms. For these methods, we used the sklearn Python toolbox for Machine
Learning. The effectiveness of each algorithm was estimated in terms of accuracy, preci-
sion, recall and F-measure. The same metrics were also used to compare the performance
of the two algorithms on the different feature sets.

5 Results

In the intra-subject validation, the number of samples of the training and testing dataset
depended on the number of frames recorded for each user. Considering the head pose’s
angles only, the RF and KNN algorithm got the same average accuracy of 0.75. As shown
in Table 1, similar values were returned by both classifiers in terms of precision, recall
and F-measure. When only the pupil orientation was considered, the average accuracy of
the RF and KNN algorithm was 0.70. While the precision and F-measure score coincided
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in the two approaches (0.44), the KNN algorithm returned a recall of 1% higher than
the RF algorithm. Merging the head pose information with the pupil orientation, the RF
algorithm reached an accuracy of 0.86, while the KNN algorithm got an accuracy of
0.84. When all the features were present, the RF algorithm returned higher values of
recall, precision, and F-measure than the KNN algorithm (see Table 1).

In the inter-subject classification, the number of samples belonging to each class
corresponded to the values reported in Sect. 3.2. Considering the performances of the
classification algorithm when only the head pose information is included, the aver-
age accuracy of the RF and KNN coincided (0.71). Slightly better performances were
returned by the RF algorithm considering recall, precision, and F-measure metrics. When
only the pupil orientation was used, the RF algorithm reached an accuracy of 0.53, while
the KNN reached an accuracy of 0.54. Also in this case, recall, precision, and F-measure
resulted slightly larger in the RF algorithm. Taking the four features as input, the classi-
fication performances of the RF reached 0.85, while KNN achieved an accuracy of 0.84.
The precision, recall and F-measure are reported in Table 1.

To further analyze the classification performances of the best classifier (i.e. RF) in
detecting gaze direction, the confusion matrices were computed for each dataset (i.e. head
pose only, pupil orientation only, both information together), as shown in Fig. 4. While
the RF correctly distinguished the classes Left, Right, and Center just considering only
the head position, the pupil information seems to help in the detection of the Center class.
In both cases, the larger mismatches concern the Closed class. As shown in Fig. 4(c),
only by merging the two types of features, the algorithm could properly detect the gaze
orientation, leading to better performances than the intra-subject classification (H2).
Considering the last case, the large mismatches referred to some samples of Closed and
Center classified as Up and some Closed and Up samples that were predicted as Center
samples.

Table 1. Classification performances of the intra-subject (intra) and inter-subject (inter) analysis
on the 3 datasets: head pose (Head), pupil orientation (Pupil) and all the features (All).

Algorithm | Features set | Accuracy Recall Precision F-measure
Intra |Inter |Intra |Inter |Intra |Inter |Intra |Inter
RF Head 075 |0.71 |0.57 [0.63 |054 |0.61 |0.55 0.62
Pupil 0.70 |0.53 |0.58 044 |055 042 056 0.42
All 0.86 085 |0.80 085 |0.76 |0.82 |0.77 0.84
KNN Head 0.75 071 [0.59 |0.65 |054 [0.62 |0.55 0.63
Pupil 0.70 |0.54 |0.59 043 |055 (041 056 0.41
All 0.84 |0.84 |0.78 083 |0.75 |0.82 |0.75 0.82
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Fig. 4. Normalized Confusion matrices of the inter-subject classification with the (a) head pose
features, (b) pupil features, and (c) merged features.

6 Discussion and Conclusion

The aim of this work was to investigate the performances of an automatic eye-gazing
framework integrated in a socially assistive robot, for detecting the gaze activity of
bedridden patients. While the gazing information is commonly used in HRI scenarios
for predicting the intention and the attention of the involved users, here the gaze infor-
mation is a fundamental clinical cue for assessing the conscious level of the patients
in intensive care units. Within this aim, we created an ad-hoc dataset, composed by 39
video recordings of a socially assistive robot administrating an ad-hoc clinical test to
young users role-playing different levels of consciousness. The users were lying over a
bed, which is an uncommon configuration in eye-gazing datasets, and it may lead to poor
gazing detection performances. The gazing detection results confirmed a good accuracy
in detecting the 6 gaze directions of interest (i.e. Center, Up, Down, Right, Left and
Closed) for the RF classifier, despite the other one.

The results highlighted that an accurate gazing detection is obtained considering
both the head pose and the pupil orientation of the user (answer to H1). In detail, it
seemed that the information on the pupil orientation improved the information carried in
the head pose, improving the overall detection performance, as in other studies [9, 18].
Due to the nature of the proposed scenario, the user was mostly maintaining the head in
stationary position, while moving the eyes in several directions. This led to a situation in
which the stationary information of the head, which formed a predictable pattern in three
cases (i.e., in Center, Left, and Right classes), is counterbalanced by the high sparsity
of the pupil movements. As shown in Fig. 4(c), a more accurate gaze detection emerged
by the head-eye interplay [8], since the less predictable class is the Closed condition,
in which the head pose is clearly visible, while the pupils are not. As regards H2, the
results highlighted that the accuracy of the inter-subject classification is comparable with
the intra-subject classification. In the inter-subject classification, the higher number of
samples in each class led the algorithm to properly learn the pattern underlined by the
head pose features, with respect to the pupil orientation which varied a lot among the
participants. A more precise classification of the proposed classes is achieved when both
feature’s types are present. In fact, the values of recall, precision and f-measure metrics
were higher in the inter-subject classification than in the intra-subject one.
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The proposed study validates the feasibility of adopting an eye-gazing framework for
conscious state assessment application in intensive care unit scenarios. One limitation of
this work is that the classification models have been tested in a controlled environment
with healthy participants. As future work, we would like to evaluate this robot capability
in the ICUs environments, to evaluate whether the accuracy reported in this study is also
confirmed in a more challenging scenario, where the user’s face may be occluded by the
life support machines and there may be different environmental conditions (e.g. light-
ing). Future work will compare the gazing performances of different eye gazing feature
extraction models (e.g. Gaze360 [13]). In this work, we mostly focus on monitoring
eye-gazing activity, as first step on developing a SAR for ICUs. Further work will also
investigate the development and integration of automatic tools for assessing motor and
verbal responses to robot stimuli.
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Abstract. Social touch provides a rich non-verbal communication chan-
nel between humans and robots. Prior work has identified a set of touch
gestures for human-robot interaction and described them with natural
language labels (e.g., stroking, patting). Yet, no data exists on the seman-
tic relationships between the touch gestures in users’ minds. To endow
robots with touch intelligence, we investigated how people perceive the
similarities of social touch labels from the literature. In an online study,
45 participants grouped 36 social touch labels based on their perceived
similarities and annotated their groupings with descriptive names. We
derived quantitative similarities of the gestures from these groupings
and analyzed the similarities using hierarchical clustering. The analy-
sis resulted in 9 clusters of touch gestures formed around the social,
emotional, and contact characteristics of the gestures. We discuss the
implications of our results for designing and evaluating touch sensing
and interactions with social robots.

Keywords: Social Touch - Touch Dictionary - Non-Verbal
Communication + Crowdsourcing Study

1 Introduction

Social touch has been an active area of research for human-robot interactions
(HRI) in the last decade. Social touch gestures refer to different ways that people
use touch to communicate information or emotion and bond with other humans
or robots [10]. For example, one may tap a robot’s arm to get its attention or
hug a robotic pet when stressed. A companion robot may stroke a user’s hand
to convey emotional support or guide the user’s action by pushing their hand.
Previous work has derived a set of social touch gestures and their definitions
based on user interactions with robotic pets [28]. Others designed and evaluated
touch interactions with humanoid robots [3,7]. The touch gestures from these
studies have guided the development and evaluation of touch sensors for robots,
helped examine user experience of robot-initiated touch, and informed the design
of robot response to user touch.
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Fig. 1. In our study, users grouped social touch labels based on their perceived similar-
ities (A). The resulting touch clusters can be used by robots to interpret and perform
touch interactions with people (B).

Despite the abundance of interest in social touch communication, the seman-
tic relationship(s) between various touch gestures remains unclear. Some gestures
may be very similar or even identical in their contact characteristics (e.g., tap-
ping vs. patting), while others may be similar considering the intended emotion
or social context. People develop a mental structure for the semantics of touch
gestures and their relationships. This mental structure shapes people’s percep-
tion, interpretation, and use of touch [8]. Charting the relationship between
social touch gestures can help HRI researchers select touch gestures for their
studies (e.g., touch sensor evaluation) and develop robots that use touch in a
socially intelligent manner. Yet, little data exists in the literature about how
people perceive the relationships between social touch gestures.

As a first step toward addressing this gap, we asked how people perceive
similarities of social touch labels (e.g., stroking, hugging). People can have unique
styles in applying a touch gesture [12]. On the other hand, people often use
natural language labels to refer to archetypal features of a touch gesture. The
touch labels are also used in HRI studies to ask users to contact a robot (or a
sensor) in a certain way [3,12] or to analyze user interactions with a robot [28§].
The study of natural language labels for emotions has helped capture users’
cognitive structure, leading to a circumplex model for affect [18]. Thus, as a first
step, we investigated the semantic structure of social touch labels in the users’
minds in this paper.
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To chart the relationship between touch labels, we ran an online card sorting
study with 56 users over Amazon Mechanical Turk (Fig.1-A). The participant
received the labels and definitions for 36 touch gestures from the literature,
sorted them into 4, 8, and 12 groups successively based on their similarities,
and provided descriptive names for each group. From this data, we identified 11
outliers by manually reviewing the data as well as analyzing the responses quan-
titatively. Then, we created a dissimilarity matrix for the 36 touch gestures with
the data of the remaining 45 participants and applied agglomerative hierarchical
clustering on the dissimilarity matrix. Furthermore, we analyzed the descrip-
tive names that the participants had for their groupings using open codes (e.g.,
social, aggressive) and calculated the frequency of the codes for the gestures.

Based on the above analysis, we contribute 9 clusters for social touch ges-
tures and the distribution of the top codes for each cluster. Using this data,
we interpret the 9 clusters to capture the types of touch as follows: (1) social,
(2) romantic affection, (3) caregiving affection, (4) hand contact, (5) aggres-
sion, (6) forceful press, (7) functional movement, (8) nervous contact, and (9)
contact without movement (Fig. 1-B). Our results suggest that people primarily
group touch gestures based on their social, emotional, and contact characteris-
tics. These results provide the first data on cognitive structure(s) that people
use to interpret and conceptualize social touch. We discuss how the results can
help design and evaluate a robot to sense, interpret, and communicate via touch.

2 Related Work

2.1 Social Touch in HRI

The literature on social touch ranges from communication between humans
to interactions between humans and robots. Hertenstein et al. studied how
dyads use social touch gestures to communicate different emotions and found
that people can decode the intended emotions with great accuracy when being
touched [8]. Similar studies of human-human touch suggest that touchers can
subtly but significantly vary contact attributes of their touch actions to com-
municate distinct messages [27]. HRI researchers have replicated Hertenstein
et al.’s work to investigate how users and robots can use touch to communi-
cate emotions. Some studies examined how humans communicate emotions to
robots [11,28], while others examined whether a robot can communicate emo-
tions to humans via touch [21,23].

Social touch gestures have also informed the development and evaluation of
tactile skins for robots. Previous work in this area has proposed touch sensors
with a novel working principle [5], sensors resembling the feel and structure
of human skin [24], and low-cost do-it-yourself sensors for specific applications
such as companion robots for children with autism [3]. To evaluate the sensor’s
efficacy, researchers select a set of social touch gestures and ask users to touch
the sensor accordingly. Data from user contact with the sensor is then used to
classify the gestures.
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A variety of touch gestures are reported in the above studies. Yohanan and
MacLean proposed a touch dictionary with labels and definitions for 30 gestures
based on videos of user interactions with a furry lap-sized robot [28]. This dic-
tionary has been widely used in social touch studies [3,11]. Others mentioned
additional gestures for interactions with humanoid robots such as fist bump-
ing [15-17], handshaking [2,17,26], or kicking [8,13,20]. To inform future work
in this area, we collected common touch gestures from prior studies and exam-
ined how people conceptualize the relationship between these gestures.

2.2 Identifying Perceptual and Semantic Clusters

The psychophysics and interaction design literature has developed methods for
estimating perceptual and semantic similarities of items through user studies.
The pairwise rating method asks participants to rate the similarity of pairs of
items in the set [1]. This method is effective for a small set of items (e.g., < 15)
but it is prone to noise from local judgments and does not scale to large item
sets [25]. The sorting methods, known as card sorting or cluster sorting, ask
participants to group items into clusters based on their similarities. This process
can be repeated with an increasing number of groups to obtain a fine-grained
similarity matrix [22]. This method allows for collecting cognitive similarities of
large item sets [18]. The similarity matrix is further analyzed using dimension-
ality reduction or clustering techniques [1,18]. Following this methodology, we
used iterative cluster sorting and asked users to name their groups to obtain
semantic clusters for social touch labels.

Natural language labels have been used to capture lay users’ cognitive struc-
ture for sensory and emotional items. The circumplex model of affect by Rus-
sell [18] is based on a series of studies that use natural language labels for emo-
tions. Also, studies of social touch often rely on user understanding of natu-
ral language labels for touch. In these studies, users receive labels for a set of
social touch gestures (e.g., tapping, stroking) and are asked to touch the robot
accordingly [3,11]. Similarly, studies on human-human and human-robot emo-
tional communication sometimes provide a list of touch gesture labels for users
to choose from, before applying the gestures [8,27]. The studies may also pro-
vide short definitions for each touch gesture e.g., from the touch dictionary by
Yohanan and MacLean [28]. These studies rely on the users’ knowledge of natu-
ral language labels for touch gestures. We follow a similar approach in our work
to capture users’ cognitive structure and similarities of social touch gestures.

3 Methods

To study how people perceive similarities of social touch gestures, we compiled
a list of touch gestures from the literature, designed an online questionnaire for
grouping the touch gestures, and ran a data collection study on MTurk.
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Table 1. The 7 touch gestures that we added to the 29 gestures in Yohanan and
MacLean’s touch dictionary [28], resulting in 36 touch gestures for our online study.

Gesture Label Gesture Definition

Finger Interlocking | Interlace fingers of one hand

Fist Bumping Lightly tap clenched fists together
Handshaking Shake clasped hands

High Fiving Slap upraised hands against each other
Kicking Strike forcibly with a foot

Picking Up Take hold of and lift or move something
Squish Press or beat into a pulp or a flat mass

3.1 Touch Gestures

We compiled 36 social touch gestures that are used for interacting with humans
or robots. We focused our scope on gestures that are used in at least two publi-
cations in the social touch and HRI literature. Specifically, we included 29 touch
gestures from the touch dictionary by Yohanan and MacLean [28]. Different sub-
sets of these gestures are used in several other studies [11,12]. We removed finger
1dly from the touch dictionary as this gesture is not used in any other publication.
We added seven other touch gestures that appeared in at least two publications
including finger interlocking [8,9], fist bumping [15-17] handshaking [2,17,26],
high fiving [6-8|, squishing [4], kicking [8,13,20], and picking up [4,19,20].

We adapted the definitions provided in Yohanan and MacLean’s touch dic-
tionary by replacing the phrases related to their robotic pet (i.e., the Haptic
Creature, or fur of Haptic Creature) with “something” in the definition. For
example, we defined lifting as ‘raise something to a higher position or level.”
For the 7 actions that were not in the original touch dictionary, we created a
definition with inspiration from sources such as the Britannica Encyclopedia.
Table 1 shows the 7 newly added gestures and their definitions.

3.2 Questionnaire

We designed a Qualtrics survey to collect user demographics and data on the
similarity of touch actions (Fig.2). The first page of the survey asked users to
enter their demographic information including their age, gender, and country
where they grew up. The next three pages asked the users to divide the touch
gestures into 4, 8, and 12 groups respectively. We call these 4 groupings, 8 group-
ings, and 12 groupings in this paper. Each page showed the list of touch gesture
labels in a random order. The users could hover over a gesture’s label to see
its definition. The users were asked to group the touch gestures based on their
likeness or similarity and provide a descriptive name for each group. Reasons for
likeness were up to user interpretation. Having the users describe their groupings
served multiple purposes. First, they helped us identify users’ reasoning for the
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Below you see a list of physical or touch actions. Think about these actions and their similarities and
differences. Then, organize these touch actions into exactly 4 groups so that items in a group are similar to
each other. The order of groups is not important. Each item can be placed in only one group.

If one or more actions don't fit in any groups, you can place it in a miscellaneous group, but should name it
accordingly in the following question.

You can hover over a term to read its definition.

e Group 1 Group 2

Hiting Rubbing Kl Scratching 1]
Trembiing Patting H Pushing 2]
S Kissing H slapping 3]
e Hugging Kicking a
Picking up Massaging B Pinching a
Nuzzling

Stroking Group 3 Group 4

Finger interlocking Lifting El High fiving 1]
Grabbing Pressing B Rocking 2]
Poking Cradiing [ Contacting without movement [EJ
Squeezing Tapping Fist bumping 4]
Tickling Shaking B sauishing a
Handshaking Holding a

Tossing

Pulling

Exert force on something by taking hold of it in

order to move it towards yourself.
Provide a short name for each of the above groups that describe all the actions in that group or the reason
for their similarity.

Descriptive name of Group 1 Romantic

Descriptive name of Group 2 [Negative ]

Descriptive name of Group 3 [Neutral ]

Descrptive name o Group 4

Fig. 2. A screenshot of the questionnaire for grouping the touch gestures in our study.
The image shows touch gestures that are divided into four groups, the remaining list
of gestures for grouping, and example descriptive names from one of the participants.

similarity of touch gestures. Second, the descriptive names served as an attention
test and allowed us to detect those who did not do the task properly, e.g., if they
organized the gestures into random groups.

We devised the above procedure based on common practices in studies of
similarity perception and social touch gestures in the literature. First, the iter-
ative cluster sorting method allowed us to collect users’ holistic comparisons of
the similarities of all 36 gestures. Second, following prior work on touch sensing
and communication, the touch labels helped us abstract from a variety of styles
that people use to apply the touch gestures (e.g., tapping one time or multiple
times) to capture users’ cognitive structure of the gestures.

4 Analysis and Results

We collected participant responses through MTurk. Eligible turkers were
required to have at least 5,000 completed tasks with a minimum success rate
of 97% and to speak English at the B2 level or higher. We analyzed their data
in the following steps:

— Identifying outliers. We identified participants who did not follow the study
instructions or appeared to group the touch gestures randomly (Sect. 4.1) and
removed their data from the subsequent analysis. We also examined the effect
of where participants grew up on their groupings.
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— Coding descriptive names for the groups. To identify the themes behind
the user groupings, we coded the descriptive group names from the partici-
pants. This step resulted in 25 codes (e.g., social, aggressive) to capture user
logic for their groupings (Sect.4.2).

— Clustering touch gestures. We calculated a dissimilarity matrix for the
touch gestures based on the participants’ groupings and identified semantic
groups by applying hierarchical clustering on the dissimilarity matrix.

— Interpreting the clusters. Finally, we counted how many times a code
from Step II was applied to the touch gestures in each cluster. The results
helped us interpret and label each of the 9 social touch clusters (Sect. 4.3).

Below we detail these steps and their results.

4.1 Identifying Outliers

We marked and removed outliers who did not follow the study instructions or
their groupings and descriptive names appeared random. One of the authors care-
fully examined all the responses from the 56 participants and marked potential
outliers for further analysis. The author marked cases where no label was pro-
vided, the label was gibberish, or the description of group labels did not match
with its gesture items. For example, if a participant grouped kissing, nuzzling,
and stroking with hitting and labeled them as “fighting”, we marked this as an
unusual group. By the end of this step. 16 participants with several unusual
groupings were marked as potential outliers.

Next, we calculated a similarity matrix where each cell showed similarity
of the groupings provided by two participants (56 x 56 matrix). To obtain the
best matching between groups from two different participants, we calculated the
Jaccard Index values for all pairs of groups provided by them (e.g., 8 pairs for
the 4 groupings) and averaged the highest Jaccard values as a measure of the
similarity of the two participants.

We projected the participant similarities into two dimensions using a com-
mon dimensionality reduction technique known as non-metric Multidimensional
Scaling (nMDS) and used clustering to assess outliers (Fig.3). In addition, we
conducted k-means clustering with a range of 2 to 10 clusters on the dissimilar-
ity matrix. The value of the Gap Statistic suggested 3 as the optimal number
of clusters (Fig. 3). Our analysis revealed that cluster 3 contained 11 out of the
16 participants that we had manually identified as potential outliers. Cluster 2
contained the remaining 5 potential outliers, as well as participants not consid-
ered to be outliers in our manual analysis. Thus, the two methods of manual
and quantitative analysis of outliers largely overlapped and provided support
that the cluster 3 participants either provided noisy data or judged similarities
differently from the majority. Thus, we included the participants from clusters
1 and 2 (n = 45 participants) in further analysis.

The remaining 45 participants were from the United States (32), followed
by India (7), Brazil (5), and Japan (1). They self-identified as man (n = 29),
woman (n = 16), or nonbinary (n = 0). The mean age of the participants was
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Fig. 3. MDS plot visualizing similarity of the 56 participants in grouping the gestures.
Each mark represents one participant. The color and shape of the marks denote the
clustering results and participant backgrounds, respectively. Participants in cluster 3
(red) were identified as potential outliers and were removed from further analysis.
(Color figure online)

36.4 (£10.73) years and their ages ranged between 21-63 years. The participant
background is denoted with the shape of the marks in Fig. 3. Participants who
were not from the US are either in clusters 2 or 3. We analyzed this aspect
further in our clustering results (Sect.4.3).

4.2 Coding Descriptive Names for the Groups

To understand the reasoning behind group choices, we coded the descriptive
names provided by the participants for each group. From 4 to 8 to 12 groupings,
the codes became more complex as subgroups began to form. The process of
identifying these codes was iterative. For example, when coding the descriptive
names for 12 groupings, we used the codes identified from 8 groupings in the
first iteration. If we found any new or more specific patterns, we added new
codes and recorded the previous data accordingly. Upon completing the coding
of all the groupings, we had a total of 25 codes. We found some descriptive
names to be ambiguous and coded them as ‘vague’. We also found that some
names did not match the social touches they were assigned to, we coded these
descriptive names as ‘random’. In some cases, participants labeled a group as
‘other’ or ‘miscellaneous’. Thus, we also coded these groupings as ‘miscellaneous’.
If a grouping contained only a single social touch, we coded it as ‘single action’.
The remaining 21 codes included: aggressive, annoying, caregiving, direction,



Clustering Social Touch Gestures for Human-Robot Interaction 61

fingers, force, friendly, full-body, functional, grief, hands, holding onto, massage,
nervous, playful, rapid, repetitive, romance, slow, social, and squeezing.
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Fig. 4. Results demonstrating hierarchical clustering results for the social touch ges-
tures. The Gap Statistic criterion suggested an optimal number of 9 clusters. The
Cophenetic correlation coefficient is 0.85 suggesting strong correspondence with the
dissimilarity matrix. Each color represents one cluster.

4.3 Clustering Touch Gestures

Using the grouping data of each participant, we created a similarity matrix of
touch gestures following the same procedure described by Russell [18]. First,
each pair of words was given a minimum similarity score of 1. If pairs of words
were included in the same user-defined group, then their similarity score was
increased by the number of groups being organized. For example, we increased
the similarity score by 4 if a pair of words were in the same cluster for the 4
grouping mode for a participant. If a pair of words were included in the same
group for 4, 8, and 12 groupings modes, then the words would have the maximum
possible similarity of 14448412 = 25. A single similarity matrix was calculated
from the three grouping modes, and the matrix was subsequently normalized by
dividing its entries by the maximum possible similarity value (i.e., 45 participants
x 25 = 1125). We subtracted the normalized matrix from a matrix of ones to
generate a dissimilarity matrix for all the gestures.

We applied clustering to the dissimilarity matrix and identified 9 clusters for
the touch gestures. Specifically, we employed agglomerative hierarchical cluster-
ing using the unweighted pair group method with arithmetic mean (UPGMA)
[14]. To determine the optimal number of clusters for hierarchical clustering, we
utilized the Gap Statistic evaluation criterion with a range of 2 to 10 clusters.
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Table 2. Our derived names and the top 5 codes with their percentages for the 9
clusters. All the single-item groups are coded as ‘single action’.

C1 | Social social hands romance | caregiving | random
50% 14% 14% 1% 3%
C2 | Romantic romance caregiving massage |random vague
Affection 33% 11% 6% 5% 4%
C3 | Caregiving | caregiving romance vague functional | random
Affection 15% 12% 10% 8% 6%
C4 | Hand force hands social vague random
Contact 12% 10% 9% 9% 8%
C5 | Aggression | aggressive functional random | hands vague
52% 9% 5% 5% 5%
C6 | Forceful aggressive functional squeezing | vague force
Press 18% 12% 12% 9% 8%
C7 | Functional functional vague aggressive | random hands
Movement | 29% 12% 8% 8% 5%
C8 | Nervous nervous aggressive vague random force
Contact 30% 14% 11% 6% 5%
C9 | Contact w/o | single action | miscellaneous | social vague functional
Movement | 24% 10% 10% ™% 6%

This analysis suggested 9 clusters (Fig. 4). The Cophenetic correlation coefficient
was 0.85 for the 9 clusters, indicating a strong positive correspondence between
the clusters and the original dissimilarity matrix. These clusters include:

— Cluster 1: high-fiving, handshaking, fist bumping, and finger interlocking

— Cluster 2: hugging, kissing, nuzzling, stroking, rubbing, massaging, and tick-
ling

— Cluster 3: rocking, cradling, and holding

— Cluster 4: patting and tapping

— Cluster 5: poking, scratching, pinching, slapping, hitting, kicking, pushing,
pulling, and grabbing

— Cluster 6: pressing, squeezing, and squishing

— Cluster T: picking, lifting up, picking up, tossing, and swinging

— Cluster 8: shaking and trembling

— Cluster 9: contacting without movement

To test the effect of cultural background and English proficiency in our
results, we repeated the above clustering analysis on data from 32 participants
from the US. The analysis led to similar clusters with the exception that clusters
2 and 3 were merged into one cluster. Thus, we decided to continue with the
above 9 clusters in our further analysis.
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4.4 Interpreting the Clusters

We calculated the distribution of our codes for the descriptive names across
these clusters to interpret the reason behind the groups. Table2 presents the
five frequent codes for the gestures in each cluster.

We named the clusters based on the distribution of their five top codes. For
clusters 1 and 5, the majority of the codes (> 50%) are ‘social’ and ‘aggressive’.
Thus, we call these clusters Social and Aggression respectively. Clusters 2, 7,
8, and 9 have one frequent code (> 24%), followed by one or two codes with
> 10% frequency. For cluster 2, the top code is ‘romance’ followed by ‘care-
giving’, both of which reflect the affective nature of touch. Thus, we name this
group as Romantic Affection. For cluster 7, the top code is ‘functional’, followed
by ‘vague’. This cluster includes a set of gestures that involve lifting and moving
an object or person. Thus, we name it Functional Movement. Cluster 8 has a
top code of ‘nervous’, followed by ‘aggressive’. Thus, we call it Nervous Contact.
Cluster 9 includes the single gesture of contacting without movement. This ges-
ture was often put in a separate group by the participants and we coded it as
‘single action’. Thus, we name this cluster as Contact w/o Movement to reflect
its distinct nature in the participants’ minds. Finally, clusters 3, 4, and 6 have
a relatively flat code distribution. Cluster 3 has the same two top codes as clus-
ter 2, representing affect, but in the reverse order. Thus, we name it Caregiving
Affection. Cluster 4 has two codes of ‘force’ and ‘hands’ with more than 10% fre-
quency. With two gestures of patting and tapping, we name this cluster as Hand
Contact. The top codes (> 10%) for cluster 6 are ‘aggressive’, ‘functional’, and
‘squeezing’. Since the top labels indicate both the ‘aggressive’ and ‘functional’
aspects of the gestures in this cluster, we use a neutral label and call this cluster
Forceful Press. Next, we discuss these clusters and their implications for HRI
research.

5 Discussion

In this study, we present data on the user perception and description of touch
gestures. Our findings indicate that users tend to assess the similarity of touch
gestures based on their emotional and social connotations, in addition to the
functional and contact characteristics. Specifically, cluster 1 includes touch ges-
tures that are frequently annotated with ‘social’ names. Clusters 2 and 3 include
gestures that are mainly coded with positive associations of ‘romance’ and ‘care-
giving’. Similarly, clusters 5 and 8 are coded with negative descriptors of ‘aggres-
sive’ and ‘nervous’. Finally, four clusters (i.e., 4, 6, 7, 9) seem to be mainly
described based on the characteristics of the contact such as the body part
(cluster 4), force (cluster 6), and whether the touch involved movement (clus-
ter 7) or not (cluster 9). These clusters emerged without providing information
on the context of interaction, suggesting that users have strong social, positive,
negative, and functional associations with touch gestures even without context.
Some clusters have a flat distribution of codes and show a notable mix of affec-
tive and functional interpretations (e.g., cluster 6 with pressing, squeezing, and
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squishing) suggesting that an individual’s background or interaction context may
notably shift their meaning. Interestingly contacting without movement was often
regarded as different from the other gestures, which could be due to its neutral
emotional content as well as the static nature of the touch.

These user-generated clusters are a step toward a framework for the analysis
and understanding of social touch and can inform research on sensing, designing,
and analyzing human-robot touch interactions. We anticipate the following use
cases of the touch clusters for HRI:

(1) Sensing touch from humans. A desirable factor for robotic touch sensors
is their ability to recognize a variety of gestures [11]. These clusters can aid
researchers in selecting gestures that are different in their semantic and contact
characteristics. For instance, the co-location of stroking and rubbing gestures in
cluster 2 suggests that it might be appropriate to choose one of the two gestures.
Relatedly, when evaluating the efficacy of a touch-sensing algorithm [3,5,11],
HRI researchers can weigh misclassifications according to these semantic clusters.
For example, misclassifying stroking with slapping should be penalized more than
mistaking stroking with rubbing or nuzzling.

(2) Interpreting and responding to touch from humans. The proposed touch ges-
ture clusters can aid robots in responding intelligently to human touch. These
clusters can help robots identify the intention behind touch gestures. While the
significance and purpose of social touch gestures may depend on the context,
these clusters and their labels can help develop a probabilistic mental model for
robots about a user’s intent of a touch gesture. During an interaction episode,
the robot can update these probabilities based on other contextual parameters
and modes of communication such as the user’s verbal utterances and body pose.
(3) Touching people to communicate. The semantic clusters can help design and
evaluate robots that touch humans to communicate information or emotion [23].
Specifically, to evaluate the efficacy of a robot in using touch gestures, HRI
researchers can determine the degree of dissimilarity between the intended touch
gesture and the one identified by the human. Also, depending on the purpose
of the interaction (e.g., social, emotional, or functional), the robot may use the
clusters to select and use alternative gestures with similar connotations.

(4) Analyzing human-robot touch interactions. HRI researchers can use these
clusters to code video recordings of touch interactions with a robot and aggregate
touch interaction into higher-level themes. To support this, our work builds on
the touch dictionary [28] by providing data on the relationship between touch
gestures. Thus, these clusters provide an initial framework for the analysis of
social touch interactions with robots.

6 Conclusion and Future Work

Our work is a first step toward charting the relationship of touch gestures for
HRI. We anticipate that our results can pave the way for future work on designing
and evaluating robots that use touch as a non-verbal communication channel.
We see several avenues for extending this work. First, the relationship
between the user-generated clusters for touch gestures and signals produced by
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the gestures on different touch sensors is an open question. A good touch sensor
should be able to create distinct signals for gestures that are in different clus-
ters according to user perception. Also, robots should be able to create distinct
sensations when touching users with gestures in different clusters.

Second, future work can examine the impact of presentation modality on the
semantic relationship of touch gestures. In this paper, we presented text labels
for social touch gestures, following the common procedure in user studies of
touch sensing for social robots. This approach helped abstract different styles of
applying the gestures and study the user’s mental representations of archetypal
touch gestures. Future studies can examine how people group the touch gestures
using videos or by applying robot touch on the user’s body and compare the
results to the clusters we found in this work. These studies should capture a
wide range of touch styles (e.g., contact, force) for each gesture to avoid biasing
the results to a small sample.

Finally, the meaning of touch can vary based on contexts, cultures, and indi-
viduals. As a first step, we examined if any generalizable patterns could be found
about the relationships between various touch gestures. Our study population
primarily consisted of individuals that grew up in the United States. Participants
from other cultures often fell into cluster 3 and around the borders of cluster
2. It is unclear whether this result is due to their lack of familiarity with touch
labels or the difference in their cultural background. Future studies can examine
how the clusters of social touch gestures differ across cultures by translating the
text labels into different languages. A larger dataset can also allow future work
to look into individual differences in perception of social touch.
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Abstract. How closely can a robot capable of generating non-verbal
behavior approximate a human narrator? What are the missing features
that limit the naturalness and expressiveness of the robot as a story-
teller? In this paper we explore this topic by identifying the key aspects
to effectively convey the content of a story and therefore by analysing
appropriate methodologies and tools that allow to automatically enrich
the expressiveness of the generated behavior. Lastly, we will explore some
modifications to weigh up the gap between robot and human-like behav-
ior. Demonstration videos reveal that albeit the communicative capabil-
ities of the robot are appropriate, there is still room for improvement.

Keywords: storytelling robot * sentiment analysis - gesture
generation - social robot

1 Introduction

The challenge of developing embodied storytelling agents itself is not new, it
emerged almost two decades ago when robots with human traits and semi-natural
talking abilities were rare. Since then, digital or embodied storytelling has been
used for different uses ranging from pure entertainment [18] to more sophisti-
cated applications such as children’s therapy [21] or education [3,8]. Even some
educational tools (Codi', TROBO?) have been commercialized as storytelling
robots. However, storytelling robots do not show yet the communication expres-
sion we humans do.

Storytelling, independently of its goal, requires to emphasize expressiveness
as the listener/public is intended to merge with the story and enter the imag-
inary world woven by the narrator. As highlighted in [9], the use of a robot

! https://www.pillarlearning.com /products/codi.
2 https:/ /www.kickstarter.com/projects/trobo/trobo-the-storytelling-robot/.
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in storytelling only has meaning when its communicative affordance is tapped.
In short, a social robot in the role of a storyteller needs to be persuasive and
requires performing or acting capabilities accordingly without loose of spontane-
ity. Unfortunately, as the literature reveals, the dramatic flair is not enough,
we hitherto have not been able to reproduce the touch of intrigue, drama and
mystery required [28].

In this work we confront the challenge of automatically generating a robot
behavior closer to a human storyteller. Our test bed is the robot Pepper, a
humanoid robot with restricted face expressiveness. This forces us to limit the
behavioral aspects identified by Appel et al. in [1] (gestures, contextual head
movements, eye gaze, and different voices) to the following two essential compo-
nents to be materialized using contemporaneous software tools:

1. Expressive voice(s): It is essential the use of an emotional Text-to-Speech
(TTS) tool that allows to annotate the text, emphasizing and changing the
voice and modulating the generated audio accordingly.

2. Body gesturing: Voice must be accompanied by proper body gesturing. There
is no doubt that embodied storytelling can take huge profit of the advances in
the area of co-speech gesture generation. However, as highlighted in [20], the
use of deep learning approaches has permitted a step forward in perceived
naturalness, but also a step backwards in terms of communicative efficacy.
We focus on the modulation of a hybrid body gesture generation module by
the decisions of an emotion extraction system. We propose a hybrid gesture
generation approach that combines an state of the art data-driven gesture
generation [5] with a rule-based gesture insertion mechanism to emphasize
the link between the body language and the spoken text.

Social robots in general and storyteller robots in particular must reflect emo-
tions. Voice intonation as well as body posture are affected by the emotional
state. To ensure this, we use the system proposed in [2] to automatically extract
the proper emotion to tag specific pieces of the input text and to modulate the
general behavior accordingly.

We show how the automatically produced storytelling behavior albeit appro-
priate, is far from being expressive enough. Still, a much more attractive behavior
can be obtained by modifying some of the decisions taken by the automatic sys-
tem. As a result, the credibility of the robot in its role is increased. This last
step is done using a specially designed GUI. The results allows to visualize the
attainable dramatization level, adding a little touch to the decisions made by
current state of the art tools, and outlining the features that are still missing.

2 Related Work

As mentioned before, to enhance robots as storytellers, behavioral aspects such
as gestures, contextual head movements, eye gaze, and different voices need to be
considered [1]. Moreover, the fit of non-verbal displays of emotions and verbal
information influences comprehension and prevents misunderstandings. Some
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of these behavioral aspects have been studied in the literature, many of them
focusing mainly on voice features and facial expression or head movements, fewer
studies pay attention to the importance of the body gesturing during storytelling.
In any case, the behavioral aspects to be evaluated are mostly handcrafted.

In the early years, Mutlu et al. [17] evaluated the importance of a human-
like gaze behavior and combined it with six predefined gestures to allow Honda’s
Asimo robot to act as an soryteller. Chella et al. presented an emotional story-
teller Peoplebot robot, where the intonation of the robot’s voice was modified
according to the piece of the story [6]. In [14] also the emotional expressiveness
of the TEGA robot’s speech was explored, together with its effect in vocabu-
lary learning by children. In a more recent work, Carolis et al. investigated the
preferences of an audience of children regarding a (Pepper) storytelling robot by
comparing a human versus a robotic voice. The robotic one received a higher
rate according to their experiment described in [4]. Finally, Ham eta al. [11]
studied how the combination of gazing and gesturing increases the persuasive
power of a NAO robot acting as a storyteller qualifying head movements as gaze
movements and limiting the body motion to a set of 21 gestures.

Focusing on body expression, gesturing is a crucial element of human non-
verbal communication, and includes co-speech gestures by facilitating language
comprehension. People use co-speech gestures to emphasize speech, communicate
semantic information, draw the attention to others, or better describe and shape
the concepts they are talking about [13]. Back to storytelling robots, in [29] the
authors emphasize the need for a specific body gesturing in such tools and use
a database of more than 500 gestural annotations to enact tales performed by
two NAO robots.

Definitely, gestures must be modulated according to the story mood [30]. Xu
et al. found that higher ratings were given by participants to a storytelling NAO
robot if there was congruence between story mood and the robot’s gestures. A set
of parameterized co-verbal gestures was used to express mood. The gestures were
manually selected for the sentences of the stories and manually aligned with the
words in the sentences. In a similar vein, Paradeda et al. [22] found that there are
significant differences between the setup of voice intonation and posture as well
as an acceptable assertive robot’s configuration using a combination of posture,
pitch and speech rate. Tests were performed using EMYS robotic head®. Hendrik
et al. [25] modeled a Reeti robot that tells a story in an exciting manner using
emotional facial expressions and using only head movements. Haru proposed a
personalized storytelling experience by adapting, in a preliminary attempt, the
narrative style (voice pitch, emotion and action) [26].

We found some attempts to automatically select [23] or adapt [27] the stories
to the user or public [10] or even to complete the stories in a collaborative
storytelling context [19]. Nonetheless, as far as we know, there is no reference to
the automatic behavior generation applied to embodied storytelling as the one
described here.

3 https://ww.emys.co.
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3 Storytelling Behavior Generation System

The starting point to generate the non-verbal behavior that accompanies the
speech of the robot is a story in raw text format. The core of the proposed
approach can be summarized in three main steps: (1) sentence annotation, (2)
voice generation and processing, (3) gesture generation.

In the first step, the raw text of the story is split into sentences, and each
sentence is then processed with two goals. On the one hand, the lemmas of each
word in the sentence are extracted. On the other hand, the prevailing emotion in
each of the sentences is recognized, as well as its intensity. The output of this step
is twofold: an emotionally annotated sentence; and the lemmatized sentence.

In the second step, the voice annotations made in the previous phase are used
to generate the voice audio using an expressive T'TS. Subsequently, the audio
is processed using an automatic speech recognition (ASR) tool to extract the
timestamps for each word in the sentence.

Finally, the gesture generation system produces the synchronized co-speech
gestures using a generative model that takes as input the audio and the raw text
of the story.

Next subsections describe those steps more in depth.

3.1 Expressive TTS

As it is remarked in [24], voice acting can improve narrative presence, making the
robot more interesting. Thus, we need an expressive TTS tool. Two alternatives
were considered: NVIDIA Riva TTS* and Google TTS cloud service®

Both tools support portions of Speech Synthesis Markup Language (SSML),
allowing you to emphasize and to adjust pitch, rate, volume and pronunciation
of the generated audio output. RIVA can be run locally. However, it requires
GPU hardware and a not so easy installation process. Google’s cloud service, on
the other hand, offers for free only a limited number of bytes. Notwithstanding,
the cloud option offers the choice to insert silences and to embed other audio
chunks (for instance to insert onomatopoeic sounds), both vital properties in our
context. Those features, together with the needless of specific hardware tipped
the balance in favour of Google’s TTS.

3.2 Gesture Generation

In a previous approach [31] a GAN based beat gesture generation module was
used as the backbone of the gesturing system. The GAN was trained in the robot
joint space obtained after transforming data collected while recording people
using OpenPose-based motion capturing system. As this beat gesturing module
did not take into account the audio itself (only its duration), the synchronization
was not good enough.

* https://docs.nvidia.com/deeplearning/riva/user-guide/docs/tts/tts-overview.html.
5 https://cloud.google.com /text-to-speech.
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In the current approach, the model used to generate gestures is the state of
the art co-speech gesture generation model presented in [5]. The model uses the
Tacotron2 architecture as a backbone, which was originally designed for speech
synthesis, with some adjustments to the architecture and training paradigm to
perform co-speech gesture generation. The model takes as input the audio file,
the transcription of that file and the identity of the speaker, represented by
a number (in training samples this number corresponds to the actual speaker
and in inference, any speaker identity can be used) and it outputs a bvh® file
of the joint representations of the head, neck, spine, legs, hips and arms, but
not of the hands. The audio processing uses mel-spectrograms, MFCCs and
prosodies, all of which are normalized and concatenated before being passed to
the model. The text features are extracted from the transcription and converted
into embeddings, to which two additional dimensions are added to represent
whether the corresponding audio frame is silent and whether any laughter is
present. The audio and text features are concatenated by aligning them frame
by frame and fed into the model.

To translate the gestures to the robot’s configuration space, we extract the
angles of the relevant joints in each frame of the bvh file, then separately translate
the angles of the head, hips, right arm and left arm into valid robot inputs and
concatenate those inputs in the original frame order. Although most information
is preserved in the aforementioned translation, due to slow motor motion, only
every third frame of the bvh file is used to calculate the input for the robot.
Furthermore, the robot has fewer degrees of freedom in its movement than the
digital avatar (especially in the shoulder movement), thus some of the smaller
details and nuances of the original motion are lost. Thankfully, it is not a very
big loss, as the robot is not capable of executing such small movements anyway.

3.3 Mapping Words to Expression

To annotate the emotional content of the sentences we take the same approach
as in [2]. The Synesketch tool [15] tags each sentence by giving the intensity (cer-
tainty) of each of the Ekman’s basic emotions [7]: disgust, anger, fear, sadness,
surprise and happiness. It computes numerical vectors representing emotional
weights for each emotional category, indicating the intensity of emotions. These
vectors are then utilized to identify the predominant emotional type (the one
with the highest weight) and ascertain the overall emotional valence of a sen-
tence (whether it is positive, negative, or neutral). When the vector approaches
zero or is exactly zero, the sentence is considered emotionally neutral.

Due to the difficulties of showing subtle features with Pepper, we cluster
the emotions into three sets: disgust, anger and fear are clustered as sadness;
surprise is jointed with happiness; and neutral expression is chosen when no clear
emotion is distinguished.

The obtained emotion must be expressed by the robot. Certainly, voice’s tone,
gesture and face display must be linked. Disengagements can occur if emotion

5 BioVision Hierarchy (BVH) is a file format used for storing motion capture data.
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is not coherent among them resulting in a bizarre robot behavior. Accordingly,
three behavioral properties are affected by the emotion as explained here on.

How Is the Emotion Displayed in the Voice? As mentioned before in
Sect. 3.1, Google’s TTS supports the SSML to provide more advanced control
over the generated speech. The <prosody> tag in SSML allows modification of
the speech prosody, which refers to variations in pitch, rate, and volume that
add expressiveness and naturalness to the synthesized voice: pitch, specifies the
change in pitch from the baseline, where 0 means no change, and positive or
negative values in semitones indicate raising or lowering the pitch, respectively;
rate, controls the speaking rate of the text. A value of 100 represents the default
rate percent, while values greater than 100 increase the speed, and values less
than 100 decrease it; and volume, modifies the loudness of the speech. A value
of 0 represents the default volume in decibels (dB), while values greater than 0
increase the volume, and values less than 0 decrease it.

To determine the values of the mentioned attributes, we map the intensity
value obtained from Synesketch to the range defined for each attribute’s max-
imum and minimum values. For Pitch (P) and rate (R) of complete sentences
are adjusted according to Eq. 1.

P = Iemotion * (Pmax - szn) + szn (1)
R= Iemotion * (Rmax - Rmzn) + Rmzn

How Is the Emotion Displayed in the Body? Likewise, the emotion is
transferred to the pitch angles (0) of both, the head and the hip (2). A higher
intensity results in the straighter the hips and the more upright the head. On
the other hand, a negative intensity leads to downward lean in both the hip and
the head.

ehead - Iemotion * (eheadmaz - eheadmin) + eheadmm (2)

ahip = Iemotion * (ehipm,m - ohipmi,,,) + ohipmm

How Is the Emotion Expressed in the Face? Pepper is a robot that lacks
eyebrows and mouth, but it includes several color LEDs in the eyes that can be
used to show facial features.

Just like in the two aforementioned behavioral properties, the conversion
from intensity into facial expression is done by changing the color of the eye
LEDs. We adopt the same color configuration employed in the previous work (
[31]). Sadness is displayed by a dark blue-greenish color, happiness is displayed
by a yellow color, and neutral by a light blue-white color.



74 U. Zabala et al.

3.4 Robot Behavior

Two stories have been borrowed from Jara Sanchis”, a professional storyteller
with a YouTube channel where she narrates children’s books: The Enchanted
Forest, a tale with only a narrator character; and The Sad Tree, a story with
multiple characters and more different emotional up and downs during the nar-
ration®.

The performance of the robot as a storyteller can be appreciated in the
following two videos. The first video? corresponds to the performance of the The
Enchanted Forest story, while the second one!® corresponds to The Sad Tree.

Both videos show a nice but inhibited behavior. It can be appreciated the
effect of the expressive audio and how the rate and the pitch varies according to
the emotion, reflected in the eyes as well. The intonation affects whole sentences,
though there are no emphasized words. Emotion also affects the body posture
coherently. However, the major issue is the grossly insufficient gesturing of the
robot. It completely misses those raving gestures storytelling requires.

4 Adding Meaningful Gestures

According to [12] all kind of gestures have positive impact in the perception of
the robot’s performance as a narrator but deictic gestures significantly impact
information recall. Neither deictic gestures nor metaphoric or iconic ones are
noticeable in the output of the gesture generation system. None of the identities
present in the training database [16] corresponds to a storyteller and the output
gestures are rather restrained.

In order to enrich the communicative affordance, we complement the
Tacotron2 gesture generation module with a semantic related gesture insertion
system. The insertion process is performed as in [31]. Basically, we apply a
rule-based approach. The lemmas extracted from each sentence are searched in
a keyword database and associated gestures are selected using a probabilistic
approach. The insertion point of a new movement is calculated obtaining the
timestamps of the words by means of Whisper!!, an Automatic Speech Recogni-
tion (ASR) system. The new gesture replaces the automatically generated poses
for the required duration.

The overall architecture of the behavior generation system is shown in Fig. 1.

7 www.jaracuentacuentos.com.

8 The different voices have been manually annotated in the SSML file.

9 The Enchanted Forest Tacotron+Emotions: https://youtu.be/JjiHMcz ODg.
19 The Sad Tree Tacotron+Emotions: hitps://youtu.be/CDirRQ8ccoo.

Y https://openai.com /research /whisper.
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Fig. 1. The global system architecture

4.1 Robot Behavior

The newly generated behavior of the robot can be observed in the subsequent
videos. The first video'? corresponds to the performance of the The Enchanted
Forest story, while the second one'? corresponds to The Sad Tree.

The improved eloquence helps to better communicate the plot. The rule-
based gestures associated to the meaning drive Pepper to become a more credible
character. However, some issues arise. On the one hand, synchronization is not
so good for large gestures, delays can be appreciated. As a consequence, the
meaning of some gestures is lost. On the other hand, lemmatization shows some
flaws. A tendency to reproduce gestures in non desirable moments comes out.
Correct association between lemmas and gestures gets more complex the more
the gestures present in the DB, but this is a requirement if a general system able
to reproduce many tales is aimed.

5 The Little Touch

We have made an attempt to improve the behavior automatically produced by
giving some brush-strokes to the tales. More precisely:

— The SSML files have been extra annotated for dramatization by adding
silences and emphasizing some words by observing the original videos of Jara
Sanchis.

— A few onomatopoeia have been added by inserting specific audios.

— Some of the decisions taken by the rule-based system according to lemmas
have been corrected to remove not so coherent movements.

— The starting point (word) of some of the lemma-based gestures has been
changed, improving synchronization.

2 The Enchanted Forest Hybrid+Emotions: https://youtu.be/ZVIPQV1ZcpQ.
3 The Sad Tree Hybrid+Emotions: hittps://youtu.be/VyUY-jp2CFM.
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All this adjustments can me made through the GUI specifically designed for
the storytelling context. Figure 2 shows an example of several sentences tagged
using Synesketch. Each row corresponds to a sentence, together with its mapped
pitch and rate values (green box). The columns in the red box show the detected
emotion for the sentence and the corresponding led color. All the items displayed
are editable allowing to apply the “magic” touch.

MainWindow - o0 ®
Files
Text Modify Movements
Text Pitch Rate || Emotion Eye color Modify Speech

1 ewhere that could be anywhere, and at a time that could be any time, there was a splendid garden Full of tH 1.25 110.00 | [Happiness Yellow
2 letrees, pear trees, large rose bushes, everyone in that garden was immensely happy 125 110.00 | [Happiness Yellow
3 Yone... everyone but a tree, that remained sad and serious i its place 0.80 8000 |[sadness [ENS
4 hatter how hard it tried, it couldn t bear fruit... the apple tree say to it 112 10129 |[Neutral  white
5 tworry, you have to concentrate well, you will see that if you concentrate, you  be able to bear juicy apple|1.20 7000 ||Neutral  white
6 fose bush, on the other hand, told him: No, no, it s more beautiful to bear roses, breathe in their fragrance.|1.25 11000 |[Neutral  white
7 tree tried, it concentrated, but it beared neither apples nor roses, and it felt more and more and more frust| 0,36 108.00 | lIsadness
g night, a wise owl came flying from afar, an owl that perched on one of its branches 0.88 9600 |[Neutral  white
9 seeing how sad it was, the owl said to it 0.80 80.00  |[Neutral  white
10, problem is not that big, your problem is the same as that of most beings on the face of the earth, do not il 0.88 89.00  |[Neutral  white
11 must know yourself and be who you are, listen to your inner voice 0.87 94.67  |[Neutral  white
1240 to my inner voice, Know myself, Ugh... 0.87 9467 ||sadness
130wl left, and the tree remained in the same place, confused, but pondering those words of the wise owl 0,97 9667 |[Neutral  white
1alenlv. the followina niaht. it seemed to hear a ittle voice comina from the deoths of its trunk.and savina |1 30 11000 ||Neurcal whire

Play Stop Generate and Save | Only Save || Accept || Cancel

Fig. 2. Result of the interaction with Synesketch

5.1 Robot Behavior

The reader can see through the provided videos','® that the robot shows a
rich performance for the two stories. The touch allows for a step forward in the
reproduction of a thriving behavior by the robot. At a glance we are getting
closer to the reference human model, but the gap is still there.

6 Conclusions and Further Work

The work described in this paper is an attempt to develop a full storytelling
robot behavior generation system. We have used several state of the art tools to
test what they can yield. Through manually adjustments of certain features, we
obtained an improved and refined robot performance. However, we are still far
from a fully automatic storytelling robot behavior generation system. There are
some issues that, once solved, will enhance the system’s output.

Regarding the audio generation, some common voice features, such as whis-
pers are difficult to reproduce. Moreover, automatically adjusting the pitch can

4 The Enchanted Forest Touch+Emotions: https://youtu.be/zSvogw0OJT0.
5 The Sad Tree Touch+Emotions: https://youtu.be/ShPEa_LsOvY .
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confuse the audience since it is easy to fall in a completely different voice. Addi-
tionally, a method to automatize the use of multiple voices should be considered.
Finally, concatenating audios to insert onomatopoeia is not the best option. Ono-
matopoeia are not detected by word parsers and thus, are ignored during any
posterior analysis. This prevents to associate specific gestures with sounds.

Concerning the body language, hands are vital in message transmission
and communication. The original database contains hand information but the
Tacotron2 model does not take them into account. Hand motion should be inte-
grated into the gesture generation system. Retraining the gesture generator with
a specific database obtained from storytelling videos but adapted to include
hands will be the next step.

We have not made any public performance yet since only a subjective ques-
tionnaire based evaluation would not bring any light at this development state.
Once a completely automatic storytelling behavior generation is assessed, the
“touched” behavior presented here will be used ground truth and make a com-
parison among the alternatives by exposing the robot to the public.
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Abstract. Social robots are becoming an important part of our society
and should be recognised as viable interaction partners, which include
being perceived as i) animate beings and ii) capable of establishing natu-
ral interactions with the user. One method of achieving both objectives is
allowing the robot to perform gestures autonomously, which can become
problematic when those gestures have to accompany verbal messages. If
the robot uses predefined gestures, an issue that needs solving is selecting
the most appropriate expression given the robot’s speech. In this work,
we propose three transformer-based models called GERT, which stands
for Gesture-Enhanced Robotics Transformer, that predict the co-speech
gestures that better match the robot’s utterances. We have compared the
performance of the three models of different sizes to prove their usability
in the gesture prediction task and the trade-off between size and per-
formance. The results show that all three models achieve satisfactory
performance (F-score between 0.78 and 0.86).

Keywords: Language Models - Social Robots - Deep Learning -
Gesture Prediction - Multi-modal Interaction - Human-Robot
Interaction

1 Introduction and Background

In recent years, robots have been integrated into multiple aspects of society and
are now starting to be involved in tasks that include interacting with humans.
For this to be possible, the robot should be seen as an appropriate interaction
partner [21], and a way to achieve this is to make the robot have a lively appear-
ance [3]. This can be done by giving it the ability to perform expressions' that
seem intentional [22]. But this task can be difficult if the expressions accompany
verbal messages (known as co-speech gestures), as the verbal and non-verbal
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combination of multimodal information aimed at achieving a particular communica-
tive goal.
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components of the robot’s expressiveness should seek to achieve the same com-
municative goal and be adequately synchronised so they form a cohesive message.

Works focused on endowing robots with the ability to use co-speech gestures
tend to follow one of two approaches: (i) generating the gestures dynamically
from scratch based on the robot’s speech (audio and/or transcription) and other
factors (e.g., the identity of the user) [31], or (ii) selecting expressions from
library of predefined gestures [20]). Generating expressions from scratch endows
the robot’s expressiveness with a higher variability while freeing roboticists from
the burden of handcrafting the expressions. However, dynamically generated ges-
tures might be more generic and transmit less defined messages than handcrafted
expressions. This is the approach we have followed, which we will refer to as co-
speech gesture prediction.

The literature shows more work in co-speech gesture generation than in co-
speech gesture prediction, particularly among authors that work with humanoid
robots. Kucherenko et al. [10] used representation learning in a co-speech gesture
generation system that follows an encoder-decoder architecture using a Denois-
ing Autoencoder. Yoon et al. [31] followed a similar approach and relied on
an encoder-decoder architecture with a soft attention mechanism to generate
motions for a humanoid robot by learning from a dataset of TED talks. Ginosar
et al. [9] developed a method based on a convolutional network for generat-
ing co-speech gestures considering the speaker’s gesticulation style. Ahuja et
al. [1] and More recently, Liang et al. [13] proposed a method for generating
semantic-aware upper body co-speech gestures by decoupling semantic-relevant
information from irrelevant cues (beat information) from the speech, correcting
the semantic misalignment of gestures and decoding beat and semantic gestures
based on the information recovered. Chang et al. [4] added a locality constraint
attention mechanism to the Tacotron2 architecture so the model learns the align-
ment between gestures and speech from local audio features.

Although most researchers have focused on gesture generation, others have
opted for developing gesture prediction approaches. Chiu et al. [5] proposed a
method that uses Conditional Random Fields to predict labels that indicate if
the robot’s speech should have or not gestures attached and then uses Gaus-
sian Process Latent Variable Models (GPLVMs) to generate the motions. The
same authors presented a year later the Deep Conditional Neural Field [6], a
joint learning of deep neural networks and a second-order linear chain tempo-
ral contingency for predicting gesture labels. More recently, Pérez-Mayos et al.
[20] proposed three methods for synchronisation of co-speech gestures: mapping
symbolic gestures to keywords in the text and beat gestures to the rest, mapping
only beat gestures to pitch peaks, and a combination of both that matches beat
gestures to pitch peaks until a keyword appears and a symbolic gesture is per-
formed. Kucherenko et al. [11] presented a work that, while focusing on gesture
generation, used a temporal Convolutional Neural Network to predict certain
gesture properties, such as the gesture type or its phase.

Natural language understanding has shown significant progress, thanks to a
novel model: the transformer. A transformer is a Deep Learning (DL) model
architecture based on the idea of self-attention that learns to focus on certain
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elements in the input data depending on their self-significance. By relying on self-
attention alone, they outperform other solutions that have used the attention
mechanism before [29]. The use of transformers for developing language models
has led to a significant change in what current systems can achieve, such as new
search tools using generative models [16], the generation of high-quality images
following prompts [12], the development of more advanced speech recognisers
[2], or more recently, applications of natural language processing (NLP) to social
robotics [15,27].

A problem that the growth of DL has brought is the increasing amount of
resources needed for training these models, requiring in some cases entire server
rooms and gigabytes of information. New techniques have been developed to
overcome these limitations and improve the results provided by the models.
Among those, the one that is of interest for this work is Fine-tuning. This tech-
nique seeks to adapt a pre-trained model with a large dataset for a more general
task to a new task by taking its weights and adjusting them without losing their
learned features while keeping the main layers of the model frozen [24]. This
work used this technique to take a model trained to understand the structure of
a language and adapt it to labelling sentences with co-speech expressions that
would suit them.

Among other tasks, transformers have been used for what is known as token
classification. In this task, an input text is divided into a sequence of indi-
vidually classified tokens. Two examples of this task are Part-of-Speech (PoS)
labelling, where each word in a sentence is labelled with its corresponding PoS
tag (verb, noun, etc.), and Named-Entity Recognition, where known entities that
appear in a text are labelled with a category like location or organisation. We
have framed the gesture prediction problem as a token classification task, where
the labels represent the gestures assigned to the robot’s speech. Following this
approach, in this work, we present GERT, which stands for Gesture-Enhanced
Robotics Transformer, three co-speech gesture prediction models that rely on
BERT architecture [8] to predict the sequence of gesture labels that should be
associated with the robot’s speech. Using a custom dataset, we created three
models fine-tuned from different variations of BERT for this task, and compared
their performances.

The proposed method has been designed for embodied agents that perform
real-world tasks, something that requires an analysis of other factors besides the
objective performance of the models. Because robots tend to have constrained
computational power, we should also seek to optimise the use of the available
resources. Furthermore, inference time is a significant constraint, as research
suggests that responses given to a user during an interaction should be conveyed
in less than two seconds for the message to retain its meaning [17]. Other authors
set this limit at one second [28]. Therefore, we also evaluated the resources used
by the method proposed and the prediction time.

The remainder of the manuscript is structured as follows. Section 2 describes
the models used in this work and the process followed for crafting the dataset
we used for fine-tuning the models. The architecture of the gesture prediction
module and the training process is presented in Sect.3. Section4 shows the
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results of the fine-tuning process and presents a comparison between the three
models tested. Finally, Sect.5 closes this manuscript by presenting the main
conclusions extracted from our work.

2 Materials and Methods

This section presents the basic concepts behind the development of GERT, our
model for gesture prediction. This includes a description of the transformer-based
baseline models that have been fine-tuned for gesture prediction, a description of
the dataset used for the training process, and the method followed to generate it.

2.1 Baseline Models

In recent years, many different models and architectures have appeared in NLP,
with various performance levels depending on the task to complete. Among the
existing architectures, encoder-based models are best suited for tasks that involve
extracting information from an input text, unlike auto-regressive, decoder-based
models (ChatGPT, Llama, PaLM-E,...), which are better suited for generation
tasks. Also, encoder-based models tend to outperform autoregressive models in
terms of inference time, which is a key feature for applications that will involve
human-robot interactions. Because of this, we have decided to use encoder mod-
els as baselines for the development of GERT. Among those, one widely used
(and has served as the baseline for many recent models) is the Bidirectional
Encoder Representations from Transformers (BERT) [8] model. Its architecture
consists of a multi-layer bidirectional Transformer encoder module that uses as
input representation either a single sentence or a pair of sentences (understand-
ing a sentence as a span of contiguous text that can include more than one
linguistic sentence). This allows the model to handle a wide range of tasks.

Although most language models usually have been unidirectional (i.e. the
model only considers the context that precedes or follows the target section of
the text being evaluated), BERT was designed to consider both sides of the
context. This was done by selecting two simultaneous pre-training objectives:
(i) predicting masked words in sentences (masked language modelling); and (ii)
predicting if two input sentences appeared together in the original text or not
(next sentence prediction). Thanks to being able to train deep bidirectional rep-
resentations, BERT can be fine-tuned for several tasks by adding just one extra
output layer. Given its performance, BERT has become a baseline in many NLP
works. For this reason, we have selected it as the baseline for our base GERT
model.

In addition to the base model, we have developed two other GERT models
based on two well-known variations of the BERT model: DistilBERT (baseline
for the GERT large model) and RoBERTa (baseline for the GERT small model).
This will allow us to test the effect of a model’s size on its performance in the ges-
ture prediction task by selecting a smaller (DistilBERT) and larger (RoBERT4)
model.
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DistilBERT [26] is a variation that seeks to reduce the size of the base BERT
model in order to enhance its speed. This process is based on knowledge distil-
lation, a method for training a compact model to reproduce the behaviour of a
larger model or models. While maintaining the same architecture, DistiiBERT
reduces the size of the base BERT model by 40%, while increasing its speed by
60% and retaining 97% of the base model’s performance on the GLUE bench-
mark [30]. RoOBERTa (Robustly Optimized BERT pre-training approach), on
the other hand, is a variation born from the finding that the original BERT had
been significantly under-trained [14]. The authors sought to correct this issue
by proposing a new paradigm for training BERT models: increasing the amount
of data, the batch size, the number of training epochsm, and the length of the
sentences used for training the model, removing the next sentence prediction
training objective, and using a dynamic masking pattern during training. The
authors reported that RoOBERTa improved the state-of-the-art results for four
of the nine tasks in the GLUE benchmark and matched the results for SQuAD
and ReAding Comprehension from Examinations (RACE) tasks.

2.2 Dataset

We opted to represent the gesture prediction problem as a token classification
task for two main reasons: (i) it would allow us to know directly the points in a
sentence where gestures would have to start, and (ii) it would allow our model to
attach a sequence of gestures to a sentence. We generated a dataset from scratch
to fine-tune the models selected for the gesture prediction task. Each instance
contains an utterance (one or several sentences forming a cohesive paragraph),
the same text split into tokens, and a list of labels representing the type of
gesture that should be associated with each token. These labels follow the IOB
format, where the prefix indicates if a label is the beginning of an entity (B-)
or if it is inside (I-) or outside (O-) of it. Since all tokens have an associated
gesture, we only use the B- and I- prefixes.

To create the dataset, we extracted sentences from the Cornell Movie Dialogs
Corpus [7]. The list of possible gesture labels was empirically determined based
on an evaluation of the library of predefined expressions that our robots could
use. For this, an annotator observed the robot performing each expression,
grouped together the expressions perceived to convey a similar communicative
message, and assigned a single label to each group. This resulted in 21 different
gesture classes, like greet where the robot performs the gesture of greeting the
user, self where the robot would perform a reflexive gesture towards itself or
thanks where the robot would show a gesture of thanks to the user.

The final version of the dataset is composed of 2600 instances. Training,
validation, and test splits have been created using 60%, 20%, and 20% of the
instances, respectively. Moreover, these subsets ensure that all gesture labels are
proportionally distributed between the three splits (that is, the training split
would contain 60% of any given label).

Although the division ensured equal distribution of each label among the
splits, we observed that some labels appeared in a significantly larger amount
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Fig. 1. Supervised Fine-Tuning Training Diagram of GERT variants.

of instances than others. This could induce the model to over-learn some labels
while failing to recognise others, which significantly affects its performance. This
was because some of the chosen labels applied to more generic situations while, in
contrast, others were specific to specific situations that were connected to fewer
sentences from the corpus. To evaluate the effect of this imbalance, we decided to
prepare three versions of the dataset; on top of the original version that included
the 21 original classes, two datasets were prepared by removing those classes that
appeared in less than 100 instances for the first and 300 instances for the second,
resulting on datasets with 9 and 5 classes, respectively. We did this by removing
from the dataset any instance where one of the discarded classes was used. The
9-class dataset had 2195 instances, while the 5-class dataset had 1748. We have
fine-tuned each model using all three datasets and evaluated how the number of
classes affected the performance of these models. These datasets are publically
available in HuggingFace?

3 Predicting Co-speech Gestures in the Robot Mini

In this section, we describe the approach followed to develop GERT and its
integration into the social robot Mini software architecture.

3.1 The Gesture-Enhanced Robotic Transformer Model

As mentioned in Sect. 2, we have created three fine-tuned models from BERT-
based models for gesture prediction in this work. We took versions for these
models from HuggingFace (BERT base, RoOBERTa, and DistilBERT') pre-trained
on language modelling. We then adapted the original architecture by adding a
new token classification head, as shown in Fig.1 (a linear layer on top of the
output of the hidden states). This layer will use the hidden states generated by
the model to predict the classes assigned to each token.

2 https:/ /huggingface.co/qfrodicio.
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1) 2] 2 3 4 4 4 4 4

Dataset instance: Hi ! My name |s Mini/, and | 'm a somal robot .

2 Al % 3 4 a 4 4 4| 4
Tokenized: - Hi ' My name is Mini|, and IF m a social robot .
. 2\ 2 3 4 4 [ 4
Relabelled: [CLS] Hi ‘ ! My namelis Mini|, and | ' m a social robot .

Token without gesture 1| Initial token of the "GREET" 3| Initial token of the "SELF"
g | gesture (B-GREET) gesture (B-SELF)

Label for delimiter tokens 2| Token inside the "GREET" 4. Token inside the "SELF"

(not a gesture label) gesture (I-GREET) gesture (I-SELF)

Fig. 2. Example of the co-speech gesture prediction dataset instances tokenizing and
relabelling process.

Before training the models, we had to preprocess our dataset to correct two
issues. First, the gesture labels we use are strings, while the models expect integer
values, so we needed to map the list of labels to their integer values and apply
this mapping to the entire dataset. Second, our models take a utterance and
tokenize it internally. However, the tokens generated by the models might not
match the original tokens from the dataset. We need to ensure that the number
of tokens generated by the model matches the number of correct labels, while
maintaining the label distribution of the original instance. For example, if one of
the original tokens is divided into two tokens, we need to label both of them with
the label of the original token. This preprocessing stage had to be applied to the
dataset to fine-tune all three models tested. Figure 2 shows how the gesture label
sequence is corrected for a dataset instance.

We have fine-tuned the three models using the preprocessed datasets, as
shown in Fig. 1. We used the same hyperparameters for all three models, with
a learning rate of 2 * 1075, a weight decay of 0.01, and a batch size of 16. We
fine-tuned the models for 10 epochs, and then kept the model from the best
epoch, according to the model’s validation loss. This happened around epochs
3-4 in most cases.

3.2 Gesture Prediction Module

For the inference phase, we have used the Transformers library provided by
Huggingface to use our version of the model we want to deploy on the robot.
The developed module receives the text to be classified as input, passes it through
the model, post-processes the model’s output to transform the prediction into
the desired sequence, and returns this sequence.

An issue that DL models present is the high requirement of resources needed
to run inferences. This is particularly pressing when working with embodied
agents, as there are often more considerable hardware constraints. Also, because
the gesture prediction model will be part of the pipeline for conveying messages
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Fig. 3. Mini: a social robot developed for interacting with older adults with mild cog-
nitive impairment.

to the user in every interaction the robot partakes in, we need to ensure that the
inference times match the time constraints associated with human-human inter-
actions. We deployed the model on an external server with specialised hardware
to mitigate this problem. The robot sends the utterance to the server. Once the
gesture sequence has been predicted, it is sent back to the robot.

3.3 Integration of the Gesture Prediction Module in a Real Robot

Mini is a social robot designed to assist older adults with mild cognitive impair-
ment [25]. Mini has an anthropomorphic form (see Fig. 3), although its expres-
siveness capabilities are more constrained. The output interfaces of the robot
include five degrees of freedom (two on the head, one on each shoulder, and
another on the waist), OLED screens for eyes that can be used to display dif-
ferent gazes, a coloured LED heart that can change its colour, intensity, and
heartbeat, a text-to-speech module, and a touch screen that can be used to
display multimedia content, such as images and videos.

Regarding its software architecture, shown in Fig. 4, we have followed a mod-
ular approach using ROS [23]. In this architecture, skills are independent soft-
ware modules that control specific tasks, such as reading the news to the user. A
decision-making system controls which skill is active at any given time. Transver-
sal to all skills, a series of modules provide all the robot’s interaction capabilities,
like extracting and processing information from the environment, interacting
with users, and expressing a particular communicative message through its out-
put interfaces. The Expression Manager module handles this last part, receiving
requests to perform multimodal expressions. The gesture prediction module we
have trained will interact with this last module. Whenever the Expression Man-
ager receives a request to convey a message that contains only a verbal com-
ponent, this is sent to the gesture prediction module running on the external
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Fig.4. Schematic vision of Mini’s software architecture, with the external server
where the gesture prediction model is deployed. Black arrows represent communica-
tion between ROS nodes, while red arrows represent the socket-based communication
between the robot and the server (Color figure online)

server. Once the input text is processed, the predicted gestures are sent back
to the Expression Manager, where they are loaded and executed. The following
video shows the operation of the proposed system and a set of examples®.

The server used in this work has been designed specifically for running deep
learning models, and it has an Intel Core i9-10900K CPU running at 3.7 GHz,
an NVIDIA GeForce RTX 3090 GPU, and 64 GB of RAM.

4 Evaluation

To evaluate the proposed co-speech prediction system, we have analysed three
factors: (i) the metrics obtained during the fine-tuning process; (ii) the average
inference time; and (iii) the number of resources (CPU and memory) that each
model requires. In this Section, we first present the metrics that we have used
for evaluating the performance of the models and then show the results obtained
from the training and the deployment of the models in the robot.

4.1 Metrics

As mentioned in Sect. 2, we fine-tuned each model with the 21-class, 9-class, and
5-class datasets to see how this affects our results. The validation splits were used
to evaluate the training process after each epoch, while the test splits were used
to evaluate the models after the training. For this process, we decided to use the
multi-label classification metrics provided by the Scikit-learn library [19]. These
metrics measure each class’s precision, recall, and F score and then compute

3 https:/ /youtu.be/lvQGwfu8J50.
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Table 1. Results obtained from the training of the models. The best F-score for the
three datasets have been highlighted in bold

Model Classes Precision | Recall F1-Score
5 0.8578 | 0.8561 | 0.8533
GERT Base 9 0.8365 | 0.8297 | 0.8281
21 0.7954 | 0.7884 @ 0.7827
0.8567 | 0.8555 0.855
GERT Small 9 0.8144 | 0.8144 | 0.8095
21 0.7925 | 0.7934 | 0.7875
5 0.8629 | 0.8628 | 0.8619
GERT Large 9 0.8296 0.83 0.8258
21 0.8189 | 0.8154 | 0.8125

average values. In particular, we have used the weighted average, where the
number of class appearances weights each class’s precision, recall, and F-score
before computing the average value.

Although traditionally, the metric used for evaluating models for token clas-
sification is seqeval [18], the one we selected allows us to evaluate the partial
matching of label sequences. This means that for a sequence that has seven
tokens, if the first four should be labelled as GREET and the last three should
be labelled SELF, a prediction where the labels are assigned to the first five and
last two respectively would not result on an F-score, precision, and recall of 0
(like it would with seqeval), but instead on values that would better reflect how
far or close from a perfect prediction our system is.

4.2 Model Evaluation

In this subsection, we present the model evaluation results, which can be seen
in Table 1. When we compare the metrics obtained with the three models when
fine-tuned with the same dataset, we observe that GERT Base and GERT Small
present very similar results (for example, for the dataset with 21 classes, we
can see that the accuracy of both models is 0.7884 and 0.7934, the precision is
0.7954 and 0.7925, the recall 0.7884 and 0.7934, and the F1 score is 0.7827 and
0.7875, respectively). We observed that the results also depended on the number
of classes considered (GERT Base has a higher F1 score than GERT Small when
fine-tuned with the dataset with nine classes, while the opposite happens on the
other two tests). GERT Large, on the other hand, shows higher results for all
metrics for all three datasets. When comparing the performance of each model
depending on the dataset used, we observe that, as expected, all metrics improve
when the amount of classes considered decreases.

4.3 Performance Evaluation

In addition to evaluating how well the different models can perform the gesture
prediction task, we must also evaluate if they are usable in real-world situations.



90 J. Sevilla-Salcedo et al.

Table 2. Resource usage, inference time, and complete time required for the complete
process for all three models. The number in each cell represents the average value,

plus-minus the standard deviation.

Model

GERT Base

GERT Small

GERT Large

Inference time (s)

0.0175 £ 0.0174

0.0132 £0.0153

0.0178 £0.0181

Total time (s)

0.1208 £ 0.1584

0.1272 + 0.1836

0.1114 +0.1154

GPU usage (%)

1.6237 £+ 0.7506

0.7332 £ 0.4209

1.7177 £ 0.6097

GPU memory (%)

3.1734 £ 0.0041

2.4407 £ 0.004

3.4247 £ 0.0038

As mentioned in the introduction, the number of resources used and the inference
time are key features for a system designed to be integrated into an embodied
agent with limited computational capabilities.

Table 2 shows the resource usage evaluation results. For this evaluation, we
took the test split of the dataset (423 instances) and ran inferences for the
sentences taken from those instances. The average length of these instances is
43.41 characters (with a standard deviation of 29.36. The shortest instances have
7 characters, while the longest have 229. The robot loads the instances and then
sent to the external server where the gesture prediction models are deployed.
During the trials, the robot and the server were connected to the internet via
wifi. When the list of gesture tokens is obtained, the server sends it back to
the robot. To evaluate possible delays due to the robot-server communication,
we have measured the average time that passes since the sentence is sent to
the server until the response is received (this is called total time in the table)
and the inference time itself. We also evaluated the amount of GPU memory
consumed (as a percentage of the available memory) and the percentage of time
that at least one of the GPU’s cores performs operations during the test. These
resources have been measured at an interval of 0.5s and averaged for the entire
test duration.

Comparing the inference times, we see that GERT Base and GERT Large
perform at a similar speed (inference times of 0.01753 and 0.01779, respectively).
GERT Small, on the other hand, has a faster inference time (0.0132s). Regard-
less, the tests show that the inference time is almost negligible compared to the
latency introduced by the robot-server communication. GERT Large showed the
best results, followed by GERT Base and then GERT Small (0.1114 vs 0.1208
vs 0.12728). While these results indicate that all three models are usable in
real-world tasks (all of them abide by the two-second rule), in a few cases, the
prediction time surpassed the two second threshold due to punctual connection
issues between the server and the robot. This is a factor that will have to be
taken into account when deploying the robot in real environments.

Regarding the number of resources needed for running the models, we did
observe a difference between the three options, as GERT Small requires the least
amount of GPU computing time and memory (0.73% and 2.44%, respectively),
followed by GERT Base (1.62% and 3.17%, respectively) and then GERT Large
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(1.72% and 3.42%, respectively). These results align with our expectations as
GERT Small and GERT Large, as their names imply, represent the smallest and
largest models, respectively.

Overall, the results obtained suggest the existance of a direct correlation
between the size of the model and its performance on the task at hand, as
well as the amount of resources consumed and the time required for generating
inferences. While these results indicate that the best option would be to use
GERT Large, if the hardware of the robotic platform allows it, they also show
that for platforms with less resources, GERT Base and GERT Small can be solid
alternatives.

5 Conclusions

In this work, we have created and evaluated GERT models’ performance for
predicting social robot co-speech gestures. Results showed that, while all three
models achieved good metrics with an inference time that matches the time con-
straints in real-world interactions, the amount of computational power required
for running these models limits their usability in platforms with hardware limi-
tations.

The work described in this manuscript presents three main limitations. First,
the objective metrics presented in this paper should be complemented with a sub-
jective study that analyses how adding the predicted co-speech gestures affects
users’ perception of the robot. This is due to a sentence accompanied by the
wrong gesture (as defined in the dataset) being objectively considered a predic-
tion error; it could still be perceived as natural by the users and thus be regarded
as a successful case. This study should also validate that the gestures used are
being perceived by the user as we intended (this is, that the greet gesture is being
perceived as a natural expression for greeting or saying goodbye to someone).
Second, we identified an imbalance between the classes in the dataset because
some were used in more common situations while others were more specific. Ide-
ally, this should be corrected by adding more instances for the labels that appear
less frequently to obtain a more balanced dataset. Finally, while the models pre-
sented in this manuscript can solve the issue of deciding which gestures should
accompany the robot’s speech, we still need a method that properly synchronises
the verbal and non-verbal components. Both issues will be addressed in future
works.
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Abstract. The main objective of this research is to explore the impact of deploy-
ing social robots in team-based intellectual cooperation, specifically during brain-
storming sessions. A total of 72 participants (36 females and 36 males) were
involved, with groups of four participants (2 females and 2 males) engaging in
brainstorming sessions. In nine sessions, three Nao robots were present; while
in the other nine sessions, three human fellows participated instead of robots.
The creativity of participants was assessed by measuring the average number of
unique ideas generated using Bouchard and Hare’s coding rules. The sessions with
robots showed a significant increase in participant creativity. After the sessions,
the participants completed a questionnaire, which revealed higher satisfaction,
reduced production blocking, decreased free-riding, and increased synergy in ses-
sions where robots were present. These findings were further supported by the
video analysis. Future research can explore the long-term effects of interacting
with social robots, including those equipped with artificial intelligence.

Keywords: Social Robots - Human-Robot Collaboration - Intellectual
Cooperation - Brainstorming

1 Introduction

Computers and robots have been extensively utilized across various domains, including
education, healthcare, etc. Presently, they are progressively integrating into social set-
tings, transitioning from pre-programmed tools to entities capable of human-like thinking
and behavior. In the recent years, robots have started to assume roles as educators [1,
2], therapists [3], entertainment tools [4, 5], impacting their work environment and col-
leagues, including emotional and social aspects. Moreover, computers have transformed
interpersonal interactions and collaborative work dynamics. Hereby, an interesting sub-
ject of study is the impact of robots functioning as computer agents on intellectual
cooperation within workplace as a team member.
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Brainstorming, introduced by Osborn [6], is an important intra-team intellectual
cooperation which is widely used for enhancing creative idea generation in teams and
organizations, and explored the optimal group size [7, 8]. Subsequent studies have exam-
ined its effectiveness and proposed additional techniques such as the nominal group tech-
nique and group passing technique [9, 10]. In [6], a new method in brainstorming has
been presented that used computers as mediators during a session, so the members of the
group could discuss and share ideas via them. This method, known as Electronic Brain-
storming, has been studied several times and it could be still one of the most effective
methods in brainstorming [7, 8].

However, human-robot collaboration may be different from human-computer inter-
action [11]. It means social robots may have different effects in comparison to computers.
Therefore, the impacts of robots’ presence in social environments must be discussed and
examined [12]. Psychological studies have been conducted to measure how powerful
these impacts can be [13]. One of the most important factors in a brainstorming ses-
sion is creativity and how unique are the ideas. Studies have shown interacting with a
social robot may enhance creativity [14, 15]. Alves-Oliveira et al. [16] have integrated
established educational strategies that promote creativity with co-designing involving
children as informants to develop the robot prototype, while some other studies examine
the impact of various intellectual interaction scenarios on enhancing creativity.

Some recent studies estimate that doing creative works such as brainstorming with
assistive social robots might be more beneficial than using other technologies. In a study
based on storytelling in the presence/absence of a social robot called YOLO, Alves-
Oliveira et al. [17] observed that using their robot led the participants to generate higher
number of original ideas when the social robot actively supported creative thinking.
Additionally, Ali et al. [18] reported that using a social robot called Jibo in facilitating
figurative creativity, improved the uniqueness and productivity in the participants’ per-
formance in drawings compared to the tablet technology. In [14], Kahn et al. reported that
in their study, the subjects have produced higher number of creative expressions when
using a tele-operated robot compared to when animating presented via a PowerPoint file.
In the mentioned three previous studies [14, 17, 18], the effectiveness of creative tasks
and brainstorming with a social robot were compared with other technologies (rather
than with human mediators). In [19], the authors have tried to fill the mentioned gap by
comparing the results of using one Nao robot in brainstorming sessions with the situa-
tion in which a human mediator facilitates the brainstorming sessions. They observed
that considering “productivity”, there is no significant difference on the effect of using a
social robot in brainstorming sessions (compared to having a human mediator in similar
sessions).

This paper examines the impact of humanoid robots on intellectual collaboration
during a brainstorming session. Specifically, it compares the creativity and number of
ideas and solutions generated when social robots participate and contribute ideas versus
when all participants are human. Additionally, participants’ perceptions are assessed
through a post-session questionnaire. The video recordings of all sessions are analyzed
by two individuals, focusing on seven parameters (confirmation, distraction, observation
of others, smiling, use of positive and negative verbs, and total verb usage per participant)
for each of the 72 participants. The main research questions addressed in this study are:
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1) Does the presence of social robots enhance participant creativity in brainstorming
sessions? 2) What is the effect of social robots on satisfaction, free riding, production
blocking, synergy, and sufficient time in brainstorming sessions?

2 Methodology

2.1 Procedure

The experiment involved 72 participants aged 18 to 20 (mean = 18.97, SD = 0.87).
Half of the participants (n = 36) were in sessions with robots present (age mean =
18.94, SD = 1.01), while the other half were in sessions with only human members (age
mean = 19.00, SD = 0.72). All participants were recruited from the Sharif University
of Technology and were Persian natives. None of them had prior experience with social
robots before participating in the experiment.

Participants were randomly assigned to groups of four individuals, consisting of two
males and two females. The groups engaged in the brainstorming sessions, which were
conducted in two different formats. In type A sessions, there were four individuals and
three NAO robots. In type B sessions, all seven participants were human, with three of
them being experimenters’ colleagues, while the remaining participants were unaware
of this fact.

2.2 Interview Script

At the beginning of every session, the participants were given a version of “Osborn’s
rules for brainstorming” and were asked to read it carefully in 5 min and follow the rules
through the session. Then, the session manager answered the participants’ questions
about the session’s rules. These rules were as follows: Be silent and listen to the ideas of
others when you hear them, and even if it was the most ridiculous idea in the world, you
should not comment on it. 1: you have to listen well to others’ ideas so that you can get
more ideas in the second round when it is time to give ideas based on others’ ideas. 2:
Be sure to think about your time and write down your ideas. 3: Do not use your phones
during the session.

Two problems were discussed in each session. The first problem was “How to
decrease depression among students?”’; The second question was “Which features should
be added to robots to make them more sociable?”. After the first question was asked,
every person would write their ideas on a sheet of paper in about 5 min. The Participants
should not speak to each other during this period. After 5 min, the participants would
express their ideas one by one. This section was called “round 1”. After all 7 members
finished this round, participants were given 5 more minutes to make new ideas, based
on others’ ideas or completely new ones. Then they would express new ideas like the
previous part. We called this section “round 2” in a brainstorming session. During both
rounds, the participants had to listen to each member expressing their ideas and they
were not allowed to speak together. The second issue was discussed in the same way.

In the type A sessions, three Nao robots were part of the brainstorming sessions.
When students entered the room, robots were present and greeted attendants to make a
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friendly atmosphere as well as to show that robots would be active members during the
session. While every question was debated, robots said specific ideas in their place. They
used body-language gestures while expressing ideas to make them more natural. The
robots were controlled through the Wizard of Oz method, using Aldebaran’s Choregraphe
software.

In the type B sessions, the three experimenters’ fellows (include 2 males and one
female) would enter the room with other students and sit in the place of the robots. When
it was their turn, they said the same specific ideas as robots would say in the type A
sessions. The total number of members who attended each session was 7 because Osborn
advocated using groups with 6 to 12 members [6].

In total, each session lasted for 30 min. After both of the issues were discussed,
the manager of the session distributed the questionnaire. After the questionnaires were
handed in, it was announced that the session had ended. In the type A session, after the
experiment ended, the Wizards were introduced and participants would ask questions
about robots and take photos with the robots.

2.3 Interview Environment

The sessions took place at the Social Robotics Laboratory at Sharif University of Tech-
nology, Iran. The experiment occurred in a distraction-free room with two cameras and a
voice recorder, recording participants’ verbal and nonverbal expressions. The room had
two windows for natural light and a pleasant atmosphere. The Participants and robots
were positioned around a large rectangular table (Fig. 1), with the session manager at one
end. The robots were controlled from behind a concealed wall by our fellows, allowing
the robots to express pre-determined ideas using appropriate body language.

Fig. 1. Positioning of the participants and the robots in a session
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2.4 Assessment Tools

In this study we have used three assessment tools as follows:

The first assessment tool used is the number of unique ideas used in order to evaluate
performance enhancement between the type A and type B sessions. Transcripts had
produced by the participants were analyzed and the unique ideas has been identified
based on the coding rules of Bouchard and Hare [20].

As the second tool, we have used the questionnaire by Dennis et al. [8]. The question-
naire analyzed the following parameters: Satisfaction, Production blocking, Freeriding
(how much they became engaged in the session and generating ideas), Synergy and
stimulation (how much they were stimulated to generate new ideas and work with others
for more ideas), and Sufficient time. The rating was based on a 5 point Likert scale (1
the least to 5 the most). Table 1 shows the questions used for analyzing each parameter.

For the third assessment, the sessions were recorded, with participants being aware
of the recording. Two video coders independently analyzed the recordings to identify the
frequency of some variables include Confirmation (expressed through nodding, facial
expressions, etc.), Distraction (cellphone usage during the session), Observing others
(humans or robots), and Negative verb. The coders were unaware of the experiments’
purpose; but were provided with the explanations for each variable. These parameters
were used to confirm or reject conclusions from the questionnaire, serving as evidence
of participants’ honesty and accurate understanding of the questions. The coders tallied
the occurrences of these parameters for each individual in each session.

Table 1. Sections of the Questionnaire and Its Related Questions

Section Question

Satisfaction How do you feel about the process by which you generate ideas?

How do you feel about the idea proposed?
All in all, how did you feel?

Production Blocking When you thought of an idea, could you express it immediately?

Did you express your ideas soon after you thought of them?

Free Riding How much do you feel you participated in this idea generation
session?

How satisfied are you with your performance on this task?

Synergy and Stimulation How stimulating did you find this task?

How interesting was this idea generation task?

How motivated were you to generate quality ideas?

Sufficient Time For this idea generation session, did you have as much time as
you needed?

Considering all the ideas you thought of, did you Have time to
express all your ideas?
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3 Results and Discussion

The analysis revealed that sessions involving the robots resulted in a significantly higher
number of unique ideas compared to sessions with only human participants. Additionally,
in the type A sessions, the number of ideas generated per person exceeded that of the
type B sessions (P-value < 0.001). Observations from the video recordings indicated
that participants in the robotic sessions expressed beliefs that robots possess thinking and
perception abilities through artificial intelligence. This suggests that the methodology
for controlling robots was effective and credible. It should be noted that the coders’
correlation was calculated to be at least 79% for each variable, and the average of their
findings was considered the final value.

The presence of the social robots in sessions led to a significant increase in the
number of unique ideas. This finding supports the main research questions regarding
the positive impact of social robots on creativity, aligning with previous studies on
enhancing children’s creativity through interactive experiences with social robots [21].
Satisfaction significantly increased in sessions involving robots, indicating that partici-
pants felt more content when engaging in brainstorming sessions with both human and
robot members, as opposed to sessions with only human members. Additionally, video
analysis revealed that participants in robotic sessions exhibited more instances of laugh-
ter and used more positive language. However, there was no positive correlation between
satisfaction reported in the questionnaires and the presence of smiles or positive verbs
in the video analysis. This suggests that the participants may behave differently when
responding to questionnaires compared to their actual session experiences. As social
robots become more prevalent in society, ensuring people feel at ease when interacting
with them becomes increasingly important [22-24].

According to the findings in Table 2, participants in robotic sessions were more
motivated to generate novel ideas. Furthermore, video analysis revealed that participants
in robotic sessions used a higher number of positive verbs compared to those in human-
only brainstorming sessions. These observations align with previous research indicating
that the presence of social robots enhances human stimulation and engagement in work
[25]. However, in [19], the authors claimed that they observed no evidence of robot-
assisted brainstorming sessions for the participants’ productivity.

Based on the data presented in Table 3, production blocking was reduced in robotic
sessions. This indicates that the participants in robotic sessions experienced fewer obsta-
cles in expressing their ideas and displayed a greater inclination to actively participate.
Additionally, video analysis revealed a higher frequency of smiles in the robotic ses-
sions compared to the human-only brainstorming sessions. The decrease in production
blocking aligns with the findings of previous research on virtual collaborator studies
[26].

Based on the data presented in Table 3, freeriding was less prevalent in the robotic
sessions compared to the human brainstorming sessions. There are several potential
explanations for this finding, one of which could be attributed to the sense of competition
that humans feel towards robots. Previous research has indicated that human participants
often experience a heightened sense of competition with social robots [24], which can
positively impact their active participation in brainstorming sessions by contributing
more new ideas and reducing freeriding tendencies.
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According to Table 4, video analysis revealed an increase in the use of positive verbs
in robotic sessions. One possible explanation for this finding is the human perception
that social robots are less intelligent than humans [23], which may reduce participants’
apprehension about being evaluated.

Participants in the robotic sessions exhibited increased stimulation in generating
ideas, indicating a higher level of synergy. This can be attributed to their heightened
interest in the novel experience of robotic sessions. Notably, participants were given a
10-min period before the session to familiarize themselves with the robots.

All in all, it should be noted that the results observed/discussed in this study might
be affected by the fact that all of the participants in the robotic sessions had their first
experienced collaborating with social robots.

Table 2. The Result of Two-Sample T-test on the Number of Unique Ideas (Type A Verses Type
B Sessions)

Item Mean (SD) P-Value
Type A Sessions Type B Sessions
Number of unique ideas 22.11 (7.47) 8.56 (3.39) 0.001

Table 3. The results of two-sample T-test on the questionnaire scores (Type A verses Type B
sessions)

Item Mean (SD) P-Value
Type A Sessions Type B Sessions

Satisfaction 4.241 (0.426) 3.861 (0.548) 0.002

Production Blocking 3.750 (0.579) 3.361 (0.703) 0.013

Free Riding 3.875 (0.578) 3.375 (0.805) 0.004

Synergy and Stimulation 4.176 (0.583) 3.926 (0.829) 0.144

Sufficient Time 4.167 (0.396) 3.569 (0.776) 0.001

4 Limitations and Future Work

There were limitations to this study, such as the homogeneous sample of bachelor’s
students from Sharif University of Technology. It should be considered that this study is
at an early stage. We need to have deeper studies on whether there is important effects
in case the persons interacting face-to-face were different from the ones controlling the
robots’ behaviors. Future research could explore the impact of cross-cultural differences
on human-robot brainstorming sessions and investigate whether participants’ knowledge
of the robots being controlled by humans affects the results. Additionally, the duration
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Table 4. Results of one-way ANOVA on video coding scores (Type A verses Type B sessions)

Item Mean (SD) P-Value
Type A Sessions Type B Sessions
Confirmation 2.344 (3.291) 1.167 (2.253) 0.121
Distraction 3.203 (3.282) 1.630 (1.707) 0.029
Looking at the others 20.97 (10.76) 10.48 (4.378) 0.001
Negative verb 6.407 (4.095) 3.661 (3.252) 0.008
Positive verb 68.02 (36.24) 46.84 (27.85) 0.018
Total verbs 78.22 (40.05) 52.86 (30.78) 0.011
Smile 17.64 (12.76) 6.165 (6.572) 0.001

of robot interaction (i.e., 10 min in this study) could be further examined for its impact
on human creativity in robotic brainstorming sessions. These findings offer a new per-
spective on the effects of human-robot interaction, suggesting that users’ awareness of
the robot’s nature may not significantly influence their behavior during the session.

5 Conclusion

This study aimed to compare idea creation in brainstorming meetings with and without
social robots. The results indicated that participants exhibited different traits when inter-
acting with the NAO robots, including increased creativity, agreeableness, openness, and
extroversion compared to the human sessions. The level of creativity exhibited by the
participants was evaluated by quantifying the average count of distinct ideas generated,
employing the coding rules developed by Bouchard and Hare. Notably, the sessions
involving robots exhibited a noteworthy and statistically significant enhancement in par-
ticipant creativity. Subsequent to these sessions, participants were requested to complete
a questionnaire, which unveiled meaningful heightened levels of satisfaction, a reduction
in production blocking, a decrease in free-riding tendencies, and an increase in collab-
orative synergy during sessions where robots were present. These findings were further
corroborated by conducting a thorough analysis of the recorded videos.
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Abstract. One of the major issues in pediatric rehabilitation practices relates
to children refusing to participate in or perform associated exercises targeted to
improve their physical condition. Technology and serious games are effective
approaches to engage and motivate children and assist therapists in rehabilitation
exercises. This Paper tries to elicit from children’s requirements for the objec-
tive of designing efficient serious games scenarios that facilitate the rehabilitation
procedure. A novel set of six rehabilitation game scenarios on standing frame for
robotic assistance involving children with cerebral palsy is presented. We discuss
the use of serious games on a standing frame in terms of humanoid robot limi-
tations and capabilities. The scenarios have been developed based on specialists’
observations and in situ consultations with therapists at a pediatric rehabilitation
center. Our findings are expected to help in future research tailored toward study-
ing the effectiveness of adding humanoid robots to rehabilitation games to increase
children’s motivation, engagement, and enjoyment.

Keywords: Human-robot Interaction - Motivation - Rehabilitation - Scenario

1 Introduction

Children with physical disabilities often have limited play experiences compared to their
peers without disabilities [1]. Most Cerebral Palsy (CP) therapy interventions aim to
improve limb coordination, control, and range of motion through improved motor func-
tion [2]. Parents and therapists believe motivation is a significant component of motor
and functional outcomes for children with Cerebral Palsy [3]. Various aspects of human
intentions and activities are thought to contribute to motivation, according to study [4].
Children with neurodevelopmental disorders appear to benefit little from the application
of serious games, at least according to the existing clinical evidence [5]. Participating
children in a study [6] that developed an application on a tablet designed for children
(preparing for radiotherapy) suggested the application could have been more interactive
if it had been designed as a game. For children with cerebral palsy, virtual games have
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had limited applications, and none have offered an option for personalization within the
session [7]. However, technology, such as virtual environments, can motivate repetitive
motor rehabilitation exercises, therefore improving their effectiveness [8]. The study [9]
developed a serious game system that included locomotion training exercises for the
musculoskeletal system in real time. A growing number of human robot collaboration
researchers are interested in working with people with disabilities [10]. A wide range of
compelling reasons exist for using robots in therapeutic play scenarios, from increasing
the capabilities of children with motor impairments to stimulating children with devel-
opmental disorders [11]. Social robots seem to be much more appealing to children, for
reasons that are not fully understood [12]. IROMEC project aims to explore how robotic
toys can become social mediators for children with special needs, encouraging them to
discover a range of styles of play, from solitary to collaborative [13]. According to the
preliminary results of study [14], the robot had a positive effect on children. This study
measured joint attention, attitudes, and follow-up instructions as indicators of interac-
tion. Study [15], which employed a Nao robot, a system was used to help therapists
measure patients’ performances and progress as well as reduce therapy risks. In study
[16] using therapist consultation and observation, four specific roles were determined
for the SAR (Social Assistive Robot) to function effectively as a therapeutic aid in rehab:
demonstrator, motivator, companion, and coach. The results of IROMEC project were
based on consultations with experts (therapists, teachers, parents) who provided advice
on the play needs of the various groups of children with disabilities and helped inves-
tigate how robotic toys could be used to assist these children. In this paper, we aim
to elicit requirements for designing effective rehabilitation game scenarios. Each game
scenario is designed to address specific movements, challenges, and goals relevant to
the rehabilitation needs of children with cerebral palsy. Rehabilitation standing frames
are generally intended for children with high-level disabilities of the lower limb (mostly
levels 4 and 5 GMFCS: Gross Motor Function Classification System). By integrating
serious games tailored for this equipment, we can design interventions specifically for
a group that is frequently overlooked in game design because of their extensive support
requirements. As far as we know, no serious games scenarios have been developed on
rehab standing frames using humanoid robots. This can be due to the difficulty of using
humanoid robots in public spaces by non-specialists in robotics (since there are few com-
mercial applications of pediatric rehabilitation games on humanoid robots). In addition,
obtaining ethics approval for a study involving children with high levels of disabilities
is challenging and require more time. In this context, we have outlined specific research
questions and hypotheses that can be considered for future experimental studies:

Research Question: In rehabilitation games on the Standing Frame, what effects does
include a humanoid robot have on motivation, engagement, and enjoyment for children
with cerebral palsy? Adding a humanoid robot (human size) to a standing rehabilitation
game system poses what technical challenges?

Hypothesis

— Compared to sessions without a humanoid robot, children with cerebral palsy are
more motivated to play rehabilitation games on standing frames when accompanied
and encouraged by the robot.
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— When children with disabilities interact with humanoid robots during therapy sessions
on standing frames, their engagement levels will significantly increase.

— With the introduction of a humanoid robot, children with cerebral palsy will be more
likely to enjoy rehabilitation games on standing frames with their new interactive
companion.

1.1 Using Robotics and Serious Games in Pediatric Context

The Effectiveness of Serious Game. The term “serious games” is becoming increasingly
popular today. A serious game is one that runs on a computer or video game console that
is designed for training, advertising, simulation, or education [17]. Games for mobile
devices and virtual reality are the most frequently used gamification techniques [18].
In fact, there are many aspects to concepts such as engagement, immersion, flow, as
well as other terms used to motivate using games as an alternative to more traditional
didactic training [19]. There have been previous studies showing that serious games
are beneficial to pediatric healthcare. Serious games for sensory processing disorders
(SPDs) can combine vision, auditory, and vestibular stimulation because of the nature
of multisensory stimuli and the multimodality of digital technologies [20]. There is
evidence that digital games can reduce depressive symptoms, anxiety, and nausea after
chemotherapy treatment in cancer patients [21]. It has been shown that children with
visual impairments have a poorer self-concept and lower psychosocial well-being than
peers without impairments. According to study [22], children with VIs who played the
serious game See scored significantly higher on their academic self-concept than children
who played care-as-usual (CAU).

Using Humanoid Robot in Pediatric Rehabilitation. Children’s engagement and motiva-
tion can be enhanced by incorporating motivational expressions and emotions through
humanoid robots such as Pepper or Nao in rehabilitation serious games. The use of
humanoid robot-like Pepper in serious games can enhance pediatric rehabilitation in
a number of ways, including engagement, motivation, enjoyment, and communication
[23]. With Pepper’s interactive nature and human-like attributes, children’s engagement
can be increased, which is not found in most rehabilitation serious games currently avail-
able. When the robot participates in games as a motivator and encouragement, exercise
becomes more enjoyable and engaging for children instead of them having to do the
rehabilitation game alone.

A humanoid robot has artificial intelligence applications that can recognize a child’s
facial expressions during a game and provide feedback that will motivate the child to keep
playing. With Pepper’s adaptability, real-time, personalized encouragement increases
motivation far beyond a traditional serious game [24]. The humanoid form and ability of
Pepper to mimic human behaviors and expressions create a sense of companionship and
social presence [25]. It is difficult to replicate such a social dynamic in serious games
without humanoid robots. Furthermore, Pepper can play cooperatively or competitively.
By stimulating extrinsic motivation through gamified competition and cooperation, the
robot can be further motivated to perform well. While serious games already engage and
motivate children, humanoid robots like Pepper can take these features to the next level
by offering adaptive encouragement, a social presence, and gamified competition [26].
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Enhanced Data Collection with Pepper robot. Humanoid robots like Pepper can greatly
improve the precision of data collection during serious games in pediatric rehabilitation.
The integrated sensors in Pepper enable real-time monitoring of children’s interactions
and reactions. Unlike traditional therapeutic exercises, in which therapists must manually
observe and record data, Pepper’s automated data collection allows for more accurate
assessment. Further, Pepper’s ability to recognize children’s emotional states during
therapy provides unique insights into their emotional state.

Limitations of the Pepper Robot. In partnership with SoftBank Robotics Corp., Alde-
baran Robotics SAS has developed a human-like social robot named Pepper. The robot
is equipped with WiFi or Ethernet ports for connecting to the Internet, the NAOqi oper-
ating system controls Pepper [27]. Japanese influences can also be seen in the design,
such as the manga-like big eyes and Pepper’s hip joint that enables her to bow to some-
one when she meets them. In order to avoid stereotyping, the shape was designed to
be gender neutral (without explicitly defining gender characteristics) [28]. In terms of
its limitation, it is not possible for Pepper robot to understand the nuances of a user’s
speech. It is difficult for Pepper to hear (recognize the voice of the user who is talking
to Pepper) in noisy environments. Although the therapy room isn’t a crowded area (for
standing frame game, 1 child works with 1 therapist), the game’s background music may
cause problems. However, because the game background music has no dialogue, when
the background music is not loud, Pepper robot seems to be able to hear the short dialog
(from child with Pepper). During the game, Pepper will talk more than the child who is
playing, as most of Pepper’s speech is motivating and encouraging. The user will be able
to communicate with Pepper if he or she makes an utterance that is easy to understand.
The age of our users (5 to 9 years old) makes it unlikely that they will use complex
sentences, especially when playing games.

Physical Environment Consideration. From a design perspective, adding a humanoid
robot into a serious games rehabilitation in pediatric context requires an understanding
of the limitations of the robot and matching it with the needs and behavior of the target
users. The humanoid robot Pepper has an excellent voice dialogue system, high emotion
recognition accuracy, and a high degree of freedom of movement [29]. In the case of
Pepper humanoid robot, the children in the targeted age group (aged 5 to 9) should be
able to play the games with Pepper robot standing in front of them when their feet fixed to
rehab standing frame. Our observation has shown that children’s average height and that
of the Pepper robot are strikingly similar when standing on the rehabilitation standing
frame. As a result, the child and robot are able to interact and communicate better at eye
level due to this height similarity.

It is possible for children interacting with humanoid robots to exert force on the
robots, affecting their position or stability in uncontrolled environments (wild). In the
context of Happy Rehab games, however, children with lower severity disabilities are
safely fixed to a standing frame. By maintaining an appropriate distance between the child
and Pepper, potential physical disruptions during their interactions are prevented. We can
optimize the successful implementation of humanoid robots in pediatric rehabilitation
centers by considering these physical environmental factors. The standing frame rehab
game is designed to accommodate children with disabilities in both the left and right
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sides of their body. Therapists will adjust the game session and timing to accommodate
the child’s needs. The Fig. 1 shows the changes that occur when we add humanoid robot
Pepper to the Happy rehab system game.
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Fig. 1. How Pepper robot can affect rehabilitation standing frames is explained as part of the
system’s demonstration; green parts highlight the changes that will occur after Pepper robot is
added to the system (The Pepper robot platform and rehab game system can be linked using touch
sensors such as sSEMG).

1.2 Current Happy Rehab Game Scenarios

With cerebral palsy, children cannot play with toys like other kids because of their motor
disabilities, as a gaming interaction, sensory stimulation might be a better approach
[30]. The study focused on the 2019 version of Happy Rehab standing frame game. This
standing frame consists of sensors for knee and foot buttons to get children’s muscles
reaction for playing rehab game. After the therapist fixes the child’s feet and back on
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the frame, he or she begins playing different games according to the child’s therapy
schedule. Each game environment is designed to accommodate different movements of
the child’s knees and feet. This study discusses five different rehab games that children
with Cerebral Palsy (lower limb) can play on this standing frame.

An Airplane in the Desert: Two minutes at the beginning and two minutes at the end
of the session: The airplane catches the stars as it flies in the desert. There is no effort
required from kids as it is automatic. Standing frame pedals move kids’ feet joints gently
at this time. During this part of rehab game session, the goal is to warm up the child’s
body for the next game, which can be challenging for them. Background music is very
calm, similar to airplane flight movements.

Red Racing Car: In Red Racing, four minutes are required: This game requires kids to
move their knees and bottoms of their feet to control a racing car on a road. In general,
the game design and background music are motivational. The kids are playing the role
of race car drivers here. In order to control the car on the road, they need to move their
knees and feet.

A Small Car in a Village: Children need to move their feet muscles in this four-minute
game to drive a small slow car in a setting with trees, rocks, and other objects. In some
situations, kids couldn’t finish the game because this small car was stuck between trees,
rocks, or roads. For passing trees and other obstacles, viewing the car was a bit high.

A Fast Airplane Shooting Crabs: 1t takes around 2 min for children to play this game
by moving their knees. The background music for this game was exotic, and airplane
movement seemed exciting. Knee movements allow children to kill purple crab-like
creatures in the sky.

A Coin Moves on the Screen to Appear a Picture: This game lasted around two minutes.
Pressing the bottom of the child’s feet moves a coin on the screen and causes a picture
to appear.

Game of Balance: In this four minutes’ game, children do not need to move their feet
and knees specifically. In the button on the screen, there was a rectangle that the child
could move by moving his/her trunk. The child must move his/her trunk left and right
to catch the circles that come from up to down of the screen.

1.3 Materials and Methods

We used a qualitative approach consisting of interviews (therapist consultations) and par-
ticipant observation for gathering data and insights. Participants are observed and inter-
viewed with therapists to understand their needs and preferences for creating appropriate
game scenarios with humanoid robots.

Intervention: Happy-rehab game rehab standing frame. Standing frames for pediatric
rehabilitation are therapeutic devices for children who have mobility impairments Fig. 3.
Standing frames like the Happy Rehab system integrate interactive serious games specif-
ically for rehabilitation purposes. With the Happy Rehab system, the user stands on mov-
able foot pedals, and the games are controlled by plantar-/dorsiflexion movements of the
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ankle joint. The user plays computer games designed to activate specific muscle groups
in the lower extremities through specific movements. For the development of future sce-
narios in pediatric rehabilitation games on standing frame, we conceptualized adding
Pepper robots to this system for engaging and motivating children with disabilities.

Specialist Pane: Assembled a panel that included two therapists with experience
employing the rehab standing frame, and the teacher for the ICT class (one main teacher
and two assistants). We selected therapists and teachers based on their expertise and
experience working with children with disabilities, including cerebral palsy.

1.4 Target User Group (Participants)

Children between the ages of 5 and 9 with cerebral palsy. Children with cerebral palsy at
GMECS level 3, GMFCS level 4, and GMFCS level 5 [31]. Our target group is limited to
these levels based on observations and consultations with children’s therapists. Children
with disabilities that use rehab standing frames are shown in Fig. 2. We used to obtain
the parents’ informed consent.

Two therapists who work with children on the rehab standing frame were on the
specialist panel, as well as the head therapist and the teachers for the ICT (computer lab)
rehab center class.

GMFCS Level lll GMFCS Level IV GMFCS Level V

Fig. 2. Subjective explanations according to the GMFCS system in this study. a) Children walk
using a hand-held mobility device in most indoor settings. They may climb stairs holding onto a
railing with supervision or assistance. b) Children use methods of mobility that require physical
assistance or powered mobility in most settings. ¢) Children are transported in a manual wheelchair
in all settings. Children are limited in their ability to maintain antigravity head and trunk postures
and control leg and arm movements.

Inclusion Criteria: The participants must be between the ages of 5 and 9 years old,
diagnosed with cerebral palsy, and classified as level 3, 4, or 5 on the GMFCS. Fur-
thermore, the specialist panel chosen for answering the questionnaire should include
therapists with experience with rehab standing frames for children and physiotherapy in
pediatric context.

Exclusion criteria: Children whose ages do not fall within the specified range (no chil-
dren between five and nine years of age), as well as children whose diagnoses do not
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include cerebral palsy. Exclusion from the study also occurs when parents or guardians
do not provide informed consent.

1.5 Ethical Approval

This study was conducted under the supervision and coordination of Al Noor Rehab
Training Center. Research was conducted with the center’s permission. This aspect of
the study did not need ethics approval because the observation did not directly involve
children or capture their personal data.

1.6 Data Collection

Rehab standing frame room and ICT class (computer lab for children’s games) et al.
Noor training rehab center observed for data collection. We observed 5 children with
Cerebral Palsy while playing games on a standing frame and children with CP in the
ICT class (computer classes in rehab centers). A rehab game on standing frame session
for each child lasted 20 min and consisted of 6 different game environments. During
an ICT class, children between the ages of 5 and 9 spend 30 min playing games on a
computer or tablet, depending on their disabilities and ages. ICT class games differ from
standing frame games in the use of different parts of children’s bodies. When playing
standing frame games, therapy sessions focus on lower limb exercises, but in ICT class,
hand functions are essential during serious games. However, at both places, we saw
the children’s interaction when playing rehab serious games and their communication
with their therapists when doing their rehab tasks. By taking notes, the researcher col-
lected children’s verbal and non-verbal feedback during the rehab game, also their game
achievement and their communication with their therapist during playing the game was
noted. Also, Teachers and therapists at the rehab center who work with the children
were interviewed in situ. Before answering the questions, the project’s aims and concept
are explained to the children’s therapists by the Al Noor rehab center. As a result of
meticulously observing and gathering data from the interactive sessions and interviews,
a set of specific needs was identified.

Need Identified. Height and Positioning Need: Adapt interactions for children who
cannot stand unassisted (GMFSC Levels 3-5). - > Rationale: Ensuring effective
communication with the Pepper robot, which has a fixed height.

Use of Robot’s Tablet Need: Diverse interaction modes with the robot’s tablet
(touch/no-touch). - > Rationale: In standing frame situations, it is suitable for a variety
of rehab games exercises and target movements without requiring direct touch.

Physical Interaction Safety Need: Ensure a safe distance between the robot and
the child during interactions. - > Rationale: Children with both upper and lower limb
disabilities need to be protected from unintended contact due to poor control.

Usage of External Tablets Need: Tablets can be used in an engaging and safe manner
during therapy sessions without compromising the focus on exercise. - > Rationale:
Therapists utilize tablets for encouragement and distraction during painful or challenging



112 L. M. Pirborj et al.

exercises (also for physiotherapy rooms), needing a balance between entertainment and
safe exercise performance.

Monitoring and Adapting to Child Progress (Therapist’s Interaction During Game
Sessions) Need: Streamlined transitions and preparation between different game ses-
sions during standing frame exercises. - > time to check equipment, monitor the child’s
condition, and prepare the next game session without causing unnecessary delays or
interruptions in the child’s engagement.

Motivation and Encouragement in ICT Classes Need: Consistent motivational strate-
gies and encouraging interactions from teachers during ICT class sessions. - > and
sustaining children’s motivation throughout ICT class tasks and games, facilitating
improved engagement and productive involvement.

Differentiated Game Environments for Varied Abilities Need: Children’s disabilities,
ages, and diagnosed body parts can be accommodated in game scenarios to ensure
inclusive engagement. - > Rationale: Recognizing the wide-ranging requirements and
capacities of children with cerebral palsy in ICT classes, varying in age and disability
level, necessitating diversified and adjustable game scenarios and tasks.

1.7 Analysis Data

Based on the collected materials, this study used a thematic analysis [32], since this
method does not require theoretical boundaries, itis a good choice for finding patterns that
are not necessarily bounded by theory. Thematic analysis aims to identify and analyze
patterns or themes within data. Based on the type of technology interaction, children’s
abilities, and observed impacts, a theme may be developed. Researchers manually coded
the data.

In each rehab session involving standing frames, ICT classes, and Physiotherapy
room, the participation of the children and their parents, the following materials were
analyzed: 1) observations of rehabilitation gameplay, 2) summary notes made after each
session, and 3) interviews questionnaires. Data collected was coded.

The gathered data was analyzed to find the main themes and potential subthemes:

— Main Theme 1: Sensory Preferences and Engagement (Subtheme 1.1 Auditory Pref-
erences over visual stimulation, Subtheme 1.2 Engagement through action rather than
verbal communication)

— Main Theme 2: Assistive Interaction and Motivation (Subtheme 2.1: Transfer Assis-
tance and Physical Support, Subtheme 2.2: Therapist Assistance and encouragement
in game-activities, Subtheme 2.3: Emotional Response and Anticipation for future
session.)

— Main Theme 3: Communication and Verbal Expression (Subtheme 3.1: limited verbal
communication and slow repetition, Subtheme 3.2: use of Non-verbal expression and
gestures)

— Main theme 4: Enjoyment and Meaningful experiences (Subtheme 4.1: engagement
in different games, Subtheme 4.2: Satisfaction in accomplishing task with therapist
encouragement, Subtheme 4.3: expression of desire and emotional response to future
sessions).

ICT class data was analyzed to identify the main themes and potential subthemes:
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— Main theme 5: Interaction Types (Subtheme: 5.1Eye gaze interaction - > Code: using
eye gaze for typing and playing games, Code - > eye gaze control without physical
touch), (Subtheme 5.2 Touch screen interaction, Code - > touching tablet screen
or monitor for game-play, Code - > Simple puzzle games through touch screen),
(Subtheme 5.3 Keyboard Interaction- > Code: Typing sentences on the computer
from a provided paper, Code - > Varied difficulty of sentences and words based on
student abilities, Code - > Typing random letters due to limited control).

— Main Theme 6: Student’s Abilities (Subtheme 6.1 mobility challenges: Code - > use
of wheelchair, Code- > limited hand functionality (grasping, reaching, fine control),
(Subtheme 6.2 cognitive and sensory abilities, Code - > variation in concentration and
mood), (Subtheme 6.3 age-related abilities, Code- > children younger than 7 years
old).

— Main Theme 7: Impact of Interaction (Subtheme 7.1 Engagement, Code- > partic-
ipation in different games environments, Code - > touching colorful background
screen), (Subtheme 7.2 Enjoyment, Code - > sound effects augmenting interaction).

Regarding the demonstration of the current Happy Rehab game on the standing frame
and the observation of children with cerebral palsy playing the game, the following
behavior was coded:

e Visual and Auditory Preference: C1: Disinterested in watching TV, C2: Calming
response to classical music rather than game background music, C3: Indiference to
encouragement to look at the big screen C4: Ability to look at the TV screen.

e Hand Function and other support: C1: Adequate hand muscle strength, C2: Supportive
use of wheelchair for legs.

e Interaction and Function: C1: Light smile and calm demeanor, C2: Limited verbal
communication, C3: Satisfaction in completing the game, C4: Exploring desire to
come back again, C5: Engagement in different games based on the game scenario
and environments, C6: Focus on Knee and foot movements.

“
? ||
P = L e

Fig. 3. Happy Rehab standing frame for playing rehab games.

1.8 Scenario Design Process

Human-Computer Interaction (HCI) research has been much less impacted by design,
despite its strong presence in practice. It is necessary for the interaction design research
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contribution to constitute a significant invention [33]. Itis important that the robot appears
friendly to motivate subjects and create meaningful interactions with them [34]. Based
on Happy Rehab serious games (2019) and researchers’ observations and consultations
with pediatric therapists, play scenarios (see Fig. 3) were developed. The researchers
developed play scenarios based on observations of children with CP playing games
on standing frames in physiotherapy and ICT classes, as well as comments from their
therapists and teachers. In addition, they considered limitations, needs, and the range of
interactions that Pepper robot facilitates (Fig. 4).

The main change, after adding the humanoid robot, is the greeting part (human fea-
tures behavior), which will occur at the beginning and end of the rehab game session.
While transferring the child from her/his wheelchair to the standing frame, Pepper robot
can start a friendly conversation with her/him. Generally, during this time (when thera-
pists are fixing child feet and trunk on the standing frame and bringing the game, they are
busy, and children are waiting until their work is completed). Children’s moods can be
affected before playing the game, for example, Pepper robot encourages them to do their
best when the game starts. Design the robot’s gestures during key moments of the game to
convey enthusiasm and motivation and to encourage children to do their rehab exercises.
Scenarios might incorporate real-time feedback loops to maximize Pepper’s interactive
potential. As an example, Pepper may provide immediate positive reinforcement if a
child successfully completes a game task with the correct foot movement.

Happy Rehab Encouragement and

standing frame games assistance from the
therapist

By using speech,
gestures, and
touch, a
humanoid robot
can simulate
human emotions
in the games

Outline scenario for

standing frame games
with Pepper robot

Consultations
and comments
from the
therapist

Fig. 4. Components for shaping the final scenario set.
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Table 1. Standing frame rehabilitation games in two scenarios (without robot and with robot).

Happy rehab Current games scenarios

Game adaptation when Pepper robot is added

An airplane in the desert

It could serve as an emotional motivator. By
cheering the children on and conversing with
them, Pepper can create an emotional
connection and further immerse them in the
game

Red racing Car

As a racing coach, Pepper will offer tips and
advice, and encourage them when they do
well, and in times of struggle, reinforce them
with positive reinforcement. Also, with the
robot’s dynamic gestures, driving can be
mimicked

A small car in a village

It can guide children through the village,
guiding them to avoid obstacles, just like in
the racing game. In addition to creating short
stories related to the game environment, the
robot can enhance the game’s interactive
capabilities

A fast airplane shooting crabs

This game can be played with a robot as a
mission commander, updating children on
their progress and encouraging them to keep
playing. The game can be made more realistic
with robot gestures that mimic the shooting
action

Game of balance

By providing real-time feedback, Pepper acts
as a coach, guiding the child’s movement to
catch the circle. Additionally, Pepper can use
its voice to instruct the child to move left or
right, creating a more interactive experience

A coin moves on the screen to appear a picture

Pepper can encourage children’s efforts to
apply the right pressure by acting as an art
enthusiast or museum guide. When the picture
appears, Pepper can generate excitement by
trying to guess what it is, thereby building
suspense. In addition, Pepper can praise the
children when the picture is fully revealed, for
example, when they touch Pepper’s head and
Pepper starts laughing

Notes on General

The Pepper games enhance the child’s
rehabilitation experience by adding a layer of
personalization and engagement

A child’s name, progress, likes, and dislikes
should be remembered by the Pepper program
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2 Discussion

Our paper focuses primarily on the design of serious game scenarios that could be applied
to improve the rehabilitation process in children. A prototype of happy-rehab 2019 can be
developed on Pepper robot platform based on engagement, enjoyment and motivations
observed in ICT class (computer lab) and standing frame games played by children with
cerebral palsy. The following approaches are considered after identifying is designed to
provide emotional expression, encouragement, and positive reinforcement, making the
child’s environment nurturing and motivating. It is common for children with disabilities
not to feel confident about their body, and boring and repetitive rehab exercises lead them
to stop their muscle movement before their therapists expect them to.

There are three subthemes in the Assistive Interaction and Motivation theme; the
example to explain them includes when therapists help children move their muscles in
order to complete game tasks, or when therapists give them a Hi Five after a child has
earned a good score. When the child was playing a game and completing rehab tasks, we
captured therapist dialogue as encouragement. In addition, there were some emotional
responses and anticipations from the child for future sessions, such as if I could come
back tomorrow to play more rehab games?

Engagement is divided into two subthemes: auditory stimulation over visual stimu-
lation and action over verbal communication. The graphic design of some games in the
Happy Rehab game on standing frames was poor. This may be the main reason why chil-
dren did not seem to be attracted to visual stimulation during the playing game. Because
of more variety and more professional graphic design in games in ICT class, we didn’t
find the same results as standing frames. As a result of visual stimuli, children were more
engaged in an ICT class than in a standing frame game. Finishing game tasks (through
muscle movements) in action games such as racing a car and shooting airplanes was
more satisfying than games with less action, such as driving a small car in the village.
We noted limited verbal communication, slow repetition, and non-verbal expression and
gestures under the Communication and Verbal Expression theme. A good example of an
explanation is therapists’ efforts to communicate verbally with children before, during,
and after rehab games. Although it can also depend on other factors, such as the child’s
personality, children generally communicate verbally less than therapists.

We categorized the main theme Enjoyment and Meaningful experiences into three
subthemes: engagement in different games environments, satisfaction with accomplish-
ing tasks with therapist encouragement, and expression of desire for future sessions.
However, since the general task for playing the rehab games was muscle movements
(on a standing frame focusing on the feet muscles), the durations of playing the games
and finishing them were not similar, matching this with facial expressions (happy face)
and more emotional expressions (both verbal and gustatory), the difference in enjoy-
ment level is apparent. An obvious indicator of a game’s enjoyment is a child’s desire
to continue playing it more.

The safety of children during use of humanoid robots in pediatric rehabilitation is
one of the most important aspects of humanoid robot use. It was also our priority from
the beginning of the study, and we considered the appropriate place and situation for
using Pepper, a humanoid robot. As a result, we focused on rehab games on standing
frames. The interaction between a humanoid robot and a child with cerebral palsy can
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be utterly uncontrollable in this case. A therapist can fix the distance between the child
and Pepper robot before the rehab game begins. Table 1. Contrasts the rehabilitation
game scenarios before and after the humanoid robot Pepper can add to the rehab system
in terms of human features.

3 Conclusion

Robot-assisted therapy appears to be an effective addition to conventional rehabilitation
therapy for improving motor function in stroke patients according to study [35]. The
results of a meta-analysis indicated that SARs could be effective in engaging children
in therapeutic interventions [36]. Adding humanoid robot motivational expressions and
emotions to the pediatric rehabilitation serious game can make it more immersive and
engaging. As far as we know, no serious games have been developed on rehab stand-
ing frames using humanoid robots. It is necessary to conduct experimental studies in
order to quantify the differences in Motivation, Engagement, and Enjoyment in different
scenarios with and without humanoid robots when playing serious games.
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Abstract. The possibility of robots working along with Alpana artist is a develop-
ing field of research at the point of intersection between technology and traditional
art. Alpana painters have the skill and creativity necessary for the delicate design
process, but robots can execute these designs with greater accuracy and efficiency.
In this kind of collaboration, artists would develop ideas for the Alpana, and robots
would speed up the drawing. This combination makes sure that even when tech-
nology aids in the expression of Alpana art, its heart and soul remain human.
Combining human creativity and robotic accuracy has the potential to produce
a harmonious combination that embraces current achievements while retaining
tradition. A growing natural process that respects tradition while embracing inno-
vation is fostered by this mix of tradition and technology. The paper’s contributions
are its investigation of human-robot collaboration in Alpana art, its presentation
of a conceptual Alpana painting robot, and its emphasis on maintaining cultural
legacy while accepting technology progress.

Keywords: Human Robot Collaboration - Alpana Art - Human Robot
Interaction - Cultural Heritage - Robots Artists Collaboration

1 Introduction

For years, integrating art and technology has captured people’s interest by bridging the
gap between tradition and innovation. In the complex world of artistic expression, a
new story is emerging, including a collaboration of robots and Alpana painters. The
Alpana or Alpona art form, which is strongly based on cultural heritage and complex
patterns, is a monument to the interplay of human creativity and regard for tradition [1].
Simultaneously, advances in robotics and automation have added new aspects to creative
processes, offering extraordinary accuracy as well as effectiveness [2]. This research sets
out to explore the unexplored areas where human creativity meets the potential of robotic
help, all while preserving the authenticity of cultural narratives.
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The Alpana art form, which originated in the cultural tapestry of the Indian subconti-
nent, has captured the essence of generations past via its intricate concepts and visually
fascinating designs. These designs are not only beautiful, but they also have cultural
importance, containing stories, rituals, and interactions between people [3]. Simultane-
ously, great advances in robotics have been made, giving the possibility of incorporating
mechanical help into the creative process. This research explores the intersection of these
seemingly different worlds, proposing a collaboration in which Alpana artists supply
creative vision while robots contribute precision and efficiency in implementation.

The importance of this research lies in its ability to balance tradition and innovation in
the context of artistic creativity. While robotic art is not a new phenomenon, incorporating
robots into culturally rich and complex art forms such as Alpana provides a unique
difficulty. This study’s fundamental research question is: Can robots interact with Alpana
painters in a way that speeds up design execution while respecting the authenticity of
creative expression and cultural heritage? By exploring this subject, we hope to shed light
on the collaboration and interactions between human artists and the robots as technical
partners revealing the small details that affect the success of this collaboration.

Our research takes a cross-disciplinary approach to robotics, human-computer inter-
action, and human robot collaboration. This study intends to analyze the thoughts of
Alpana artists and the obstacles they face in integrating robots into their creative pro-
cesses through an analysis of robotic-assisted artistic outputs. We hope to provide a
comprehensive understanding of the potential consequences, constraints, and benefits
of incorporating robots into the Alpana art form by investigating both the aesthetic and
technological sides of this collaboration.

This article attempts to contribute to the continuing discussion about the relationship
between human creativity and technical growth by crossing the complicated structure
of tradition, innovation, and visual art. Through a thorough examination of this unusual
collaboration, we hope to provide insights that not only improve the field of art and tech-
nology but also encourage greater respect for the delicate relationship between tradition
and innovation and the possibility of improving the collaboration by using the con-
cepts of social robot [4]. This study illuminates the delicate balance between tradition
and technological development through an interdisciplinary lens that includes human-
robot interaction, aesthetic considerations, the difficulties of getting artists’ acceptance,
and enriching the conversation about the relationship between human creativity and
technological advancement.

The rest of the paper is structured as follows: in Sect. 2.1, we present the historic
background of Alpana and its current forms and usage. Section 2.2 provides some exam-
ples of how robots have been used in painting and art. Section 3 presents the concept
design of a robot painter for Alpana painting. Section 4 discusses the issues and impli-
cations of using robot painter in painting Alpana, especially the challenges and the level
of acceptance from the artists community. Lastly, Sect. 5 concludes the paper and gives
a glimpse of our planned future work.
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2 Background

2.1 Alpana

Alpana or Alpona paintings and the roles of Alpana artists provide views into cultural
preservation within the context of creative legacy. In 2023 a paper by Mondal et al.
expressed that Alpana is an ancient form of folk art primarily practiced by women in
Bengal, where motifs, designs, and symbols are directly painted on the floor or wall
using rice paste or colored dust [3]. Alpana is also known by different names in different
parts of India, such as Aripana in Bihar, Mandana in Rajasthan, Rangoli in Gujarat and
Maharashtra, Chowkpurana in Uttar Pradesh, and Kolam in South India (Figs. 1 and 2).

Fig. 1. Floor Art of Alpona in West Bengal ~ Fig. 2. Selection of colors of the Alpana
represents the theme of the celebration.

Women in Bengal design Alpanas. This is part of a long-standing artistic tradition.
They create these patterns by recalling what they have seen in the past and often occurring
patterns. In order to symbolize abundance, Alpanas frequently feature commonplace
items like flowers, leaves, fruits, and rice storage containers [5].

Ashraf et al. [6] mention the practice of painting Alpana or Aripan on the mud floor
of the courtyards in Mithila as part of the Madhubani painting tradition. These paintings
were done in white color with rice powder on cow dung plastered ground surfaces and
were appreciated by visitors from the same village and nearby villages. The paintings
were typically made by young girls of the family, and they would discuss the designs and
patterns to be included in the painting. The girls would start making the Alpana in the
afternoon and complete it by sunset, often singing in chorus while painting. However,
due to the changing environment and the decline of joint families, there are now fewer
courtyards and smaller canvases for Alpana paintings [6].

In Uttarakhand’s Kumaon region, Alpana is known as Aipan which entails utilizing
rice paste and a subdued crimson hue to create elaborate shapes and patterns on walls,
paper, and garments. Aipan is primarily designed by women, who paint the artworks on
the floors and walls of their homes using the last three fingers of the right hand. These
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arts are used in religious festivals such as Pujas and in ceremonies connected with birth,
marriage, and death. Besides, they are also used in embellishing wedding invitations,
Diwali artworks, and Kumaoni women’s clothing [7].

Besides the religious connection, Alpana has been used in many social events as a
symbol of art and decoration to increase the festivity and vibrance of the event. Minhus
et al. [5] state that Alpana paintings is a well-known folk-art form in Bangladesh and
its usage is noted in the realm of costume design and cultural celebrations. This form of
art is connected to the way people dress and celebrate their heritage. White, red, yellow,
orange and a particular shade of blue are some of the most significant and historically
significant hues utilized in Alpana art. These colors are used in Bangladesh by people on
festive occasions like Pohela Falgun, Pohela Boishak, International Mother Language
Day. In these festival days, Bangladeshi people dress traditionally and adorn their skin
with beautiful designs that resemble Alpana art. They don’t just care about the art itself,
but also about the colors and what they represent [8] (Figs. 3 and 4)

Fig. 3. Designing a street Alpana Fig. 4. A street painted with Alpana in

(Bangladesh) requires good labor from artists. Dhaka
celebrating national day.

In current time in Bangladesh, Alpana is also widely used in different social events
such as weddings, social gatherings, social awareness events, and observation of special
significant days such as Independence Day, Victory Day etc. While religious festivals
used rice flour and chalks or leaves and flours, the modern-day social events use paints for
drawing Alpana. These arts are also bigger in shape and have less-complicated patterns
and are used over a large open area where the focus is decoration and beautification
while having cultural connection with the art forms and colors that relate to the region,
heritage, and the vibe and theme of the occasion. Now-a-days, the Alpana is being used
in different kinds of events which can include a simple family event such as wedding,
a university orientation program, annual events organized by an institute or a company,
sports events in schools or colleges or grand celebrations of national events of the country
such as Victory Day, Independence Day, International Mother language day. Unlike the
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traditional Alpanas, where mostly women in the house participated, now participation
from both genders — men and women, especially the young people from universities,
colleges as well as any interested groups and volunteers from different organizations
take part in the painting of modern days Alpana.

2.2 Collaborative Robots or Co-bots in Painting

Painting is a dynamic process where an artist’s goals may change dynamically during
the creative process. Schaldenbrand et al. discusses a concept known as FRIDA (Frame-
work and Robotics Initiative for Developing Arts) [9]. It resembles a system that enables
collaboration between humans and a painting robot. This robot can create canvas paint-
ings from simple inputs like phrases or images. The approach developed by the authors
enables the robot to continuously improve the painting. Because painting with a brush
and paint is sometimes haphazard, this plan may vary. The robot continuously assesses
how the artwork appears and modifies its strategy as necessary to improve it. The paper
also discusses how unique maps and computer tools were used to create the appearance
of realistic brush strokes on the artwork [9] (Fig. 5).

DSLR
Camera

Rethink Sawyer
Robot

+ _in Palettes

e, ®

Fig. 5. FRIDA’s embodiment and workspace.

The Busker Robot, a unique robot that can transform digital images into lovely
watercolor paintings. This robot uses a computer program to assist it in making painting
decisions. The computer program analyzes the image and creates a written plan for
the robot to follow. To make the picture appear to have been done with watercolors,
they employ unique techniques. To assist the robot in determining where to move its
brush, they also use computer programs. They employ a robot that can move in 6 different
directions and a programming language called UR Script Programming to control it [10].
Another paper describes the development of the collaborative robot known as Pictobot,
which helps in the spray-painting procedure in cooperative settings. The idea is to speed
up and simplify the process of painting. Using specialized sensors, the robot can operate
the spray gun and choose how to paint. The robot also pays attention to the employee’s
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suggestions for how to paint. By maintaining the spray gun at the proper distance and
angle from the surface, Pictobot ensures that the paint is applied uniformly [11] (Fig. 6).

Fig. 7. A sample of artist and robot (co-bot) collaboration [12].

Co-bot technology could be used by Alpana artists to improve their work. Co-bots
can be programmed, for instance, to help with the preparation of the traditional rice paste
used in Alpana painting. Additionally, with the help of Co-bots, artists could experiment
with using other colors and materials, and complete repetitive tasks faster with greater
precision and efficiency.
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3 Concept design of an Alpana painting robot.

In this section, we present a design for a robot that would be able to paint Alpana in the
ground surface. It is important to note that its capabilities are limited to ground- level
applications and it is not equipped to paint on vertical surfaces such as walls. From our
experience of designing a wall painting robot Paintique [13], here we extend the design
to make Alpana painter- the robot that would be capable of painting simple Alpana arts.

The Alpana Painter is powered by the Arduino Uno that organizes the robot’s
motions. It is propelled over the painting surface by a DC gear motor and wheels,
and it has a servo motor that fine-tunes the nozzle pipe for precise paint placement. An
LCD panel cover the Alpana Painter, enhancing the user experience by allowing users to
select Alpana designs or patterns for the robot to perform. Safety and precision are vital,
and the robot is outfitted with four IR sensors to detect obstacles and ensure optimal
paint application. These sensors are critical in guiding the robot and ensuring precise
painting strokes (Fig. 8).

Fig. 8. 3D view of a Alpana painting robot.

Indeed, the Alpana artists can create sophisticated designs on traditional surfaces,
and we have the ability to digitize these physical works of art. We can accurately dupli-
cate these patterns in a digital environment by using Computer-Aided Design (CAD)
technologies. This move allows us to more easily keep, edit, and distribute the designs
while preserving their originality and historical significance. A well-established and
widely used approach that can be used to assist the movement of the spray nozzle is by
G-Code, a geometric code. G-Code is a generating algorithm that functions as a com-
munication link between a computer design and the real-time movement of the spray
nozzle [14]. By doing this robot can speed up the process of drawing and act as a helping
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hand. Artists will draw the design and we will convert those deign in digital format. So
that we can use those design as input for the robot.

As Alpana designs move into digital formats, they will achieve extraordinary con-
sistency and precision, ensuring precise duplication of even the smallest intricacies—a
feat that may often be difficult for even the most skilled human artists. Furthermore,
the robotic nature will allow for continuous work, resulting in a quick project comple-
tion. Furthermore, these digitally changed designs will be highly accessible, allowing
for easy storage and sharing, bridging geographical divides, and boosting worldwide
cooperation. This fusion of technology and traditional art forms will not only open the
way for unique unions of historical and modern art forms but will also have substantial
educational value, potentially captivating future generations [15].

4 Discussion

In the following section, we look at the various aspects of using robotic painters in the
field of Alpana arts, examining both the benefits and drawbacks of this technological
integration. The incorporation of robotic painters into the area of Alpana art creates new
obstacles. One significant challenge is retaining the specific human touch that provides
Alpana emotional depth and cultural importance. Another challenge is the wide variety
of motifs and patterns that Alpana includes. For a simple robot, simpler designs might be
doable but complex designs would require much more sophisticated robots with better
precision and advanced algorithms for painting. Our proposed prototype also intends to
draw only simpler designs. Indeed, if the robot’s scope is confined to drawing simple
designs such as leaves and flowers, the cost of developing such a basic robotic system
might be relatively low. Robotic system complexity and cost are linked to the complexity
of its capabilities.

Another challenge is the number of colors in the design of Alpanas. The more colors,
the more complex the designing of the robot will be. Our proposed prototype is shown
with only one-color bucket which would paint one color Alpana arts. For two or more
colors, multiple color buckets will be needed. In that case, algorithm for selecting the right
color bucket for the Nozzle will be needed. Another alternative is to have separate nozzles
for separate color buckets. In either case, the complexity of the robot and its operating
algorithm will fairly increase. For a primary simple prototype, an easier approach can
be to reuse the same bucket with a second color after the completion of painting in the
first color. But then precision of the positioning of the colors in the floor art will need
precise detection of lines of the previously painted lines. As we can see the success of
the art by the robot will depend largely on the precise technical design and accuracy of
the painting algorithms including precise detection of lines, and precise movements of
the robot.

On the positive side, the incorporation of robotic painters into Alpana art has the
potential to attract the interest of university and college students in robotics and human-
robot interactions. Students who participate in this creative form of art, and technology
may gain a newfound interest in robotics research. Working together with robots may
bridge theory with practical application, creating a desire to create and improve robotic
systems. Social robots and co-bots can be an interesting in this domain where collab-
oration between artists and robots can be the focus of research agenda. Furthermore,
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through modernizing traditional art, Alpana may become more interesting and relevant
to current students, encouraging a new wave of curiosity and learning at the meeting
point of tradition and innovation.

Some artists may be hesitant in the beginning, worrying that the inclusion of robots
may weaken the authenticity and emotional impact that human created Alpana designs
possess. Ultimately, artists’” acceptance will be determined by a variety of factors, includ-
ing their desire to embrace technological progress, the benefits they receive from work-
ing with robots, and the wider cultural context in which these changes are happening.
The artistic community will most certainly find methods to incorporate robotic help
while keeping the authenticity of Alpana art as the advantages become obvious and the
technology becomes more developed.

5 Conclusion

In conclusion, the relationship of digital Alpana designs with social robots brings in a new
era for this classic art form. The combination of technology and tradition offers benefits
that go beyond increased efficiency. Through digital conversion, it provides precision,
consistency, and accessibility, while the integration of social robots adds an interactive
and educative dimension. Instead of replacing human creativity, these advances magnify
it, producing a harmonic collaboration that crosses generations and regenerates cultural
narratives. This dynamic collaboration aims to keep Alpana art current and treasured
while embracing digital-era innovations.

In this article we have presented an early-stage conceptual design. In the future,
we hope to put our prototype robot to the test in the field. Our work with the Alpana
Painter robot has great potential. We intend to conduct a survey to get artists’ feedback,
optimize the robot’s algorithms for efficiency, experiment with real Alpana images to
assess its capabilities, and constantly improve its functions. A detailed survey of artists’
perspectives on the use of the Alpana Painter robot will provide essential insights into
its acceptance and opportunities for improvement. Understanding their points of view is
essential for improving the technology’s integration with Alpana art. It will be essential
to keep developing and fine-tuning the algorithms that power the Alpana Painter.

Optimizing the robot can result in increased efficiency, precision, and range, making
it an even more beneficial tool for artists. Using the robot to experiment with Alpana
photos will be an exciting step. It will help in assessing the robot’s capabilities in real-
world circumstances and providing useful feedback on its performance. By pursuing
these future research activities, the Alpana Painter will be able to develop further, and
incorporate better the requirements and expectations of artists while pushing the limits
of what this technology can achieve in the domain of Alpana painting.
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Abstract. Social robots have great potential to support individuals’
health and wellbeing. We did a follow up study based on previous work
of a 2021 systematic review following PRISMA guidelines that identified
443 research articles evaluating social robots in health/wellbeing con-
texts with adult participants. In this paper we performed a new analysis
that showed that while the vast majority of the articles reported positive
outcomes related to the use of social robots in these contexts, only half of
those articles supported the results by statistical tests and comparisons,
highlighting a need for future studies with robust methodologies that can
further study and inform the use of social robots for supporting adults in
health/wellbeing. We discuss that different qualitative and quantitative
methodologies are equally valuable, as long as the conclusions are based
on the data collected. We also encourage publication of studies with well
designed and executed methodologies that lead to neutral or negative
outcomes. This is in line with other scientific research fields that empha-
size the need to report on such results to avoid needless replication of
studies that have already been done and could provide important lessons
for the field, but never got published.

Keywords: Social robots - Health - Wellbeing - Study outcome -
Systematic Review

1 Introduction

Social robots have been evaluated in many domains for supporting humans,
showing different levels of success in a variety of user studies. Health and wellbe-
ing contexts are one of such domains and hold great potential for the use of social
robots in supporting individuals, as well as caregivers and health professionals.
To better understand the benefits and potentials of social robots, it is informa-
tive to review past Human-Robot Interaction (HRI) studies and understand the
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outcome of such studies where social robots interacted with individuals, as well
as to understand how they were evaluated.

There have been extensive studies of social robots for specific user groups,
such as children with Autism or persons with dementia. Similarly, while there is
a large body of reviews related to social robots and health and wellbeing, most
of the review articles focus on a single type of user group or settings, such as in
hospital settings [16], for supporting older adults (e.g., [5-7,18]), for supporting
people with dementia (e.g., [14,19,20,22,33], for mental health or psychological
wellbeing interventions (e.g., [17,24,28]), from perspectives of non-patients who
interacted with the robots (e.g., [15,27]), or focused on the robots as opposed
to users’ evaluations [4,10,21,25,32]. However, evaluation of HRI studies in the
larger scope of health /wellbeing contexts has seen limited attention, perhaps due
to the very large scope of the evaluation.

Recently, Santos et al. (2021) systematically mapped the literature relating
to robotics and human care [26], covering 69 past studies in this domain to
understand the types of tasks performed with the robot (e.g., personal assistant,
object manipulation, human monitoring). A recent large-scale literature review
conducted by the authors’ research team covered 443 articles where social robots
were evaluated in HRI studies with adult participants (including younger and
older adults) [13]. The review presented the social robots used in the studies,
the settings and situations in which HRI studies were conducted, type of data
collected in the studies (i.e., quantitative, qualitative, or mixed), robot control
(e.g., autonomous), and user groups and their health conditions [13]. Here, we
expand on these findings and further analyze the data gathered in the search
presented in [13]. The contributions of this review include (a) outcome of the
past HRI studies, (b) presence of statistical analysis for supporting the outcome,
and (c) distribution of number of articles contributed by different authors in the
past studies as identified by our search.

2 Research Questions

This review article addresses the following research questions.

RQ1 What were the outcomes of the past HRI studies that evaluated social
robots in health/wellbeing contexts with adult participants?

RQ2 How were the data used for reporting the outcomes of the studies analyzed?
Specifically, we ask if the results of the articles were based on statistical
analysis.

RQ3 How broad is the field in terms of the number of different researchers who
have contributed to the publications in the reviewed context?

3 Methodology

This systematic review carefully followed the steps outlined by the Centre for
Reviews and Dissemination [3], and the reporting follows the PRISMA 2020
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guidelines [23]. In this section, we present a short summary of the methodology
of the systematic review. A more thorough description of the methodology is
presented in [13], where research questions beyond the scope of this article are
addressed. As discussed earlier, in this paper, we expand on the results of the
data collected in [13] to address new research questions that are presented here.

In this review, social robots are defined as robots that operate along-
side humans and are capable of interacting in human-centric terms [8,9].
Health /wellbeing is defined as “the extent to which an individual or group is
able, on the one hand, to realize aspirations and satisfy needs and, on the other
hand, to cope with the interpersonal, social, biological and physical environ-
ments” [31]. A more thorough definition of the terminologies is presented in [13].

According to these definitions, our eligibility criteria required peer-reviewed
studies that used and reported on social robots in a health or wellbeing context,
where the participants interacted with the social robots.

3.1 Eligibility Criteria

Qur inclusion and exclusion criteria were as below.
Inclusion Criteria:

— Studies with adult participants (18+ yrs old)

— Studies published in peer-reviewed conferences or journals

— Studies that involved participants who engaged with or evaluated a social
robot in the context of health and wellbeing

— Studies on the use of social robots for a health or a wellbeing intervention,
with related outcomes/evaluations

— Studies on the use of physically embodied robots, and robots that possess
social skills, i.e., those that are considered social robots based on our defini-
tions above

— Studies reported in English

Exclusion Criteria:

— Studies on the use of a purely robotic device (exoskeleton, sensors, artificial
limbs etc.) without social attributes

— Studies on the use of robots in healthcare, where the robots did not exhibit a
social behaviour (i.e., where the robot was not being operated/programmed
to act as a social robot according to our above-mentioned definition)

— Studies with only children as participants

— Studies reported in a language other than English

— Studies that were not included in a conference proceeding or a journal (e.g.,
book chapters, technical reports, etc.)

— Studies that did not have any results related to health/wellbeing as defined
above (e.g., studies that only evaluated general attitudes towards or accep-
tance of social robots without interactions with a robot or without considering
a health context)
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3.2 Information Sources and Search Strategy

Five databases were searched on February 6, 2021 to find relevant studies. MED-
LINE via PubMed, PsycInfo via APA PsycNet, IEEE Xplore Digital Library,
ACM Digitial Library and Scopus were chosen for their coverage of the health
and/or technology literature. The initial search strategy was developed for
PubMed in an iterative process by a librarian in computer science with input
from the review team (see [13] for more information). See Table1 for the search
used in PubMed.

Table 1. PubMed Search

(((social*[tiab] OR sociable[tiab] OR companion*[tiab] OR humanoid[tiab] OR
animal-like[tiab] OR human-like[tiab] OR humanness[tiab] OR animal assisted|tiab]
OR pet therap*[tiab] OR pets[tiab] OR coach*[tiab] OR friends[mesh] OR Animal
assisted therapy[mesh] OR pets[mesh]) AND (robot*[tiab] OR robotics[mesh:noexp]))
OR (assistive robot*[tiab] OR robotic animal*[tiab] OR care robot*[tiab] OR personal
robot*[tiab] OR interactive robot*[tiab])) AND English[Filter]

[ Identification of studies via databases and registers ]
—\
IEEE Xplore (n = 2909) ) 3
c
o ACM Digitial Library (n = 905) Duplicate records remov_ed in ~
= p _ RefWorks before screening (n =
& ubMed (n = 2323) > :
2 s _ »( 1932) and after imported to
= copus (n = 4450) Covidence (n = 44)
5 Psyclinfo (n =751)
S Total = 11338
—
) ¢
Records screened (n = 9362) |—>| Records excluded (n = 8623)
Reports excluded: No robot or
@ Reports assessed for »| social robot (n = 67), no user
= eligibility (n = 739) studies (n = 63), not
B health/wellbeing (n = 98), no
G interaction with the robot (n = 45),
@ review article (n = 5), no older adult
population (n = 5), not English (n =
2), not in conference proceeding or
journals (n = 3), repeated (n = 8)
—
M
£ A
3
% Studies included in review (n = 443)
[=
S—

Fig. 1. Prisma flow diagram for systematic reviews
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The main concepts searched in PubMed’s MEDLINE were social AND robot
and were selected based on the research questions. To cut down on the amount
of irrelevant results found in the other databases (mainly on the development of
social robots and their use outside of health), the concepts of participant AND
health were added. To define the search terms, we reviewed relevant papers to
ensure that we captured the different keywords and vocabulary used by authors
in both social robotics and health domains. After multiple iterations where dif-
ferent keywords were checked for their precision and recall of relevant articles,
the search terms were defined for each database.

The databases returned a total of 11338 results. These results were exported
into RefWorks [2] and 1932 duplicates were removed. The remaining 9406 were
exported into Covidence [1] and 44 more duplicates were removed.

3.3 Selection Process

The 9362 unique articles were screened in Covidence by six members of the
review team (two people per article) and disagreements were settled by discussion
with at least two additional team members. 739 articles were included for full-
text review. A full-text review (one person per article) was conducted afterwards.
Full texts were checked again for eligibility at the time of data collection. Please
see Fig. 1 for more details.

3.4 Data Collection and Synthesis Methods

The data items and extraction process were developed through discussion by a
multidisciplinary team and tested by five of the reviewers. Five reviewers per-
formed the data extraction (one person per article). Some studies did not include
all the data points of interest and those were left blank in the chart (unless the
missing information was required as a part of the inclusion criteria, in which
case the article was removed).

4 Results

For a thorough summary of the country of authors of the reviewed articles and
year of articles published see [13]. The majority of the articles were published by
researchers in Japan and the United States; however, the search identified articles
written by researchers in 44 different countries [13]. Below, we will report on the
new results related to each of the above-mentioned research questions.

4.1 RQ1 - Study Outcomes

If the social robot had a positive influence on users (attitudes, behaviours, quality
of lives, perceptions, etc.), the outcome was categorized as positive. It included
instances where the robot improved various aspects of people’s lives or moods,
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Fig. 2. Study outcomes

or was associated with positive attitudes. If it had a negative influence on partic-
ipants, did not work as intended, or attitudes were negative, it was categorized
as negative. The negative category included instances in which participants dis-
played disinterest in using the robot or negative interactions were observed.
Some articles had more than one study with different outcomes, or in a sin-
gle study, both positive and negative outcomes were reported. These cases are
shown with Positive/Negative. Similarly, neutral shows when no difference was
observed in the presence/absence of the robot, and positive/neutral shows the
cases were both observed in a paper, e.g., in two studies reported in the same
article. The “not clear” category shows instances where the effect of the robot
was indeterminable, or the study failed to yield conclusive results.

The social robots in the reviewed studies were used in many different roles,
such as for providing companionship, as therapeutic and rehabilitation robots
including animal therapy, for health data acquisition or diagnosis of different
conditions, for cognitive support, as health and exercise coaches, or for help-
ing with fall detection/prevention. Different aspects of the social robots were
evaluated in the reported HRI studies, including their effectiveness and partici-
pants’ attitudes toward the robots. The studies were conducted in a variety of
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Fig. 3. The figure shows whether the articles reported the results based on statistical
tests

settings, including research labs, participants’ homes, care centres, and hospitals
(see [13]).

Figure 2 shows the outcome of the reviewed papers. The vast majority of the
articles(365 out of 443 articles) suggested a positive outcome of social robots on
aspects of participants’ attitude or health/wellbeing. As can be seen in Fig. 2,
approximately in half of these cases, a proper data analysis method (i.e., statis-
tical analysis) was performed.

4.2 RQ2 - Data Analysis

The presence of statistical analysis was assessed for the studies in the reviewed
papers to investigate if the results or conclusions were drawn from those analyses.
We acknowledge that statistical tests are not necessarily a requirement for all
studies in the health and wellbeing contexts, but such tests can be meaningful
in order to interpret the results. If a study conducted such tests and reported
on any aspect of the analysis (e.g., even p-values only), it was classified in the
“Yes” category (see Fig.3).!. On the other hand, if a study did not conduct any
statistical tests, it was categorized under the “No” category.

Figure 3 shows the number of articles that performed statistical analysis to
support the reported outcomes. The others included studies where observations
(in many cases with a few participants) motivated specific outcomes, by only
reporting on what was observed. In other words, although those studies provided
evidence that supported a specific outcome, they did not report on a thorough
analysis to provide stronger evidence in favour of those outcomes.

4.3 RQ3 - Authors

We identified a total of 1406 unique authors in all the reviewed articles. Figure 4
shows the distribution of authors in terms of the number of articles published

! The specific statistical test used in the studies were also extracted, but are not
reported here due to page limits.
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Fig. 4. Distribution of the number of articles contributed by authors based on our
search.

based on our search and in the context of this paper. For example, this shows
that over 1000 authors have contributed to one paper in our search, with 51
authors contributing 5 or more articles.?

5 Discussion, Gaps, and Future Directions

We revisited a review of 443 articles on social robots in health/wellbeing contexts
for adults to better understand the outcome of Human-Robot Interaction (HRI)
studies in these contexts, as well as to study how those outcomes were supported
and to see the breadth of authors involved.

The vast majority of the articles (365 out of 443 articles) reported positive
outcomes based on HRI studies, about half of which were supported by in-
depth data analysis and statistical tests. These results are promising, supporting
benefits of using social robots for supporting health/wellbeing.

However, the very high number of positive outcomes as compared with neu-
tral and negative outcomes may be partly due to the fact that many researchers
may not report on negative or neutral outcomes (while only in some of these cases
such results may be due to methodological issues), due to a general bias of jour-
nals and conferences to focus on positive results. As HRI studies and generally
user studies may be affected by many factors (e.g., participants are self-selecting,
i.e. they have to self-enrol in the studies in order to meet requirements of insti-
tutional ethics boards), it is reasonable to expect that there exist more cases
with neutral and negative outcomes that might have not been published. How-
ever, those reports could be very beneficial indeed, to better understand how
social robots can be improved in this context and beyond. In other words, a well
thought out methodology that did not lead to positive results could still inform

2 Please contact us if you are interested to access the full list of all author names and
corresponding number of papers based on our search.
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the research community about different factors that may negatively affect out-
comes and guide future research. This is also supported in other areas in science.
For example, Teixeira da Silva (2015) argues that negative results can indicate
what does not work and negative results are important in motivating scientific
thoughts [29]. The author highlights a lack of a publishing channel for reflect-
ing these negative results [29]. Furthermore, the general mindset in science that
negatively perceives negative results could be the cause of why negative results
are not published as often [29]. This emphasis on the importance of reporting
negative results is not recent and dates back to many years ago in many scien-
tific fields. For example, Smart (1964) argued for the importance of reporting
negative results in research related to psychology, pointing out how negative
results can inform researchers, and emphasized that negative results are often
unpublished [30]. Fanelli (2012) argues how this can lead to a positive-outcome
bias and may also affect how researchers treat their data and results [11].

Similarly, in HRI, we argue that the field could greatly benefit from learn-
ing about the negative outcomes of research, if the methodology is well thought
out and executed. This could inform researchers about aspects of the robots
(appearance, behaviour, etc.) that may not be desirable and/or be acceptable
for users, including primary and secondary users. Additionally, these results
could highlight user populations that may not have positive attitudes toward
robots, or could point to methodologies or settings that may not work as well
with social robots. A particular concern here is that researchers, students and
faculty alike, who join the field of HRI for the first time, might unknowingly
end up replicating unreported studies that previously gave neutral or negative
results. Therefore, as HRI researchers, we need to be able to publish these neg-
ative or neutral results, as well as to see the value in such work when evaluating
other researchers’ work in the role of reviewers. But in order to succeed in this
endeavour, conferences, journals, and funding agencies need to recognize the
importance of reporting neutral or negative results, and mechanisms have to be
in place to be able to publish and acknowledge those results, similar to pub-
lications with ‘positive’ results. Otherwise, generations of HRI research might
replicate studies that were never published because the results were inconclusive
or negative, which is counterproductive to advancing research in HRI.

Further, a lack of statistical comparisons might be in part due to the limited
number of participants in many studies. As reported in [13], many of these stud-
ies have been based on relatively small sample sizes. Therefore, despite having
many articles reporting on positive outcomes, only half of those that performed
more in-depth data analysis such as using statistical tests (e.g., comparing exper-
imental conditions, before-after studies, etc.) could provide strong evidence and
support, while others are still valuable and informative. Future work based on
larger sample sizes and methodologies that would allow for statistical tests and
comparisons is needed to better understand the potential of using social robots in
health/well-being contexts. This includes studies with multiple conditions with
and without social robots, as well as studies where aspects of participants’ health
and wellbeing or attitudes are evaluated before and after using the social robots.
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Those quantitative studies can complement other in-depth studies, including case
studies, and other methodologies such as conversation analysis [12]. Ultimately,
although in this review it was not possible to evaluate all data analysis methods
and we only focused on statistical analysis (as the specific methods, especially
related to qualitative analysis were not often reported in the reviewed articles),
we acknowledge that statistical analysis is not a necessity in all HRI studies.
Rather, the selection of methods should be decided based on the research ques-
tions addressed, the setting of the study, the number of participants that could
be recruited realistically, etc. For example, in many of the reviewed studies that
dealt with studying the effect of social robots on users’ attitudes, moods, and
other behavioural effects such as reducing depression, statistical tests comparing
conditions with and without social robots would be required to provide evidence
about positive effects of social robots. In the absence of such evidence, those
studies can still be informative in terms of showing the impact the social robots
can have, but then the claims need to be adjusted to be representative of the
findings.

It is important to acknowledge that conducting long-term studies with social
robots in health settings (similar to many other application-oriented settings),
with specific user groups, and/or with a large number of participants can be
highly challenging. Social robots introduced in many environments (e.g., hospi-
tals, care centres) might be perceived as a novelty — depending on the location
of the study — which may affect the number of participants who would be willing
to join the research studies, or the number of facilities (hospitals, care centres,
rehabilitation centres, etc.) that may approve such studies, depending on their
attitudes towards robots as novel technology, as well as them considering the
effort required in term of staff time and concerns such as interruptions to the
operation of the unit.

Additionally, usually the number of social robots present in a lab that is
running the study is limited — which is also affected by the cost of the robots
— another factor that can affect recruitment of participants compared to the
other types of technologies such as virtual agents and mobile applications that
can become more widely available and used in parallel with multiple partic-
ipants. Therefore, despite the need for long-term, large-scale studies with in-
depth data analysis, there is definitely value in small-size studies that report on
general observations with a small number of participants and based on shorter
interactions. Especially studies conducted with a specific user group, in specific
settings, etc., can act as a stepping stone for expanding these HRI studies to
larger-scale future studies, for example by exposing different settings and user
groups to social robots and reducing the hesitation that may be due to the nov-
elty of social robots and general assumptions about them. Furthermore, while
field studies in real-world settings such as hospitals and care centres are the ulti-
mate goal in order to evaluate social robot technology in situ, lab based studies
and their outcomes are still important as initial steps, to get prepared and ready
(technically and methodologically), before going out ‘into the wild’.
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Limitations: This review had several limitations. We relied on authors’
reports on the results and data analysis method. Therefore, our review did not
identify the cases where the reported results were not supported by the study
or where in-depth data analysis was performed but not reported in the articles.
Also, although we had a large multi-disciplinary team who originally helped
with the screening and data extraction steps, and despite carefully designing the
search teams with direct involvement of an experienced librarian, we might have
missed some of the related articles. Furthermore, for such a large scale review,
some papers might have been missed due to human error during the screen-
ing stages, despite being screened in duplicates. This may specially affect the
reported distribution of the number of papers contributed by different authors
published before our cut-off date February 6, 2021. Finally, data analysis meth-
ods other than statistics may be as valuable, or more appropriate, depending on
a study’s research questions and context. Here, we had to only rely on statistical
analysis reported in the papers as it was not possible to evaluate all approaches
based on the information provided in the reviewed papers.

6 Conclusion

Social robots have great potential in health/wellbeing contexts and for sup-
porting individuals. To better understand the results of HRI studies with social
robots in this context, we reported on a large-scale systematic review, where
we investigated the outcome of HRI studies in studies where a social robot was
used in health/wellbeing contexts with adult participants. PRISMA guidelines
were followed and the reported results expanded on another systematic review
that was conducted on the similar set of articles, addressing other research ques-
tions. Here, we reported on the study outcomes and whether statistical tests
were performed to support those outcomes. We also assessed the distribution of
authors which showed a broad range of authors who have contributed to this
field. A need for publishing studies with negative or neutral outcomes based on
robust methodologies is identified, as well as a need for performing studies with
a larger number of participants and robust methodologies. This would allow
conducting data analysis that can help better understand and inform how social
robots can assist people in health/wellbeing contexts. We also highlighted that
different research methodologies, both qualitative and quantitative, including
studies with small sample sizes, or studies with neutral or negative outcomes,
can be important to advance HRI research in the context of supporting adults
in health and wellbeing and beyond, as long as the findings of the studies match
conclusions being made on the data.
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Abstract. As integrating social robots in elderly care scenarios becomes
increasingly prevalent, the need for ethical decision-making frameworks
to govern their actions is critically important. This paper presents a
comprehensive computational approach using supervised machine learn-
ing algorithms to address the ethical considerations inherent in robot-
assisted fetching tasks for the elderly. Drawing upon established ethical
principles and novel moral dimensions specific to elderly care, we develop
an intricate framework encompassing diverse entities and scenarios using
a greet or beat approach. To validate the framework, we conducted a pilot
study involving thirty participants experienced in caregiving. Through an
interactive application, participants designed scenarios, decided whether
the robot should fetch objects, and provided reasons for their choices.
Their decisions were then compared with predictions generated by a set
of machine learning algorithms trained on a dataset of various scenar-
ios. Our results shed light on the diverse ethical perspectives in elderly
care and the feasibility of automating ethical decision-making for social
robots in this domain. This research contributes to the burgeoning field
of roboethics, offering insights and tools to guide the responsible deploy-
ment of robots in assistive elderly care, ultimately promoting the well-
being and ethical treatment of elderly individuals.

Keywords: Roboethics + Social Robots - Elderly Care - Supervised
Classification Algorithms -+ Machine Learning

1 Introduction

The landscape of robotics has witnessed a significant evolution, culminating in
the development of social robots - a category of robots designed to interact with
humans and fellow robots in a manner that aligns with social norms. Breazeal
and Scassellati’s seminal work in 1999 [6] established the framework for social
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A. Al Ali et al. (Eds.): ICSR 2023, LNAT 14453, pp. 143-160, 2024.
https://doi.org/10.1007/978-981-99-8715-3_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-8715-3_13&domain=pdf
https://doi.org/10.1007/978-981-99-8715-3_13

144 S. Dubbaka and B. Sankar

robots as entities that communicate intention perceptibly to humans and pos-
sess the capacity to pursue objectives alongside human and robot agents col-
laboratively [4]. Social robots are becoming increasingly integrated into human
social environments, particularly in elderly care; socially assistive robots (SAR)
or social robots (SR) are crucial assistants, enhancing well-being through social
interactions and support [17].

The recent integration of socially assistive robots (SARs) represents a promis-
ing solution to enhance the well-being of the elderly and alleviate the caregiving
burden on families [20]. SARs aim to enable independent living by assisting
with essential tasks encompassing service and companion robots. These robots
are essential for promoting social interaction, reducing stress, mitigating loneli-
ness, and enhancing overall well-being, especially in elderly care [34]. However,
the ethical considerations surrounding the use of social robots in elderly care sce-
narios emphasise the urgency of exploring these implications, given the evolving
needs of the elderly population in a changing demographic landscape. Social
robots are characterized by certain fundamental key attributes, such as auton-
omy, physical embodiment, perception, cognition, interaction and adherence to
social norms, defined as ethics or roboethics [29]. These attributes emphasize
the need for social robots to have a tangible form and the ability to engage with
humans independently. Examining these ethics surrounding the deployment of
these robots in sensitive caregiving contexts is essential to ensure alignment with
the well-being and values of elderly individuals and their caregivers [18].

A fundamental challenge lies in the dual utility of robots, which can both
assist and potentially misuse their capabilities, necessitating a careful ethical
evaluation [9]. This discourse delves into critical ethical questions, including the
delegation of decisions to autonomous machines, the distinction between human
and robot decision-making, and the authorization of robots to make life-or-death
determinations. Additionally, it addresses accountability in cases of harm caused
by robots. The future trajectory of robotics is expected to encompass tasks cru-
cial to human safety and well-being, making it essential to integrate ethical
decision-making capabilities into software agents [7]. This approach allows com-
puting systems to assess the ethical appropriateness of their actions, aligning
with ethical and legal parameters. By integrating ethical and legal values into
software systems, technology can be used conscientiously and ethically, ensuring
its responsible and beneficial application in ageing and well-being.

Therefore, this paper elucidates fundamental ethical principles essential when
elderly care-fetching robots interact with the elderly. We introduce a novel eth-
ical computational framework designed to mitigate significant ethical concerns.
The foundation of this framework lies in the incorporation of core principles
from medical ethics, computer ethics, and machine ethics, all within social care
ethics. This research explores the ethical dimensions of decision-making con-
cerning social robots within elderly care scenarios. By examining the intricate
interplay between technological innovation, social interaction, and ethical con-
siderations, this study aims to contribute to the ethical framework essential for
seamlessly integrating socially interactive robots into the care of the elderly pop-
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ulace. The present paper explores ethical considerations intrinsic to deploying
social robots within elderly care scenarios, adopting a computational approach
using machine learning techniques. The transformative demographic patterns
and the ensuing challenges in elderly care underscore the urgency of this investi-
gation, as it seeks to navigate the intricate web of ethical implications associated
with the integration of technological solutions in addressing the evolving needs
of the elderly population.

2 Background and Motivation

2.1 Social Robots: A Comprehensive Overview

The term “social robot” was introduced by Billard, Dautenhahn, and Breazeal,
defining it as a robot endowed with social intelligence capable of engaging in
communication and interaction with humans, understanding personal connec-
tions, and relating to individuals on a social level [6]. Breazeal further cate-
gorizes social robots into four classes based on their ability to support social
models and the complexity of their interaction scenarios, ranging from socially
evocative robots that elicit emotions through caregiving interactions to socia-
ble robots that actively engage with humans to fulfil internal social aims [4].
Additional categorizations include socially situated robots, socially embedded
robots, and socially intelligent robots, reflecting varying degrees of integration
and awareness within social environments [24]. Notable examples of social robots
include Sophia, Pepper, Nao, ASIMO, Jibo, Moxi, Kaspar, and Tiago, each con-
tributing to the diverse landscape of machines designed for sophisticated social
interactions and human-robot engagement.

2.2 Social Robots in Assisting the Elderly

Elderly care faces pressing challenges, including elder abuse, limited awareness of
risk factors, nutritional concerns, social isolation, financial constraints, and the
need for personalized care in a diverse ageing population [3]. Rather than solely
relying on traditional elderly care facilities, a diversified and personalized app-
roach is gaining prominence, with technology-driven in-home assistance foster-
ing improved quality of life through enhanced patient-caregiver interactions [28].
Given the substantial increase in the global elderly population expected by 2050,
social robots, particularly Social Assistive Robots (SARs), have emerged as a
promising solution to address the escalating demand for elderly care services
and improve health and social care quality [23]. SARs are intelligent robotic
systems designed to assist with Activities of Daily Living (ADL), monitor phys-
ical conditions, and provide entertainment, contributing to the well-being and
independent living of the elderly. They have advanced their ability to commu-
nicate with humans using diverse modes such as speech, gestures, and facial
expressions, thanks to machine learning and pattern recognition [3].
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2.3 Fetching Tasks by Social Robots for the Elderly

Social Assistive Robots (SARs) in elderly care serve dual roles as service and
companion robots, each tailored to specific functions. Service robots assist
elderly individuals with daily tasks like eating, health monitoring, reminders,
and safety [17]. Mobile service robots, in particular, offer versatile capabilities,
including object delivery, human and object detection, cognitive training, and
entertainment, thereby enhancing the daily routines and overall quality of life
for the elderly. Several notable examples of such robots include TIAgo, Pepper,
Aethon, Temi Telepresence Robot, Relay robot, and Moxi [11]. While profes-
sionals in the care sector have shown receptivity to incorporating robots into
their interactions with elderly residents, studies reveal differing views and con-
cerns among staff and residents about the utility and acceptance of these robots.
Research also indicates that older adults are open to engaging with humanoid
robots for cognitive and physical activation but do not seek to replace human
caregivers entirely [10]. The safety and security aspects of SARs have received
positive feedback, although overall acceptance remains a topic for ongoing inves-
tigation. Additionally, existing research underscores the psychological benefits
of SARs among elderly groups and emerging connections formed between the
elderly and robotic animals. However, these studies have yet to comprehensively
examine the ethical dimensions of SARs in elderly care, leaving an important
area for future research [35].

3 Ethics in Social Robots

At its core, technology mirrors the values of humanity. As inherently moral
beings, humans build their lives on these values, making ethics a vital component
of responsible and morally upright technology use. The Principles of Robotics
underscore that robots should adhere to existing laws, including privacy, and
should be designed with safety and security in mind. Furthermore, it emphasizes
the importance of identifying responsibility for the actions of robots.

3.1 Roboethics: Ethical Reflection on Robotics

Roboethics, as defined by [31], is the ethical reflection concerning the unique chal-
lenges that arise from the development and integration of robotic applications in
society. It encompasses a wide array of considerations, including the dignity and
integrity of individuals, their fundamental rights, and the intricate social, legal,
and psychological aspects inherent in human-robot interactions [31]. Despite the
significance of Social Assistive Robots (SARs) significance, [9] highlights a cru-
cial gap in their ethical analysis. While they provide valuable Human-Robot
Interaction (HRI) benchmarks for SARs’ development, these benchmarks do not
inherently incorporate ethical considerations. World-renowned robotics experts
such as [6] and [26] foresee robots gaining the capacity to learn and compre-
hend human profiles, preferences, and habits. This evolution presents ethical
quandaries concerning privacy, safety, and individual freedom [13].
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3.2 Importance of Roboethics and Consequences of Neglect

The integration of Social Assistive Robots (SARs) into social care organiza-
tions, particularly in the context of elderly care, necessitates the establishment
of a robust ethical framework. Failing to conduct ethical analysis when deploy-
ing SARs in elderly care settings can have detrimental consequences, given this
population’s inherent complexities and vulnerabilities [30]. Scholars like [25]
have emphasized the importance of caution in the robotics community, high-
lighting that beyond physical safety concerns, vulnerable populations, including
the elderly, can face psychological challenges arising from robot interactions.
Acknowledging the potential risks associated with using robot carers for the
elderly, such as reduced human contact, increased feelings of objectification, and
threats to privacy and personal liberty, scholars like [32] and [27] emphasize the
urgent need for guidelines and legal regulations, particularly concerning vulner-
able groups like the elderly [1].

3.3 Ethical Considerations in Robot-Elderly Interaction

Human-robot interaction, especially within social robots, presents many ethical
challenges, primarily in interactions’ psychological, emotional, and social dimen-
sions. One proposed ethical framework, derived from Bernard Gert’s deontologi-
cal rules, outlines ten guiding principles governing a robot’s actions, irrespective
of their consequences [19]. These principles involve preventing harm and uphold-
ing freedom and promises. Still, they can lead to ethical dilemmas, and as med-
ical robots, social robots must also address concerns like attachment, deception,
autonomy, privacy, and justice. Addressing these multifaceted ethical dimen-
sions is paramount to ensuring responsible and morally acceptable human-robot
interactions, particularly in assistive care contexts [14]. Social Robots in elderly
care raise ethical concerns, including potential social isolation, deception, and
loss of dignity, all rooted in human rights and shared values [2]. Balancing the
empowerment of the elderly through technology with preserving their autonomy
and privacy is crucial in addressing these ethical considerations.

3.4 Existing Approaches and Guidelines for Addressing Roboethics

Addressing ethical considerations in robotics and artificial intelligence involves
two primary approaches: the bottom-up and the top-down approaches.

The bottom-up approach [33] involves designing machines capable of collect-
ing information, predicting outcomes, making choices, and learning from experi-
ences. This approach enables machines to discern right from wrong by learning
from their actions and mistakes, allowing them to adapt their decision-making
through experience. It is a self-modifying approach to ethical decision-making.

On the other hand, the top-down approach [33] encompasses two major
ethical frameworks: Deontological Roboethics and Consequentialist Roboethics.
Deontological Roboethics aligns with Asimov’s Laws, which include principles
like not harming humans, obeying human orders (unless conflicting with the first
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law), and self-preservation. Consequentialist Roboethics evaluates actions based
on their outcomes, requiring robots to describe situations, generate alternative
actions, predict outcomes, and assess situations in terms of their goodness or util-
ity. The challenge lies in defining “goodness” and selecting criteria for assessing
situations.

Implementing ethical guidelines in robotics, such as Asimov’s Three Laws,
presents computational challenges, particularly in real-time decision-making [19].
Roboethics involves maintaining human dignity, fundamental rights, ethical Al
algorithms, and the potential for robots to make independent ethical decisions.
Additional guidelines from HRI benchmarks and EPSRC rules emphasize safety,
transparency, accountability, and legal adherence [5], collectively providing a
framework for responsible robotics development.

In social robotic systems, adhering to specific ethical principles encompass-
ing various dimensions: Human Dignity Considerations, Design Considerations,
Legal Considerations and Social Considerations. The human dignity considera-
tion encompasses the following principles essential in creating an ethical frame-
work. a. Prioritize and respect individuals’ emotional needs. b. Safeguard the
right to privacy while considering design goals. c. Show utmost respect for
human frailty, including physical and psychological aspects. These principles
offer a structured framework to ensure responsible and ethical development of
robotic systems while upholding human dignity, adhering to legal standards, and
considering social implications. [8]

3.5 Developing an Ethical Framework for Assistive Care Scenarios

In the development of assistive technologies, particularly within the context of
assistive care for the elderly, understanding the perspectives and requirements
of the target groups is a crucial yet often neglected aspect of research in Human-
Robot Interaction (HRI). While initial studies by [32] and [16] have shed light
on the qualitative dimension of Socially Assistive Robots (SARs), a more pro-
found comprehension necessitates practical investigations with direct input from
elderly groups. This approach aligns with the principles of social care ethos,
which emphasizes the importance of considering individuals’ perspectives, atti-
tudes, and dignity in care exercises. In elderly care, social care ethos interprets
core medical ethical principles, particularly focusing on individual autonomy,
beneficence, non-maleficence, and justice. However, applying these principles in
caring for older individuals presents significant challenges due to differing per-
ceptions about ethical matters among health professionals, patients, and their
families. Consequently, there is a growing call for roboticists to develop a code
of ethics, as advocated by [24], and proposals like the general code of ethics
for robotics engineers by [15] aim to provide an ethical foundation for the field
of robotics. Additionally, safety remains the paramount benchmark in HRI, as
evaluating a robot’s safety within its designated domain is critical to ensuring
its ability to enhance the well-being of its users while neglecting safety consid-
erations during the design process, which could potentially harm the very users
it seeks to assist [21].
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3.6 Research Objectives

The review of existing literature has revealed a significant gap between ethical
considerations and the practical implementation of robotics, particularly con-
cerning the assistance of elderly individuals. In essence, there is an absence of
established roboethics frameworks that can offer guidance throughout the devel-
opment and deployment of Socially Assistive Robots (SARs). This deficiency
has resulted in a lack of ethical understanding and tools to facilitate effective
communication between developers and potential users of SAR technologies.

In light of these findings, the following research aims and objectives have
been identified:

— To investigate the current state of ethics in the development of SARs for
elderly care and to identify potential limitations within existing practices.

— To propose a comprehensive computational roboethics framework encompass-
ing human supervision schemes, HRI benchmarks, and ethical specifications
for designing, developing, and utilising SARs in elderly care.

— To demonstrate the practical application of the proposed roboethics frame-
work through case studies, thereby validating its effectiveness in real-world
scenarios.

This research seeks to bridge the existing gap between ethical considerations
and the practical deployment of SARs in assisting elderly groups, ultimately con-
tributing to the development of responsible and ethically sound robotics tech-
nologies for elderly care.

4 Research Questions (RQ) and Methodology

The central inquiry of this study revolves around the feasibility of constructing
an algorithmic framework for ethical decision-making tailored to care robots
assisting the elderly. The overarching objective is to develop a framework that
empowers an elderly care robot to navigate typical scenarios encountered by the
elderly during their daily lives, assisting them in essential tasks. This framework
aims to endow the robot with the capacity to make decisions guided by predefined
ethical principles, ensuring the avoidance of ethical concerns, particularly in light
of the heightened sensitivity surrounding elderly individuals.

RQ1. How do we design a generalized ethical framework for decision-making
in elderly care social robots for fetch tasks? Is it possible to establish an algo-
rithmic ethical decision-making framework for an elderly care robot capable of
addressing the routine scenarios commonly encountered by elderly individuals in
their daily lives while safeguarding against ethical concerns linked to the elderly’s
unique needs and sensitivities?

Methodology for RQ1: This research will adopt a multifaceted approach,
beginning with an extensive literature review to identify prevailing ethical chal-
lenges and concerns associated with care robots for the elderly. Subsequently, a
comprehensive set of ethical principles will be formulated, guided by established
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ethical frameworks and guidelines. These principles will serve as the foundation
for the algorithmic framework.

The algorithmic framework’s development will involve the integration of these
ethical principles into the decision-making process of the care robot, enabling it
to assess and respond to various scenarios with ethical considerations in mind.
To validate the framework’s effectiveness, practical case studies involving typical
elderly care situations will be conducted, assessing the robot’s decision-making
performance in real-world contexts.

5 A Computational Approach for Ethical Decision
Making

The primary objective of this research endeavour is to devise a comprehen-
sive framework designed to address and accommodate the daily tasks and rou-
tines encountered by the elderly population. This framework aims for universal
applicability, catering to the diverse needs of elderly individuals worldwide. It is
grounded in a generalized scenario that encapsulates various facets of an elderly
person’s life, encompassing their social interactions, living conditions, essential
daily activities, well-being practices, and health conditions. Moreover, this sce-
nario considers domestic home settings and environments within elderly care
facilities.

The ultimate goal of this research initiative is to furnish a versatile framework
capable of guiding the decision-making processes of robots deployed to assist
the elderly across many real-world scenarios. This framework, firmly rooted in a
holistic understanding of the elderly’s daily lives, aspires to enhance the quality
of care and support provided to this demographic while adhering to ethical
principles, thus bridging the gap between human intuition and robotic decision-
making through a greet or beat approach.

5.1 Greet or Beat Approach

Ethical decision-making constitutes an inherent aspect of human cognition
grounded in ethical intuition. However, integrating ethical considerations into
the decision-making processes of robots necessitates the development of distinct
rules and policies tailored specifically for these artificial entities. To illustrate this
point, consider a scenario where a human and a robot are tasked with greeting or
beating someone upon command. While a human may exercise ethical discern-
ment and refrain from beating, a robot, devoid of such innate ethical intuition,
may execute the command without hesitation. This stark contrast underscores
the imperative need to imbue robots with the capability to make decisions that
emulate human-like ethical judgment, distinguishing between permissible and
impermissible actions in a given context. Our decision-making framework is
designed to handle situations where a robot must decide whether to execute
a given command. This decision is based on thoroughly analysing the scenario,
particularly when sensitive ethical dilemmas arise. While there can be multiple
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possible reactions of the robot to a specific command, the primary focus in such
delicate situations is determining whether to execute the command. To facili-
tate this yes or no kind of binary decision-making, the greet or beat approach is
chosen. This research endeavours to contribute to creating ethically aware care
robots tailored to the needs and sensitivities of the elderly while upholding a
robust ethical decision-making framework that minimizes ethical concerns.

5.2 Comprehensive Ethical Framework for Elderly Care Robots

To establish an ethical framework for socially assistive robots (SARs) dedicated
to elderly care, it is paramount to incorporate existing ethical principles and
introduce novel ones tailored to the specific domain. The amalgamation of these
principles serves as the foundation for a robust decision-making framework that
addresses ethical concerns effectively. The core principles encompassed in this
ethical framework encompass the following:

Existing Ethical Principles. Asimov’s Three Laws of Robotics: These founda-
tional laws emphasize the prohibition of causing harm to humans, the imperative
to obey human orders (unless they conflict with the first law), and the mandate
for self-preservation, as long as it doesn’t contradict the prior two laws [19].
The Three Laws of Responsible Robotics: Extending beyond Asimov, these laws
underscore the significance of systems safety, responsiveness in social interac-
tions, and the seamless transfer of control during contextual disruptions [19].
Machine Ethics: This pertains to the ethical implications of artificial intelligence
(AI) and autonomous systems. It involves formulating guidelines and frame-
works to instil machines and Al systems with ethical behaviour, ensuring morally
responsible actions, particularly in scenarios with ethical consequences [33].
The EPSRC Principles of Robotics: Encompassing compliance with laws, respect
for human rights, and the establishment of transparency, these principles provide
a fundamental ethical foundation [12].

Medical Ethics: Grounded in the Georgetown Mantra, medical ethics revolves
around principles such as autonomy, beneficence, non-maleficence, justice, truth-
fulness, and dignity, all essential in elderly care [22].

Value-Sensitive Design: This approach seeks to integrate human values system-
atically throughout the design process, focusing on well-being, dignity, justice,
welfare, and human rights [8].

In addition to these, the following ethical principles are newly proposed:
Relational Ethics: Given the frequent involvement of other individuals related to
the elderly in caregiving scenarios, the principle of relational ethics emphasizes
the ethical considerations associated with these relationships, factoring in the
dynamics between the caregiver and the care recipient.

Self Ethics: Acknowledging the significance of personal ethical codes and princi-
ples, self-ethics encompasses the individual ethical standards and responsibilities
that a person adheres to for their own well-being.
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The Core Morals. With these ethical principles as the backdrop, the frame-
work establishes five core morals that underpin the decision-making process for
SARs in elderly care. These core morals act as guiding principles, mitigating
ethical concerns during tasks related to the elderly:
Safety: Prioritizing the physical safety and well-being of the elderly by avoiding
actions that may cause harm or pain, aligning with ethical considerations.
Hygiene: Upholding the elderly’s hygiene and cleanliness, preventing the poten-
tial spread of germs or infections, is a critical ethical concern.
Privacy: Safeguarding the personal privacy of the elderly to ensure their mental
comfort and well-being, addressing ethical concerns regarding intrusion.
Timely Awareness: Recognizing the significance of timely actions in the lives of
the elderly, aligning with ethical responsibilities.
Situational Awareness: Ensuring the robot remains vigilant regarding the physi-
cal and mental state of the elderly, staying aware of their health conditions, and
responding ethically.

The framework dictates that any command issued to the robot conflicting
with these core morals will be rejected, thereby preventing ethical concerns and
aligning the robot’s actions with ethical principles.

5.3 Design of Ethical Framework

Our research tackles a seemingly straightforward yet ethically complex task:
fetching objects by a robot for elderly individuals. To address the ethical intrica-
cies associated with this task, we have meticulously crafted a scenario encompass-
ing various elements of an elderly person’s life, applicable to both regular home
settings and elderly care homes. Moreover, we have categorized the involved
entities into distinct classes based on potential ethical concerns, facilitating an
algorithmic approach to our framework.

Entity Classification

— Instructor: These individuals command the robot to fetch objects for the
elderly. They can be further subdivided based on “Relational ethics” into:
e Elders: The elderly individuals who command for themselves.
e Residents: First and second-level blood relatives of the elderly.
e Personnel: Paid household helpers.
e Visitors: Occasional visitors to the elderly.
e Medics: Healthcare providers for the elderly.

— Object: The items instructed for fetching are categorized into subgroups
such as medical items, unsafe items, hygiene-sensitive items, restricted access
items, user-restricted items, personal items, shared items, and edible items.

— Place: The location where the elderly person resides while receiving the
fetched object. This includes medical spaces, dining areas, lavatories, private
rooms, and communal areas.
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— Time: Different times of the day are classified based on the elderly’s timely
needs and habits, including early morning, morning, afternoon, evening, night,
and sleep time.

— Situation: Represents the physical and mental state of the elderly during
fetching, categorized as either emergency or normal situations.

Machine Learning Based Approach. A meticulous examination of all poten-
tial scenarios from combining these entity subclasses has been undertaken to
address ethical concerns comprehensively. For example, a scenario involving a
visitor instructing the robot to fetch an unsafe item for the elderly would violate
our core moral of safety. An ethical framework has been developed based on these
scenarios and hypotheses, with the robot programmed to abstain from fetching
objects whenever there is a possibility of violating our five core morals: Safety,
Hygiene, Privacy, Timely Awareness, and Situational Awareness. To operational-
ize this framework, a dataset containing all possible scenario combinations has
been compiled, and machine learning classification algorithms such as Random
Forest, Decision Tree, SVM, KNN, Naive Bayes, Logistic Regression, Gradi-
ent Boosting, and Neural Networks have been trained. These models have been
trained on a dataset divided into training and testing data (75% and 25%, respec-
tively), and their accuracy has been evaluated using the testing data as shown
in Fig. 1. In conclusion, the proposed ethical scenario framework and machine
learning approach aim to ensure that assistance is provided to the elderly by
robots in a manner that aligns with core ethical principles, safeguarding their
well-being and dignity throughout the fetching process.

Receiver Operating Characteristic (ROC)
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Fig. 1. Receiver Operator Characteristic (ROC) Curve for different ML algorithms
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6 Pilot Study: User-Driven Evaluation Using
the Computational Framework

The study design incorporates a user study facilitated by a purpose-built appli-
cation encompassing essential entities and their respective sub-classes pertinent
to the act of fetching. Participants are allowed to craft scenarios by select-
ing elements within these entities and determining whether, in their judgment,
the robot should undertake the task of fetching. Furthermore, participants are
encouraged to elucidate the rationale behind their decisions. Ultimately, partici-
pants can juxtapose their decisions with those generated by our trained computa-
tional model. This user-centric approach within the study design is a pivotal step
in developing an ethical decision-making framework tailored for robot-assisted
fetching, encompassing user perspectives and computational modelling to ensure
the fulfilment of ethical imperatives in this context.

A pilot study was conducted with 30 participants, as shown in Fig.2b in
India, comprising twelve females and eighteen males, with an average age of
35. All participants had caregiving experience, and ethical committee approval
was obtained for the study. Each participant spent an average of 10 min on the
exercise.

6.1 Hypothesis Formulation

H1: Hypothesis 1: The decisions made by participants regarding whether the
robot should fetch an object for the elderly will exhibit significant variance,
reflecting diverse perspectives on ethical considerations in the context of elderly
care assistance.

H2: Hypothesis 2: The computational model’s predictions for the decision to
fetch or not, based on participant-generated scenarios and rationales, will demon-
strate a reasonable level of accuracy, indicating the feasibility of automating
ethical decision-making in robot-assisted fetching tasks for the elderly.

6.2 Study Setup

Participants were provided with an isolated space to perform the exercise. An
application named ‘Ethical Decision Making in Elderly Care Robots: A Compu-
tational Approach’ was developed using Python and PyQt6 as shown in Fig. 2a.
The application’s user interface featured five columns, each corresponding to
entities related to fetching tasks, and offered layman examples related to sub-
classes of these entities. Participants were allowed to choose whether the robot
should fetch the object and were provided with a column to explain their deci-
sion. Additionally, a prediction column allowed participants to compare their
decisions with those generated by our trained models.
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Ethical Decision-making in Elderly Care Robots:
A

pppppppppppppppp

(a) Python Based User Evaluation Applica- N
tion (b) Participant performing the study

Fig. 2. Study Setup

6.3 Procedure

The exercise followed these steps: Participants received an explanation of the
columns’ significance and clear definitions of each entity. Each participant
received a unique ID. Participants began by entering their names. Participants
created five scenarios for each algorithm, starting with Random Forest. After
creating each scenario, participants decided whether or not the robot should
fetch. Participants provided reasons for their decisions in the opinion column.
Participants could check our trained model’s decision by clicking the prediction
option. The procedure was repeated for all eight algorithms.

6.4 Outcome Measures

A total of 765 samples were collected. After each participant completed the
exercise, their choice data was recorded and saved in CSV files, including quan-
titative parameters such as ‘Fetch’ or ‘Don’t Fetch’ choices for each entity in the
scenarios, as well as qualitative data consisting of participants’ opinions on the
reasons behind their decisions in specific scenarios. This pilot study is a valu-
able step towards developing an ethical decision-making framework for elderly
care robots, incorporating user perspectives and computational models to ensure
ethical considerations are met during robot-assisted fetching tasks.

7 Results and Discussion

This study aimed to evaluate the feasibility of employing supervised learning
classification algorithms to automate ethical decision-making for robot-assisted
fetching tasks in the context of elderly care. Our analysis involved comparing the
decisions made by human participants to those predicted by machine learning
models, aiming to validate two primary hypotheses.
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Validation of Hypothesis 1: Participant Decision Variance. Our first
hypothesis posited that the decisions made by participants regarding whether
the robot should fetch an object for the elderly would exhibit significant variance,
reflecting diverse perspectives on ethical considerations in the context of elderly
care assistance. To test this hypothesis, we collected data from 30 participants
who were asked to create scenarios, decide whether the robot should fetch an
object, and provide rationales for their decisions.

Estimated Action Predicted Action

Not Fetch

Fetch

31.2%
37.3%

62.7%
68.8%

Not Fetch

Fetch

Fig. 3. Percentage of Fetch vs Non Fetch action in User Estimation and Model Pre-
diction

The outcomes demonstrated substantial variability in participant decisions,
as shown in Fig. 3. Each individual’s unique perspective and judgment were
evident in their choices. This result aligns with our hypothesis, reinforcing the
idea that ethical decisions in elderly care scenarios can be multifaceted and
subject to a range of considerations.

Validation of Hypothesis 2: Model Prediction Accuracy. Our second
hypothesis aimed to assess the performance of machine learning models in pre-
dicting the decision to fetch or not based on participant-generated scenarios and
rationales. Eight supervised learning classification algorithms were trained and
tested using the dataset derived from the participant exercise. The accuracy of
each model was measured using a testing dataset.

This analysis revealed varying levels of accuracy across the different machine
learning algorithms, as shown in Fig.4 and Fig.5. Random forest and Decision
Tree models demonstrated exceptional accuracy, both achieving 100%. Gradient
Boosting and K-Nearest Neighbors (KNN) also performed admirably, with accu-
racies of 99 % and 98%, respectively. Other models, including Support Vector
Machine (SVM), Naive Bayes, and Logistic Regression, exhibited lower accura-
cies, ranging from 70% to 74%. Neural Network achieved an accuracy of 91%.
These findings support our second hypothesis, indicating that computational
models can reasonably predict ethical decisions. Random Forest and Decision
Tree models emerged as the most suitable algorithms for creating an ethical
framework for decision-making in robot-assisted elderly care tasks.
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ML Model vs Fetch in Estimated Action and Predicted Action
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Fig. 4. Comparison of ML Models vs. Fetch Action
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Fig. 5. Comparison of ML Models vs. Not Fetch Action

Moreover, a more detailed examination of the fetch and non-fetch decisions
made by participants and the computational models offered valuable insights.
The models consistently demonstrated a higher number of non-fetch decisions
than the participants. This observation suggests that the models tend to err on
the side of caution, opting to avoid fetching in scenarios where ethical concerns
may arise. In contrast, participants preferred to fetch decisions in more scenarios,
potentially indicating a more permissive approach. Additionally, when examining
the differences between participants and the computational models, Random
Forest, Decision Tree, and Neural Network displayed the least disparity in fetch
and non-fetch decisions. This suggests that these algorithms closely align with
participant perspectives and are more attuned to human-like ethical reasoning.

In conclusion, the results of our study affirm the feasibility of automating
ethical decision-making for robot-assisted fetching tasks in the context of elderly
care. The substantial variance in participant decisions highlights the complex-
ity and subjectivity of ethical considerations in this domain. Furthermore, the
success of the computational models, particularly Random Forest and Decision
Tree, in predicting ethical decisions underscores their potential as tools for devel-
oping ethical frameworks in the field of social robotics for elderly care assistance.
These findings contribute to advancing the responsible integration of technology
into the care of elderly individuals, ensuring their autonomy and dignity are
upheld.



158 S. Dubbaka and B. Sankar

8 Conclusion

This study endeavours to bridge the imperative gap between the increasing adop-
tion of social robots in elderly care scenarios and the ethical considerations that
underlie their actions. By introducing a comprehensive computational frame-
work for ethical decision-making in the context of fetching tasks for the elderly,
we have addressed a critical aspect of human-robot interaction that is partic-
ularly sensitive and complex. This framework incorporates established ethical
principles, such as Asimov’s Three Laws of Robotics, along with novel moral
dimensions, including relational ethics and self-ethics, tailored to the specific
needs and sensitivities of elderly care.

The pilot study conducted as part of this research demonstrates the feasi-
bility and potential of automating ethical decision-making for social robots in
elderly care. The diverse perspectives and decisions of experienced caregivers
underscore the intricate nature of ethical choices in this domain. The compari-
son of participant decisions with those generated by machine learning algorithms
highlights the promise of leveraging computational approaches to enhance the
ethical behaviour of robots. As we continue to advance the capabilities and inte-
gration of robots into elderly care, the ethical dimension remains paramount.
Our framework and pilot study serves as valuable contributions to the burgeon-
ing field of roboethics, providing insights and tools to guide the responsible
development and deployment of robots in assistive elderly care. By prioritizing
safety, hygiene, privacy, timely awareness, and situational awareness, we can bet-
ter ensure the well-being and ethical treatment of elderly individuals, promoting
their autonomy and dignity in the process.

In summary, the ethical decision-making framework presented here represents
a significant step towards realizing the full potential of social robots in elderly
care while upholding the highest standards of care and respect for the elderly
population. As we navigate the evolving landscape of human-robot interaction,
an ethical compass will remain indispensable in fostering trust, acceptance, and
positive outcomes for all stakeholders involved.

References

1. Tzafestas, S.G.: Roboethics: a navigating overview. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-21714-7

2. The future of life institute’s Asilomar principles (2017) introduced principles
related to safety, transparency, responsibility, and alignment with human values
for AI systems. Asilomar principles for beneficial AT (2017)

3. Amudhu, L.: A review on the use of socially assistive robots in education and
elderly care. Materialstoday: Proceedings (2020)

4. Beer, J., Liles, K., Wu, X., Pakala, S.: Affective human-robot interaction. In: Emo-
tions and Affect in Human Factors and Human-Computer Interaction, pp. 359-381.
https://doi.org/10.1016/B978-0-12-801851-4.00015-X

5. Boden, M., et al.: Principles of robotics: regulating robots in the real world. Con-
nect. Sci. 29, 124-129 (2017). https://doi.org/10.1080/09540091.2016.1271400


https://doi.org/10.1007/978-3-319-21714-7
https://doi.org/10.1016/B978-0-12-801851-4.00015-X
https://doi.org/10.1080/09540091.2016.1271400

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Social Robots Ethical Decision-Making for Elderly Care 159

Breazeal, C., Scassellati, B.: A context-dependent attention system for a social
robot. In: Proceedings of the Sixteenth International Joint Conference on Artificial
Intelligence, IJCAI 1999, pp. 1146-1153. Morgan Kaufmann Publishers Inc, San
Francisco, CA (1999)

Bynum, T., Rogerson, S.: Computer ethics and professional responsibility (2003)
Davis, J., Nathan, L.P.: Value sensitive design: applications, adaptations, and cri-
tiques. In: van den Hoven, J., Vermaas, P., van de Poel, 1. (eds.) Handbook of
Ethics, Values, and Technological Design. Springer, Dordrecht (2021). https://doi.
org/10.1007/978-94-007-6994-6_3-1

Feil-Seifer, D., Matarid, M.: Socially assistive robotics: ethical issues related to
technology. IEEE, March 2011

Frennert, S., Aminoff, H., Ostlund, B.: Technological frames and care robots in
eldercare. Int. J. Soc. Robot 13, 317-325 (2011)

Gerlowska, J., Furtak-Niczyporuk, M., Rejdak, K.: Robotic assistance for people
with dementia: a viable option for the future? Expert Rev. Med. Devices 17, 507—
518 (2020)

Gillon, R.: Medical ethics: four principles plus attention to scope. BMJ 309, 184
(1994)

Hegel, F., Muhl, C., Wrede, B.: Understanding social robots. In: International
Conferences on Advances in Computer-Human Interactions, pp. 169-174 (2009)
Huschilt, J., Clune, L.: The use of socially assistive robots for dementia
care. J. Gerontol. Nurs. 38(10), 15-19 (2012). https://doi.org/10.3928/00989134-
20120911-02. pMID: 22998095

Ingram, B., Jones, D., Lewis, A., Richards, M., Rich, C., Schachterle, L.: A code of
ethics for robotics engineers, pp. 103-104 (2010). https://doi.org/10.1145/1734454.
1734493

Kidd, S., Henrich, C., Brookmeyer, K., Davidson, L., King, R., Shahar, G.: The
social context of adolescent suicide attempts: interactive effects of parent, peer,
and school social relations. Suicide Life-threatening Behav. 36, 386-395 (2006).
https://doi.org/10.1521 /suli.2006.36.4.386

Logan, D., et al.: Social robots for hospitalized children. Pediatrics 144, 20181511
(2019)

Martinez-Martin, E., Costa, A.: Assistive technology for elderly care: an overview.
IEEE Access Pract. Innov. Open Solut. 9, 92420-92430 (2021)

Murphy, R., Woods, D.: Beyond Asimov: the three laws of responsible robotics.
IEEE Intell. Syst. 24, 14-20 (2009). https://doi.org/10.1109/MIS.2009.69
Olatunji, S., et al.: Improving the interaction of older adults with a socially assistive
table setting robot. In: Salichs, M.A., et al. (eds.) ICSR 2019. LNCS (LNAI), vol.
11876, pp. 568-577. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
35888-4_53

Oruma, S., Gkioulos, V., Hansen, J.: A systematic review on social robots in pub-
lic spaces: threat landscape and attack surface. Computers 11(12), 181 (2022).
https://doi.org/10.3390/computers11120181

Paola, 1., Walker, R., Nixon, L.: Medical Ethics and Humanities. Sudbary, Jones
and Bartlett Publisher (2010)

Qiu, R., et al.: The development of a semi-autonomous framework for personal
assistant robots-SRS project. Int. J. Intell. Mechatronics Robot. 3, 30-47 (2013)
Riek, L., Howard, D.: A code of ethics for the human-robot interaction profession.
https://ssrn.com/abstract=2757805. Available at SSRN

Sharkey, A., Sharkey, N.: Children, the elderly, and interactive robots. IEEE Robot.
Autom. 18, 32-38 (2011)


https://doi.org/10.1007/978-94-007-6994-6_3-1
https://doi.org/10.1007/978-94-007-6994-6_3-1
https://doi.org/10.3928/00989134-20120911-02
https://doi.org/10.3928/00989134-20120911-02
https://doi.org/10.1145/1734454.1734493
https://doi.org/10.1145/1734454.1734493
https://doi.org/10.1521/suli.2006.36.4.386
https://doi.org/10.1109/MIS.2009.69
https://doi.org/10.1007/978-3-030-35888-4_53
https://doi.org/10.1007/978-3-030-35888-4_53
https://doi.org/10.3390/computers11120181
https://ssrn.com/abstract=2757805

160

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

S. Dubbaka and B. Sankar

Sharkey, A., Sharkey, N.: Granny and the robots: ethical issues in robot care for
the elderly. Ethics Inf. Technol. 14, 27-40 (2012). https://doi.org/10.1007/s10676-
010-9234-6

Sharkey, N.E., Sharkey, A.J.C.: The crying shame of robot nannies: an ethical
appraisal. J. Interact. Stud. 11, 161-190 (2010)

Shishehgar, M., Kerr, D., Blake, J.: A systematic review of research into how
robotic technology can help older people. Smart Health 7, 1-18 (2018)

Aditya, U.S., Singh, R., Singh, P., Kalla, A.: A survey on blockchain in robotics:
issues, opportunities, challenges and future directions. J. Netw. Comput. Appl 196,
103245 (2021)

Veruggio, G.: Euron roboethics roadmap (2006)

Veruggio, G., Solis, J., Loos, M.: Roboethics: ethics apllied to robotics. IEEE
Robot. Autom. Magaz. 18, 21-22 (2011)

Wada, K., Shibata, T.: Social and physiological influences of living with seal robots
in an elderly care house for two months (2008)

Wallach, W., Allen, C., Smit, I.: Machine morality: bottom-up and top-down
approaches for modeling human moral faculties (2008)

Yin, J., Apuroop, K., Tamilselvam, Y., Mohan, R., Ramalingam, B., Le, A.: Table
cleaning task by human support robot using deep learning technique. Sensors 20,
1698 (2020)

Yuan, F., Klavon, E., Liu, Z., Lopez, R., Zhao, X.: A systematic review of robotic
rehabilitation for cognitive training. Front. Robot. AI 8, 605715 (2021)


https://doi.org/10.1007/s10676-010-9234-6
https://doi.org/10.1007/s10676-010-9234-6

q

Check for
updates

Virtual Reality Serious Game with the TABAN
Robot Avatar for Educational Rehabilitation
of Dyslexic Children

O. Amiri', M. Shahab!, M. M. Mohebati', S. A. Miryazdi!, H. Amiri?,
A. Meghdari'-3®) M. Alemi'*, H. R. Pouretemad?, and A. Taheri! ®2

I Social and Cognitive Robotics Laboratory, Sharif University of Technology, Tehran, Iran
{meghdari, artaheri}@sharif.edu
2 Quantitative Biosciences Institute, University of California, Berkeley, USA
3 Fereshtegaan International Branch, Islamic Azad University, Tehran, Iran
4 Department of Humanities, Islamic Azad University, West Tehran Branch, Tehran, Iran
5 Institute for Cognitive and Brain Sciences (ICBS), Shahid Beheshti University, Tehran, Iran

Abstract. Emerging technologies such as social robotics and virtual reality have
found a wide application in the field of education and tutoring particularly for
children with special needs. Taban is a novel social robot that has been designed
and programmed specifically for educational interaction with dyslexic children,
who have various problems in reading despite their normal intelligence. In this
paper, the acceptability and eligibility of a virtual reality serious game with the
presence of the Taban social robot avatar was studied among nineteen children six
of whom were dyslexic. In this game, children perform attractive practical exer-
cises while interacting with the Taban avatar in a virtual environment to strengthen
their reading skills; then the game automatically evaluates their performance and
the avatar gives them appropriate feedback. The sense of immersion in the 3D
virtual space and the presence of the Taban robot avatar motivates the children to
do the assignments. The results of the psychological assessment using the SAM
questionnaire are promising and illustrate that the game was highly accepted by
both groups of children. Moreover, according to statistical analysis, the perfor-
mance of children with dyslexia in the exercises was significantly weaker than
their typically developing peers. Thus, this V2R lexicon game has the potential
for screening dyslexia.

Keywords: Social virtual reality robots (V2R) - Educational technology -
Learning disabilities. - Special Education - Phonological awareness

1 Introduction

Dyslexia, a common neurodevelopmental disorder, presents a significant challenge to
children’s acquisition of reading and language skills. It affects the fundamental abil-
ity to accurately and fluently recognize words, leading to reading difficulties that can
persist into adulthood if not addressed early [1]. Dyslexic children often struggle with
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phonological processing, decoding words, and spelling, which can affect their overall
academic performance and self-esteem [2]. The statistics surrounding dyslexia among
children are staggering, underscoring the urgency of effective interventions. It is esti-
mated that roughly one in ten children worldwide are dyslexic [3], and studies on Iranian
children have reported a similar prevalence [4—6].

The rehabilitation and treatment of dyslexia and its associated symptoms involve
a combination of strategies aimed at addressing learning difficulties and promoting
academic success. These strategies range from assistive technologies such as text-to-
speech [7] to more comprehensive approaches such as phonics instructions, multisen-
sory structured language education, and individualized speech and language therapy
[8—10]. Research suggests that effective intervention during early childhood can lead to
substantial gains in reading and language skills [11, 12].

Computer games have offered a promising new avenue for the treatment of dyslexia
in children, as well as in adults, by virtue of their engaging nature, multisensory compo-
nents, repetition, immediate feedback, individualization, and anxiety-reducing features
[13-17]. Gamification creates personalized interventions that can provide multisensory
support, improve learning outcomes, and enhance functional skills. The game experience
has been further enriched by the introduction of social robots with expressive behavior
[18-21].

Furthermore, according to previous research, virtual reality (VR) technology is an
effective tool in the rehabilitation of children with special needs, including those with
autism spectrum disorder and cerebral palsy [22—24]. More recently, the idea of using VR
game environments in the treatment of dyslexia has emerged, which leverages immersive
and interactive virtual environments to amplify the efficacy of the gamification approach
[25-28], sometimes supplemented with artificial intelligence [29, 30].

Maskati et al. study virtual reality’s potential as a teaching tool for dyslexic students
by combining education and entertainment to produce a more effective way of teaching.
They proved that using a virtual reality application results in better learning outcomes,
compared to conventional learning approaches [25]. Moreover, Maresca et al. illustrated
that the attention spans, working memories, ability to process information quickly, and
writing and reading skills of dyslexic children were all enhanced by virtual reality training
[26].

Pérez-Quichimbo et al. developed Edufarmy, an interactive program that uses virtual
reality to improve the reading and writing abilities of dyslexic children. Significant
improvements are perceived in the study performed at a psychological facility, and the
success is attributed to the sensory stimulation provided by virtual reality [27]. Guillen-
Sanz et al. introduce DixGame, a virtual reality game tailored for dyslexic children.
Through its gameplay, the study underscores the positive impact of VR games on skill
development and emotional support for dyslexic children [28]. The use of VR games
is a promising avenue for the rehabilitation, screening, and treatment of children with
dyslexia.

Yeguas-Bolvar et al. suggested combining virtual reality and artificial intelligence
to help dyslexic college students who struggle with learning. They utilized VRAllexia,
which contains a mobile app that uses virtual reality to gather data, along with Al-based
software that analyzes the data and creates supportive teaching strategies specific to each
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student. According to the study, Al techniques have the potential to accurately predict
the support resources and study techniques that dyslexic students will need, with an
accuracy rate of about 90% [29]. Furthermore, Zingoni et al. also utilized the VRAllexia
project and its software platform that combines virtual reality and artificial intelligence.
The significance of utilizing virtual reality for specialized educational assistance in the
dyslexic community is highlighted by preliminary results from a sizable sample [30].

In this paper, by combining two emerging technologies including virtual reality
and social robotics, we developed a novel Social Virtual Reality Robot (V2R) platform
tailored toward dyslexic children and aimed at providing an immersive and engaging
tool to enhance their literacy skills. The platform offers several types of expert-designed
game challenges and incorporates an intelligent virtual social robot to accompany the
children throughout the game experience. The robot is a virtual replica of Taban 2,
a new generation of the Taban social robot that has been developed for educational
interaction with dyslexic children [21]. As the main contribution, this study explores
the potential of using V2R as a tool in situations where the Taban robot is not available
for the rehabilitation of dyslexic children. Therefore, as the first step, we assess the
acceptability of our VR game platform. By comparing the performance of dyslexic and
typically developing children, we aim to determine whether V2R could be used as a
supplementary method for the rehabilitation of dyslexic children.

2 Methodology

2.1 The Theories of Dyslexia Etiology

The Phonological processing deficit has substantial prevalence among dyslexics, and
the phonological theory of dyslexia has been widely adopted by the research com-
munity [31, 32]. In this theory, dyslexic children’s reading impairment is explained
by the fact that learning to read in alphabetically written languages requires learning
grapheme-phonemes correspondence (the correspondence between letters and their asso-
ciated sounds), and if these phonemes are not well represented, stored, and retrieved,
the foundation of reading in alphabetical writing languages will be impaired. Phono-
logical processing is the use of phonetic structure while learning to decode (read) the
written language. It is divided into three components: phonological awareness, phone-
mic access to vocabulary storage (rapid automatic naming), and phonological stimulus
memory (verbal information) [33]. Phonological awareness is one’s sensitivity to the
structure of the oral language.

The games in this study have been designed to assess and improve the cognitive ability
of dyslexic children, especially in the field of phonological awareness, by leveraging the
unique capabilities of the Taban 2 social robot in a VR environment.

2.2 Game Design

‘We have designed an immersive VR experience environment, in which a player interacts
with Taban (means “radiant” in Persian), a friendly socially expressive virtual reality
robot (V2R) that instructs and guides the player through various games and scenarios.
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The game was developed using the Unity engine for the Meta Oculus virtual reality
headset. The various game levels were designed to immerse the players in the exercises,
capture their attention, and motivate them to complete the levels and answer the ques-
tions. Each level consists of various 3D grabbable objects (e.g., animals, tools, etc.) and
grabbable words presented on a table in front of the sitting player, with the intended
gameplay mechanisms depending on the interaction required. The Taban virtual robot
is also present as a guide.

The general design of the games is based on standard clinical interventions [34]
used by professionals in learning disorder centers. After reviewing the interventions
we finalized the game designs. The experience consists of nine levels with four unique
designs, with each design targeting a different aspect of phonological deficit. The four
designs were as follows:

2.2.1 Finding Objects with the Same Starting Phoneme

The goal of this mini-game is to familiarize the player with the overall experience by
asking them to find the correct first phoneme of each given object’s name. Taban tells
the player to put the objects on the board with the correct first phoneme as its label.

2.2.2 Grouping Objects with the Same Starting Phoneme

In this game, we want the player to compare the first phonemes find out the objects with
the same starting phonemes, and memorize them. Unlike the first scenario, the boards
are not labeled and the players have to group the objects by themselves.

2.2.3 Finding Phonetic Pairs

The mini-game challenges the player’s phonetic awareness by making them select and
grab the 3D objects that are phonetic pairs, and then Taban tells the player to smash them
together for an explosive effect that is very enjoyable.

2.2.4 Phonetic Substitution

This game design consists of recognizing the first phoneme and replacing it with a new
one. Taban instructs the player to cut the words with a knife to separate the phonemes.

Although all the designs had at least two complete and game-ready levels, due to
the limited time the children could wear the headset continuously (about 20 min) the
headset was removed by the therapist to not to make them tired.

2.3 Game Mechanisms

The game’s main constant environmental objects are the main table, the player, and the
Taban model. Contents of the table change according to the levels. Each level design
had its own programming, logic, and mechanism.

Taban plays a pivotal role and interacts with the player in various ways. At the
beginning of each level, Taban explains the goal to the player and the steps they have to
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take to achieve the goal. Taban communicates with the player by utilizing body language
such as animated hands, head, and face. Taban’s facial expressions are animated and
smoothly change during the dialogues. For example, when the player makes an incorrect
move, Taban tells the player with a soft tone of voice and gentle facial expression
(lowering its eyebrows) that he/she made a mistake; it also applauds the player when
he/she completes a level and throws confetti on the table (Fig. 1a). Common dialogues
have multiple versions that are randomly selected to make them less repetitive.

The player can interact with the objects using two controllers. Each controller can
grab or select anything from a distance. For simplicity, the grab/select action is the only
button that the player can use during the game.

Some levels utilize virtual magnets as a way of grouping and submitting the objects.
The player should bring the object close to a magnet and let it go to make them stick
together. During the game, the objects are represented as easily identifiable models. Some
levels also have grabbable words that can be cut at the correct points using a virtual knife
(Fig. 1b) and combined to create new words. In the game environment, there are some
barriers to prevent objects from falling out of the player zone and becoming unreachable.
Thus, the inaccessible objects automatically return to their initial position. Levels are
automatically progressed when a challenge is complete. The level progression can be
controlled manually by the operator/supervisor. Furthermore, there is also a menu for
the player in the game, to change or repeat the levels individually. The game has an
automatic logging system that records every player’s action and headset or controller
movement.

Fig. 1. Screenshots of the game environment: a) Taban reacts to the player’s choices based on
their validity in design type one (The board is titled «/t/ phoneme), and b) The cut-able words
in the design type four, allows the player to use a knife to separate letters from words in order to
combine them later (The word being cut is ball <5 /toop/ and the target word is soup s~/soop/).

2.4 Experimental Setup and Participants

Six children with dyslexia (Mean: 7.33, SD: 0.43 years old) and 13 typically developing
(TD) children (Mean: 7.92, SD: 0.76 years old) between 7—8 years old participated in
this study. Each participant was asked to put on an Oculus Quest virtual reality headset
(Fig. 2). All participants were wearing it for about 20min (due to discomfort concerns). In
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the time allowed, the first 15 min were designated for playing the games. All participants
were playing the same four types of games.

Fig. 2. Photos of the game session a) the participant is listening to the virtual Taban robot explain-
ing the game rules. b) Another participant is playing the game’s first level with the supervisor
present.

2.5 Assessment Tools

Two assessment tools were utilized in this study: a psychological assessment and a
performance assessment. The psychological assessment included the Self-Assessment
Manikin questionnaire (SAM) [34] that used a smiley face scale from satisfied to unsat-
isfied and all items in the questionnaires were measured over a 5-point Likert scale. The
SAM questionnaire was used to assess the child’s sensed valance, arousal, and domi-
nance rate when playing the games. The performance of the participants was assessed
not only based on automatic game logs but also according to a therapist video coding
evaluation using a prepared worksheet for each game. The criteria for both the automatic
assessment and the video coding method were the participant’s response time and the
validity of their answers.

3 Results and Discussion

First, the participants’ performances were evaluated during the VR games. The final score
of each participant was evaluated afterward using their respective time and performance
in answering the questions correctly the first time. The main goal of these games was to
check whether there was a meaningful difference between the performances of the TD
and dyslexic students in answering the questions.
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According to Table 1. We observed that TD children scored significantly higher than
dyslexic children in all of the four games design types (P-value < 0.05). This reflects
the appropriateness of this approach for targeting phonological deficits, and highlights
the high potential of this game platform and its associated assessment criteria to be used
as an unbiased and rapid screening tool to identify children with dyslexia.

Table 1. The mean and standard deviation scores of the dyslexic and TD groups in different exer-
cises and the T-value and P-values associated with the T-tests; P-value < 0.05 shows the 95%
confidence interval.

No Exercise Score’s mean out of 20 (SD) T-value P-value
Dyslexia TD

1 Type 1 10.98(5.17) 16.87(2.53) —2.65 0.038

2 Type 2 5.52(7.21) 17.90(1.87) -3.39 0.043

3 Type 3 5.14(6.82) 18.60(0.94) —4.4 0.012

4 Type 4 3.11(3.69) 16.70(2.21) —6.09 0.026

In the second part of the experiment, the participants filled out the SAM questionnaire
and determined their level of satisfaction with the game. By reviewing the results of the
questionnaire, we can study whether there is a meaningful difference in the acceptance
rate of the game between TD and dyslexic groups of participants (Table 2).

Table 2. The mean and standard deviation scores of the SAM questionnaire parameters and the
T-value and P-values associated with the T-tests.

No Item SAM Questionnaire
Score’s mean (SD) T-value P-value
Dyslexia TD
Pleasure 4.66(0.51) 4.66(0.65) 0 1
Arousal 4.50(0.55) 4.84(0.39) —1.33 0.22
Dominance 4.50(0.55) 4.50(0.80) 0 1

The questionnaires’ results showed that both groups of children scored high in most
assessment categories. The SAM questionnaire result for the games indicates an overall
positive experience with pleasure, arousal, and dominance all scoring high on the Likert
scale. This shows that for both groups of children, the games felt exciting and made them
feel happy and in control of the experience. The implied high level of acceptability of
this VR platform justifies and motivates the development of further game designs based
on this platform. Moreover, the questionnaire results will help us improve the game and
our future work.
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3.1 Limitations and Future Work

The time duration of the sessions, which was a maximum of 20 min, and the number of
participants were among the main limitations of this study; the participants could answer
justalimited number of questions. The following step of this research line, given the high
acceptance rate of the designed game, is to perform systematic educational interventions
over at least 8 sessions on a group of children with dyslexia to evaluate the effectiveness
of the V2R-based treatment with the use of virtual Taban robot and its training scenarios
on the reading skills of participants.

4 Conclusion

The goal of this research was to evaluate the effectiveness of using a V2R serious
game, which includes the virtual Taban robot in the role of tutor, as an assistant tool to
comfort the learning process of dyslexic children. Using VR-based games also expands
the possibilities for exercise designs that can be utilized in the game. This study focused
on the design process of four different games and their following evaluation.

Two assessment criteria including the game performance and psychological scoring
system were systematically used to evaluate the participants’ performance, emotional
response, and immersion. The results showed that the game designs have the potential
to be used as a reliable screening tool for dyslexic children, while also giving them a fun
and enjoyable experience and a high degree of acceptance.

In conclusion, the VR platform with a virtual reality robot (V2R) has shown promis-
ing results for dyslexic children and may be used as a valuable assistant tool for inves-
tigators, educators, and parents since it saves time, cost, and energy in comparison to
a real robot. Additionally, by harnessing the immersive and interactive nature of VR,
this approach can serve as a novel and effective means of improving reading abilities in
dyslexic children.
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Abstract. This paper presents an exploration of the role of explanations
provided by robots in enhancing transparency during human-robot inter-
action (HRI). We conducted a study with 85 participants to investigate
the impact of different types and timings of explanations on transparency.
In particular, we tested different conditions: (1) no explanations, (2)
short explanations, (3) detailed explanations, (4) short explanations for
unexpected robot actions, and (5) detailed explanations for unexpected
robot actions. We used the Human-Robot Interaction Video Sequencing
Task (HRIVST) metric to evaluate legibility and predictability. The pre-
liminary results suggest that providing a short explanation is sufficient
to improve transparency in HRI. The HRIVST score for short explana-
tions is higher and very close to the score for detailed explanations of
unexpected robot actions. This work contributes to the field by high-
lighting the importance of tailored explanations to enhance the mutual
understanding between humans and robots.

Keywords: Social robotics + Explanations + Transparent HRI

1 Introduction

As robots become collaborative partners in various human-centered domains,
researchers strive to facilitate clear understanding and control for people while
enabling robots to interpret human cues, and accordingly adapt their behaviors
[1,2]. This is particularly important because transparent communication between
humans and robots fosters comfortable and effective collaboration [3,4]. While
previous studies have examined different cues to make human-robot interaction
more transparent [5,6], our focus is on verbal interaction and the role of expla-
nations. Verbal communication is vital in enhancing the clarity and success of
an HRI [7]. Our long-term goal is to explore strategies that empower effective
communication between humans and robots both during activities performed in
collaboration and not [8].

Focusing on evaluating the effectiveness of explanations in promoting trans-
parency in HRI, we propose five different conditions of explanations that aim to
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evaluate the explanations based on the content and timing in which they are pro-
vided. We use the HRIVST (Human-Robot Interaction Video Sequencing Task)
[9] measure to evaluate the legibility and predictability of very simple scenarios
where a robot has “to fold” and “pick and place” some clothes. In this scenario,
the robot may exhibit errors or have unexpected behaviors.

We recruited 85 participants and filtered the people in our quality check pro-
cess. The outcomes indicate that the highest transparency score is attributed to
providing short explanations in real-time. Notably, the second-highest score cor-
responds to situations where detailed explanations are provided upon a change
in the robot’s plan. In this study, we provide an evaluation of the multifaceted
relationship between HRI explanations and transparency, and as a consequence,
we identify which type of explanation contributes to improving people’s trust
in and understandability of robots through systematic experimentation and by
using the HRIVST metric.

2 Related Work

Transparency allows humans to be aware of the state of a robot and assess the
progress of tasks [10]. One way of providing transparent interaction is by using
explanations. Explanations in HRI refer to a robot providing justifications or
reasons for its decisions or actions. These explanations enhance user perceptions,
justify the robot’s reliability, and increase trust [11]. This paper addresses two
main aspects of robot explanations: the content of the explanation and the timing
of when the explanation is provided. It explores how the information conveyed in
the explanation and the moment it is delivered impact the interaction between
people and robots.

A relevant study [12] presented an experiment involving 366 participants to
explore whether robots should provide explanations and examine the attributes
of a desired explanation. These attributes encompass timing, the significance of
engagement, resemblance to human explanations, and the act of summarization.
The findings revealed a consensus among participants that robot behavior war-
rants explanation across the scenarios. It is to be noted that people’s preferred
mode of explanation aligns with how humans explain things in context. Partici-
pants appreciated concise summaries and preferred the robot to respond to only
a limited number of follow-up questions.

While explanations alone may not significantly impact perceived competence
intelligence, likeability, or safety ratings of the robot [11], they do contribute to
the perception of the robot as more lively and human-like [11]. There are dif-
ferent types of explanations for HRI. One study evaluated the effectiveness of
contrastive, causal, and example explanations in supporting human understand-
ing of Artificial Intelligence (AI) in a hypothetical scenario [13]. Another study
proposed a framework for generating explanations in autonomous robots focus-
ing on presenting the minimum necessary information to understand an event
[14]. Additionally, research on progressive explanations aims to improve under-
standing by limiting cognitive effort at each step [15]. Furthermore, human-like
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explanations based on the probability of success have been explored to make
explanations more understandable for non-expert users [16].

Unlike prior research on robots explaining after being asked, this paper
focuses on proactive explanations generated before actions are executed. The
study investigates how these proactive explanations influence human-robot trust
dynamics [17]. Prior work has shown that explanations, especially those of a
complex nature, should be made in real-time during the execution of tasks. This
helps spread the information to be explained and reduces the mental workload
of humans in highly cognitively demanding tasks [18]. Moreover, the order in
which the information is presented in an explanation or the progressiveness of
the explanations can contribute to better learning and understanding [19].

3 Explanation Types

In this work, we want to focus on different explanation types based on the
content size. In particular, we considered the following types of explanations to
identify the most effective strategies for enhancing mutual understanding and
trust between humans and robots:

— Labeled Explanation: Labeled explanations are presented as succinct
labels, where each label corresponds to a specific robot action. For exam-
ple, if a robot is observed moving towards a door, the accompanying labeled
explanation would be “MOVE”. This concise explanation encapsulates the
essence of the robot’s action in a single keyword, making it an easily gras-
pable reference (see Fig. 1a).

— Focused Explanation: The focused explanation involves crafting sentences
succinctly conveying the robot’s actions while maintaining clarity and direct-
ness. For instance, if a robot is seen moving toward a door, the focused expla-
nation would be, “Move towards the door”. This approach provides a more
detailed description than the labeled explanation while remaining concise and
to the point (see Fig. 1b).

— Comprehensive Explanation: Comprehensive explanations represent a
more elaborate form of communication. In this type, sentences are constructed
to encompass not only the robot’s action but also additional contextual infor-
mation that aids in understanding the intent and purpose behind the action.
For example, if a robot is observed moving toward a door, the comprehen-
sive explanation would provide a detailed description: “Move from the room’s
right side to the left to open the red door.” This in-depth narrative offers a
holistic view of the robot’s actions and underlying motivations (see Fig. 1c).

4 Methodology

For this study, we selected four videos where a robot performs a simple task.
Each task consists of two or more actions. We use three videos in which the
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Taking one end of the cloth to fold

(c) Comprehensive

Fig. 1. Examples of explanation types for Video 4: (a) “Fold”, (b) “Folding the cloth”,
and (c) “Taking one end of the cloth to fold”.

robot picks and places a cloth and a fourth video in which the robot folds a
cloth. Table 1 shows the description of the four videos.
Participants were tested with one of the following five different conditions:

— No Explanation: In this condition, the videos do not have any explanations.
By observing participants’ reactions and understanding when no explanation
is provided, we establish a baseline for measuring the impact of explanations
on transparency (see Fig. 2e).

— Focused Explanation: The second condition involves providing partici-
pants with short explanations accompanying the videos. These explanations
are designed to succinctly describe the robot’s actions while the actions are
being performed. This real-time provision of information aims to enhance
transparency by offering immediate insights into the robot’s intentions and
tasks (see Fig. 2a).

— Comprehensive Explanation: Participants will receive detailed explana-
tions in this third condition. Similar to the above condition, these explana-
tions will be delivered in real-time while the robot is engaged in its actions.
The comprehensive nature of these explanations intends to provide a deeper
understanding of the robot’s actions, including contextual details that con-
tribute to transparent communication (see Fig. 2b).

— Alerted Focused Explanation: The fourth condition introduces a novel
element of explanation timing. Here, the focused explanations will be pro-
vided to alert the human observer about the robot’s actions. This condition
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Table 1. Description of each video

No. | Videos | Description

1 Video 1| A robotic arm moves to the right side of the table. The robot
picks up the folded cloth and moves to the left side of the table.
The robot places the folded cloth on top of another cloth.

2 Video 2 | A robotic arm moves to the right side of the table. The robot
picks up the folded cloth. The cloth gets unfolded. The robot stops
and moves toward the human. The robot hands over the cloth to
fold it up.

3 Video 3 | A robotic arm moves to the right side of the table. The robot
picks up the folded cloth very slowly without unfolding it. The
robot carefully places the folded cloth on top of another cloth.

4 | Video 4 | A robot folds the cloth vertically and flats it. Then, it folds the
cloth horizontally from the left side and right side. Then, it picks
up the cloth and moves it to the other side of the room to put it
into another table.

is especially relevant in scenarios involving robot failures or changes in plan
of action. By focusing on the importance of explanations during these critical
moments, we aim to ascertain the impact of timely explanations on trans-
parency and overall human-robot interaction (see Fig. 2c).

— Alerted Comprehensive Explanation: The fifth condition also focuses
on the timing of the explanation. However, comprehensive explanations are
provided instead of focused explanations to alert the observer. This condition
aims to validate by giving details of the robot’s actions to understand the
change of plan (see Fig. 2d).

4.1 Evaluation

We used the HRIVST to test if a robot’s behavior is understandable to humans.
The HRIVST metric is a subjective measure to evaluate the legibility of a robot’s
behavior by assessing individuals’ capacity to discern goal-oriented actions [9)].
The methodology involves segmenting the videos into several distinct clips, each
corresponding to an action executed by the robot or the involved individuals
during the interaction. Participants are prompted to view these video clips and
arrange them in the order that reflects the chronological sequence of task actions.
Participants could repeatedly watch the clips, enabling them to grasp the action
sequence accurately and familiarize themselves with the task.

Participants were required to complete a brief questionnaire following each
video clip to indicate the robot’s intention, their expectation of the robot’s
actions, and their confidence level in attributing the robot’s intention (i.e.,
whether it was difficult or easy).

The cumulative HRIVST score is derived from two components: the outcome
of the logical sequence task, ranging from 0 to 6, and the responses provided
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(a) Focused (A: Picking the cloth, B: Plac- (b) Comprehensive (A: Picking the cloth
ing the cloth) from the right side, B: Placing the cloth
on the left side)

(c) Alerted Focused (A: , B: Placing the (d) Alerted Comprehensive (A: , B: Plac-
cloth) ing the cloth on the left side)

(e) No Explanation (A: , B:)

Fig. 2. Comparison of explanation in the five conditions for Video 2.

in the questionnaire, which also have a potential range of 0 to 2. These two
components constitute the total HRIVST score for each video, yielding a possible
score range of 0 to 8. The scoring mechanism for the logical sequence task is
designed as follows:

— Both the first and last video clips are each assigned 2 points.
— For the others, if a participant correctly orders them in the sequence, they
are awarded 2 points divided by the number of remaining clips.

For instance