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Preface

The 10th World Hydrogen Technology Convention (WHTC2023), organized by the
International Association for Hydrogen Energy, China Association for Science and
Technology and China Machinery Industry Federation was held in Foshan, Guangdong
Province, China, during 23–26 May 2023.

These proceedings highlight the latest advances in fundamental research, technolo-
gies and applications of hydrogen energy and fuel cells. In recent years, energy conver-
sion between electricity and hydrogen energy has attracted increasing attention as a way
to adjust the load of the grid. These conference records discuss and exchange cutting-
edge findings and technological developments in fields such as new proton exchange
membrane electrolysers, new electrode materials and catalysts, renewable energy, off-
grid/grid-connected water electrolysis for hydrogen production, key materials and com-
ponents of fuel cells, high-temperature solid oxide water electrolysis, energy storage
technologies and research, CO2 hydrogenation to methanol, nitrogen to ammonia and
other applications with industrial potential.

The main topics of the proceedings include but are not limited to:

(1) Policies and strategies for hydrogen energy and fuel cells;
(2) Advanced proton exchange membranes, electrodes and catalyst materials for water

electrolysis;
(3) Advanced hydrogen compression, storage, transportation and distribution technolo-

gies;
(4) Safety and related standards; and
(5) Manufacture and R&D of key materials and components of fuel cells and stack

systems.

Shijiazhuang, China
Beijing, China
Tianjin, China
Dalian, China
Kongens Lyngby, Denmark
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Numerical Research on the Impact of Sloshing
Frequencies of a Liquid Hydrogen Tank Under

Massive Heat Leakage Conditions

Shihao Li1, Ye Liu1, Wei Wei2, Yan Yan1, and Zhonghua Ni1(B)

1 School of Mechanical Engineering, Southeast University, Nanjing 211189, China
{shihaoli,nzh2003}@seu.edu.cn

2 Zhangjiagang Research Institute of Hydrogen Energy, Zhangjiagang 215600, China

Abstract. Hydrogen energy has great potential for wide utilization due to its
considerable mass and energy density. However, liquid hydrogen (LH2) tanks
are subject to sloshing due to repetitive acceleration and vibration, which can be
abstractly described by a sinusoidal oscillation. In this study, we investigate the
dual influence of sloshing and massive heat leakage on tank performance under
such dangerous situations.

Applying the multiple-layer isolation (MLI) method, the 40 ft ISO LH2 tank
we chose is assumed to be exposed in the atmosphere of 293K at 1 atm. The
content of the liner is liquid hydrogen of 20.3K with a 50% filling level. The
whole tank endures 115.431W heat leakage, and all physical features of hydrogen
are obtained from NIST.

Based on the k − ε model and an optimized Hertz-Knudsen equation, a well-
validated numerical model is developed to investigate the hydrodynamics and
thermodynamics performance of the tank. Five different types of longitudinal
sinusoidal oscillation are set and imposed on the Cartesian meshes successfully.
The heat leakage for all cases is set to 100 times the normal condition.

The results show that the pressure-increasing rate drops and then slightly
climbs up with the increase in frequency. In the stationary condition, the pressure-
rising rate is approximately 80.999 Pa/s, which in the case of 40% of natural
frequency are reduced to 14.89% respectively. In terms of temperature, the maxi-
mum increments in the gas phase are influenced by sloshing, as the case of 40%
of natural frequency reduces the increment of temperature in gas region. Besides,
in a vacuum loss emergency at 50% filling level, drivers have over 5000 s before
pressure hits the safety valve’s release threshold.

This investigation predicts LH2 evaporation in sloshing and insulation failure
tanks. It also provides advice for emergency assistance and road-driving strate-
gies as well as a reference for designing cryogenic fluid containers and release
equipment.

Keywords: Liquid Hydrogen · Sloshing · Heat Leakage · Evaporation
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1 Introduction

As a clean, efficient and renewable energy, liquid hydrogen (LH2) has a broad application
prospect in aerospace, transportation and other fields [1, 2]. However, its cryogenic
characteristics bring great challenges to its storage and transportation. How to ensure the
stability and safety of liquid hydrogen in the tank is an urgent problem to be solved. The
liquid hydrogen storage tankwill be subject to sloshing excitation of different frequencies
and amplitudes during transportation, resulting in severe fluctuations and mixing of
liquid hydrogen in the tank, which will affect its temperature, pressure, evaporation, and
other thermodynamic parameters. Besides, vacuum lost caused by accidents is one of
the common failure forms of cryogenic liquids tank. And massive heat leakage is the
significant phenomenon of the aftermath.

Therefore, the numerical simulation of the thermodynamic phenomena of a liquid
hydrogen tank under different sloshing frequencies and massive heat ingress is of great
significance for improving storage efficiency, and reducing evaporation loss as well as
potential secondary disasters.

2 Numerical Models

In this section, the majority models are the same with our previous work [3]. Due to
space limitations, the following only contents a brief introduction.

2.1 Calculation Models

The general governing equations are given as follows.
Continuity Equation

∂ρ
∂t + ∇ · (ρv) = Sm (1)

Momentum Equation

∂

∂t
(ρv) + ∇ · (ρvv) = −∇P + ∇ ·

{
(μ + μt)

[
∇v + (∇v)T

]}
+ ρg (2)

Energy Equation

∂
∂t (ρE) + ∇ · [

v(ρE + p)
] = ∇ · (K∇T ) + Sh (3)

where, ρ is the density, v is the mean velocity vector, Sm is the mass source term, P is the
pressure, μ is the dynamic molecular viscosity, μt is the eddy viscosity, g is the gravity
acceleration, E is the energy term, K is the thermal conductivity, and Sh is the energy
source term.

The k − ε model is selected as the turbulence model, as it has the characteristics of
good computational stability and high efficiency. The volume of fluid method (VOF) is
the common technique to capture the interface of liquid-gas two-phase flow, and it is
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used here. For phase change model, Clapeyron Equation and a modified Hertz-Knudsen
model are adopted and the latter is given by Eq. (4).

Sm = r (Psat−P)

Vcell
√
2πRv·Tint (4)

in which, Rv is the mean gas constant of the vapor, Tint is the liquid temperature at the
free surface, Vcell is the volume of the cell in the mesh, and r is the tuning coefficient of
phase change model. Recommended by M. Barkhudarov [4], r = 0.5 is selected in the
study.

2.2 Tank Model

Fig. 1. Structure and computational region of the tank

The LH2 container we selected is a 40-foot ISO tank. For simplification, the auxiliary
parts including pipes and valves are ignored. Besides, the half of the inner cylinder is
chosen as the computation domain as its symmetrical shape. Thus, its basic structures
and size are shown in Fig. 1.

Under the standard circumstance of 20 ambient temperature and a vacuum layer of
1e-3 Pa, our prior calculations indicate the heat leakage of 57.716W in the computational
domain. The initial liquid temperature is 20.36 K. The gas temperature varies between
20.369 K and 20.371 K, incrementing counter to gravity’s direction. The ullage’s initial
absolute pressure is set at 1 atm.

Certain physical property parameters, including mass, saturation temperature, and
saturation pressure, are derived from the REFPROP physical property query software.
The density of GH2 is determined by the ideal gas equation, given that it’s treated as
compressible flow.

2.3 Mesh and Model Validation

Uniformed Cartesian grids are applied as the mesh construction method. According
to our previous study, the mesh size of 30 mm performed best among five, as it well
balanced accuracy and time-efficiency.
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A self-pressurization experiment conducted by NASA [5] is chosen to validate the
model. The temperature simulation results align well with experimental data, as demon-
strated by three sensors recording temperature from various regions. Regarding pressure,
the calculation demonstrates over 90% accuracy, affirming the reliability of the model.

3 Results and Discussion

In the study, five massive heat-ingress cases with various frequencies are simulated. Key
parameters of those cases are listed in Table 1.

Table 1. Simulation cases and key parameters list.

Case Frequency (ωEX) Common conditions

1 0 Sinusoidal Excitation ax = 0.3sin(ωEX · t)
2 0.3 ω Natural Frequency ω 3.541 rad/s

3 0.4 ω Filling Rate 50%

4 0.45 ω Heat Leakage 100 × standard condition

5 0.5 ω Duration 5000 s

Fig. 2. Pressure variance. (a) variance with time; (b) variance at the final moment

Figure 2 (a) shows the ullage pressure variance with time. Starting from 1 atm, the
inconstant increase rates of the five cases contribute to the curvature shape of the pressure
variance lines. For most of the duration, the pressure of Case 2 is high than that of Case 4
within a rather close slot. But the latter takes the advantage at nearly the 4300th second.
Besides, all of the cases exceed 0.4 MPa at the final moment. And specifically, shown in
Fig. 2 (b), Case 1 reaches 0.506 MPa at the 5000th second, 14.89% higher than Case 3
whose pressure increases the least among them. The pressure of Case 4 is the highest of
0.600 MPa, while the ones of Case 2 and Case 5 are around 0.5 MPa, sharing relatively
limited pressure gap of 0.01 MPa.
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Fig. 3. Temperature variance.

Fig. 4. Liquid height variance. (a) 0.3 ω; (b) 0.4 ω; (c) 0.45 ω; (d) 0.5 ω.

Two probes, coordinated at (0, 0.6, 0.3) and (0, 0.6, -0.3), are set to record the
temperature in both gas and liquid region. The temperature variance can be illustrated
in Fig. 3. It can be seen that the temperature of liquid region increases linearly, while
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that of gas region can be divided into three parts. In the initial stage, increasing rates are
obviously greater than those in liquid bulk. Since then, they climb slowly, and finally
grow in the same rate of the liquid.

Figure 4 depicts the variance in liquid height between 500th and 600th second, as
recorded by a vertical probe line at coordinates (0, 0.6, z). The static case is not included.

It can be seen that the liquid sloshing period becomes longer, but amplitude becomes
intense as the frequency decreases. In Case 2, the amplitude of the liquid height is within
± 0.12 m, and the figure of Case 3 declines to ± 0.10 m. However, for Case 4 and Case
5, they drop significantly. Besides, the fluctuations of the liquid in those two cases are
too slight to be captured, as the amplitude of them are less than 0.06 m or even 0.03 m,
which is the size of the mesh.

4 Conclusion

In the current study, five cases of various longitudinal sloshing frequencies under 100
times of standard heat ingress in a liquid hydrogen tank are analyzed by numerical
simulation. Based on previous analysis, some conclusions can be drawn:

1. Compared to static case, a 40% of natural frequency sloshing can reduce no less than
14% in pressure rise rate.

2. Among five cases, Case 3 of 0.4 ω is the trade-off between eliminating the thermal
stratification phenomena of the tank, and conversion of the kinetic energy to heat.

3. Under 50% filling level conditions, in the event of a vacuum loss emergency, drivers
would have over 5000 s to operate before the pressure reaches the safety valve’s
release threshold.
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Abstract. Liquid hydrogen, as a kind of energy carrier with high energy den-
sity, has shown significant advantages in fields such as aerospace, shipping, and
large-scale hydrogen refueling stations. However, safety issues remain a key factor
restricting its widespread application, especially research on liquid hydrogen leak-
age. This review summarizes important experiments in the field of liquid hydrogen
leakage, then summarizes the main factors affecting liquid hydrogen leakage in
open environments, including leakage sources, ground conditions, wind condi-
tions, and atmospheric conditions, with the degree of influence decreasing in that
order. In addition, this article also summarizes the influencing factors of liquid
hydrogen leakage in restricted environments such as buildings, refueling stations.
The current research limitation is the limited diversity of liquid hydrogen leak-
age scenarios and a lack of standardized research for application scenarios, which
restricts in-depth and comprehensive quantitative analysis. The review concludes
with a summary of research on the prevention and safetymeasures of liquid hydro-
gen leakage and prospects for the application of more advanced technologies such
asAI and unmanned technology in the field of liquid hydrogen leakage prevention.

Keywords: Liquid Hydrogen · Hydrogen Safety · Hydrogen Leakage

1 Introduction

1.1 Development of Hydrogen Energy

Hydrogen energy, due to its wide availability, environmental friendliness, and high effi-
ciency, is considered the most promising energy source of the 21st century and a viable
alternative to fossil fuels [1]. Consequently, countries such as China, US, and EU nations
established goals and plans to develop hydrogen energy industries in order to reduce
carbon emissions and increase renewable energy shares [2].

As hydrogen energy research and application progresses worldwide, hydrogen stor-
age and transportation are becoming increasingly prominent issues. Currently, there are
three main methods of hydrogen storage and transportation: gaseous, liquid, and solid.
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Selecting the appropriate hydrogen storage method depends on factors such as applica-
tion scenarios, transportation mode, and storage lifespan [3]. Although liquid hydrogen
storage incurs energy losses, it offers economic advantages in large-scale supply and
medium-to-long distance transportation due to its high volumetric density, hydrogen
purity, and transport efficiency [4, 5]. A report by the California Air Resources Board
predicts that by 2025, hydrogen fuel stations will primarily be supplied with liquid
hydrogen [6]. According to Qin et al.’s model predictions, considering factors such as
construction and transportation costs, the unit investment for a liquid hydrogen station
is lower than that of a high-pressure gaseous hydrogen refueling station, and the unit
investment advantage becomes more apparent as the scale of construction increases [7].
In recent years, the application scenarios for liquid hydrogen have continued to expand.
Initially, it was only used on a small scale in the aerospace industry, but it has gradually
expanded to include refueling stations, large aircraft, liquid hydrogen drones, shipping,
and other fields [8–11]. With the increasing demand for clean energy, liquid hydrogen
is expected to play a more important role in the future.

1.2 Liquid Hydrogen Safety

The Fig. 1 shows the basic industrial supply chain of liquid hydrogen, which involves
production, liquefaction, transportation, storage, and utilization [12]. Hydrogen can be
obtained from fossil fuels and green renewable energy sources, and after liquefaction, it
is transported by trucks, ships, or trains, then re-gasified at storage sites and distributed
to small-scale refueling stations or consumers.

However, due to the highly flammable and explosive nature of hydrogen molecules
[13], liquid hydrogen leakage can lead to explosions. Furthermore, hydrogen can pene-
trate metal materials, causing material embrittlement and leading to storage equipment
rupture [14]. As the application of liquid hydrogen in various sectors, such as automotive,
energy, and industrial, becomes increasingly widespread, investigating the influencing
factors and protective measures of liquid hydrogen leakage is essential to improve its
safety and minimize the risk of accidents. A systematic understanding of the factors
involved in liquid hydrogen leakage in various scenarios can help identify potential
hazards and develop effective safety measures.

Fig. 1. Industrial chain of hydrogen industry.
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2 Influence Factors

2.1 Key Experiments

Due to the high cost of liquid hydrogen leakage testing, there are limited number of
groups did on-site liquid hydrogen leakage tests and experiments. In this paper, the
authors have compiled important liquid hydrogen leakage experiments.

Firstly, in 1983, the National Aeronautics and Space Administration (NASA) con-
ducted a large-scale liquid hydrogen leakage experiment in an open environment, sim-
ulating the scenario of a large-scale liquid hydrogen storage device rupture [15]. The
experimental results preliminarily indicated that a combustible gas cloud is generated
after liquid hydrogen leakage, and turbulent flow caused by heat and momentum is an
important factor influencing liquid hydrogen leakage. In 1994, the Federal Institute for
Materials Research and Testing (BAM) conducted an accidental low-temperature liq-
uid hydrogen leakage experiment in a residential area, studying the behavior of liquid
hydrogen leakage in residential areas [16]. In 2011, theUKHealth and Safety Laboratory
(HSL) simulated an experiment in which typical hose failure resulted in liquid hydrogen
leakage [17]. The experimental results showed that the release of liquid hydrogen in con-
tact with concrete surfaces could lead to liquid accumulation, and a flammable mixture
would be produced at least 9 m downwind of the release point. In 2014, HSL conducted
an experiment on passive ventilation of liquid hydrogen, in which passive ventilation
was applied to the hydrogen-rich space above the free surface area of approximately
40 m2 of liquid hydrogen using a chimney, proving that passive exhaust can maintain
the hydrogen concentration below the explosive limit [18]. The specific timeline is shown
in Fig. 2.

Fig. 2. Representative four on-site liquid hydrogen leakage experiments.
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Table 1. Relevant influence factors of liquid hydrogen leakage.

Influence factors Related works

Leakage source Liquid mass faction Liu [19]

Leakage mass Liu [19], Holborn [20]

Leakage speed Liu [19, 21], Holborn [20], Tang [22],
Schmidt [23]

Leakage height Tang [22], Wu [24], Chen [25]

Ground conditions Ground temperature NASA [15], Liu [21], Jin [26],
Statharas [27]

Ground materials Holborn [20]

Wind conditions Wind speed Holborn [20], Liu [21], Schmidt [23],
Jin [26], Shao [28]

Wind temperature Jin [26]

Atomospheric conditions Atmospheric pressure Shao [28]

Atmospheric temperature Shao [28]

Atmospheric humidity Giannissi [29], Liu [30]

Atmospheric composition Ichard [31]

2.2 Open Environment

In general, large-scale liquid hydrogen leaks in open environments can form a pool,
while small-scale leaks may immediately spray and evaporate [32]. Therefore, the study
of factors influencing liquid hydrogen leakage mainly focuses on the diffusion and
evaporation behavior of the liquid hydrogen pool [33, 34], as well as the diffusion
behavior of the resulting vapor cloud [35]. Based on literature review, the main external
influencing factors can be divided into four categories: leak source conditions, ground
conditions, external wind fields, and atmospheric conditions. Leak source conditions
include liquid mass fraction, spill rate, leak height, and release velocity. Ground con-
ditions include ground temperature and material, while external wind fields primarily
include the effects of wind speed and wind temperature. Atmospheric conditions mainly
include three factors: atmospheric pressure, environmental temperature, humidity, and
atmospheric composition. The relevant influencing factors are shown in Table 1.

In terms of leak source research, Liu et al. used Fluent to conduct simulation on
systematically compare the effects of liquid mass fraction, release velocity, and spill rate
on leaks, and found that the time variation of themaximumhydrogen concentration in the
flow field is most sensitive to liquid mass fraction, followed by spill rate, and lastly spill
volume [19, 21]. As the liquid mass fraction at the outlet increases, the cloud is diluted
to below the danger range more quickly. An increase in spill rate leads to an increase in
hydrogen concentration near the source, making it difficult to dilute, and the maximum
length of the flammable cloud is longer. An increase in spill volume leads to an increase
in the size of the danger zone and the length of the total danger time. Furthermore, P.G.
Holborn et al. used pool models of Gexcon FLACS, which is a commerical explosion
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consequence simulation software platform empowered by reactive flowmodels, to study
and confirm that increases in leakage rate and leakage volume both lead to an increase in
the size of the danger zone, and found that the leakage rate and duration (rather thanwind
speed) are the main factors determining the size of the flammable cloud [20, 33]. Tang
et al. [22] developed a mixed flow model of pipeline leakage based on HSL experiments
to study the effects of explosions and low-temperature damage ranges at different flow
rates on the surrounding environment in open environments, finding that the higher the
flow rate, the farther the flammable and cold-effect clouds move downwind, the larger
the cloud surface area, and the greater the danger. They also studied the heat transfer and
diffusion behavior of the cloud under different leakage heights, finding that the closer to
the ground, the greater the range of liquid hydrogen diffusion, and the larger the danger
zone, a conclusion also confirmed in the studies of Wu et al. and Chen et al. [24, 25].

Then we come to the previous researches on ground conditions. NASA liquid hydro-
gen leakage experiments [15] and Statharas [27] based on BAM leakage experiments
have both confirmed that ground thermal is one of the important factors affecting liquid
hydrogen leakage, with higher than 97% of the heat for evaporation coming from the
ground. Tao et al. further explored the effects of different ground temperatures on liquid
hydrogen diffusion, finding that as ground temperature increases, the diffusion range
and duration of liquid and gaseous hydrogen decrease [26]. However, in Liu’s research,
the conclusion is significantly different. it was found that ground temperature has little
effect on the stable size of the flammable gas cloud, and this may need further confirma-
tion of its impact [21]. Holborn, P. G. et al. compared the effects of different pool model
ground types (wet coarse sand, concrete, and insulation) on liquid hydrogen leakage and
found that materials with higher thermal conductivity (such as wet sand) accelerate the
gasification of the liquid pool, making the leakage near the source denser (higher mass
fraction of hydrogen), resulting gas cloud larger, Nevertheless, the existing time of gas
cloud is shorter [20].

In terms of external wind conditions, the main focus has been on wind speed [20, 21,
23, 26, 28], and research results have shown that thewindfieldmainly affects the behavior
of the gas cloud after liquid hydrogen leakage. An increase in wind speed reduces the
height of the downwind flammable cloud layer and to some extent accelerates cloud
dilution, but the downwind distance also increases. Therefore, how to use wind speed as
a factor to improve the safety of liquid hydrogen applications requires specific analysis
of individual scenarios. Furthermore, Tao et al. used Computational Fluid Dynamics
(CFD) models to study the effects of wind temperature on liquid hydrogen leakage and
found that an increase in wind temperature impedes the diffusion of hydrogen in the
air, which may be related to an increase in atmospheric pressure and air viscosity [26].
In addition, the authors of this review believe that, turbulence conditions (turbulence
intensity, integral length, etc.) may also have an effect on hydrogen diffusion. Flame
propagating characteristics in turbulent airflow may change.

In atmospheric condition research, Shao et al. conducted a comprehensive study,
finding that an increase in atmospheric temperature hinders the dispersion of flammable
clouds, while an increase in atmospheric pressure inhibits the diffusion of gas clouds
[28]. Giannissi et al. and Liu et al. used CFD simulations, respectively, to focus on the
effects of humidity on liquid hydrogen leakage [29, 30], coming to the conclusion that
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due to the heat released by water phase changes, the buoyancy of the gas cloud rises,
making it easier for the hydrogen cloud to spread. Ichard usedCFDmodels to simulate the
evaporation and diffusion of liquid hydrogen on the ground, mainly studying the effects
of oxygen and nitrogen in the air, and found that the condensation of air components
releases heat, increasing gas cloud buoyancy [31].

In summary, the four main influencing factors on liquid hydrogen leakage, in order
of decreasing impact, are listed as: leak source, ground conditions, wind conditions, and
atmospheric conditions. Among them, the three most important factors that affect the
danger level of liquid hydrogen leakage are the leak source itself, followed by geother-
mal, and then wind speed. The specific influence factors and the danger level of liquid
hydrogen leakage show a positive or negative correlation, as shown in Fig. 3, for a more
intuitive display.

Fig. 3. The influence of various factors on the hazards of leakage in an open environment. Blue
labels indicate that an increase in the value of this factor is beneficial for mitigating the harm
(positive for hazards controlling), red ones are the opposite, and yellowones indicate that this factor
is not quantifiable. The brightness of labels represents the degree of influence (i.e. importance of
specific factor).

2.3 Specific Scenarios

In addition to studying the factors affecting liquid hydrogen leakage in open environ-
ments, further works are needed to investigate the main factors affecting liquid hydrogen
leakage in specific confined spaces based on actual application scenarios.
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Schmidt et al. simulated large-scale liquid hydrogen leakage with Fluent in the
presence of buildings and found that the concentration field was affected when the
hydrogen cloud approached the wall, hindering the dispersion of the cloud and leading
to the expansion of explosive mixtures [23]. Statharas et al. also confirmed that the
presence of buildings makes the diffusion of liquid hydrogen leakage more complex due
to the shielding effect of the buildings and the formation of complex wind conditions
[27]. Tang et al. used Fluent simulation to study the leakage of liquid hydrogen in garages
and tunnels [36]. In garages, the released gas cloud moved upward due to the blockage
of the preceding car during the release period, and then spread in all directions along
the top wall. Meanwhile, the obstruction of cars and limited exhaust ports hindered the
dispersion of the hydrogen cloud, extending the danger time. In tunnels, the structure of
the tunnel led to the longest horizontal ignition and explosion distance. Then it can be
concluded that the presence of obstacles such as buildings, garages, and tunnels affects
the behavior of liquid hydrogen leakage, mainly because the obstacles prevent or restrict
the dispersion of the gas cloud, and the formation of more complex wind fields.

Wu and Chen et al. have studied the leakage of liquid hydrogen stored in high-
pressure containers [24, 25]. In addition to the container structure having a significant
impact, an increase in leakagepressure and a shorter distance from the leakagepoint to the
ground lead to an increase in the range of low-temperature hazard zones and combustible
zones of hydrogen gas. Meanwhile, blowing upward will be very beneficial to reducing
the level of hydrogen danger. Kim et al. [37] conducted a more comprehensive study on
tank leakage and found that the larger the leakage, the larger the risk range.

Feng et al. studied the leakage of high-pressure gaseous hydrogen on ships [38],
while Hansen et al. studied the use of liquid hydrogen on large ships, finding that the
design of the storage location and ship speed can affect liquid hydrogen leakage [39].

Based on the relevant researches, the obstacles in different scenarios are summarized
in Table 2.

Table 2. The impact of specific factors on liquid hydrogen leakage in different scenarios.

Scenarios Specific influence factors

Building scenarios like hydrogen refueling
stations, garages, tunnels, warehouses, etc

Obstruction of gas cloud flow (spatially)

Complex wind conditions caused by the
presence of buildings

Liquid hydrogen tanks Storage pressure of liquid hydrogen

Leakage location (especially leakage height)

Transportation facilities like transport vessels
and trains

The special structural design required by
transportation facilities and environment

Nevertheless, the present research displays several inadequacies, particularly in terms
of the relatively limited research on liquid hydrogen in different scenarios and the lack of
diversity in research scenarios. Additionally, there is a dearth of standardized scenarios
for conducting in-depth and comprehensive research on application scenarios, and the
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impact of liquid hydrogen leakage in scenarios has yet to be quantified. Moreover, the
majority of research focuses on individual factors, rather than exploring the correlation
between them.Thus, further investigation is required to explore the relationships between
scenarios and factors in-depth.

Concurrently, research on gaseous hydrogen leakage has already achieved significant
depth, and insights from this research can partially inform the study of liquid hydrogen
leakage. The two fields of research should be better integrated to reduce duplication of
effort and maximize research efficiency. This will contribute to the provision of more
robust technical support for the safe application of liquid hydrogen.

3 Safety Measures

3.1 Simulation on Measures

Research on the prevention and control of liquid hydrogen leakage can bemainly divided
into two categories: safety measures based on liquid hydrogen leakage modeling and
safety measures based on risk analysis. Furthermore, prevention and control measures
can bemainly divided into identification and prevention before the occurrence of hazards
and reduction and handling after their occurrence. The previous section provided ideas
for safety measures by summarizing the influencing factors of liquid hydrogen leakage
in open and confined environments.

Regarding identification and prevention before the occurrence of hazards, designing
a hydrogen detection system for refueling stations is one of the commonly used methods
[40, 41]. Determining the safety distance between facilities is another major protective
measure [42–44]. To determine the safety distance in specific scenarios, Liu et al. used
CFD to study the correlation between safety distance, wind speed, and leakage in open
environments [45]. In addition, reasonable heating of the ground or the selection of
different ground materials can improve the diffusion and evaporation of liquid hydrogen
after a hazard occurs [27]. Setting up obstacles (guardrails and embankments) can help
reduce the diffusion of liquid hydrogen leakage [46, 47]. Regarding handling after the
occurrence of hazards, Proper utilization of wind conditions can dilute the hydrogen gas,
and blowing wind upwards can decrease its concentration [24]. In enclosed scenarios
such as garages, passive ventilation can maintain the hydrogen concentration below the
explosion limit [18]. Additionally, Matsuura et al. discussed the influence of various roof
ventilation positions, leak positions, leak volume flow rate, and exhaust volume flow rate
on forced ventilation for hydrogen leakage and determined appropriate roof ventilation
positions [48].

The above researches provide theoretical basis and application analysis for the pre-
ventionof liquid hydrogen accidents in various scenarios.With potential industrialization
in the future, more prediction and protection methods would be proposed and validated
from production.

3.2 Risk Assessment on Measures

In addition to using model simulation to verify and evaluate related safety measures,
risk analysis can also be used to obtain prevention and control measures for liquid



Review of Liquid Hydrogen Leakage: Factors and Safety Measures 15

Table 3. The main safety measures for liquid hydrogen refueling stations.

Location Safety measures

General Policies concerning materials used (corrosion, hydrogen
embrittlement, low temperature embrittlement)

Installation of a fire protection wall along station boundaries

Laying pipes in trenches

Liquid hydrogen equipment to be installed on a common
foundation

Liquid hydrogen tanks Design of quakeproof storage tanks

Monitoring pressure of the thermally insulated vacuum layer in
storage tanks

Dispensers Installation of a collision guard

Installation of a break-away device under development

Vent lines Installation of a heater and orifice in the secondary covers of
the valves and manual line valves

Connection of the purge valve to the vent line

hydrogen leakage [49, 50]. Kikukawa et al. conducted a systematic risk assessment
of liquid hydrogen refueling stations [51], proposing a series of safety measures and
clarifying the need for safety distances, safe handling of low-temperature liquids, design
requirements for liquid hydrogen tanks, and so on, to ensure the high safety of liquid
hydrogen refueling stations. Sixty-seven safety measures are required to ensure the high
safety of liquid hydrogen refueling stations, with the main safety measures of four
locations listed in Table 3.

3.3 New Technologies

The development of artificial intelligence and unmanned technology has provided more
options for preventing liquid hydrogen leakage. Xiao et al. established a model using an
artificial neural network to predict the distance of flammable clouds released by liquid
hydrogen, enabling quick identification of risk areas [52]. The combination of unmanned
vehicles and drones equipped with hydrogen sensors can safely and efficiently conduct
regular inspections and detect the dangers of liquid hydrogen leakage. Additionally, the
combination of unmanned vehicle monitoring technology and robotic arms offers amore
reliable and secure approach for reducing and managing accidents [53]. Additionally,
the authors think that some industrial technologies like predictive maintenance (PdM)
and digital twin (DT) may be applied to empower the monitoring.
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4 Summary and Outlook

As an efficient and clean energy source, liquid hydrogen faces safety challenges that
hinder its widespread application. This article introduces and explores the develop-
ment prospects of liquid hydrogen, factors that influence its leakage in open and closed
environments, safety measures and standards against liquid hydrogen leakage. Future
research needs to strengthen the study of diverse scenarios and the relationships between
various influencing factors.Moreover, it is necessary to establish comprehensive and sys-
tematic models to quantify the hazards and further investigate protective measures with
more model data.

New technologies, such as artificial intelligence (AI) tools, can assist in real-time
monitoring of liquid hydrogen leakage. Intelligent systems can predict the likelihood and
severity of leaks and develop corresponding response strategies. Unmanned vehicles and
drones provide safer andmore efficient solutions for hydrogen storage and transportation
companies. Future research should continue to explore and enhance the safety of liquid
hydrogen, which will contribute to the wider adoption and application of this clean
energy source.
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Abstract. Hydrogen storage alloys can be poisoned by impurity gases such as
H2O, O2, N2, CO, etc., and be fine-powdered by hydride formation. In order
to improve the durability of hydrogen storage alloys against surface poisoning
by impurity gases and fine-powdering during hydriding process, effectiveness of
SiO2-coating layer prepared by fumed silica method was examined for La-Ni
based alloy particles as a model system. It was found that, the La-Ni alloy parti-
cles were embedded in a porous SiO2 matrix. SiO2-coating effectively improved
the durability of La-Ni alloy surface to impurity gases containing oxygen and
nitrogen atoms. The anti-poisoning mechanism of the SiO2-coating was investi-
gated. It was found that, the cubic structured phase regions with short-range order
arrangement of atoms were formed in the amorphous SiO2-coating layer dur-
ing the heat treatment process, which were the hydrogen permeation regions with,
effectively restricting the passage of larger molecules of oxygen and other harmful
impurities. Therefore, the SiO2-coating provided protection to the metal hydride
particles from these impurities. Furthermore, the porous SiO2 matrix embedded
La-Ni alloy particles were fracture resistant and could withstand more than 1000
hydrogen absorption/desorption cycles without generating fines.

Keywords: SiO2-coating · La-Ni alloy · Mechanism · Poisoning resistance ·
Fine-powdering resistance

1 Introduction

La-Ni based hydrogen storage alloys have the advantages of easy activation, fast hydro-
gen absorption and release speed, stable cycle performance, strong helium fixation abil-
ity, certain anti-poisoning and antioxidation abilities, and hydrogen storage and release
at room temperature. It can be used for hydrogen storage, transport, nickel-metal hydride
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battery anodematerials, high-purity hydrogen preparation, storage of hydrogen isotopes,
etc. [1]. However, some impurity gases in hydrogen (O2, H2O, N2, CO, etc.) will passi-
vate the surface of the alloy, affect the hydrogen absorption rate and hydrogen absorption
capacity of the alloy, and cause the deterioration of the hydrogen storage performance
of the alloy [2, 3].The residual thermal stress during the heat treatment of the alloy itself
and the volume expansion strain during the hydrogen absorption process together lead to
the pulverization of the alloy during the hydrogen absorption and desorption process [4],
and the more severe the volume change during the hydrogen absorption and desorption
process, the alloy pulverization faster.

In recent years, domestic and foreign researchers have improved the hydrogen
absorption kinetics of materials by surface modification without changing the basic
hydrogen storage properties of materials (such as phase structure, hydrogen absorp-
tion, plateau pressure, etc.). Cycle stability, anti-poisoning and antichalking properties
[5] have attracted much attention in industry. Wang et al. [6, 7] proposed a method of
alloy surface fluorination and used a fluoride ion solution to impregnate LaNi4.7Al0.3
on the surface to improve the alloy’s anti-poisoning performance. Guo et al. [8] stud-
ied the plating of Pb film on the surface of ZrCo alloy, which significantly improved
the anti-toxicity performance of the alloy. Ren [9] studied Cu plating on the surface of
AB5 alloy, which significantly improved the alloy’s anti-poisoning performance. Heung
et al. [10] used the sol-gel method to coat LaNi4.25Al0.75 alloy with SiO2, which greatly
enhanced the powdering resistance of hydrogen storage alloys. Cheng et al. [11] used the
fumed silica method to coat LaNi4.25Al0.75 alloy with SiO2 and systematically studied
the activation process, P-C-T curve, hydrogen absorption kinetics and anti-pulverization
of LaNi4.25Al0.75/SiO2 composite materials. Compared with the alloy before coating,
the anti-poisoning and anti-pulverization performance of the composite materials is
significantly improved.

In this work, a LaNi3.7Al0.75Mn0.55 alloy was modified by the SiO2 surface coating
method, and the P-C-T curves of La-Ni/SiO2 composite materials in high-purity hydro-
gen was studied systematically with different heat treatment temperatures and times.
Hydrogen absorption kinetics and anti-poisoning and antipulverization properties in
standard hydrogen containing N2, O2, etc.

2 Experiment

2.1 Sample Preparation

The LaNi3.7Al0.75Mn0.55 alloy was studied as the base alloy. The hydrogen absorption
capacity of this alloy is 1.08 wt% at 20 °C, and the hydrogen absorption equilibrium
pressure is 39 Pa [12]. The alloy was crushed mechanically into 500 mesh powder s to
be the base sample coated by SiO2 in this experiment.

The La-Ni/SiO2 composite was prepared by the fumed silica method. Under high-
speed stirring, fumed silic was slowly added to the water. When the fumed silic was fully
dispersed in the water to form SiO2 sol, the 500 mesh alloy powders were slowly added
into the sol. The mass ratio of H2O:SiO2:alloy was 10:2:3. The gel was extruded into a
rod-shaped sample with a diameter of approximately 2 mm by extrusion molding. And
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then the rod-shaped sample was dried in atomasphere. The rod-shaped sample was heat
treated at 200 °Cfor 2 h to form the La-Ni/SiO2 composite.

Figure 1(a) is a photograph of a sample of La-Ni/SiO2 composite materials.
Figure 1(b) shows a cross-sectional scanning electron micrograph (SEM) of the
composite materials.

Fig. 1. La-Ni-Al-Mn/SiO2 composite materials picture (a) Macro photo and (b) sectional
scanning electron microscope picture

2.2 Structure Characterization

The surface morphology and grain size of the La-Ni/SiO2 composite materials were
characterized and analysed by a JEOL JEOL thermal field emission scanning electron
microscope JSM-7900F. An FEI-Tecnai-G2-F20 high-resolution field emission trans-
mission electron microscope produced by FEI Company of the United States was used
to characterize and analyse the surface morphology and grain size of the FIB cut samples
of the composite materials.

2.3 Sample Test Conditions

The kinetic curves of hydrogen absorption and the anti-poisoning performance for the
La-Ni/SiO2 composite were measured using a Sieverts-type hydrogenator. About 2 g
of composite was loaded into the sample holder of the apparatus. The sample holder
was vacuumized for 1 h at 200 °C, and then cooled down to room temperature. Then,
the absorption kinetics were measured under the condition of room temperature and
0.1MPa. The experimental gases included high-purity hydrogen (H2 ≥ 99.999%) and
standard gas containing different component impurity gases, such as O2, N2, etc.

3 Results and Discussion

3.1 Poisoning Resistance Performance of La-Ni/SiO2 Composite

The anti-poisoning performance of La-Ni/SiO2 composite was investigated in different
standard gases. Figure 2 showed the hydrogen absorption kinectic curves of LaNi alloy
and La-Ni/SiO2 composite in standard gas (0.2 vol.%O2 + 0.8 vol.%N2 + 99 vol.%H2).
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As shown in Fig. 2, La-Ni alloy didn’t absorb hydrogen entirely, meaning that the alloy
was poisoned by the imputy gases seriously. The La-Ni/SiO2 composite sample could
absorb hydrogen fastly after an incubation period for about 120 min. Although the max-
imum hydrogen capacity of the composite in standard gas was reduced to 1.03wt% from
1.16wt% in purity hydrogen, it still exhibited excellent anti poisoning ability compared
with the non-modified alloy.
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Fig. 2. Hydrogen absorption kinectic curves of LaNi alloy and La-Ni/SiO2 composite.

Figure 3 exhibits the hydrogen absorption curves of La-Ni/SiO2 composite in hydro-
gen with different nitrogen contens of 5%, 10%, 15% and 20%. It is shown in Fig. 3,
La-Ni/SiO2 composites could absorb hydrogen in standard gases contained nitrogen.
Furthermore, there was no decreasement in the hydrogen absorb capacity and kenetics
with the hydrogen absorption cycles after first activation cycle indicating that the La-
Ni/SiO2 composite showed a good cycling performance even in standard gas with high
nitrogen content as shown in Fig. 5. However, Form Figs. 4 and 5, it can be seen that
the durability of La-Ni/SiO2 composite against nitrogen appeared decreasing tendency
with the increasing of nitrogen contents in hydrogen significantly.

To investigate the poisoning resistance mechanism of the La-Ni/SiO2 composite, the
micro morphology of the sample was analysed by transmission electron microscopy.
As shown in Fig. 6, the SiO2 cubic structured phase regions with short-range order
arrangement of atoms were formed in the amorphous SiO2-coating layer during the
heat treatment process, which were the hydrogen permeation regions with, effectively
restrcting the passage of larger molecules of oxygen and other harmful impurities. It
is noteworthy that the phenomenon of short range ordered arrangement of SiO2 atoms
didn’t occur in the sample without heat treatment (Fig. 7).

In order to evaluate the performace stability of La-Ni/SiO2 composite in application
conditions. The composite was tested for 1000 hydrogen absorption and desorption
cycles in hydrogen gas with 15% nitrogen. From Fig. 8, it can be found that there was
no marked difference in the hydrogen absorption curves after first activation cycle. The
hydrogen absorption capacitywas basicallymaintained at around 0.76wt%. Based on the
above phenomena, it can be concluded that La-Ni/SiO2 composite exhibited excellent
resistance to poisoning and cycle life.
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Fig. 3. Hydrogen absorption curves of La-Ni/SiO2 composite in different standard gases. (a)
5%N2 + 95H2, (b) 10%N2 + 90%H2, (c) 15%N2 + 85H2 and (d) 20%N2 + 80H2.
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Fig. 4. Hydrogen absorption curves of La-Ni/SiO2 composites in different standard gases. (a)
cycle 1 and (b) cycle 50.

3.2 Fine-Powdering Resistance Performance of La-Ni/SiO2 Composite

La-Ni/SiO2 composite was prepared into rod-shaped sample and its anti-pulverization
performance was evaluated by the morphology changes of the sample after multiple
cycles. The morphologies of the composite after certain number of cycles are displayed
in Fig. 9. There was no sign of any powder detachment from the matrix after 1000 cycles
of hydrogen absorption and desorption, indicating that the material has good resistance
to pulverization. There is a strong interaction force between SiO2 in the composite
matrix. In addition, some interspaces were left in the composite due to the evaporation
ofwater during the drying process before heat treatment. Although the La-Ni alloywould
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Fig. 5. Hydrogen absorb capacities of La-Ni/SiO2 composites with hydrogen absorption cycles
in different standard gases.

Fig. 6. TEM image of La-Ni/SiO2 composite.

Fig.7. TEM image of La-Ni/SiO2 sample without heat treatment.

expand after hydrogen absorption, the vacancies in the composite could also withstand
the expansion of the alloy. In addition, the high-strength SiO2 coated on the surface of
the alloy powder can also control the alloy within its formed spatial structure.
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Fig. 8. Hydrogen absorption properties of La-Ni/SiO2 composites with hydrogen absorption
cycles in standard gas. (a) hydrogen absorption curves and (b) hydrogen capacities.

Fig. 9. Morphologies of La-Ni/SiO2 composite after certain number of cycles
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4 Conclusions

La-Ni alloy powders could be embedded in a matrix of porous silica via a fumed silica
method. After heat treatmenting at 200 °C for 2 h, a short range ordered cubic structural
distribution appeared in the amorphous SiO2 coating layer, which permeated hydrogen
molecules to penetrate and restrict the passage of larger molecules of oxygen and other
harmful impurities. Furthermore, the granules of this silica embedded metal hydride
were fracture resistant and could withstand many absorption/desorption cycles without
generating fines. As a result, the La-Ni/SiO2 composite demonstrated good poisoning,
fine-powdering resistance and cyclic stability. After 1000 cycles of hydrogen absorption
and desorption, the composite still maintained its original hydrogen storage performance
and the matrix had no pulverization phenomenon.
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Abstract. Combined heat and power (CHP) system based on proton exchange
membrane fuel cells (PEMFC) can improve the overall efficiency by recycling
the heat generated within the electrochemical reaction process of H2, which is a
potential, environmentally friendly and efficient co-production mode. Due to the
soft output characteristics of fuel cells, it is always equipped with auxiliary power
equipment as a hybrid energy system. A number of studies have been carried out
on the energy and efficiency analysis of CHP. However, few people pay attention
to the energy distribution strategy and its effect on hydrogen consumption in real
application scenarios. In this work, a 10kW PEMFC CHP system and the corre-
sponding simulation model were built based on the energy demands of a family,
and the model was verified by the measured data. Under the electric-following
operation mode in the off-grid scenario, the minimum equivalent H2 consump-
tion were optimized by the follow strategy, compound fuzzy logic control strategy
(Compound-FLC), genetic algorithm optimized FLC (GA-FLC) and energy strat-
egy based on Pontriagin’s minimum principle (PMP). The results show that the
equivalent H2 consumption of CHP has been significantly improved by GA-FLC,
and the state of charge (SOC) of the battery are relatively stable. PMP strategy can
further reduce the equivalent H2 consumption and the operating cost by 4.22%
and 4.17%, respectively, comparedwith the follow strategy. The strategy proposed
in this paper can effectively improve the economy of PEMFC-CHP system.

Keywords: PEMFC · Combined Heat and Power System · Energy Distribution
Strategy · Equivalent H2 Consumption

1 Introduction

The PEMFC combined heat and power system (PEMFC-CHP) has emerged as a promis-
ing, environmentally friendly, and highly efficient co-generationmethod with significant
research significance and economic value due to its energy efficiency exceeding 80%.
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In recent years, PEMFC-CHP systems have been widely demonstrated in both civil
and commercial fields [1, 2]. Literature [3–5] has studied the application of CHP sys-
tems with power grades ranging from 1 to 10 kW in residential settings. Herrmann
et al. [6] conducted a theoretical analysis on the electrical efficiency and total efficiency
of residential co-generation systems based on low-temperature PEMFCs, which were
found to be approximately 50% and 95%, respectively. Literature [7, 8] investigated
the economy and evaluation methods of large-scale PEMFC-CHP systems in industrial
and commercial buildings, such as data centers. Depending on energy load demand,
CHP operation can be categorized into electric-leading strategy, thermal-leading strat-
egy, or combined strategy that focuses on comprehensive efficiency or economy [9].
However, relevant studies show that when a single strategy dominated by electrical or
thermal is adopted, another kind of energy will be wasted [10]. In light of this limita-
tion, scholars have progressively integrated FC-CHP systems with other equipment to
create hybrid energy systems. Driven by the pursuit of low-carbon development, CHP
systems are increasingly incorporating renewable energy sources and energy conversion
technologies such as photovoltaic power generation (PV) [11], wind power generation
(WP), heat pumps (HP) [12], thermoelectric conversion devices (TEG) [13] and so on.
This approach significantly enhances energy efficiency and effectively mitigates carbon
emissions.

Due to the soft output characteristics of fuel cells and slowdynamic response process,
fuel cells are unable to meet the power demands during start/stop and rapid load changes
[14]. Additionally, frequent load change can impact the service life of fuel cells directly
[15]. Therefore, a PEMFC-CHP system must be equipped with corresponding auxiliary
power equipment such as lithium-ion batteries (LIB) or supercapacitors. To fully leverage
the benefits of fuel cells and energy storage devices in a hybrid energy system, it is
essential to implement effective energy management strategies (EMS) that ensure each
device operates within its designated range and optimally distribute energy instructions
among various sources to achieve maximum efficiency and other objectives [16], while
also considering the impact of EMS on the lifecycle of the hybrid power system [17].

The EMS of mixed energy system can be categorized into rule-based and
optimization-based EMS. Rule-based strategies, such as frequency separation method
(FSM) [18], switching [19, 20], fuzzy logic control (FLC) [11, 21, 22], rely primar-
ily on simple rules derived from optimization methods or engineering experience and
are easily implemented in practical applications. The FSM effectively eliminates high
frequency variable conditions that result in frequent load fluctuations of the fuel cell,
thereby restricting operating conditions to prolong its lifespan [18]. Sheng et al. [19]
have developed a rule-based EMS for a hybrid power system comprising PEMFC and
lithium-ion battery, with inputs including water content, SOC and power demand of
the PEMFC. Water content is used as an indicator of fuel cell health while catalyst
aggregation serves as an indicator of fuel cell decay. FLC is distinguished by its ease
of use, insensitivity to system models, strong robustness, adaptability to dynamic pro-
cesses, and ability to solve complex nonlinear time-varying problems [22]. However,
rule-based control strategies have two significant limitations: they require expertise in
designing rules and are insufficient for addressing critical business objectives such as
fuel economy, health degradation, and storage constraints [23]. Therefore, rule-based
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control strategies embedded with optimization methods have been extensively studied.
Yuan et al. [21] employed genetic algorithm (GA) to optimize and adjust control vari-
ables in rule-based EMS, with battery charging time as a single objective. In terms
of fuel economy, battery charging time, fuel cell efficiency, and system durability, the
proposed strategy performs more closely to ideal performance than conventional rule-
based EMS, FLC, and Dynamic programming algorithm (DP). Fu et al. [22] proposed a
frequency decoupling optimization strategy for FLC for FC/LIB/supercapacitor hybrid
system with the goal of minimizing the H2 consumption and power fluctuations of fuel
cells. They also adopted GA to optimize the fuzzy controller, effectively lowering the
H2 consumption and power fluctuations.

Dynamic programming (DP) is considered to be the most ideal optimization algo-
rithm for steady-state process of mixed energy systems. The state variable is divided
into N nodes by DP according to a specific step size within the range of maximum and
minimum values. To choose the node with the smallest optimization goal function, each
node recursively reaches the cycle’s end after saving the optimal trajectory to itself. The
trajectory data that nodes save can be used to determine the overall best strategy. Because
it ensures optimality, it has been widely employed in EMS design in both academia and
industry. The enhancement of DP and various optimization techniques in fuel cell hybrid
energy systems was compared in the literature [24, 25]. However, because DP uses an
off-line global optimization approach, it necessitates knowledge of the driving conditions
in advance, and the cost of calculation rises exponentially as the number of variables
or dimensions increases [16]. In order to find approximate global optimal solutions, a
number of instantaneous optimization techniques have been presented. These techniques
include equivalent consumption minimization (ECMS), Pontryagin minimum principle
(PMP), and model predictive control (MPC). These algorithms have the benefits of a
straightforward optimization framework, minimal computational cost, and online imple-
mentation [18]. Ettihir et al. [26] investigated an EMS based on adaptive PMP that took
into account the change in maximum power and efficiency with FC attenuation and inte-
grated it with the adaptive recursive least squares algorithm to obtain the best operating
parameters for PEMFC in real-time operation. By comparing the EMS simulation of
the PI control strategy based on PMP and FLC under 6 operating circumstances, Odeim
et al. [27] found that the PI based on PMP had lower equivalent H2 consumption and
less loss to lithium batteries.

In conclusion, rule-based compound FLC with optimization algorithm and minimal
principle is more likely to achieve online optimization of CHP systems. This paper takes
the 10 kWCHP system in the residential scene as the object, and studies its power follow
strategy in off-grid operation. Firstly, a 10 kW PEMFC-CHP system and the simulation
model were constructed. Themeasured data was then used to confirm themodel. Finally,
under the simulated household energy demand in Shanghai, China, the follow strategy,
the compound FLC, the fuzzy control strategy optimized by GA (GA-FLC) and PMP
strategy were compared with a focus on the minimum H2 consumption.
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2 System Model

2.1 System Description

The architecture of a typical CHP system typically consists of the following modules:
external high pressure H2 supply module, H2 supply module, air supply module, fuel
cell stack module, cooling module, auxiliary power supply module, power conversion
system, and heat recovery module. The schematic diagram is depicted in Fig. 1(a), and
the system design approach is referenced in the literature [28].

Figure 1(b) displays the experimentally determined CHP system performance. With
the increase of current density, the net output power Pstack is rising from 1.67 kW to
12.2 kW, and the electric efficiency ηelec steadily falls from 51.7% to 37.8%, thermal
efficiency ηthermal increases from 12.7% to 50.1%. When Pstack exceeds 4.7 kW, the
overall efficiency ηtotal exceeds 80%, and it reaches a maximum of 91.2%when Pelec_net
is greater than 10 kW.

Fig. 1. PEMFC-CHP system: (a) schematic diagram, (b) experimental data

2.2 Mathematical Model

In this part, mathematical representations of PEMFC voltage, stack temperature, LIB,
plate heat exchanger, and insulated water tank are introduced. For more detailed
introduction, please refer to our previous study [29].

The output voltage of the stack is expressed as:

Pstack = NcellVcell Icell (1)

where, Ncell is the number of cells in the stack, Icell is the working current, and Vcell is
the output voltage of single cell. The output voltage of single cell can be expressed as:

Vcell = Enernst − ηact − ηohm − ηcon (2)

where,Enernst is the open-circuit voltage of the fuel cell. ηact is the activation overvoltage;
ηohm is ohm overvoltage; ηcon is the concentration overvoltage.
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The thermal generation of the stack is:

Pthermal = Ncell Icell
(
Eequ − Vcell

)
(3)

where, Eequ refers to the thermal balance potential (low calorific value).
The heat produced by the stack is exchanged by the coolant. Through a heat

exchanger, tap water absorbs heat from the coolant to be reused. In this process, the
coolant loss thermal power Q̇cool and tap water absorption of thermal power Q̇cool :

{
Q̇cool = ṁcoolCcool(T1 − T2)
Q̇water = ṁwaterCwater(t1 − t2)

(4)

where, the ṁcool , ṁwater refers to the mass flow of coolant and tap water, kg/s. Ccool ,
Cwater represents the specific heat capacity of coolant and tap water, J/(kg ·◦ C); T1, t1
respectively indicate the inlet temperature of coolant and tap water,°C; T2,t2 indicate the
outlet temperature of coolant and tap water,°C.

The function of the insulation water tank is to store the tap water heated by the
heat exchanger. According to the law of energy conservation, the temperature change of
stored water can be expressed as:

mhtcp_h
dTht
dt = Q̇recovery − Q̇demand (5)

where, mht is the mass of hot water, kg; Cp_h is the specific heat capacity of hot water,
J/(kg ·◦ C); Tht is the hot water temperature within the tank, K .

The commonly used LIBmodels include equivalent circuit model, data-basedmodel,
mechanism model, electrochemical model, etc. The equivalent circuit model is the most
widely used, and Rint equivalent circuit model is used in this paper. According to
Kirchhoff’s voltage law:

Ub = Uoc − IbR (6)

Pb = UOC · Ib − R · I2b (7)

Ib = UOC−
√
U 2
OC−4R·Pb
2R

(8)

where,Ub,Pb, Ib,R are discharge voltage, discharge power, discharge current and internal
resistance of LIB, respectively. The ampere-hour integral method is used to calculate
the remaining battery power:

SOCt = SOC0 −
∫ t
0 Ib·dt

3600·Qbat
(9)

where, SOCt is the current lithium-ion battery capacity; SOC0 is the remaining charge
of lithium-ion battery at the initial time; Qbat indicates the capacity of the LIB, Ah.

The polarization curves of themodel and experimental data are displayed in Fig. 2(a).
The simulated results have an average relative error of roughly 0.23%, the maximum
relative error is 1.2%. Except for the first three points, as shown in Fig. 2 (b), the average
relative error of recovery power is 1.5%, and the single maximum error is 5.2% at 170
A. Small discrepancies exist between simulation and experimental test results, which
can satisfy simulation test standards.
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Fig. 2. Comparison of experimental data and simulation results of (a) polarization curves, and
(b) heat recovery power of CHP system

2.3 Electric and Thermal Load

In this study, the energy use of a 90 m2 Shanghai, China, home with three bedrooms and
one living room is examined. This location is a typical “hot summer and cold winter”
environment, according to Chinese National Standard GB 50178-93, and as such, needs
air conditioning in the summer and heat supply in the winter. The combined energy use
of heating and cooling should therefore be taken into account. Based on the findings
[29] and the analysis above, we calculated the typical summer household’s electrical
and thermal loads, which are depicted in Fig. 3(a).

Fig. 3. (a) Typical household energy load demand curves in summer, (b) energy supply of CHP
under fuel cell electric-leading strategy

The power and thermal supply conditions obtained by experiments are shown in
Fig. 3(b) in accordance with the aforementioned energy needs. The PEMFC output
power Pstack and battery power Pbat work together to meet the electric load Pelec_demand .
Figure 3(b) shows that Pstack can follow Pelec_demand . When Pstack > Pelec_demand , the
LIB is in the charging state. Pbat < 0; When Pstack < Pelec_demand , it is in discharge
state, Pbat > 0. Therefore, as an auxiliary power source of PEMFC, the battery plays
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a good role of power compensation. In addition, the CHP system is able to meet the
house’s hot water needs in the summer. The waste heat recovery system can recover 134
kWh of heat energy within 24 h.

3 Energy Management Strategy

The energy management strategies studied in this section comprehensively considers
the following rules: (1) CHP system works in high efficiency zone as much as possible;
(2) Reduce the frequent load variation conditions; (3) SOC should be kept within a
reasonable range to improve its reliability.

3.1 Compound FLC Strategy

In our previous study [29], the discharge conditions of fuel cells and lithium batteries
under the switch strategy and FLC strategy had been analyzed respectively. The switch
control strategy led to the frequently starts/stops condition of PEMFC. FLC can reduce
the fluctuation of the PEMFC output power, while the battery tended to be overcharged
in the low-energy demand period. Therefore, on the basis of the above studies, this paper
combines the switch strategy and FLC, and a sliding filter module is added to reduce the
high-frequency variation of fuel cell power, as shown in Fig. 4.

Fig. 4. Flowchart of compound FLC strategy

The expression of the new sequence of sliding filtering is:

PFC = 1
N ×

N−1∑

k=0
P[T − k] (10)

where, N is the number of sampling points in the sliding window; T is the current
sampling time; k is the scale of the sequence in the sliding window; P[T − k] is the fuel
cell power at the N − K + 1 sampling point in the sliding window.

3.2 Genetic Algorithm Optimized FLC Strategy

The membership function and fuzzy rules are optimized in this part using a genetic algo-
rithm. The flow chart and more detailed content of genetic algorithm optimization can
be referred to our previous research [30]. The objective is to optimize the economy of the
CHP system. Factors such as PEMFCH2 consumption, LIB equivalent H2 consumption
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and thermal recovery should be considered. Therefore, the design of the cost function
is:

cost =
((

mHfc+mHbat

)
×CH2−Qrecovery×Chot_water

)

x
(11)

where,mHfc ,mHbat are equivalent H2 consumption of fuel cell and battery, kg; CH2 is the
price of H2, ¥/kg; Qrecovery is the heat recovery, kJ . Chot_water is the price of hot water,
¥/kJ; x is the running time, h.

H2 consumption rate of PEMFC and LIB are shown as Eqs. (12), (13):

ṁHfc = NcellNMH
tηH

= Ncell Ist
FηH

≈ 9.818 × 10−4Ist (12)

mHbat =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−Vbatavg · �Qbat · ηbatdisavg

ηDC · ηfc_ avg · LHVH
, Qbat > 0, charging

− Vbatavg · �Qbat

ηDC · ηbatchgavg · ηfc_ avg · LHVH
, Qbat ≤ 0, discharging

(13)

where, ṁHfc is H2 consumption rate, g/s.MH is the molar mass of H2, g/mol; ηH is the
H2 utilization efficiency, andN ismole number ofH+ participating in the reaction.Vbatavg
is the average working voltage of the battery, V ; ηDC is the efficiency of the DC/DC
converter; ηbatdisavg , ηbatchgavg are the average charging and discharging efficiency of
batteries.

The reciprocal of the cost function was selected as the fitness value. In order to take
the reliability and computing speed of the genetic algorithm into account, the population
size is set as 20 and the algebra is set as 10. The crossover probability is 0.7 and the
mutation probability is 0.1.

3.3 Pontriagin Minimum Principle Optimization Strategy

The optimization objective of this section is to minimize the fuel consumption of the
CHP system from the initial time t0 to the last time tf in 24 h operating condition. Select
SOC(t) as the state variable and Pelec_net as the system control variable. Therefore, the
performance function of the control system can be expressed as:

J =
tf∫

t0

ṁHfcdt (14)

H2 consumption rate of fuel cell:

ṁHfc = Pelec_net
ηfc·LHVH = f

(
Pelec_net

)
(15)

where, ηfc is the system efficiency of the CHP, including the power consumed by the
DC/DC converter and auxiliary system.
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Fit ṁHfc , Pelec_net and get Eq. (16):

ṁHfc = −7.331e − 07 × P4
elec_net − 6.624e − 06 × P3

elec_net
+0.0006362 × P2

elec_net + 0.01233 × Pelec_net + 0.000297
(16)

The change rate of SOC can be obtained by combining Eqs. (8), (9), that is, the
equation of state of the control system is:

SȮC(t) = − Ibat(t)
3600Qbat

=
− 1

3600Qbat

Uoc(t)−
√

Uoc(t)2−4R(t)·(Pelecd_emand (t)−Pelec_net(t))
2Rbat(t)

(17)

The boundary conditions of state variables are:

SOC(0) = SOC
(
tf

) = SOCref (18)

where, SOCref is the reference value of battery SOC, 60%.
The constraint conditions for output power of LIB are:

{
Pbat(t) = Pelecd_emand (t) − Pelec_net(t)

Pbat_min < Pbat(t) < Pbat_max
(19)

where, Pbat_min, Pbat_max are the minimum and maximum output power of the battery
kW。

In order to avoid the idle condition and frequent load change condition, Pelec_net
should also be constrained:

{
Pelec_net_min < Pelec_net(t) < Pelec_net_max

�Pelec_net_min < �Pelec_net(t) < �Pelec_net_max
(20)

where, Pelec_net_min, Pelec_net_max are the upper and lower limits of the fuel cell working
efficiency zone, kW ; �Pelec_net_min, �Pelec_net_max is the maximum reduction rate and
lift rate of the fuel cell, kW/s.

When the minimum principle is used to solve the optimal control problem of the
system, the Hamiltonian function needs to be established according to Eqs. (14) and
(17), as shown below:

H = ṁHfc + λ(t)SȮC(t) (21)

Pontryagin minimum principle is a necessary condition for optimal control, so the
optimal P∗

elec_net must minimize Hamiltonian function of the system, that is:

P∗
elec_net = argminH

[
t, SOC(t),Pelec_net(t), λ(t)

]
(22)

According to the minimum principle, the optimal state variable SOC∗(t), λ∗(t) need
to satisfy the regular equation:

SȮC∗(t) =
∂H

[
t, SOC∗(t),P∗

elec_net(t), λ
∗(t)

]

∂λ(t)
(23)
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λ̇∗(t) = − ∂H
[
t,SOC∗(t),P∗

elec_net(t),λ
∗(t)

]

∂SOC(t)
(24)

λ̇∗(t) = λ∗(t)
3600Qbat

·
(

∂I∗bat
∂Uoc

∂Uoc
∂SOC + ∂I∗bat

∂Rbat
∂Rbat
∂SOC

)
(25)

According to the characteristic curve of the battery, the open-circuit voltage and the
internal resistance vary little with the SOC during charging and discharging and can be
ignored. By Eq. (25), the change rate of λ(t) is 0, it can be set as a fixed value [31].
Accordingly, the most appropriate value of λ (λ̇∗(t)) can be tested off-line after find the
λ(0) by dichotomy method.

4 Result and Discussions

The simulation results of the matching between the output power of the CHP system
and the power load demand of the user under the control of the four strategies discussed
above are shown in Fig. 5. The power supply curves of all strategies basically coincides
with the power demand curve, which indicates that the CHP system can fully cover the
power demand of the user with any strategy.

Fig. 5. Power load matching under different control strategy

Figure 6 (a) presents the Pelec_net curves of fuel cells under different strategies. For
the follow strategy, the Pstack tracks the load demand closely, with dramatic operating
condition changes occurring at the beginning and end of high load demand periods. For
Compound-FLC strategy, the LIB initially provides power at 6:00, gradually increasing
output power to amaximum at around 7:00 due to the intervention of PEMFC. ThePstack
sharply drops to around 9 kW at 9:00, and then drops again to around 7 kW between
10:00 and 11:00. The most significant difference, however, is in 18:00–21:00, the Pstack
remains stable and no longer fluctuates with load. It can be seen that the power change is
significantly slowed down due to the addition of FLC and sliding filter. In the GA-FLC
strategy, the power output of PEMFC is similar to that of Compound FLC strategy, but
the change rate is slower. Noticeable changes appear in the PMP strategy. The Pstack
is solely maintained within the range of 7.3 ~ 7.7 kW. The variable load and start-stop
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conditions that are easy to cause degradation of core components such as catalysts and
membranes are eliminated, and the service life of the fuel cell is going to be greatly
extended.

According to Fig. 6 (b), thePbat curves are opposite of thePstack curves. In the follow
strategy, the power fluctuates of Pbat within ± 0.5 kW, which is only work for loading
and unloading, and SOC is nearly unchanged, as Fig. 6 (c). Both Compound FLC and
GA-FLC strategies have more intense power output, especially in the latter strategy,
which is attributed to the more moderate change of Pstack under this strategy. The output
power and changing frequency of lithium batteries both rise significantly when using
the PMP strategy. It requires more Pbat to meet power output in order to maintain the
relatively stablePstack ,. Besides, under the FLC strategies, LIB takes longer to charge, so
the SOC decreases from the initial level with a relatively smooth fluctuation. However,
under the PMP strategy, due to the maintained Pstack , SOC increases significantly from
21:00–7:00 and 9:00–17:00 with a low demand period, kept in 60–80%.

According to Eq. (3), the Compound FLC and GA-FLC have similar Pstack , so the
recovery heat is close to each other, showing the same trend as the generation power
curves, as shown in Fig. 6 (d). CHP produces much more heat than the heat load needs.
Since there is less heat demand in the summer, the excess heat will be stored or diverted,
resulting in some waste. In contrast, PMP strategy had less surplus heat recovery, the
follow strategy generates the most excess heat.

Table 1. Comparison of the 4 strategies under electric load conditions

H2 consumption kg/24h Thermal recovery kJ/24h Cost (¥/h)

1. Follow strategy 10.66 138.227 17.76

2. Compound-FLC 10.57 133.206 17.61

3. GA-FLC 10.27 128.679 17.12

4. PMP 10.21 127.22 17.02

4 versus 1 − 4.22% − 7.96% − 4.17%

4 versus 2 − 3.41% − 4.49% − 3.35%

4 versus 3 − 0.58% − 1.13% − 0.58%

For a more realistic strategy, PEMFC-CHP needs to meet the energy requirements
while keeping the Pstack as flat as possible and reducing the combined equivalent H2
consumption.According to the above discussion, all the strategies discussed are qualified
for energy demands. The results of equivalent H2 consumption are shown in Fig. 6 (e),
and the specific values are shown in Table 1. It can be seen that the superiority of the four
strategies is PMP > GA-FLC > Compound-FLC > follow strategy. Compared with the
simplest follow strategy, PMP can reduce the equivalent H2 consumption, heat recovery
and running cost by 4.22%, 7.96% and 4.17%, respectively.

Figure 7 shows the occurrence frequency ofPstack under differentworking conditions
and different strategies. According to Fig. 7 (a), the follow strategy’s power variation



Study on Energy Management Strategy for Reducing Equivalent 39

Fig. 6. Results of four strategies: (a) fuel cell output power; (b) battery output power; (c) SOC of
LIB; (d) heat recovery power of CHP system; (e) total H2 consumption

range is the widest, spanning 5–12 kW. Compound-FLC strategy is comparable to GA-
FLC strategy. Under the PMP strategy, as shown in Fig. 7 (d), the Pstack is distributed
centrally at 7–8 kW with an average single cell voltage of about 0.67 V. As we all
know, the cycling voltage and high potential maintenance during fuel cell operation
are important reasons for fuel cell attenuation [15]. Under cycling voltage conditions,
catalyst particles aremore likely to agglomerate and dissolve, leading to a decrease in the
effective catalytic surface area (ECSA) and an increase in polarization loss. The catalyst
is more prone to be oxidized in the presence of high potential maintenance, which lowers
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ECSAandworsens the hydrophilic and hydrophobic properties. Additionally, under high
potential conditions, the current density is smaller while the gas flow rate is larger. The
dry environment within MEA will not only increase ohm resistance but also accelerate
the chemical decomposition and physical attenuation of the membrane and ionomer,
increasing the difficulty of water management. Therefore, the voltage of a single fuel
cell should be kept as close to 0.65V and 0.7V under typical working conditions.

Fig. 7. Fuel cell power distribution under four strategies, (a) follow strategy, (b) Compound-FLC,
(c) GA-FLC, (d) PMP

5 Conclusions

This article examined the EMS in off-grid operation using the PEMFC-CHP system in
the home setting as the object. The simulation model as well as a 10 kW PEMFC CHP
system were constructed. The measured data was used to confirm the model after that.
This paper compared and assessed the follow strategy, Compound FLC, GA-FLC, and
PMP control strategy in light of the energy needs of the Shanghai area. It was found
that H2 consumption of CHP systemwas improved after genetic algorithm optimization,
and the SOC of battery was kept in expected range. Under the PMP strategy, the Pbat
and SOC of LIB fluctuated greatly, but PMP could further reduce the H2 consumption
of the CHP system, and restrict the stack works in the high efficiency condition, and
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effectively increase the working life of fuel cell. Compared with the follow strategy, the
PMP strategy reduced the equivalent H2 consumption, heat recovery and running cost
by 4.22%, 7.96% and 4.17%, respectively, which can effectively improve the economy
of the CHP system. The research results of this paper can provide important reference
value for the EMS of CHP system.

However, this paper only studied the electric load of a household located in Shanghai
in summer. The household power consumption varies greatly in different seasons and
different climate regions. More comprehensive data need to be expanded. Additionally,
the hybrid energy system studied in this paper did not consider the attenuation of the
battery, which is also the direction of our further research.
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Abstract. The utilization of stack clusters incorporating shared balance-of-plant
(BoP) systems presents a promising approach for scaling up the water electrolysis
for hydrogen. However, shared BoP design causes the coupling between different
electrolysis stacks, necessitating the optimization of the piping system to ensure
safe cluster operation. The fluid flow within the piping system exhibits character-
istics of two-phase flow, which is more intricate compared to single-phase flow.
In this study, an engineering model is proposed to elucidate the influence of elec-
trolytic bubbles onfluidflowpressure in a vertical pipe. Experiments are conducted
to investigate various influential factors, such as pipe diameter, water flow rate,
and the oxygen content regulated by the electrolytic current. The proposed model
combines the benefits of both the homogeneous model and the separated model,
leading to improved predictions. Furthermore, the analysis of pressure vibration
is included, offering a novel perspective for comprehending the standard errors of
the pressure drop.

Keywords: Pressure drop · Two-phase flow · Empirical model · Pressure
vibration

1 Introduction

Green hydrogen is a promising clean energy for mitigating carbon dioxide emissions.
Among various technical methods to produce green hydrogen, water electrolysis is the
most mature approach. However, achieving large-scale production of green hydrogen
through electrolysis is an urgent challenge. One approach to scaling up is the imple-
mentation of a shared balance of plant (BoP), which involves increasing the number of
stacks instead of enlarging a single stack [1]. However, the shared BoP design causes
stack coupling through interconnected pipes. Therefore, optimizing the piping system
becomes crucial to ensure the safe operation of the electrolysis system.

The fluid flow in the piping system possesses the properties of the two-phase flow,
which is more complex than the single-phase flow. Simulating two-phase flow in the
piping system requires computationally intensive CFD models. To facilitate the engi-
neering application, previous studies have focused on flow pattern, gas content, and
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pressure drop [2]. Given the consistent positioning of the stack below the gas-liquid
separator, this study investigates vertical pipe flow.

Extensive research on flow patterns in vertical pipe flow has established a consensus
that five patterns exist, namely bubbly flow, slug flow, churn flow, wispy-annular flow,
and annular flow [3]. The flow pattern significantly influences flow characteristics, and
previous investigations on gas content and pressure drop have primarily focused on
specific flow patterns.

Two types of models describing the frictional drop in two-phase pipe flow are pro-
posed in previous research, namedhomogeneousmodel and separatedmodel [2].Numer-
ous studies have investigated the homogeneous model, which is proved to be better than
the separated model when describing the frictional term [4–7]. The separated model was
first proposed by Lockhart et al. [8] and further developed by Chisholm et al. [9] The
void fraction α, a crucial parameter in the separated model, is typically estimated using
the drift flux model [10].

Many studies solely focus on discussing frictional pressure drop and comparing
different models [4, 7, 11]. These studies attribute any deviations between theory and
experiment to model inaccuracies. However, it should be noted that the measured pres-
sure drop includes not only the frictional drop but also static pressure drop and accelera-
tive pressure drop [12], particularly in vertical flow. Separating these three components
is challenging, thus leading to great errors when dealing with frictional pressure drop
in isolation. Therefore, it is important to investigate all three factors simultaneously in
vertical pipe flow when the operating conditions changes.

This study measures the total pressure drop of two-phase water-oxygen flow in a
vertical circular tube and discusses its three components. A comparison is made between
the homogeneous model and the separated model, and a hybrid model that incorporates
the strengths of both is introduced.

This paper is organized as follows: Sect. 2 presents the experimental setup and error
reduction methods. Section 3 introduces the models discussed in this article, namely the
homogeneous model, the separated model, and the proposed model. Section 4 presents
and analyzes the experimental results. Lastly, Sect. 5 presents three conclusions drawn
from the study.

2 Experimental Setup

This study involves modifying and repurposing a 1Nm3/h PEM electrolysis stack as a
bubble generator, as depicted in Fig. 1. The PEM electrolysis stack consists of 40 cells,
each with an area of 90 cm2. The Faraday’s efficiency of this stack is approximately
measured to be 95%. A rotameter and a needle valve are installed at the inlet of the
stack. The needle valve is manually operated to control the liquid flow rate, with a
maximum volumetric rate of 100 L/h. At the stack outlet, a one-meter-long PMMA
tube is positioned, and a differential pressure gauge is connected in parallel to the tube.
The connecting pipes between the gauge and the PMMA tube are filled with water to
minimize the vibration of measurement.

The experiment reveals the presence of two flow patterns, namely, bubbly flow and
slug flow, as shown in Fig. 1. In slug flow, the length of the gas segment varies from
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Fig. 1. The experimental setup and the flow pattern in this study

3 cm to 50 cm according to the gas-liquid volumetric flow rate ratio β. This phenomenon
is attributed to the downward flexing of the flexible tube connecting the stack and the
PMMA tube. A local gas-liquid separator is formed at the bend, which affects the flow
conditions in the subsequent tube. Still and all, this phenomenon does not impact the
pressure drop of the PMMA tube, although it does reduce the diversity of the flow
patterns.

The experiments investigate the pressure drop across 3 tubes of varying diameters, 6
liquid flow rates, and 11 gas flow rates. The pressure drop of the PMMA tube ismeasured
for 2 min at each point, with a sampling interval of 1 s.

3 Model

The vertical pipe flow is commonly simplified as one-dimensional flow, resulting in a
pressure drop composed of three parts. These three components are calculated differently
in various models.
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The homogeneous model assumes no slip between gas and liquid, and the total
pressure drop is formulated as follows [2]:
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In the equation,φ2
Lo represents the liquid-only two-phase frictionmultiplier, x denotes

the mass fraction of the gas, β indicates the gas-liquid volumetric flow rate ratio, and
G represents the mass flux. Various correction methods exist for φ2

Lo, but this paper
employs one of the simplest approaches:
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The widely recognized separated model is referred to as the L-M model, and its
formulation is as follows:
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In this equation, φ2
L represents the two-phase friction multiplier and is calculated

based on the approach proposed by Chisholm et al. [9]:
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It should be noted that the void friction α is used in Eq. (4). The drift flux model is
widely employed for calculating α:

α = β

C0 + 〈jm〉/j (6)

C0 is an empirical parameter that is typically assigned a value of C0 = 1. 〈jm〉
represents the average drift velocity, and for slug flow, it can be calculated as follows
[10]:

〈jm〉 = 0.35

[
gD(ρL − ρG)

ρL

]0.5
(7)

To enhance accuracy, this paper proposes a model that integrates both the homoge-
neous model and the separated model:
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In this study, the accelerative pressure drop is considered a disturbance in the pressure
drop, which is only relevant to the conditions at the inlet and outlet of the tube. Due
to the inconsistency between x and α in slug flow, vibration occurs when x changes at
both ends of the tube. The accelerative pressure drop calculated using the average x can
serve as a reference for the disturbance. To evaluate the vibration of the pressure drop,
an empirical equation is proposed:

σdp = C1Fr
C2
L ReC3

L G2

[
(1 − x)2

ρL(1 − α)
+ x2

ρGα
− 1

ρL

]
(9)

In Eq. (9), C1, C2, and C3 represent undetermined coefficients that will be adjusted
in Sect. 4. FrL corresponds the Froude number of the liquid flow, while ReL represents
the Reynolds number of the liquid flow.
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4 Results

The data obtained from the experiments are presented in Fig. 2. The data of pressure
drop under various gas flow rates is depicted, along with standard error bars. The curves
of the predicted pressure drop from the supposed model are represented as dotted lines.

Fig. 2. Pressure drops in different operating conditions with error bar plot, and the predicted
results of the proposed model.

It is observed that the pressure drop of the tube initially decreases with an increase
in gas flow rate and then increases. A tube with a smaller diameter leads to a higher
superficial velocity, making the pressure drop more sensitive to the flow rates of both
liquid and gas.

The pressure drop can be divided into two components: the frictional term and the
static term. The decomposition is illustrated in Fig. 3 using the proposed model.

Fig. 3. Decomposition of the pressure drop

With an increase in liquid flow rate, the static term increases due to an increase in
α, while the frictional term also increases with the rise in velocity. Conversely, when
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the gas flow rate increases, the static term decreases while the frictional term increases.
Thus, for a given tube, there exists a minimum pressure drop point for every liquid flow
rate.

The proposed model accurately predicts the pressure drop and demonstrates greater
precision compared to the homogeneous model and the separated model, as shown in
Fig. 4. The dashed lines denote the relative error of ± 30%.

Fig. 4. The comparison of the models

This improvement in precision confirms that the homogeneous model is more appro-
priate for describing the frictional pressure drop. Meanwhile, upon comparing Figs. 2
and 3, it becomes evident that the static term introduces significant errors. Therefore, it
is crucial to carefully adjust the static term when analyzing the frictional pressure drop.

Figure 5 presents the analysis of the standard error of the measured pressure drop
using Eq. (9). The first two graphs illustrate the relationship between the standard error
and the predicted accelerative pressure drop for a specific diameter of 12mm and a liquid
flow rate of 60 L/h, respectively.

Fig. 5. Prediction of the measured standard error of the pressure drop

The predicted standard errors are compared with the measured standard errors in
the third graph of Fig. 5, where the 30% boundary is represented by dashed lines. The
parameters C1 = 0.208, C2 = −1.12, and C3 = 1.34 are obtained, assuming a linear
relationship between the standard error and the accelerative term.The results demonstrate
a slight nonlinearity, possibly due to the inaccuracy of alpha. Moreover, the deviation in
flow pattern at higher gas flow rates may also attribute to this nonlinearity.

According to Eq. (9), the accelerative pressure loss leads to the vibration of the
pressure drop of the two-phase flow at the pipe ends. The void fraction α is the primary
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factor influencing the vibration, and increasing the diameter or reducing the liquid flow
rate can partially mitigate the vibration.

5 Conclusion

This paper proposes a model, which combines the strengths of the homogeneous model
and the separated model to describe the pressure drop of the two-phase flow in vertical
circular pipes. The frictional term, static term, and accelerative term are examined and
discussed from a fresh perspective. Experiments are conducted on one-meter-long tubes
with diameters of 8 mm, 12 mm, and 16 mm, respectively. The experimental results
show that all data points locate within the relative error range of ± 30%, indicating
superior performance compared to the homogeneous model and the separated model.
In addition, the standard errors of the measured pressure drop are discussed, and an
empirical relationship between the standard error and the accelerative pressure drop is
established.

This paper presents three key conclusions:

• Inaccurate handling of the static pressure drop results in additional errors when ana-
lyzing the frictional pressure drop. Therefore, it is preferable to analyze the static
term and the frictional term together.

• Employing the homogeneous model to estimate frictional pressure drop and the
separated model to calculate the static term yields improved predictions.

• The accelerative pressure drop can partially characterize the pressure fluctuations,
and the vibration is responsive to the void friction.
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Abstract. This paper proposed a method for optimizing the capacity of an off-
grid photovoltaic hydrogen production system. By analyzing several different
operating states (production, standby, and shutdown) of the electrolyzer, and the
process of changing several operating states, the energy management strategy for
system operation is formulated based on the process of changing several different
operating states of the electrolyzer. The amount of photovoltaic power generation
determines when the energy storage battery is charged and discharged and the
operating state of the electrolyzer. Finally, the capacity of the system is optimized
by improving the honeybadger optimization algorithm, and the model and opti-
mization algorithm has been validated through actual case studies. The validation
results show that the capacity optimization method that takes into account the
process of electrolyzer state changes can effectively reduce the leveling cost of
hydrogen, and the improved honeybadger algorithm can quickly and effectively
solve the capacity optimization problem involved in this article.

Keywords: Capacity optimization · Solar photovoltaic · Off-grid hydrogen
production

1 Foreword

With the use of a large number of fossil fuels, CO2 emissions are increasing. Therefore,
there is an urgent need for clean energy to replace traditional energy to reduce carbon
emissions [1]. As a clean energy source, hydrogen energy can be coupled with renewable
energy sources to provide long-term solutions for climate neutrality. Compared to grid-
connected hydrogen production, off-grid hydrogen production is not dependent on the
power grid and is not subject to geographical constraints. It can achieve on-site hydrogen
production in hydrogen consumption areas, reducing the transportation cost of hydrogen
energy. At the same time, in the past few decades, the installed capacity of photovoltaic
power generation has increased significantly, and the manufacturing cost of photovoltaic
modules has decreased rapidly, which provides a cost advantage for off-grid photovoltaic
hydrogen production [2].
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To overcome the intermittency of renewable energy, many scholars have studied
capacity optimization methods for off-grid renewable energy storage systems. In litera-
ture [3], a capacity optimization method combining mixed integer nonlinear program-
ming optimization models is proposed to minimize the overall cost of the system. In
literature [4], a capacity optimization method based on a dynamic control strategy for
wind power storage hybrid power plants to improve the life of energy storage systems
is proposed. For off-grid renewable energy hydrogen production systems, Christopher
Varela et al. [5] proposed an optimal scheduling method for using renewable energy to
produce hydrogen, which optimizes system tuning by considering the operational state
change process of the electrolyzer and using one-hour resolution wind speed to simulate
wind power generation. F. Gutiérrez-Martín et al. [6] proposed a method for optimizing
the number of solar photovoltaic modules, electrolyzers, and battery capacity, achieving
the goal of reducing the production cost of hydrogen as much as possible while ensuring
stable system operation.

Currently, the capacity optimization of off-grid hydrogen production primarily does
not adequately describe the operating state of the electrolyzer. To better simulate the
actual operation of electrolyzer in the photovoltaic hydrogen production process and
reduce the cost of hydrogen production, this paper proposes a capacity optimization
method that considers the operational state changes of electrolyzer by analyzing several
operational state changes. The system capacity is optimized by improving the honeybad-
ger optimization algorithm. The verification results show that the improved honeybadger
algorithm can quickly and effectively solve the capacity optimization problem in this
paper, and the capacity optimizationmethod considering the process of electrolyzer state
changes, effectively reduces the production cost of hydrogen.

2 System Mathematical Model

The structural diagram of the photovoltaic hydrogen production system studied in this
paper is shown in Fig. 1, including a photovoltaic power generation system, energy
management system, energy storage battery, and electrolyzer.

EMS

Solar energy Water

H2

Battery

AWEPV array

Fig. 1. Structure diagram of the photovoltaic hydrogen production system.

2.1 Photovoltaic Power Generation Model

The calculation formula for photovoltaic power generation is shown in Eq. (1).

Ppv(t) = Npv × Ypv × fpv × (G(t)/Gstc(t))[1 + α × (Tc(t) − Tc.stc)] (1)
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where Npv and Ypv represent the number of PV plates and the rated capacity of the indi-
vidual photovoltaic plate. fpv and α represent the integrated photovoltaic loss coefficient
and the temperature coefficient. G(t) and Gstc(t) represent the solar radiation intensities
under actual and standard conditions. Tc(t) and Tc.stc represent the actual temperature
of the solar panel and the temperature under the standard test.

2.2 Energy Storage Battery Model

The primary role of the energy storage battery is to suppress frequent fluctuations in
photovoltaic power. The state of charge of the energy storage battery is:

SOC(t) =
{
SOC(t − 1) + Pb(t) × ηb × (

�t
/
Nbs × C × V

)
,Pb(t) ≥ 0

SOC(t − 1) + Pb(t)
/

ηb × (
�t

/
Nbs × C × V

)
,Pb(t) < 0

(2)

where ηb, C and V represent the battery efficiency, capacity, and voltage.

2.3 Alkaline Electrolyzer Model

According to the load operating range of the electrolyzer, the power during the shut-
down is zero, and the standby power is Pe,wt , the power during operation is Pe(t) =
min{Pe,input(t),Pe,norm},Pe,norm is the electrolyzer’s nominal power andminimum oper-
ating power. In this paper, at the same time, a first-order polynomial was used to describe
the hydrogen production rate in kg

/
h.

F(t) = (0.1857 × Pe(t) + 14.28) × �t × 0.089,Pe(t) ≥ Pe,min (3)

3 Capacity Optimization Method

3.1 Energy Management Strategies

In this paper, three states of the electrolyzer (shutdown, standby, and operation) are
reserved, and the operating state of the electrolyzer is shown as follows:

Y (t) =
⎧⎨
⎩

I ,Pe(t) < Pe,wt

S,Pe(t) = Pe,wt

L,Pe(t) ≥ Pe,min

,M =
⎧⎨
⎩

1,
1
/
3,

0,

Y (t) = L,Y (t − 1) = I
Y (t) = L,Y (t − 1) = S

else
(4)

Tominimize the number of start-up and close of the electrolytes as much as possible,
an energy management strategy for the system was developed based on photovoltaic
generation, the size of the charge inside the energy storage batter, and the state model
of the electrolyzer. The entire state change flow chart is shown in Fig. 2.
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SOC(t)>=0.8,Pe,wt<=Pe(t)<Pe,min

SOC(t)<=1-DOD,Pe(t)<Pe,wt

No hydrogen 

production

Pe(t)=0

Pb(t)=Ppv(t)-
Pe(t)

No hydrogen 

production

Pe(t)=Pe,wt

Pb(t)=Ppv(t)-

Pe(t)

Production hydrogen 

Pe(t)=min{Ppv(t),Pe,norm}

Pb(t)=Ppv(t)-Pe(t)

L

S I

Fig. 2. Diagram of the changing state of the electrolyzer.

3.2 Objective Function

Levelized hydrogen cost (LOCH) is an important economic indicator for evaluating
hydrogen production systems, choosing the LOCH as the objective function to solve.

min[f (x)] = C
/

(F × (1 − Q(t)),Q(t) = (1
/
e1000/Pe(t) + 1) × M (5)

C =(Ccap_pv + Ccap_bat + Ccap_ele) × (r(1 + r)K
/

((1 + r)K − 1))

+ Com_pv + Com_bat + Com_ele (6)

where F refers to the total annual hydrogen production, and C refers to the total annual
cost. To express the impact of the start-up process of electrolyzer onhydrogenproduction,
a penalty function Q(t) is added to the total annual hydrogen production. Convert the
initial investment cost of the system to annual cost using a capital recovery factor. r is
the discount rate and K is the service life.

3.3 Constraint Condition

The number of PV arrays and the number of the energy storage batteries can only
be an integer: Npv,Nbs ∈ N . When the system operates stably, the power of system
components is always balanced: Ppv(t) = Pe(t) + Pb(t). To avoid overcharging or
discharging of energy storage battery, battery SOC and power are constrained. DOD is
the maximum discharge depth of the energy storage battery.

(1 − DOD) ≤ SOC ≤ 1,Pbc ≤ Pbcmax,Pbdc ≥ Pbdcmax (7)

3.4 Honeybadger Algorithm with Reverse Learning and Cauchy Mutation

In order to expand the diversity of the initialization population, an elite reverse learning
strategy is added to the initialization.

xij = lbj + r1 × (ubj − lbj), xoij = lbj + ubj − xij (8)

where xij and xoij denote the population individuals, lbj and ubj denote the upper and
lower bounds of the variable search domain in dimension, respectively.
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To trap the algorithm into local optimization, a Cauchy operator is introduced into
the honeybadger algorithm to improve the global search ability of the algorithm.

xinew = xprey + F × β × Ii × xprey + F × r3 × α × di × |cos(2πr4) × (1 − cos(2πr5))|
(9)

xinew = xprey + F × r7 × α × di, xinewx = xinew + xinew × Cauchy(0, 1) (10)

where I is the odor intensity, di is the distance of the prey from the ith honeybadger. xinew
and xpery are the positions of the updated population and the optimal individuals in the
previous generation of population, and α is a random factor that changes over time. β is
a constant greater than one, F is a change in search direction flag. xinewx is the position
of the individual after the Cauchy mutation.

4 Computational Analysis

This paper selects 600 s temporal resolution solar irradiance data from Chongli, Hebei,
China, for capacity optimization. System parameters are shown in Table 1.

Table 1. Technical parameters and price of system equipment.

Variable Value Unit Variable Value Unit Variable Value Unit

Ypv 0.55 Kw Npv 10981 / Nbs 674 /

fpv 21.3% / Pe,norm 1000 Kw C × V 296 W·h
Gt,stc 1 Kw/m2 α -0.34% °C K 20 Year

Tc,stc 25 °C Pbdc,max 0.502 Kw Pbc,max 0.1 Kw

Ccap_pv 1870 RMB/Kw Ccap_ele 1500 RMB/Kw Ccap_bat 1350 RMB/unit

Com_pv 34 RMB/year Com_bat 13 RMB/year Com_ele 160 RMB/year

r 5.88% / DOD 0.45 / ηb 95% /

where Fig. 3(a), an iterative diagram of the capacity optimization process is shown. It
can be seen that the improved honeybadger algorithm has a faster convergence speed
and strong global convergence ability. Where Fig. 3(b), is given the system operation
curve calculated using the solar irradiance on 11 July in the chongli area of China. The
system can absorb fluctuating power for continuous hydrogen production.

In Fig. 4(a), the number of start-up for simple models and the state change models
are given, as can be seen from the figure, and the state change model can effectively
reduce the number of cold starts, thereby improving hydrogen production.

In Fig. 4(b), the monthly hydrogen production and photovoltaic power are given. As
can be seen from the figure, the hydrogen production in summer is high and the monthly
hydrogen production is saturated at this time. The electrolytic cell can continuously
produce hydrogen at rated power.
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(a) Optimization process diagram. (b) Day run result.
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Fig. 3. Optimization process diagram and day run result.
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5 Conclusion

This paper proposed a capacity optimization method for off-grid photovoltaic hydrogen
production based on an improved honeybadger algorithm.Compared to the simplemodel
of an electrolyzer, the capacity optimization method considering the dynamic model
of the electrolyzer effectively reduces the production cost of hydrogen. However, due
to the significant relationship between the dynamic operation and the temperature of
the electrolyzer, failure to consider the temperature of the electrolyzer may lead to
inaccurate optimization results. Therefore, future work will focus on combining the
dynamic operation and temperature of the electrolyzer, to more accurately describe the
operation of the electrolyzer.
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Abstract. To address the difficulty in obtaining fault data and improve the accu-
racy of fault diagnosis in the operation of proton exchange membrane fuel cells
(PEMFC), this paper proposes a mechanism modeling method based on opera-
tional data. This method corrects the mechanism model of the proton exchange
membrane fuel cell stack and auxiliary systems by actual operational data and
uses it to simulate faults under given working conditions to obtain sample data.
In addition, an improved GA-BP neural network algorithm is designed for the
fault diagnosis system, which serially trains and tests the simulated fault data.
Simulation results show that compared with the traditional BP neural network
algorithm, the improved GA-BP neural network algorithm designed in this paper
increases the minimum diagnostic accuracy of a single fault to above 93.5% and
improves the average diagnostic accuracy by about 4.5%. This research method
has important engineering application value.

Keywords: PEMFCmodel · Data-driven · GA · Neural network · Fault diagnosis

1 Introduction

Fuel cells can convert hydrogen and oxygen into electrical energy, with advantages
such as high efficiency and environmental friendliness. In particular, proton exchange
membrane fuel cell has the advantages of low working temperature, quick start, long
life, making them a potential power generation device with enormous potential [1].

As fuel cells are widely used, their reliability issues have received significant atten-
tion. The complex operating conditions require us to pay close attention to every small
issue, as any neglected problem may have a destructive impact on the fuel cell system.
Therefore, research and development of fuel cell fault diagnosis technology is a critical
technology that must be taken seriously [2].
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PEMFC fault diagnosis methods are mainly based on models, data and experiments
[3]. For example, in reference [4], a PEMFC system analytical model was established,
and a residual analysis method was used to effectively diagnose nine faults such as
valve blockage, cathode gas leakage and membrane drying. Reference [5] proposed a
fault diagnosis method based on an unknown input observer on the existing PEMFC
model, which can accurately diagnose faults such as abnormal outlet flow rate of the air
compressor and abnormal actuator of the manifold outlet, and determine the time when
the faults occur. Reference [6] proposed a PEMFC system fault recognition method
based on extreme learning machine, which has the advantages of fast training speed and
strong generalization ability. Reference [7] conducted fault diagnosis research on a high-
power PEMFC system using a decision tree-based ensemble learning algorithm, and the
diagnostic results showed good identification effects for membrane drying and hydrogen
leakage faults. Reference [8] used an external magnetic field measurement method to
identify changes in stack current density in two-dimensional and three-dimensional
space, thereby diagnosing fuel cell water flooding, membrane drying faults, and changes
in stack component material properties due to aging.

Model-based fault diagnosis technology has a lower cost but requires a profound
understanding of the operating mechanism of the fuel cell, making it very difficult to
establish a complete fuel cell system model. Data-based fault diagnosis technology can
analyze fault characteristics well, especially neural networks have good performance
in diagnosing nonlinear systems. However, this technology requires a large amount of
sample data support, and experimental data acquisition is difficult [9]. Experiment-based
fault diagnosis technology is limited by the types of fault diagnosis, and considering
safety and cost factors, it is difficult to promote this technology for practical engineering
applications.

This paper focuses on the PEMFC system, using a model-based method to simulate
partial faults and obtain a large amount of fault data, thereby solving the problem of
difficult fault data acquisition and insufficient sample quantities. At the same time, an
improved GA-BP neural network diagnostic algorithm is designed to diagnose faults in
the cathode air supply system, anode air supply system, and cooling liquid circulation
system of proton exchange membrane fuel cells.

2 Model and Fault

2.1 Proton Exchange Membrane Fuel Cell System Model

The fuel cell system consists of a voltage output system, cathode air supply system, anode
air supply system, thermal management system, and control system that coordinates
various subsystems [10]. The model presented in this paper aims to simulate partial
faults to obtain fault data, thus simplifying the system model. It is assumed that all
individual fuel cells are identical and that the gases studied are ideal gases to facilitate
subsequent modeling. Figure 1 shows the schematic diagram of the proton exchange
membrane fuel cell system.

In the actual operation of fuel cells, various internal resistances need to be overcome,
resulting in three types of energy losses: activation loss, ohmic loss, and concentration
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Fig. 1. Principle block diagram of PEMFC system.

loss [11]. Therefore, the actual output voltage of a single cell cannot reach the theoretical
value.

This paper assumes that the air flowing through the cathode air supply system con-
tains only oxygen, nitrogen, and water, and other gases are neglected. And the main
function of the anode air supply system is to mix and humidify the hydrogen gas from
the hydrogen cylinder and hydrogen circulating pump, and then input it into the fuel cell
stack to react with oxygen through some valves and devices.

Fuel cells have an optimal operating temperature range, and if the stack is maintained
at a high temperature for a long time, the proton exchange membrane will lose water or
even rupture, thereby affecting the service life of the cell [12]. Therefore, the function
of the cooling system is to regulate heat dissipation to ensure that the temperature of the
gas and coolant entering the stack and the temperature of the entire fuel cell stack are
within the optimal range.

2.2 Feasibility Verification of the Model

This paper is based on data collected from a 115 kW rated PEMFC of a certain company,
and its specific parameters are shown in Table 1. After using Simulink to establish the
model, the polarization curve experimental data of the fuel cell and the output voltage
experimental data under a certain working condition were compared with the model
output data to verify the feasibility of the model.

Table 1. The specific parameters of PEMFC and some parameters of the model.

Parameter Value Unit

Nominal power 115 kW

Maximum limiting current density 2.2 A/cm2

Proton exchange membrane area 282 cm2

Number of single cell 330 /

As shown in Fig. 2, the comparison between the experimental output voltage and the
model output voltage under the polarization curves and a given working condition are
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presented. There are certain differences between the obtained polarization curve and the
experimental one due to the influence of experimental conditions and assumptions made
before model establishment. It can also be found that when the voltage changes rapidly
in a short period of time, errors caused by controller parameter settings and other issues
may cause the model to not follow the experimental curve.

However, considering that the purpose of this paper is to simulate fault data through
the model, this influence can be ignored. Therefore, within the allowable range of error,
the curve obtained by the model can follow the changing trend of the experimental curve
very well. Thus, the model established in this paper can simulate the operation of the
experimental equipment well and prove that partial faults can be simulated through the
model.

Fig. 2. Model comparison verification (a) Polarization curve comparison (b) Comparison of fuel
cell output voltage under given conditions.

2.3 Fault Simulation

This paper divides the faults that need to be simulated into three categories: cathode
air supply system faults, anode air supply system faults, and cooling liquid circulation
system faults.

Adding a gain module greater and connecting it to the exhaust pressure signal of
the air compressor to simulate the fault of excessive or insufficient air intake pressure;
reducing the area parameter of the cooler radiator in Simulink to simulate the failure of
the cooler radiator or high air intake temperature. Adding a gain module and connecting
it to the hydrogen cylinder gas flow rate and pipeline outlet pressure signals to simulate
the faults of poor hydrogen intake or hydrogen supply pipeline leakage. Adding a gain
module and connecting it to the cooling liquid pressure signal to simulate the fault of
cooling liquid pipeline leakage; reducing some pipeline volume parameters or reducing
the volume parameter to nearly 0 to simulate the blockage or complete blockage of the
cooling liquid pipeline.
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3 Diagnostic Algorithm Design

3.1 Diagnostic Algorithm Flow

The widely used BP neural network algorithm is affected by the randomness of initial
weights and thresholds, and may have different performances when processing the same
problem. Moreover, the global convergence rate of this algorithm is slow and it is prone
to local extremes [13]. To improve this situation, this paper proposes an improved GA-
BP neural network algorithm, which optimizes the BP neural network by adding a
momentum term and genetic algorithm, so that it can update weights more quickly and
improve fault diagnosis accuracy. The diagnostic algorithm flowchart is shown in Fig. 3.

Fig. 3. Diagnostic algorithm flow chart.

3.2 Neural Network Structure

The neural network used in this paper has a four-layer feedforward network structure,
as shown in Fig. 4. The input layer contains ten input variables representing current,
voltage, hydrogen inlet pressure, oxygen inlet pressure, hydrogen inlet temperature,
oxygen inlet temperature, oxygen inlet humidity, hydrogen inlet humidity, cooling water
inlet temperature and stack temperature. The nine outputs of the output layer represent
the fault states.

The collected data needs to be normalized before being inputted into the neural
network. To solve the problem of slow convergence speed and easy local optimum
trapping of gradient learning algorithm, momentum term is introduced to speed up the
weight update [14], which improves the prediction accuracy of neural network. The
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Fig. 4. Neural network topology diagram.

weight update formula (1) is:

ω
(k)
mi = ω

(k)
mi − η1

∂E

∂ω
(k)
mi

+ η2 ∗ �ω
(k)
mi (1)

where ω
(k)
mi represents the connection weight between the m-th node in the input layer

and the i-th node in the first hidden layer optimized k times, and η1 and η2 are the
learning rates, E is the target for neural weight correction of each sample group.

If the Sigmoid function is used as the activation function, then the input and output
of the hidden layer is represented by formula (2):

Uj = F
(
uj

) = 1

1 + e−αuj
(2)

where uj is the input of the j-th node in the second hidden layer, Uj is the output of the
j-th node in the second hidden layer, α is the slope adjustment value. The output can be
calculated using formula (3):

Yn =
J∑

n=1

ϕ
(p)
jn Uj − θn (3)

where ϕ
(p)
jn represents the connection weight between the j-th node in the second hidden

layer and the n-th node in the output layer optimized p times, J is the number of nodes
in the second hidden layer, and θn is the threshold of the n-th node in the output layer.

3.3 Genetic Algorithm

Genetic algorithm is a computational model that simulates natural evolution of organ-
isms, which can be used to solve optimization problems, including individual encoding,
fitness function and genetic operators [15].

Real coding has stronger search ability and providesmore genetic operators to choose
from [16]. Therefore, this paper uses real coding method to encode the weights and
thresholds, and the encoding form is shown in Fig. 5:
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Fig. 5. Real number coding of weights and thresholds.

The algorithm proposed in this paper detects and classifies faults by reducing
calculation errors, so the fitness function can be expressed by formula (4):

f (s) = 1

2

9∑

n=1

(Tn − Yn)
2 (4)

When assigned to the current chromosome through the fitness function, the three
genetic operators of selection, crossover, and mutation need to be inherited to the next
generation. In this paper, roulette wheel selection is used as the selection function, as
shown in formula (5):

PR(s) = f (s)
∑G

s=1 f (s)
(5)

where PR(s) represents the probability of being selected.
To ensure diversity of the population, the probability of the crossover operator in tra-

ditional genetic algorithm is adjusted to an adaptive probability. In the mutation process,
non-uniform mutation is used to adjust the operator, as shown in formula (6):

q′
k =

⎧
⎪⎪⎨

⎪⎪⎩

qk + �(t,U − qk), rand(0, 1) < 0.5
qk − �(t, qk − L), rand(0, 1) ≥ 0.5

�(t, y) = y

(
1 − rand(0, 1) ∗

(
1 − t

Ti

)λ
) (6)

where q′
k is the k-th gene after mutation, qk is the k-th gene before mutation, U and L

are the maximum and minimum values of the gene, t is the current iteration number, Ti
is the total iteration number of the algorithm.

4 Analysis of Simulation Results

Under the same simulation conditions, this paper compared the diagnostic performance
of the improved GA-BP neural network algorithm with that of the traditional BP neural
network algorithm to verify the feasibility of the improved algorithm in improving the
accuracy of fault diagnosis. The experiment used 90,000 sets of sample data from the
previous simulation experiment, with 80% used as the training set and the remaining
20% used as the test set. Figure 6 shows the diagnostic results of the traditional BP
neural network and the improved GA-BP neural network algorithms on the test data,
respectively. Table 2 lists the comparison results of state numbers and the diagnostic
accuracy of the test data.

As shown in Figs. 6 and Table 2, for the five states of normal operation, high air
intake pressure, high air intake temperature, hydrogen pipeline leakage, and complete
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Fig. 6. Diagnosis results (a) Diagnosis error based on traditional BP neural network algorithm
(b) Diagnosis error based on improved GA-BP neural network algorithm.

Table 2. Comparison of fault diagnosis accuracy between traditional BP neural network and
improved GA-BP neural network algorithm.

No. Fault Train Test Test accuracy

BP (%) Improved
GA-BP (%)

1 Normal operation 8000 2000 100.00 99.50

2 Air intake pressure is
too high

8000 2000 99.20 98.50

3 Air intake pressure is
too low

8000 2000 86.00 96.80

4 The air inlet
temperature is too high

8000 2000 99.55 98.65

5 Poor hydrogen intake 8000 2000 91.40 94.90

6 Hydrogen supply
pipeline leakage

8000 2000 94.00 94.75

7 Coolant leakage 8000 2000 87.00 93.55

8 Partial blockage of
coolant pipe

8000 2000 73.90 95.00

9 The coolant pipe is
completely blocked

8000 2000 100.00 100.00

/ / 72,000 18,000 92.34 96.85

blockage of coolant pipeline, both the traditional BP neural network and the improved
GA-BP neural network algorithms have small fluctuations in diagnostic errors and can
achieve an accuracy of over 94%. In this case, both diagnostic algorithms perform well.

However, for the traditional BP neural network diagnostic algorithm, there is large
fluctuation in diagnostic errors for the four fault states of low air intake pressure, poor
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hydrogen intake, coolant leakage, and partial blockage of the coolant pipeline. Especially
for the fault state of partial blockage of the coolant pipeline, the diagnostic accuracy is
as low as 73.90%. In contrast, the improved GA-BP neural network not only improves
the diagnostic accuracy of all fault states to above 93.5%, but also increases the average
diagnostic accuracy from 92.34 to 96.85%, an increase of about 4.5%. This indicates
that the improved GA-BP neural network diagnostic algorithm designed in this paper
can effectively improve the accuracy of fault diagnosis, and also verifies the feasibility
of using model simulation of fault data.

5 Conclusion

Based on themodel of a proton exchangemembrane fuel cell system, this paper simulated
some faults andobtained a largenumber of fault sample data. To address the shortcomings
of the traditional BP neural network algorithm, such as slow global convergence, this
paper designedmomentum learning and GA algorithms to improve it. Simulation results
show that compared with the traditional BP neural network algorithm, the improved
GA-BP neural network diagnostic algorithm in this paper improves the accuracy of fault
diagnosis and can diagnose every fault well.

However, it should be noted that the faults mentioned in this paper are only a part of
the actual fuel cell system faults in operation. Therefore, in the future,more complete and
accurate models and better fault diagnosis algorithms could be studied and established
to achieve the fault diagnosis of the entire fuel cell system, which can then be applied
in engineering.
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Abstract. The hydrogen-electric coupled energy microgrid (HEMG) is a novel
hydrogen-centered energy system that is promising to facilitate the decarboniza-
tion of the energy system. The HEMG can realize the deep integration of various
renewable energy resources (RES), including photovoltaics (PV), wind turbines
(WT), and other clean energy equipment such as polymer electrolyte membrane
(PEM), hydrogen storage tanks (HST), solid oxide fuel cells (SOFC), and electric
energy storages (EES). However, fluctuating RES outputs and diversified energy
demandswill greatly challenge the operational performance ofHEMG. To achieve
efficient coordination, an optimal dispatch method is proposed for the HEMG to
minimize the total operating cost and carbon emissions. A mixed-integer linear
programming (MILP) model is established to formulate the coordination of mul-
tiple energy devices with different operational characteristics in the HEMG. The
proposed dispatch method is validated using a HEMG test case under construc-
tion in Foshan, China. The results demonstrate its effectiveness in reducing the
operating cost and carbon emissions of the HEMG. This study provides a prac-
tical approach for the optimal dispatch of HEMGs, which can contribute to the
development of sustainable multi-energy systems.

Keywords: Hydrogen-electric coupled energy microgrid (HEMG) · Optimal
dispatch · Coordination

1 Introduction

As a clear and renewable energy, hydrogen energy has aroused worldwide attention.
Generated by renewable energy sources (RES), green hydrogen is seen as a promising
way for decarbonization and environmental protection [1]. In the short timescale, the
hydrogen generation equipment can rapidly respond to the fluctuation of RES outputs,
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that is improve the usage efficiency of RES. In the long timescale, hydrogen can be
used as seasonal energy storage to reduce the monthly energy unbalance. Besides, as an
important form of industrial chemicals and fuel, the demand for hydrogen is increasing
in the past decades [2]. The replacement of grey hydrogen with green hydrogen has
become a trend in energy sectors.

The hydrogen-electric coupled energy microgrid (HEMG) is a novel hydrogen-
centered energy system that provides good application prospects in industrial parks or
cities with hydrogen energy fueling stations [3]. The HEMG consists of various energy
equipment, including photovoltaics (PV), wind turbines (WT) polymer electrolyte mem-
brane (PEM), hydrogen storage tanks (HST), solid oxide fuel cells (SOFC), and electric
energy storages systems (EESS). A typical HEMG is shown in Fig. 1.

Fig. 1. A typical structure of HEMG

It is significant to coordinate the equipment in HEMG to satisfy the diversified
energy demands including the electrical, heat, and hydrogen load. To achieve efficient
coordination, an optimal dispatch method is proposed for the HEMG to minimize the
total operating cost and carbon emissions. A mixed-integer linear programming (MILP)
model is established in this paper to formulate the coordination of multiple energy
devices with different operational characteristics in the HEMG.

2 Optimal Dispatch Method of HEMG

A day-ahead optimal dispatch method is proposed in this section. There are three oper-
ational objectives of the studied HEMG: (1) Satisfying the various energy demands. (2)
Minimizing carbon emissions. (3) Minimizing the cost of energy purchase. To achieve
these goals, the information on loads, PV curves, and electrical power prices is necessary
to be predicted a day ahead.
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Objective Function

Since there is no carbon emission inside HEMG, the only way of minimizing the carbon
emission is to reduce the amount of energy purchased from the upper power grid.Besides,
considering the operational cost, the objective function can be formulated as follows.

f = min(CGrid[t] ∗ PGrid[t]) (1)

where t is the time indices. CGrid[t] is the power purchase cost during time t. PGrid[t]
denotes the power purchase amount during time t.

Constraints

(1) Operational constraints of the hydrogen energy system

0 ≤ PPEM[t] ≤ BPEM[t] ∗ SPEM (2)

0 ≤ PSOFC[t] ≤ BSOFC[t] ∗ SSOFC (3)

SOH [t + 1] ∗ SH2 = SOH [t] ∗ SH2 + ηPEMPPEM[t] − ηSOFCPSOFC[t] (4)

LSOH ≤ SOH [t] ≤ USOH (5)

where PPEM[t] and PSOFC[t] are the power consumption of PEM and SOFC during
time t. BPEM[t] and BSOFC[t] are the binary indicators of operational states. SPEM
and SSOFC respectively denote the capacity of PEM and SOFC. SOH [t] is the state
of the hydrogen storage system. ηPEM and ηSOFC are the efficiency parameters. LSOH
and USOH are the upper and lower limits of SOH.

(2) Operational constraints of the electric energy storage system (EESS)

0 ≤ Pc[t] ≤ Bc[t] ∗ SEESS (6)

0 ≤ Pd[t] ≤ Bd[t] ∗ SEESS (7)

SOC[t + 1] ∗ SEESS = SOC[t] ∗ SEESS + ηEESSPc[t] − ηEESSPd[t] (8)

LSOC ≤ SOC[t] ≤ USOC (9)

LSOC ≤ SOC[t] ≤ USOC (10)

where Pc[t] and Pd[t] are the charging and discharging power of EESS during time
t. Bc[t] and Bd[t] are the binary indicators of charging/discharging states of EESS.
SEESS denotes the capacity of EESS. SOC[t] is the state of charge. ηEESS is the
efficiency parameter of EESS. LSOC and USOC are the upper and lower limits of
SOC. T is the end of the dispatch duration.
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(3) Coordination constraints

0 ≤ Bc[t] + Bd[t] ≤ 1 (11)

0 ≤ BPEM[t] + BSOFC[t] ≤ 1 (12)

0 ≤ Bc[t] + BSOFC[t] ≤ 1 (13)

Equations (11)–(13) show coordination relationships between EESS, PEM, and
SOFC.

(4) Constraints of energy balance

PL_e[t] + Pc[t] + PSOFC[t] = PPEM[t] + Pd[t] + PGrid[t] + PRES[t] (14)

PL_H2[T ] ≤ (SOH [T ] − SOH [0]) ∗ SH2 (15)

0 ≤ PGrid[t] (16)

wherePL_e[t] denotes the load of electrical power during time t.PRES[t] is the power
outputs of RES during time t. PL_H2[T ] represents the demand of hydrogen energy
in the dispatch duration.

In the normal HEMG, it is necessary to absorb the energy of PV locally. Then the
optimal dispatch model is formulated. The flowchart of the proposed optimal dispatch
method is shown in Fig. 2.

3 Case Study

In this section, the proposed optimal dispatch method is tested on an application case
in Foshan. The proposed model is implemented in MATLAB R2022a. The numeri-
cal experiments were carried out on a computer with an Intel(R) Core(TM) i7–10700
processor running at 2.90 GHz and 16 GB of RAM.

The application case consists of a HEMG, of which the maximum electric power
demands are 1 MW. The hydrogen demand is 1000kg/day, which works out to
66MWh/day. A 6.5 MW PV, a 6 MW PEM, a 0.6 MW SOFC, a 300MWh HST, and a
2.5MW/10MWh EESS are integrated into the test HEMG. The structure of the test case
is shown in Fig. 3. The operation curves of PV and loads are shown in Fig. 4 (Fig. 5).

Based on the proposed dispatch method, the daily optimal dispatch results are shown
in Figs. 6, 7 and 8. Figure 6 demonstrates the optimal dispatch strategies of HEMG. It
can be seen that the PEM is in work condition from 7:00–17:00 when the PV has power
output. In addition, it also works during the night when the electricity price is low.
The EESS also works in the charging mode to buy cheap electricity, and discharges to
satisfy the electricity demands when the price is high. By utilizing the proposed optimal
dispatch method, the EESS, and the hydrogen energy system are coordinated to satisfy
the diversified energy demands. The dispatch strategies of the hydrogen energy system
and EESS are shown in Figs. 7 and 8. By cooperatingwith themultiple energy equipment
in HEMG, the operation efficiency can be improved.
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Fig. 2. The flowchart of the proposed optimal dispatch method.

Fig. 3. The application case in Foshan.

4 Conclusion

In this paper, we have explored the application of a hydrogen-electric coupling system.
Theoptimal dispatchmethodpresented in this paper has shownpromising results in terms
of improving the system’s efficiency and reducing its operating costs for the HEMG. By
incorporating the hydrogen energy system and EESS with the PV and electricity price,
the HEMG can achieve a balanced and stable operation condition, taking into account
the electricity and hydrogen demands of its users. The findings of this study contribute to
the operation of the hydrogen-electric coupling microgrids and hold significant potential
for the sustainable and efficient use of hydrogen energy in the future.
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Fig. 4. The operation curves of PV and loads.

Fig. 5. The operation curves of electrical price.

Fig. 6. The dispatch strategies of HEMG.
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Fig. 7. The dispatch strategies of the hydrogen energy system.

Fig. 8. The dispatch strategies of EESS.
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Abstract. Liquid organic hydrogen carrier technology, with its characteristics of
high mass and volume hydrogen storage density, normal temperature and pressure
storage and replenishment, and repeated cycles and long life, is a potential solution
for large-scale hydrogen storage and transportation, as well as an ideal hydrogen
storage technology in the marine field. This paper proposes a marine fuel cell
system solution based on liquid organic hydrogen carrier technology for specific
ship types. Then, hydrogen storage and release experiments were carried out on a
40 kW level liquid organic hydrogen carrier device to verify its hydrogen storage
efficiency, release efficiency, and reaction internal friction. Through experiments
and theoretical calculations, it was also proved that the hydrogen catalytic combus-
tion heating scheme can improve the effective utilization rate of hydrogen by 25%
compared to the electric heating scheme. Finally, an operational compatibility test
was conducted between the liquid organic hydrogen carrier device and the proton
exchange membrane fuel cell. The research results indicate that the liquid organic
hydrogen carrier technology has no significant differences from traditional high-
pressure hydrogen storage technology in terms of hydrogen supply flow stability
and impact on the electrical performance of the fuel cell stack, and it was verified
that its release rate, pressure, and purity of hydrogen can meet the needs of stable
power generation by fuel cells.

Keywords: Liquid organic hydrogen carrier · Marine · Experimental study

1 Introduction

The emissions-reduction strategy of IMO [1] and the national double-carbon strategy
have required China’s shipping industry to accelerate the action of energy conservation
and emission reduction. Thus, developing green ship manufacturing and green shipping,
building a green ocean has become an important direction of green and sustainable
development in the future [2].

Compared with the traditional ship power system such as diesel engine and steam
turbine, the hydrogen fuel cell system has been seen as an ideal power source for green
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ships, because of its characteristics of high-energy conversion efficiency, low vibration
noise and zero emission [3]. However, the hydrogen storage density, supply characteris-
tics, systemcomplexity, cost and other characteristics of the hydrogen fuel unit determine
the endurance, safety and economy of hydrogen fuel cell ships. High efficient and high
safety of hydrogen storage and transportation has become the most important issues for
the application of hydrogen energy in the field of ship.

At present, most Marine hydrogen sources at home and abroad adopt high-pressure
hydrogen storage technology, and other hydrogen storage technologies with develop-
ment potential include: Liquid Organic Hydrogen Carrier (LOHC) [4], low temperature
liquid hydrogen, methanol reforming hydrogen production, metal hydrolysis hydro-
gen production, ammonia hydrogen production and solid hydrogen storage. All these
hydrogen storage technologies have different advantages and disadvantages in physical
characteristics, hydrogen storage density, safety, supply guarantee, availability, economy
and other aspects [5, 6]. The LOHC technology has the characteristics of high hydrogen
storage density, relatively mild dehydrogenation temperature and no emissions. More
importantly, it has stable performance and high safety at normal temperature and pres-
sure [7], existing diesel transportation mode and gas station structure for transportation,
storage and replenishment [8], These above characteristics alsomake it quite economical
[9, 10]. By further solving the engineering problem, the LOHC technology will be an
ideal way of Marine hydrogen storage.

Recently, the theoretical and experimental research on fuel cell system based on
LOHC and supply technology has been carried out at home and abroad, especially
in Germany and Japan [11]. Lee et al. [12] preliminarily proved the feasibility of the
scheme through low-power organic liquid dehydrogenation and fuel cell coupling test.
Viitakangas et al. [13] studied the impact of organic liquids themselves on fuel cells.
Wang et al. [14] studied the energy flow distribution of organic liquids from hydro-
genation to dehydrogenation; Makaryan et al. [15] believed that the main reason why
the LOHC technology had not been commercialized on a large scale was its large heat
absorption and insufficient stability of the dehydrogenation catalyst. Eypaschdeng et al.
[16] demonstrated the feasibility of an energy supply system based on the production of
hydrogen and LOHC and supply technology.

2 LOHC Technology Marine Scheme

2.1 Basic Principle of LOHC Technology

The basic principle of LOHC technology is to use the liquid organic molecular mate-
rial containing unsaturated C=C double bonds as the hydrogen storage carrier. The
reversible chemical reactionwith hydrogen is formed to realize the cyclic hydrogenation-
dehydrogenation process. There are so many kinds of organic liquids [17, 18], take
N-ethyl carbazole as an example, the reactions are the flowing:

C14H13N + 6H2 → C14H25N + Q

C14H25N → C14H13N + 6H2 + Q
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2.2 Characteristics of LOHC Technology

The main features of LOHC technology are as follows:

(1) High Hydrogen Storage Density

The hydrogen storage volume density of organic molecular materials (such as N-ethyl
carbazole) as hydrogen storage carrier is about 56 g/L. Its hydrogen storagemass amount
is 5.58 wt%, which is comparable to the 70MPa high pressure hydrogen storage. The
theoretical hydrogen storage mass density of LOHC reaches over6.5 wt%.

(2) Hydrogen Storage, Transportation and Supply is Safe and Convenient

The hydrogen storage organic liquid is a liquid high flash point compound, which does
not burn in open fire, and the storage is very safe. Ordinary pipelines, tank trucks and
other equipment can be used to quickly complete the material supply at the wharf, there
will not be any hydrogen or energy loss in the whole transportation and replenishment
process.

(3) High Hydrogen Purity, No Tail Gas Emissions

The hydrogen obtained by LOHC has a high purity (99.99%). In addition, the CO and
sulfide content fully meet the hydrogen demand of fuel cell device, there is no exhaust
emission problem in the process of dehydrogenation.

(4) Liquid Hydrogen Storage Carrier Material Can be Reused

The addition and dehydrogenation reaction of hydrogen storage organic liquid is com-
plete, the reaction process is highly reversible, and the liquid hydrogen storage carrier
material can be used repeatedly.

2.3 Typical LOHC and Marine Use Scheme

With a certain type of 300 passengers position pure electric ferry as the target image,
the specific parameters of the ship are shown in Table 1. The composition and layout
and ship operation mode of the fuel cell system based on LOHC technology are shown
in Fig. 1.

The rated power of the Marine fuel cell system is 500kW, the total energy storage
of hydrogen is about 10 MWh. It mainly includes fuel cell, organic liquid storage and
dehydrogenationdevice, organic liquid storage tank,monitoring and energymanagement
device, auxiliary device, etc. The total weight of the system is about 26 tons, of which
the organic liquid weighs about 16 tons. The existing power scheme of the pure electric
ship is lithium iron phosphate battery pack, the system weight is also 26 tons, and the
total energy storage is about 2.5 MWh. It can be seen that the fuel cell system based on
LOHC technology is about four times that of the lithium battery system under the same
weight.

The operation process of hydrogen fuel cell powered ship based on organic liquid
storage and supply technology are as follows: Hydrogen-rich organic liquid is stored in
the ship bottom storage tank, transfer to the dehydrogenation unit through the meter-
ing pump; After the preheating of the hydrogen-rich organic liquid, Dehydrogenation
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Table 1. Main parameters of the target ship

Total length 52.5 m

Total width 13.4 m

Molded breadth 10.8 m

Molded depth About 2.7 m

Navigation area and type Inland river class B,
Five types of passenger ships

Maximum passenger capacity 300 People

Max speed (6 m depth) 10 ± 0.3 kn

Propeller power 2 × 200 kW

Total length 52.5 m

Fig. 1. Composition, layout and ship operation mode of the fuel cell system
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reaction under certain temperature and catalyst conditions, produce hydrogen and dehy-
drogenation of organic liquids; After the gas-liquid mixture product is cooling and gas-
liquid separation, hydrogen is delivered directly to the fuel cell, liquid dehydrogenation
organic liquid returns to the bottom storage tank of the empty vessel; The production of
hydrogen-rich organic liquid is completed in the land hydrogenation station, by tanker
truck transport to the supply terminal; After the ferry reaches the supply terminal, in the
form of the pumping, out of the dehydrogenation organic liquid, fill with a hydrogen-rich
organic liquid, complete the replacement and replenishment of hydrogen fuel.

3 Experimental Study on a Typical Organic Liquid
Dehydrogenation Device

3.1 Hydrogen Storage Efficiency Test of Organic Liquid

The LOHC efficiency was tested by gas chromatography mass spectrometry combined
tester, and the test related data are shown in Table 2.

Table 2. LOHC efficiency test data

Components content (wt%) 1 # Sample 2 # Sample 3 # Sample

H-0 0 0 0

H-4 0.81 0.57 0.94

H-6 1.27 1.15 1.31

H-8 2.33 2.07 2.17

H-12 95.59 96.21 95.58

Hydrogen storage efficiency (%) 98.05 98.36 98.0

Average hydrogen storage efficiency (Xm) 98.14%

From the above data, it can be concluded that:
The hydrogen storage efficiency of the 1 # sample is: (40.81% + 61.27% + 82.33%

+ 1295.59%)/12 × 100% = 98.05%;
The hydrogen storage efficiency of the 2 # sample is: (40.57% + 61.15% + 82.07%

+ 1296.21%)/12 × 100% = 98.36%;
The hydrogen storage efficiency of the 3 # sample is: (40.94% + 61.31% + 82.17%

+ 1295.58%)/12 × 100% = 98.0%.
The average hydrogen storage efficiency of the hydrogen storage organic liquid is:

Xm = (98.05% + 98.36% + 98.0%)/3 = 98.14%

According to the analysis of the above data, the hydrogen storage efficiency of the
organic liquid reaches 98.14%. The theoretical value of the material hydrogen storage
mass density of the organic liquid is 5.58%, while the actual value is 5.58% × 98.14%
= 5.5%.
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3.2 Hydrogen Discharge Test of Organic Liquid Dehydrogenation Unit

The hydrogen discharge test was carried out with the 40kW organic liquid dehydrogena-
tion device as the test object,mainly completing four tests, including the dehydrogenation
reaction efficiency, the average internal friction of the dehydrogenation device, the ther-
mal efficiency of the dehydrogenation reaction and the purity of the dehydrogenation
hydrogen (Fig. 2).

Fig. 2. 40 kW LOHC device and fuel cell module

3.2.1 Dehydrogenation Reaction Efficiency

The cumulative value of hydrogen discharge is recorded through the hydrogen mass
flow meter, and then recorded the weight before and after the test of hydrogen storage
organic liquid. The specific values and results are as shown in Table 3.

Table 3. Dehydrogenation reaction efficiency test

Parameter (wt%) Unit Numeric value

Ambient temperature °C 27

Weight of hydrogen storage organic liquid and container (M1) kg 166.5

Weight of hydrogen storage organic liquid and container (M2) kg 121.5kg

Mass flowmeter starting value (MA) SL 0

Mass flowmeter starting value (MB) SL 25672

The dehydrogenation reaction efficiency is:

(25672−0)SL
22.4 L/mol × 2 g/mol

(166.5 − 121.5)kg × 5.5%
= 2292.14 g

2475 g
= 92.6%

3.2.2 Average Internal Consumption of the Dehydrogenation Unit

The organic liquid dehydrogenation unit adopts an electric heating method to provide
the heat required for dehydrogenation (Table 4). If the unit operates for about 1.1 h, the
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Table 4. Average internal friction test of the dehydrogenation unit

Parameter (wt%) Unit Numeric value

Ambient temperature °C 27

Starting time of the hydrogen supply system (t1) \ 12:08

Downtime of hydrogen supply system (t2) \ 13:15

Start Memeter starting reading (W1) kWh 699

Electricity meter termination reading (W2) kWh 719

average internal consumption is:

(719 kWh − 699 kWh)/1.1 h = 18.2 kW

3.2.3 Thermal Efficiency of the Dehydrogenation Reaction

ElectricHeating SchemeTest The 40kWorganic liquid dehydrogenation device contains
two sets of electric heating preheater, the power of about 1.0kW resistance wire electric
heater. In addition, it is also equipped with metering pump, solenoid valve and other
small power components, auxiliary power is about 2kW.

In this test, the energy consumption of the dehydrogenation reaction is:

719 kWh − 699 kWh − 2 × 1.0 kW × 1.1 h ≈ 18 kWh = 64080 kJ.

According to the enthalpy value of the dehydrogenation reaction, the heat absorption
of the dehydrogenation reaction is:

25672 SL/22.4 L/mol × 50.18 kJ/mol = 57510 kJ

The thermal efficiency of the electric heating is:

57510 kJ/64080 kJ ≈ 90%

This value is consistent with the calibration efficiency of the electric heater.
The electricity used for electric heating accounts for about 41% (18.2kWh/(40kW×

1.1h)) of the total electricity generation, namely about 59% of the total hydrogen amount
is used for effective power generation by fuel cell modules. Therefore, its effective
hydrogen storage density is about (Fig. 3):

5.58 wt% × 98.14% × 92.6% × 59% ≈ 3 wt%

56 g/L × 98.14% × 92.6% × 59% ≈ 30 g/L
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Fig. 3. Energy flow diagram of the electric heating scheme system

Estimation of Hydrogen Catalytic Combustion Scheme

(1) Estimation of the Thermal Efficiency of Hydrogen Catalytic Combustion

In order to improve the effective hydrogen utilization rate of the organic liquid dehydro-
genation device, the catalytic combustion device is used for heating. First, the hydrogen
catalytic combustion device produces high temperature gas produced by the exothermic
reaction of hydrogen and air. Then the high temperature gas gradually heats the ther-
mal oil and accurately controls the temperature from 220°C to 240°C to maintain the
stability of the dehydrogenation reaction. Finally, the low temperature gas after heating
the thermal conductive oil preheat the air entering the catalytic combustion device to
improve its thermal efficiency.

The heat loss method was used [19] to estimate the thermal efficiency of the catalytic
combustion unit:

η = 100 − (Q2 + Q3 + Q4) × 100/Qr = 100 − (q2 + q3 + q4)

where η (%) is the thermal efficiency of the catalytic combustion device, Q2 (kJ/kg) is
the exhaust heat loss, Q3 is the combustible gas incompletely combustion heat loss, Q4
(kJ/kg) is the fuel heat loss, Qr (kJ/kg) is the fuel input heat, q2 (%) is the percentage of
smoke exhaust heat loss, q3 (%) is the percentage of incomplete combustion heat loss
of combustible gas and q4 (%) is the percentage of heat dissipation loss.

The mixed high temperature gas produced by catalytic combustion of hydrogen and
air has a temperature range of 700°C ~ 800°C. By heating the thermal conductive oil and
air, the exhaust temperature is 120°C ~ 150°C. The main component of the mixed high
temperature gas is N2,its specific heat capacity is close to the air.The air specific heat
capacity is about 4 kJ/kg at 0.1 MPa and 800 °C, and about 1.5 kJ/kg.°C at 0.1 MPa and
150 °C. According to the empirical formula, the smoke exhausts heat loss q2 does not
exceed 15%. Empirically, q3 and q4 generally do not exceed 1%. The thermal efficiency
of the catalytic combustion device η is not less than 83%, and 80% is taken in the energy
flow calculation.

(2) Energy Flow Calculation
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According to the electric heating scheme, the heat needs 57510 kJ to release 25672SL
(2308g) hydrogen. Therefore, the hydrogen consumption through the catalytic combus-
tion heating device is:

Qburn = 57510 KJ/80%/120KJ/g ≈ 599 g.

The hydrogen used for catalytic combustion heating accounts for about
599g/2308g≈26% of the total hydrogen production, that is, about 74% of the total
hydrogen production is used for effective power generation by fuel cell modules. Com-
pared with electric heating and hydrogen catalytic combustion schemes, it is obvious
that the effective utilization rate of hydrogen is higher, which can be increased by about
26%. The corresponding effective hydrogen storage density is approximately (Fig. 4):

5.58 wt% × 98.14% × 92.6% × 74% ≈ 3.8 wt%

56 g/L × 98.14% × 92.6% × 74% ≈ 38 g/L

Fig. 4. Energy flow diagram of hydrogen catalytic combustion scheme system

3.2.4 Dehydrohydrogen Gas Purity

During the test, sampling from the sampling port and conduct purity test by gas
chromatograph for hydrogen purity test, the results are shown in Table 5.

The purity of hydrogen produced by the dehydrogenation unit is 99.99795%, with
the CO content is 0.57ppm, which meets the requirement of ≤ 1ppm for CO content in
high-purity hydrogen in the national standard [20]. It is also consistent with the similar
purity test results [21].

The main causes of CO generation in organic liquid devices are:

(1) The organic liquid material of hydrogen storage is a thick heterocyclic compound
containing N, whose N atoms are in the SP 3 hybrid orbit. It is an organic alkali
structure that can adsorb traces of carbon dioxide in the air. In the storage process,
the hydrogen storage organic liquid is in an open state, being in direct contact with
the air and absorbing trace amounts of carbon dioxide in the air.
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Table 5. Test results of dehydrohydrogen purity

Order number Surveillance project Detection result

1 H2 99.99795 × 10–2(v/v)

2 O2 5.2 × 10–6(v/v)

3 CO 0.573625 × 10–6(v/v)

4 CH4 0.293641 × 10–6(v/v)

5 CO2 1.738044 × 10–6(v/v)

6 NH3 Not detected

7 NO2 Not detected

8 SO2 Not detected

In the dehydrogenation reactor, under the catalyst and a certain temperature
condition, carbon dioxide reacts with hydrogen to produce carbon monoxide and water.

CO2 + H2 = CO + H2O

(2) The liquid hydrogen storage carrier material is an industrial-grade raw material,
which is not further purifiedduring its use. The tracemolecular compounds contained
in the raw materials are decomposed under the action of the catalyst, producing
carbon monoxide, methane and carbon dioxide.

(3) Dehydrogenation device currently uses resistance wire direct heating. During the
long heating process, traces of hydrogen storage organic liquid molecules adhesion
on heating resistance wire casing wall, because of the casing local temperature is too
high, adhesion of organic liquid molecules may occur carbonization decomposition,
produce small molecules such as carbon monoxide and carbon dioxide.

Although organic liquid dehydrogenation devices produce trace CO because of the
three aforementioned reasons, they can be purified by setting up purification devices.
The dehydrogenation device in this test adopts the grade 1 molecular sieve adsorption
method, which can realize the CO concentration of about 0.57 ppm. In the design of the
marine dehydrogenation device, the multistage molecular sieve adsorption method will
be adopted to reduce the CO content to less than 0.1 ppm.

3.3 Operation Matching Test Between Dehydrogenation Unit and Fuel Cell

The joint test of 40kW fuel cell power generation module and organic liquid dehydro-
genation unit has been completed. The details are as follows.

Figure 5 shows the changes in hydrogen supply flow rate and power generation after
continuous operation for 12h, it can be observed that the hydrogen supply flow of the
organic liquid dehydrogenation device is stable and controllable for 12h, with an average
flow rate of about 378 SL/min, which can meet the operation requirements of the fuel
cell module of 40 kW.
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Fig. 5. Match of hydrogen supply flow and power generation in 12h continuous operation

Fig. 6. Hydrogen supply and power generation for 12h

Figure 6 shows the cumulative hydrogen supply of the organic liquid dehydrogena-
tion unit is 273,392 SL (24,578 g) in 12h, the cumulative generating capacity is 482
kWh, and the average hydrogen consumption is about 51g per kWh.



Marine Scheme and Experimental Study of Liquid Organic Hydrogen 87

Fig. 7. Comparison of hydrogen supply from organic liquid and high-pressure gas cylinder on
the performance of fuel cell module

It can be observed from Fig. 7 that there was no obvious difference in the electrical
performance indexes of fuel cell polarization curve test was conducted using LOHC and
high-pressure gas cylinder hydrogen supply.

Figure 8 shows the organic liquid dehydrogenation and high-pressure gas cylinder
hydrogen supply is adopted, and there is no significant difference in the voltage level of
a single cell under the condition of 40kW of the fuel cell module.
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Fig. 8. Fuel cell voltage levels under different hydrogen storage technologies

4 Conclusion

Through the hydrogendischarge test of organic liquid dehydrogenationdevice, compared
the actual hydrogen storage density of organic liquid under two heating methods, the
effective hydrogen storage density of organic liquid dehydrogenation unit fuel by electric
heating is 3 wt% and 30g/L, and the effective hydrogen storage density of organic liquid
dehydrogenation unit by hydrogen catalytic combustion heating is 3.8 wt% and 38g/L.
In addition, the operation matching test of dehydrogenation device and fuel cell was
carried out. Compared with the two schemes of organic liquid dehydrogenation and
high-pressure gas cylinder hydrogen supply, there was no obvious difference in the
stability of hydrogen supply flow and the impact on the electric performance of fuel cell
stack.
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In summary, although the effective hydrogen storage density of organic liquid dehy-
drogenation unit has certain reduction, its mass density and volume density of hydrogen
storage are equivalent to 35MPa and 70MPa high-pressure gas cylinder, respectively.
However, its convenient storage, transportation characteristics, as well as physical char-
acteristics such as high flash point and incombustiblewhen exposed to open flames,make
it certain advantages in the field of large capacity energy storage, and with the techno-
logical progress and engineering degree, the hydrogen storage density is expected to
further improve.
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Abstract. The quality control of hydrogen for fuel cells has an important impact
on the scale application of hydrogen energy. The international and China national
standards have strict regulations on the content of gas and particulate impurities in
hydrogen fuel. Particulate impurity is one of the important causes for the failure
of hydrogen fuel cell systems. However, few studies were done on the sampling
and analysis of trace particulates in hydrogen fuel, especially in China. It shows
that the lack of basic data on particulate impurity is not conducive to the control of
trace particulate impurity in hydrogen fuel. The hydrogen refueling station is an
important part of the particulate impurity control. It is recommended that various
sampling and analysis methods are required for different locations of the hydrogen
refueling station system. Future research directions are also proposed, including
the establishment of a particulate source analysis database and the development
of standards for on-line measurement of particulate in hydrogen fuel, which can
provide effective support for the control of trace particulate impurity in hydrogen
fuel.

Keywords: Hydrogen fuel · Particulate · Sampling · Analysis

In the context of global energy crisis and climate change, hydrogen energy is an impor-
tant component of the global energy structure adjustment and has a promising future. In
the development of the hydrogen energy industry, the quality control of hydrogen fuel
plays a significant role in its large-scale application, but there are still obvious technical
shortcomings in the research on the measurement technology and the development of
measurement instruments for trace impurity components in hydrogen fuel. At present,
hydrogen used in fuel cells is mainly sourced from coal-based hydrogen production,
industrial by-product hydrogen production, natural gas hydrogen production, and water
electrolysis hydrogen production, and each hydrogen production method requires dif-
ferent purification processes to ensure that the quality of the hydrogen delivered from
the factories conforms to the requirements of hydrogen fuel cells. However, due to the
difficulty of detecting trace impurities in hydrogen, and the high precision required in
some component measurement, there are some big problems in the quality control of
hydrogen purification process. In addition, some trace impurities will be introduced in
the transportation, compression and filling of the purified hydrogen, which will affect
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the quality of hydrogen. Particulate impurity is one of the important factors causing the
failure of hydrogen fuel cell system. As shown in Table 1, ISO 14687, SAE J2719 and
GB/T 37244 all put forward higher limit requirements for hydrogen quality standards
for fuel cell vehicles. It shows that all standards have the same limit requirements for
particulate impurity in hydrogen fuel, which is all lower than 1 mg/kg [1–5].

Table 1. Standards of hydrogen fuel quality for fuel cell vehicles

Constituents Limits/µmol·mol−1

ISO 14687:2019 SAE J2719:2015 GB/T 37244–2018

Water (H2O) 5 5 5

Total hydrocarbons 2 2 2

Oxygen (O2) 5 5 5

Helium (He) 300 300 300

Nitrogen (N2) 300 100 100

Argon (Ar) 300 100 100

Carbon dioxide (CO2) 2 2 2

Carbon monoxide (CO) 0.2 0.2 0.2

Total sulfur compounds 0.004 0.004 0.004

Formaldehyde (HCHO) 0.2 0.01 0.01

Formic acid (HCOOH) 0.2 0.2 0.2

Ammonia (NH3) 0.1 0.1 0.1

Halogenated compounds (Halogen
ion equivalent)

0.05 0.05 0.05

Particulate concentration 1 mg/kg 1 mg/kg 1 mg/kg

The sources and components of particulate impurity in hydrogen fuel is relatively
complex. At present, there are no on-line measurement methods recommended in inter-
national or national standards, so the measurement of particulate impurity in hydrogen
fuel needs to be analyzed in the laboratory after on-site sampling. However, due to the
extremely low content of trace particulate in hydrogen fuel, the analysis results gener-
ally indicate a high uncertainty. Few studies have been done on particulate impurity in
China, which leads to the lack of effective data support for the particulate control, and
also limits the development of measurement technology of trace particulate impurity in
hydrogen fuel.

1 Research Status

Some studies on the measurement of impurities in hydrogen fuel have been carried out,
but most focus on the gaseous impurities [6–11]. Smart Chemistry in the United States,
SINTEF Industry in Norway and National Physics Laboratory in Britain have advanced
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research on the particulate sampling and analysis in the HRS. They jointly carried out
the HyCoRA project in Europe, 28 hydrogen gas samples and 13 particulate samples
were collected from 2014 to 2017. The online sampling location of particulate samples
was between the nozzle and FCEV receptacle. The particulate samples were weighed
to calculate the content of particulate in hydrogen, and the test results were shown in
Fig. 1 [12]. It showed that the content of particulate in hydrogen fuel is lower than the
standard limit, while analysis results indicated a high uncertainty that could potentially
affect fuel quality control results.

Fig. 1. The test results of online sampling particulate in hydrogen fuel [12]

Smart Chemistry collected 100 particulate samples in hydrogen fuel obtained from
16 HRSs in different regions of the United States. It was found that particulate impurity
have been found in 94% of the hydrogen fuel at the HRSs. The particulate impurity
mainly came from stainless steel pipes and inline filters (as shown in Fig. 2). In addition,
organic coating is also one of the sources of particulate impurity in hydrogen fuel. In
China, only a few research institutions have carried out relevant research on hydrogen
quality control for fuel cells [1, 14–16]. Relevant research and analysis results show
that the national standard GB/T 37244–2018 requires that the content of particulate
should not exceed 1 mg/kg, but no explanation was given regarding its analysis method.
However, the currentmeasurementmethods for particulate in other gases inChina are not
suitable for detecting particulate in hydrogen [14]. It is found that there is no published
research on particulate sampling and analysis of in hydrogen fuel in China, which is
mainly due to the strict management regulations for the HRS, and the technology and
equipment are still immature.

With the development of the hydrogen energy,more research institutions and scholars
pay attention to the equality control of hydrogen fuel. It is necessary to accelerate the
research on sampling and analysis methods for particulate in hydrogen fuel, and develop
related standards, to promote the equality control of hydrogen fuel.
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Fig. 2. The number of particulate sampled from different HRSs [13]

2 Standards for Particulate Measurement in Hydrogen Fuel

In China national standards, the recommended method for the determination of partic-
ulate in gas is gravimetric method (or weighing method), including GB/T 15432-1995:
“Ambient air - Determination of total suspended particulates- Gravimetric method”,
GB/T 16157-1996: “Determination of particulates and sampling methods of gaseous
pollutants emitted from exhaust gas of stationary source” and GB/T 27893-2011: “Nat-
ural gas - Determination of particles content - Gravimetric method”. The measurement
method standard of particulate in natural gas has a certain reference for the measure-
ment of particulate in hydrogen, but the standard stipulates that themeasurement pressure
range from 0.1 to 6.0 MPa and the measurement range from 0.1 to 100.0 mg/m3, so it
is not suitable for the measurement of particulate in high-pressure hydrogen flow. In
addition, the particle counter method based on light scattering is recommended in the
national standard for the determination of airborne particles. But its measurement of
particulate size range from 0.1 to 10.0 µm, and the measurement results are not mea-
sured based on the mass concentration of particulate, which does not meet the standard
requirements. So the light scattering method is not fully applicable to the particulate
measurement in hydrogen fuel.

At present, particulate sampling is mainly based in ASTM standards. The ASTM
D7650-10 (Standard Test Method for Sampling of Particulate Matter in High Pressure
Hydrogen used as a Gaseous Fuel with an In-Stream Filter) proposes a sampling method
for particulate in high-pressure hydrogen. High-pressure filter and PTFE filter mem-
brane with a maximum operating pressure of 42 MPa are used to collect particulate
with a diameter greater than or equal to 0.2 µm. After sampling of the filter membrane,
weighing method is used to confirm the content of particulate in hydrogen [17]. During
the particulate sampling, hydrogen flows through the HRS nozzle—high pressure sam-
pling device—hose and nozzle—hydrogen fuel cell vehicle, and the particulate impurity
is captured by the filter membrane in the gas stream. The ASTM D7651-10 (Standard
Test Method for Gravimetric Measurement of Particulate Concentration of Hydrogen
Fuel) provides a method of gravimetric determination of particulate in hydrogen fuel.
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3 Scheme for Particulate Sampling and Analysis in Hydrogen Fuel

Sampling and analysis of trace particulate in HRS system is critical for quality control of
hydrogen fuel. Based on the research status, sources of particulate impurity in hydrogen
fuel are relatively complex. Therefore, in addition to the hydrogen equality at the inlet
of hydrogen vehicles, it is also necessary to sample and analyze the particulate impurity
that may be introduced into the HRS system.

Figure 3 shows sampling points in a HRS system. In general HRS system, in order
to ensure the quality of the refueled hydrogen, particulate filtration devices are installed
before and after the compressor and dispenser. The filters require regular cleaning or
replacement, in this case, off-line sampling of particulate from the filters can be carried
out, while other sampling points in the system need online sampling device. Therefore,
the sampling points of a HRS system can be divided into online (1, 4, 6) and offline (2,
3, 5) sampling points, the particulate samples obtained from different sampling points
should be characterized by different analysis methods according to the actual sampling
situation.

Fig. 3. Sampling points in HRS system

3.1 On-line Sampling Point

Particulate sampling at on-line sampling points need high-pressure sampling device. The
online sampling points are located at: sampling point 1 - inlet of the discharge column;
sampling point 4 - outlet of the hydrogen storage tank; sampling point 6 - between the
nozzle and FCEV receptacle.

The high-pressure sampling device used at sampling points 1 and 4 are connected
by bypass to collect particulate online in the hydrogen stream, which is composed of a
filter holder and connecting fittings. The sampling devices can be self-made according
to the recommended device in ASTM standards. For instance, Hsu [18] used a self-made
sampling device to collect particulate in a HRS system. In contrast, the online sampling
system involved in particulate sampling at sampling point 6 is relatively complex, due
to the high pressure. Meanwhile, pressure compensation is required after the hydrogen
flows through the filter.

In the online particulate sampling system, the high-pressure gas filter is the core
device. Especially at the sampling point 6, the highest pressure capacity of the high-
pressure gas filter should be higher than 70 MPa. Before sampling, the particulate filter



96 X. Chen et al.

membrane installed inside the filter should be weighed under certain temperature and
humidity conditions (W1, mg). During the sampling process, after the sampling device
is connected to the hydrogen filling station, follow the normal operation process of
hydrogen refueling for vehicles. After the hydrogen filling is completed, remove the filter
membrane andweigh it again (under the same temperature and humidity conditions,W2,
mg). At the same time, the hydrogen amount W3 (kg) is copied down from the display
screen of the hydrogen dispenser. The concentration of particulate can be calculated
according to the following formula: C = (W2 − W1)/W3 (mg/kg). The weighed filter
membrane can be used for particulate characterization.

3.2 Off-line Sampling Point

Off-line sampling points for particulate: off-line sampling of the installed high-pressure
filters in the HRS system is conducted, and the main sampling points are 2, 3, and 5
(as shown in Fig. 3). Due to the restrictions of HRS operation management, off-line
sampling can only be conducted during routine maintenance or stop inspection of the
HRS.

Sampling point 2 - Inlet of the compressor, particulate sampling and analysis in the
hydrogen source and pipeline along the front of the compressor.

Sampling point 3 - Outlet of the hydrogen storage tank, sampling and analysis of
particulate introduced by the compressor.

Sampling point 5- Between the nozzle and FCEV receptacle, particulate sampling
and analysis in hydrogen before filling.

Fig. 4. In-line filters at compressor outlet

Figure 4 shows the inline filters taken from two different stations in Foshan, China.
Materials of the filters can be glass fiber or Stainless steel. After sampling, the filtering
material with particulate needs to be prepared before analysis. Since particulates are
trapped in the micropores of the filtering material, the filtering material can be disas-
sembled and the particulates can be removed from the pores of the filtering material
by microwave cleaning or dissolved in a cleaning solvent. The particulates can then be
separated for analysis, or the filtering material with particulates can be directly dissolved
to obtain a sample for analysis to determine the composition of the particulates.

3.3 Source Analysis of Trace Particulate in Hydrogen Fuel

After particulate sampling, the samples should be analyzed to determine the content and
composition of the particulate, conducting the source analysis of the particulate. Only by
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deeply studying the source and cause of particulate impurity in the HRS system can we
effectively control the particulate impurity that may be introduced in different positions
of the HRS system. Samples that need to be characterized include solid powder samples
and dissolved liquid samples after preparation. Laboratory characterization methods for
these two types of samples are relatively mature.

The characterization of particulate samples is mainly analysing the components of
particulate, including elemental composition and compound composition. The charac-
terization of solid powder samples can be analyzed by scanning electron microscope
with energy dispersive spectrometer (SEM-EDS) and transmission electron microscope
(TEM), which can be used to analyze the micro-structure and element distribution.
If the amount of particulate sample meets the analysis conditions, X-ray fluorescence
spectrometer (XRF) and X-ray diffractometer (XRD) can also be used to analyze the
elemental and compound composition of the sample. For liquid samples of dissolved
particulate, there are also a variety of analysis methods, can be used inductively cou-
pled plasma-mass spectrometer (ICP-MS) for metal element content analysis and ion
chromatograph (IC) for inorganic negative and cation analysis.

4 Conclusion

At present, there are no mature online measurement method or instrument for trace
particulate in hydrogen fuel. This paper proposes the sampling scheme and analysis
method of particulate in HRS system. Further research from the following two aspects
will effectively promote the development of the measurement and control technology of
trace particulate in hydrogen fuel:

(1) Quality control of hydrogen is beneficial for the healthy development of hydrogen
industry. Analysis data of hydrogen impurities is an important basis for achieving
hydrogen quality control. Under the current measurement level, collecting and ana-
lyzing samples of particulate impurity from different hydrogen sources and estab-
lishing a source analysis database of trace particulate in hydrogen fuel can effectively
support the hydrogen quality control for hydrogen application.

(2) Currently, there is no recognized online measurement method for trace particulate
impurity in hydrogen fuel. Sampling by gravimetric method is complicated and
takes a long time, which is not conducive to the control of particulate impurity in
hydrogen. Further research should be done on the online measurement method for
trace particulate in hydrogen fuel and develop related standards.
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Abstract. The development of efficient and durable bifunctional electrocatalysts
for oxygen evolution reaction (OER), still poses huge challenges. Herein, we
utilize a facile hydrothermal method to synthesize a novel IrNi nanocrystals. In
particular, the electronic structure is altered when a portion of the iridium atom is
replaced by a Ni atom, which causes the center of the d band to shift downward,
favoring the catalytic reaction. The overpotentials for OER of 273 mV at a current
density of 10 mA cm−2, exceed the capabilities of commercial Ir catalysts. The
alloying of Ir with Ni reduces the adsorption energy of oxygen intermediates to
achieve a fast oxygen evolution reaction. This work highlights a potentially pow-
erful strategy toward the general synthesis of novel, Ir-based alloy as highly active
and durable bifunctional electrocatalysts for high-performance electrochemical
overall-water-splitting devices.

Keywords: Catalyst · Iridium based ·Water electrolysis · Oxygen evolution
reaction

1 Introduction

The development of highly efficient water-splitting catalysts is of great importance for
the production of green hydrogen for sustainable energy. In addition to various renew-
able energy sources such as solar, wind, or hydroelectric power, the high specific energy
density value of hydrogen paves the way for the sustainable production of hydrogen
[1–4]. Among various hydrogen production methods, the same electrocatalytic water
splitting has attracted much attention due to its zero-carbon emission behavior [5]. The
electrocatalytic water splitting reaction consists of two half-cell reactions: the oxygen
evolution reaction (OER) and the hydrogen evolution reaction at the anode and cath-
ode [6, 7]. When comparing the two half-cell reactions, OER is the bottleneck of the
wholewater splitting reaction due to its complicated four-electron transfer andmulti-step
behavior. Currently, ruthenium and iridium oxides (RuO2 and IrO2) are considered as
the most advanced catalysts for industrial applications of OER [8–10]. Because of their
great activity and durability, Ir-based nanomaterials are regarded as the most promising
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catalysts for acidic OER. However, their implementation in H2 production is signif-
icantly limited by their high cost and relatively high overpotential [11]. To this end,
iridium-based alloy catalysts exhibiting improved noble metal utilization efficiency and
controllable structure have been designed to reduce the amount of expensive noble metal
required [12, 13]. More importantly, considering the ligand effect brought about by the
alloying of IrM with Ni, the d-band center of IrNi is far away from the Fermi level;
thus, IrNi is less active in forming chemical bonds with other active species, leading to
oxygen [14–20]. The adsorption energy of the intermediate on Ir decreases. According
to the research of Ying Wang [20] et al., the alloy of Ir and transition metal has good
OER catalytic activity, and the catalytic activity follows the trend of IrNi> IrCo> IrFe
> IrO2, and according to the theory According to the calculation, the binding energy of
oxygen intermediates in the reaction process follows the order of IrO2 > IrFe > IrCo
> IrNi that is, when IrNi is used as the catalytic material, the activation energy required
for the oxygen evolution reaction is the smallest, and the overpotential is the small-
est. Therefore, the research object selected in this experiment is the IrNi alloy catalyst
material.

The discovery that acidic water splitting produces purer H2 and improves OER
kinetics has triggered considerable efforts to develop efficient catalysts for acidic OER
[21]. Many catalysts are known to dissolve in acidic media; thus, although promising,
the development of efficient OER catalysts in acidic environments remains a major
challenge [22].In addition, changing the catalyst structure has been shown to have a sig-
nificant enhancement effect on catalyst performance [21, 23]. Designing catalysts with
an open structure and increased specific surface area is crucial to expose a large number
of active reaction sites with unsaturated coordination by exposing corner and edge atoms
[24]. Nanosizing has shown improved electrochemical surface area (ESCA), increased
number of reactive sites, and overall enhanced catalytic performance. Although consid-
erable efforts have been made to design optimized Ir-based materials, including IrM (M
= Co, Ni, Fe) nanocrystals [19, 25]. Their electrocatalytic behavior for overall water
splitting, especially OER in acidic media, is still below expectations. Therefore, design-
ing iridium-based hollow nanocatalysts with large specific surface areas as efficient
bifunctional catalysts for total water splitting remains a formidable challenge [26–28].

We adopt a one-pot synthesis method synthesize the IrNi alloy catalyst material. In
this work, IrNi nanoparticles with nanostructured nanostructures and excellent catalytic
performance were synthesized via a one-pot method. The as-prepared IrNi has a unique
structure with optimized active site exposure, increased catalytically active surface area,
and reduced noble metal usage. This nano size structure allows the reactants to easily
access the active sites of IrNi, thereby enhancing the catalytic performance for OER in
acidicmedia. It isworth noting that in an acidicmedium, the overpotential at 10mAcm−2

is 273 mV.
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2 Experimental

2.1 Synthesis of IrNi Alloy Catalytic Materials

0.192 mmol of Ir(acac)3 and 0.288 mmol)Ni(acac)2 dissolve it in 30mL of oleylamine
and heat to 60 °C to completely dissolve 28.6 mg (0.096 mmol) of 1,2-hexadecane-diol,
placed in a 100mL three-necked flask, and then 16 mL of oleylamine was added to the
three-necked flask, and nitrogen was continuously fed into the solution to prevent the
IrNi alloy from being oxidized by oxygen during the reaction. The oil bath was heated
to 160 °C. under a nitrogen atmosphere and then kept for 30 min. After the solution
was clear and turned yellow-green, it was heated to 250 °C. When the solution reached
250 °C, the color of the solution in the three-necked flask changed from yellow-green to
black. It was then incubated at 250 °C for 60 min and then cooled to room temperature.
The right side of the three-necked flask was continuously fed with nitrogen, and heated
in an oil bath with magnetic stirring.

2.2 Characterization of the Catalysts

The physical morphology of the catalyst material was tested by a transmission elec-
tron microscope (TEM), and its model is JEM-2010. The scanning electron microscope
energy spectrum of the IrNi alloy catalyst material was also tested, which was tested on
a scanning electron microscope energy spectrum analyzer (SEM-EDS), and its model
was ULTRA 55. The morphology of the IrNi alloy catalyst material was photographed
and observed by high-resolution transmission electronmicroscopy (HRTEM). TheX-ray
diffraction pattern of the IrNi alloy catalyst material is tested by an X-ray diffractometer,
the model is D2 PHASER, the scan rate is 5°/min, and the test range is 10° to 80°.

2.3 Performance Test of IrNi Material Under a Three-Electrode System

The electrochemical performance of the IrNi material was tested using a traditional
three-electrode system. Take 4.94 mg of IrNi in a 5 mL glass bottle, add 2 mL of
cyclohexane, 20 μL of 5wt% Nafion solution, and ultrasonically disperse for 30 min.
Take another 4.94 mg iridium in a 5 mL glass bottle, add 2 mL cyclohexane, 20 μL
5wt% Nafion solution, and ultrasonically disperse in an ultrasonic cleaner for 30 min.
The three-electrode system used in testing CV and LSV is Pt as the counter electrode,
Ag/AgCl as the reference electrode, rotating disk electrode as the working electrode,
and 0.5 mol/L dilute sulfuric acid solution saturated with nitrogen as the electrolyte.

During the test, use a pipette gun to take 5 μL of the prepared Ir solution or IrNi
solution, drop it on the rotating disk electrode, drop it twice, and then dry it naturally at
room temperature to ensure that the glassy carbon electrode A uniform catalyst layer is
formed on the glassy carbon electrode, and the amount of catalyst loaded on the glassy
carbon electrode is 0.196 cm−2. Open the electrochemical workbench during the test,
set appropriate parameters, and test the cyclic voltammetry (CV) curves of Ir and IrNi
respectively.When the LSV curvewas tested by linear sweep voltammetry, the rotational
speed of the rotating disc electrode was 1600 r/min. The potential (E) mentioned in this
article is relative to the reversible hydrogen potential (RHE), and the resistance of the
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solution is corrected. The conversion relationship between E(Ag/AgCl) and E(RHE) is
shown in formula 1:

E(RHE) = E(Ag/AgCl)+ 0.059 PH+ 0.197V (1)

3 Results and Discussion

The morphology of the IrNi alloy catalyst material was photographed and observed by
a transmission electron microscope. The material morphology is shown in Fig. 1. It can
be seen from the figure that the prepared IrNi nanoparticles are polyhedral particles with
irregular shapes, the diameter is about 10 nm, the particle size is relatively uniform, and
there is an agglomeration phenomenon, but the agglomeration is not serious. Figure 1c
shows the interplanar spacing of IrNi nanoparticles. The interplanar spacing in Fig. 1c
is 0.222 nm, which is equal to the interplanar spacing of 0.222 nm for the (111) crystal
plane of Ir [29]. The elemental composition of IrNi nanoparticles was analyzed by
EDS, and the analysis results are shown in Fig. 1d. In the image, red dots represent Ni
elements, green dots represent Ir elements and yellow dots represent O elements. It can
be seen that Ni and Ir are uniformly combined, preliminarily indicating that the material
is an IrNi alloy. But at the same time, O elements are also uniformly distributed in the
image, indicating that the IrNi material may be partially oxidized. Through the energy
spectrum, it can be seen that the material contains Ir, Ni, and other elements. According
to elemental analysis, the atomic number ratio of Ir to Ni is about 2/3.

As shown in Fig. 2a, the bimetallic catalysts have the same face-centered cubic (fcc)
structure as Ir, but the diffraction peaks are slightly shifted to higher angles. The 2θ peaks
at 40.7° correspond to Ir (111) andNi (111), respectively. This observation, together with
the absence of peaks from the impure crystalline phase, evidences the distribution of
alloying elements in IrNi, suggesting that transitionmetal atoms in the 3d Ir lattice reduce
the Ir-Ir bond length in solid solution [30]. Asymmetric reflection peaks with tails of 2θ
values towards the Ir plane indicate an Ir-rich surface alloy structure due to Ir segregation
to the alloy surface. The surface chemistry of IrNi nanoparticles and Ir nanoparticles was
analyzed by XPS. In Fig. 2b, the Ir 4f spectrum is deconvoluted into two pairs of peaks
located at 61.0 eV and 63.7 eV, and 62.30 eV and 65.5 eV, corresponding to 4f7/2 and
4f5/2 of metallic Ir (Ir) and Oxidized Ir (Ir 4+). It should be noted that the binding energy
of Ir 4f7/2 is 0.5 eV for IrNi nanoparticles compared to Ir nanoparticles. A negative shift
indicates that electrons can transfer from Ni to Ir. Therefore, electron transfer changes
the electronic structure of Ir after alloying. At the same time, IrNi nanoparticles has the
highest negative shift, indicating that the alloy structure enhances the electronic effect.

The electrochemically active area can reflect the size of the active sites exposed by
the catalyst. It is expressed by ECSA. The larger the value of the electrochemically
active area of the catalytic material, the better the electrochemical performance of the
material. To evaluate the electrochemically active area of the catalytic material, cyclic
voltammetry (CV) was used in this experiment at 2 mV/s, 3 mV/s, 5 mV/s, 7 The voltage
scan rates of mV/s and 10 mV/s were used to scan the catalyst material respectively. The
calculation formula of ECSA is shown in formula 2:

ECSA = Cdl

Cs
(2)
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Fig. 1. Morphology and composition analysis IrNi. (a,b) TEM image, (c) HRTEM (d) distribution
of Ni (red) and Ir (green) across the EDX composition maps.

Fig. 2. (a) XRD patterns of IrNi. (b) X-ray photoelectron spectra of NiIr and Ir in the Ir.

In the formula, Cdl represents the electric double-layer capacitance, and the value
of Cdl is determined by the slope of the line graph of different voltage scan rates and
corresponding current densities. Cs is the capacitance of an ideal metal oxide with a
smooth surface, Cs is a constant value, take 0.3 mF·cm−2.

After the IrNi material was tested by cyclic voltammetry at different scan rates, the
current density corresponding to each scan rate was taken when the voltage was 0.92 V,
and 5 sets of datawere obtained. Take these data as the abscissawith the voltage scanning
rate, make a scatter diagram with the current density as the ordinate, then do a linear
regression, and determine the value of Cdl by the slope k of the regression line obtained,
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k and Cdl the relationship is shown in Formula 3:

k = 2Cdl (3)

It can be seen from the image that as the voltage scan rate increases, the current
density also increases. Among them, the Cdl of Ir is 3.681 mF·cm−2, and the Cdl of IrNi
is mF·cm−2. According to formula 2, take Cs = 0.3 mF·cm−2., so the electrochemically
active area of Ir is mF·cm−2 IrNi has an electrochemically active area of 13.34mF·cm−2.
Therefore, the electrochemically active area of IrNi is larger, and the reason may be that
the unique structure of IrNi alloy exposes more active sites of Ir (Fig. 3).

Fig. 3. (a) (b) Corresponding plots of the current densities at 0.919 V versus RHE with the
different scan rates (2, 3, 5, 7, 10 mVs − 1) (c) (d) CV curves

The polarization curves of Ir and IrNi measured in 0.5M H2SO4 saturated with
nitrogen gas are shown in Fig. 4. The polarization curve shows that when the applied
voltage increases, the current density of IrNi grows quicker and the curve is steeper than
that of Ir, indicating that IrNi has stronger OER catalytic activity. Because the Tafel slope
is also a commonly used criterion for judging the activity of catalysts, the data of the
polarization curves were further processed to obtain the Tafel slopes of the two catalytic
materials, as shown in Fig. 4b. It can be seen from the figure that the Tafel slope of Ir
is 91 mV·dec−1, while the Tafel slope of IrNi is 77 mV·dec−1. The smaller the Tafel
slope, it proves that when the same current is increased, the voltage rises smaller, the
energy consumption is smaller, and the electrolysis efficiency is higher. The Tafel slope
of IrNi is smaller than that of Ir, so the OER catalytic activity of IrNi is better. Figure 4c
shows the overpotential of Ir and IrNi at 10 mA·cm−2 It can be seen from the figure
that the overpotential of Ir at 10 mA·cm−2 is 324 mV, while IrNi is at 10 mA·cm−2,
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the overpotential is 273 mV, and the overpotential of IrNi is lower than that of Ir, so
the actual voltage of electrolyzed water in IrNi is lower than Smaller, better catalytic
performance. At 1.51 V, the estimated average–mass activity was 711 A·mgIr–1 for the
IrNi, 103 A·gIr–1 for Ir. The IrNi showed a 7-fold improved mass activity than the Ir.
The IrNi nanoparticles has a higher current density than Ir, hence when the same voltage
is given to the two materials, the higher the current created.

Fig. 4. Electrocatalytic activity of the NiIr by comparison with Ir (a) LSV curves of the NiIr and
Ir 0.5 M H2SO4 (b) the corresponding Tafel plots (c) bar graph displaying the overpotentials to
drive 10 mA·cm–2; (d) Ir mass activities at 1.51 V (vs RHE)

4 Conclusions

In this paper, the synthesis of IrNi alloy and its OER catalytic performance are investi-
gated The particle diameter of the IrNi material was found to be approximately 10 nm
through TEM, and Ir and Ni were evenly distributed throughout the material. Ir and
Ni have an atomic ratio of roughly 2/3, according to EDS analysis. The XRD pattern
shows that the material corresponds to the characteristic peaks of Ir and Ni, and shows
that IrNi alloy is partially formed. In the electrochemical characterization, compared
with the OER performance of iridium, IrNi shows better OER catalytic performance,
and the Tafel slope is only 77mVdec−1, which is lower than 91 mVdec−1 of Ir. The
NiIr nanoparticles were tested as electrocatalysts for the oxygen evolution reaction in an
acidic electrolyte and showed enhanced electrocatalytic activity (273mVat 10mA·cm–2)
and mass activity (711 A·gIr–1) compared to commercial Ir.
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Abstract. Estimating the volume flow rate of hydrogen is one common problem
in the engineering design and application of hydrogen fuel cells. In this paper,
models for estimating the volume flow rate of hydrogen are established from the
perspectives of the number of electrons transferred by electrochemical reaction
and the energy conversion between chemical energy and electric energy, and the
sensitivity analysis of the influencing factors is made. The results show that esti-
mation models are reasonable and reliable. In the estimation process, the actual
single voltage of the fuel cell needs to be accurately collected and controlled.

Keywords: Hydrogen fuel cells · Volume flow estimation · The number of
transferred electrons · Energy conversion · Sensitivity analysis

1 Introduction

The demand for clean and efficient energy promotes the application and development
of hydrogen fuel cell technology. At present, hydrogen fuel cells have been practiced
and applied in ground transportation [1], Marine ships [2], aerial vehicles [3], heating
and energy storage [4] and other scenarios. In the process of engineering design and
application, it is common to estimate the volume flow of hydrogen at the anode side
according to the environmental conditions and power requirements. At present, there is
no unified standard estimation model for the reference of relevant researchers at home
and abroad. In this paper, a complete estimation process will be presented and analyzed
from the perspectives of the number of electrons transferred by electrochemical reactions
and the energy conversion between chemical energy and electric energy.

2 The Theoretical Model of Single Voltage for Fuel Cells

When hydrogen fuel cell is working, electrochemical reaction occurs on both cathode
and anode. The reaction equation of the whole process is as follows:

H2 + 1

2
O2 → H2O (1)
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The theoretical output voltage of a single cell of hydrogen fuel cell can be expressed
as [5]:

E = E0 − RTs
zF

ln
1

PH2P
1
2
O2

+ �s

zF
(Ts − T 0) (2)

where,E0 is the standard electrode potential,R is the ideal gas constant,�s is the entropy
change of the electrochemical reaction, F is the Faraday constant, Ts, T 0 is the actual
and reference temperature inside the reactor, PH2 , PO2 is the pressure of hydrogen and
oxygen, z is the number of moles of electrons transferred by the reaction in 1 mol.

Fig. 1. (a) The relationship between fuel cell single voltage and temperature when hydrogen
and oxygen intake pressure is constant; (b) The relationship between fuel cell single voltage and
hydrogen intake pressure when temperature and oxygen intake pressure are constant

As shown in Fig. 1, it is noted that when hydrogen intake pressure and temperature
change, the voltage of single cell will change accordingly.

3 Methods for Estimation of Volume Flow of Hydrogen

In order to estimate the volume flow rate of hydrogen, we can think from two perspec-
tives: the number of electrons transferred by electrochemical reaction and the energy
conversion between chemical energy and electric energy. Here, taking a practical engi-
neering problem as an example. We assume that the inlet pressure of hydrogen P is
0.75 bar, the temperature T is 298.15 K, and the power requirement Pdem is 4 kW.

3.1 Perspective 1: The Number of Electrons Transferred in an Electrochemical
Reaction

Since 1 mol hydrogen transfers 2 mol electrons during the electrochemical reaction, that
is, the output current of the fuel cell I meets:

I = zFṁH2 (3)
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where, ṁH2 is the molar mass flow rate of hydrogen.
After further processing, the molar mass flow rate of hydrogen can be obtained:

Pdem

U
= zFṁH2 , ṁH2 = Pdem

zFU
(4)

where, U is the actual voltage of a single battery.
The efficiency of fuel cells ηfc can be characterized by the ratio of the actual voltage

and the theoretical output voltage E of a single cell [6], namely:

ηfc = U

E
(5)

The theoretical output voltage of the fuel cell is 1.229 V under standard conditions.
According to Fig. 1, the actual theoretical output voltage is also affected by the working
environment. The rated operating voltage of the fuel cell is about 0.6 V ~ 0.8 V. Assume
that the efficiency of fuel cells is about 0.6.

The efficiency value is properly corrected according to hydrogen pressure and ambi-
ent temperature. According to Eq. (4), the actual voltage of a single cell is about
1.229 × 0.614 ≈ 0.755V .

The volume flow rate V̇H2 and molar mass flow rate ṁH2 of hydrogen meet the
following requirements:

V̇H2 = ṁH2Vm (6)

where, Vm is the molar volume of the gas.
Under standard conditions, the temperature T 0 is 273.15 K and the pressure P0 is

1bar. Thus, the standard molar volume V 0
m ≈ 22.4 L/mol. According to the ideal gas

equation of state, when the temperature and pressure change, the molar volume will also
change, namely:

V 0
m = RT 0

P0 ,Vm=RT

P
(7)

Vm = V 0
m
P0T

PT 0 (8)

where, R is a constant.
According to Eq. (5), the molar mass flow rate of hydrogen is approximately ṁH2 =

60×4×1000×22.4
2×96485×0.755 = 1.6475 mol/min; according to Eq. (8), the molar volume at this time

is about Vm = 22.4 × 1
0.75 × 298.15

273.15 ≈ 32.6 L/mol.
Thus, according to Eq. (6), the volume flow rate of hydrogen is about V̇H2=1.6475×

32.6 ≈ 53.70 L/min.
In summary, based on the number of electrons transferred in the electrochemical

reaction, the volume flow rate of hydrogen at the anode side can be obtained according
to Eq. (9):

V̇H2 = PdemV 0
m
P0T
PT 0

zFU
(9)
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3.2 Perspective 2: The Energy Conversion Between Chemical Energy
and Electrical Energy

Fuel cells are able to provide electricity to the outside world because chemical energy
from hydrogen and oxygen is converted into energy in an electrochemical reactor. In
addition to the ratio between the actual voltage and the theoretical output voltage of a
single cell, the efficiency of the fuel cell can also be characterized by the ratio between
the electric energy generated by conversion Qelec and the chemical energy contained in
the fuel Qchem [7], namely:

ηfc = Qelec

Qchem
(10)

The low calorific value of hydrogen LHVH2 = −241.98 KJ/mol and molar mass
flow rate of hydrogen can be expressed as:

ṁH2 = Pdem

ηLHVH2

(11)

When the efficiency of the fuel cell is about 0.6 and the power demand is 4kW, it
can be calculated from Eq. (11) that, ṁH2 = 60×4

0.6×241.98 ≈ 1.6530 mol/min, according to

Eq. (8), the molar volume at this time is about Vm=22.4× 1
0.75 × 298.15

273.15 ≈ 32.6 L/mol.
Thus, according toEq. (6), the volumeflow rate of hydrogen is about V̇H2 = 1.6530×

32.6 ≈ 53.89L/min.
In addition to molar volume Vm, the transformation of molar mass flow to volume

flow can also be realized by density ρ.
Themass flow rate ṀH2 andmolarmass flow rate ṁH2 of hydrogenmeet the following

requirements:

ṀH2 = ṁH2MH2 (12)

The volume flow rate V̇H2 and mass flow rate ṀH2 of hydrogen meet the following
requirements:

ṀH2 = V̇H2ρ (13)

According to the ideal equation of state for gas, when the temperature and pressure
change, the density of gas will also change, namely:

ρ0 = K
P0

T 0 , ρ = K
P

T
(14)

where, K is a constant.

ρ = ρ0 ×
(
P × T 0

)
/
(
P0 × T

)
(15)

Where, ρ, P and T are the actual air density, pressure and temperature, ρ0, P0 and
T 0 are the air density, pressure and temperature under the standard state.
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Under standard conditions, the temperature T 0 is 273.15K and the pressure P0 is
1bar. Thus, the standard molar volume ρ0 ≈ 0.0893g/L. Then, according to Eq. (15),
the hydrogen density at this time is about ρ = 0.0893 × 0.75×273.15

1×298.15 ≈ 0.0614 g/L.
According to Eq. (12), themass flow rate of hydrogen is approximately ṀH2 = 1.6530×
2 = 3.3060 g/mol.

Thus, according to Eq. (13), the volume flow rate of hydrogen is about V̇H2 =
3.3060/0.0614 ≈ 53.84 L/min.

In summary, based on the energy conversion between chemical energy and electric
energy, the volume flow rate of hydrogen can be calculated according to Eq. (16):

V̇H2 = PdemV 0
m
P0T
PT 0

ηfc × LHVH2

(16)

Table 1. Volume flow of hydrogen obtained by different methods

Methods Volume flow of hydrogen (L/min) Relative deviation (−)

The number of electrons
transferred and the current

53.70 —

Energy conversion and molar
volume

53.89 0.35%

Energy conversion and molar
volume

53.84 0.26%

According to Table 1, the results of three hydrogen volume flow rates obtained
by different treatment methods are almost consistent, considering the same problem
from different perspectives. Therefore, in the process of practical application, any of the
methods can be selected for estimation, and other methods can be used to support the
estimation results. Similarly, the method can be extended to the estimation of the volume
flow of air sucked into the cathode side of the fuel cell.

4 Sensitivity Analysis

According to Eqs. (3)~(16), in the actual engineering application process, the demand
power, the pressure of hydrogen into the reactor, the temperature of hydrogen into the
reactor, the actual voltage of a single fuel cell and the efficiency of the fuel cell are the
main factors affecting the volume flow rate of hydrogen.

From Eqs. (2), (5) and (9), we can get:

V̇H2=
PdemV 0

m
P0T
PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)] (17)
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Fig. 2. The relationship between the volume flow rate of hydrogen consumed and (a) the required
power,(b) hydrogen pressure,(c) temperature,(d) the actual voltage of a single fuel cell, and (e)
the efficiency

If there is a certain deviation �Pdem between the actual power and the theoretical
power, that is, the actual power is Pdem +�Pdem, then the volume flow rate of hydrogen
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actually consumed will also change. The actual consumption will increase:

�V̇H2=
�PdemV 0

m
P0T
PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)] (18)

Then, the change of hydrogen volume flow consumption caused by the change of
power is as follows:

�V̇H2=K1�Pdem (19)

where, K1 is a constant.
According to Eq. (19) and Fig. 2(a), when other factors do not change, the change

in power will lead to a linear change in the volume flow rate of hydrogen expected to be
consumed.

If there is a certain deviation �P between the actual pressure and the theoretical
pressure, that is, the actual pressure is P + �P, then the volume flow of hydrogen
actually consumed will also change. Usually, zFE0 � RT lnP. As a result, the actual
consumption will increase:

�V̇H2=
PdemV 0

m
P0T

(P+�P)T 0

ηfc × zF[E0 + RTs
zF ln(P + �P) + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)]

− PdemV 0
m
P0T
PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)]

≈ − PdemV 0
m

P0T
P2T 0 �P

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)]

(20)

Then, the change of hydrogen volume flow consumption caused by the change of
hydrogen pressure is as follows:

�V̇H2 ≈ −K2
�P

P2 (21)

where, K2 is a constant.
According to Eq. (21) and Fig. 2(b), when other factors do not change, changes

in hydrogen pressure will lead to approximately inversely proportional changes in the
volume flow rate of hydrogen expected to be consumed. When the hydrogen pressure
is not very large, small pressure deviations will have a large effect on the estimated
quantity. This means that, when the hydrogen pressure is not very large, the agreement
between the estimated result and the actual value will decrease due to the influence of
measurement errors and other factors.

If there is a certain deviation �T between the actual temperature and the theoretical
temperature, that is, the actual temperature is T +�T , then the volume flow of hydrogen
actually consumed will also change. Usually, zFE0 � �sT + RT lnP + 1

2RT lnPO2 .
As a result, the actual consumption will increase:

�V̇H2=
PdemV 0

m
P0(T+�T )

PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)]
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− PdemV 0
m
P0T
PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)]

≈ PdemV 0
m
P0�T
PT 0

ηfc × zF[E0 + RTs
zF lnP + 1

2
RTs
zF lnPO2 + �s

zF (Ts − T 0)] (22)

Then, the change of hydrogen volume flow rate consumption caused by temperature
change is:

�V̇H2 ≈ K3�T (23)

where, K3 is a constant.
According to Eq. (23) and Fig. 2(c), when other factors do not change, the change

of temperature will lead to an approximate linear change in the volume flow rate of
hydrogen expected to be consumed.

If there is a certain deviation�U between the actual single voltage and the theoretical
single voltage, that is U + �U , the actual voltage is, then the volume flow of hydrogen
actually consumed will also change. The actual consumption will increase:

�V̇H2 = PdemV 0
m
P0T
PT 0

zF(U + �U )
− PdemV 0

m
P0T
PT 0

zFU

≈ PdemV 0
m
P0T�U
PT 0

zFU 2 (24)

Then, the change of hydrogen volume flow consumption caused by the change of
single voltage is:

�V̇H2 ≈ −K4
�U

U 2 (25)

where, K4 is a constant.
According to Eq. (5), when other factors do not change, the efficiency of the fuel

cell is proportional to the actual voltage of a single cell. Then, it can also be obtained:

�V̇H2 ≈ −K5
�ηfc

η2fc

(26)

where, K5 is a constant.
According to Eqs. (25) and (26) and Fig. 2(d) and (e), when other factors do not

change, changes in actual single voltage or changes in efficiency will lead to approx-
imately inversely proportional changes in the volume flow rate of expected hydrogen
consumption.

When the fuel cell is working normally, its working efficiency is about 0.5 ~ 0.7. If
the efficiency changes from 0.5 to 0.52, the volume flow rate of hydrogen will change
from 66.5L/min to 64L/min on the assumption that other conditions do not change in this
example. Small efficiency deviations will have a large impact on the estimated quantity.
In other words, in the process of estimating hydrogen volume flow, it is necessary to
focus on ensuring the efficiency of fuel cells. In other words, the actual single voltage
of the fuel cell needs to be accurately collected and controlled.
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5 Conclusion

In this paper, the problem about the estimation of the volume flow rate of hydrogen that
may be faced in engineering design and application is studied, the complete calculation
process is given, and the following conclusions are reached:

1. Basically the same estimation results can be obtained from two perspectives: the
number of electrons transferred by electrochemical reaction and the energy conversion
between chemical energy and electric energy. The required power, hydrogen inlet
pressure, hydrogen inlet temperature, fuel cell voltage and fuel cell efficiency are the
main factors affecting the results.

2. There is an approximate linear relationship between the required power and the inlet
temperature of hydrogen and the volume flow rate of hydrogen consumed.

3. The pressure of hydrogen into the reactor, the voltage of a single fuel cell and the
efficiency of the fuel cell are approximately inversely proportional to the volume
flow rate of hydrogen consumed. It is important to ensure the accuracy of the fuel
cell efficiency values. In other words, enough importance should be given to the data
acquisition and control of the actual single voltage of the fuel cell.
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tion of China (Grant No.52072265).
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Abstract. The saving of operating energy consumption of traditional tramway
powered by catenary line mainly depends on the optimization of speed curves.
Unlink that, the fuel cell-battery hybrid tramway carries multiple power sources
with different characteristics to supply power, and the operation energy consump-
tion of fuel cell-battery tramway is related to not only the running speed, but
also the power allocation between sources. However, the traditional method for
fuel cell hybrid tramway to reduce consumption is using algorithms to optimize
the energy management of load power based on the predetermined speed curves.
Therefore, this paper develops the synthetic optimization of speed and power allo-
cation to decrease the energy consumption of fuel cell hybrid tramway. Firstly,
the tramway’s dynamic model is established to analyze the load power. Then,
the electricity consumption of battery is converted to the hydrogen consumption
based on the equivalent principle. In this way, the energy from battery and fuel
cell are transferred as an indicator: the equivalent hydrogen consumption, to eval-
uate the operating energy of the tramway. Afterwards, the synthetic optimization
model is established aiming at the minimizing the consumption within stations.
The pseudospectral method is employed to solve this problem. It turns out that
the proposed method could obtain the running speed curve and power distribution
sequence simultaneously. The speed curve guarantee on time operation and the
load power is reasonably allocated.

Keywords: Fuel cell-battery tramway · Synthetic optimization · Pseudospectral
method method

1 Introduction

With the trend of global low-carbon transformation, hydrogen energy and fuel cell tech-
nology have received extensive attention and been applied into various fields. Hydrogen
energy is a secondary energy source with the advantages of being clean, environmentally
friendly, large in stock, and easy to obtain [1]. It is regarded as the clean energy with
the most development potential in the 21st century. At present, more than 20 countries
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around the world have introduced relevant energy policies to vigorously support the
development of the hydrogen energy industry. China has also issued the “Medium and
Long-Term Plan for the Development of Hydrogen Energy Industry (2021–2025)” for
the first time in 2022, in which hydrogen energy is regarded at the national level, as
a strategic emerging industry and a key development direction of future industries in
China.

Among various ways of utilizing hydrogen energy, fuel cell is one of the most
effective way. Firstly, the fuel cell power generation process does not go through the
combustion process and is not limited by the Carnot cycle, resulting a high energy
conversion efficiency between 45%and60%[2]. Secondly, the fuel cell power generation
is more flexible and has strong building blocks [3]. Therefore, it is easily to combined
into power generation systemwith different power levels for many application scenarios,
such as mobile power supply, stationary power generation, cogeneration, etc. [4–6]. In
addition, fuel cell power generation does not produce air pollutants such as carbonoxides,
nitrogen oxides, and sulfides. Combined with green hydrogen preparation technology,
its environmental benefits within the entire life cycle are obvious.

At present, hydrogen energy transportation has become a pioneer in the development
of hydrogen energy to drive the hydrogen energy industry in countries around the world,
mainly for the automotive field. In the field of rail transit, low-carbon transformation is
also urgently needed because there are still a large number of diesel locomotives. And
fuel cell technology has become an important technical path for the decarbonization of
the railway industry.

In addition to cleanliness and environmental protection, hydrogen energy rail tran-
sit vehicles also have the following advantages: 1) Cancellation of external traction
power supply system, avoiding pantograph-catenary system failure and reducing the
cost of infrastructure [7, 8]; 2) Compared with energy storage locomotives, the energy
replenishment speed of hydrogen energy rail transit vehicles is faster (Fig. 1).

Fig. 1. Successfully developed hydrogen trains (a) iLint from Alstom (b) Mireo Plus H from
Siemens (c) Tramway from CRRCQingdao Sifang (d) Hydrogen locomotive from CRRCDatong
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In recent years, countries around the world have been actively developing hydrogen
energy rail transit vehicles.Many foreignmodels have been rolled off the production line,
such as the iLint of Alstom in France and the Mireo Plus H of Siemens [9] in Germany,
and etc. Someof themare already in commercial trial operation.China’s hydrogen energy
rail transit vehicles are developing rapidly. Since 2016, hydrogen energy vehicles such
as fuel cell shunting locomotives, fuel cell hybrid electric trams, fuel cell engineering
trains, and fuel cell city trains have been successfully developed [10]. Among them, the
fuel cell hybrid tram developed by CRRC Sifang Co., Ltd. Has been put into commercial
operation in Foshan Gaoming in November 2019.

For rail transit vehicles, improving the energy efficiency has been the focus of
research. Hydrogen rail vehicles usually use fuel cells as the main power source, and
batteries or supercapacitors as auxiliary power systems to provide acceleration power
and absorb braking power. Since it is jointly driven by multiple power sources and the
power sources have different characteristics, the distribution of load power among the
power sources will affect the energy consumption of the whole vehicle. Therefore, the
current energy consumption optimization is mainly realized by optimizing the energy
management control strategy, and the load power is mainly used as an external input
condition that is not optimized. However, by studying the energy consumption optimiza-
tion of traditional trains, it can be seen that the running speed curve of the train has an
impact on its energy consumption level. When the station distance and running time
are determined, how to plan the running curve during the period will affect the energy
consumption in the interval. This conclusion also applies to hydrogen rail trains. The
traditional catenary train only obtains electric energy through the pantograph-catenary
system, and the energy source is single. The energy consumption characteristics of the
train operation are relatively simple and only related to the load demand, and only the
speed curve can be optimized. However, hydrogen energy trains contain multiple power
sources. When the speed curve is fixed, the use of different energy allocation algorithms
will also affect energy consumption. Therefore, for hydrogen energy trams, it is neces-
sary to carry out joint optimization of speed curve and energy management to further
improve the energy efficiency level.

This paper intends to propose an energy consumption method based on synthetic
optimization of speed and power allocation for fuel cell hybrid electric tram, in order
to minimize the energy consumption of the train interval. The innovation points of this
paper are as follows:

1) Carry out energy consumption characteristics analysis on fuel cell hybrid electric
trams, and use the global equivalent hydrogen consumption as an indicator tomeasure
the energy consumption of the whole vehicle.

2) Carry out joint optimization of train running speed and power distribution and realize
the overall reduction of energy consumption in train intervals at multiple levels.

The subsequent sections of this article are arranged as follows: Part 2 is the structure
andmodel of the fuel cell hybrid power system, the optimizationmethod theory proposed
in the third part, part 4 is the result analysis, and part 5 is the conclusion.
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2 Modeling of the Fuel Cell Hybrid Train

2.1 Dynamic Model of the Fuel Cell Hybrid Train

During the operation of the train, it is mainly affected bymotor traction/braking force, air
resistance, wheel-rail friction resistance, ramp resistance. Normally, the friction resis-
tance and air resistance can be equivalent using the basic resistance formula that can
be expressed as a polynomial with respect to velocity [11]. Based on the single-mass
model, the force analysis of trains is carried out, and according to Newton’s second law,
the force balance relationship established is as follows.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(1+γ ) · M · a=Ft − Ffb−Fgb

Ffb = fb · M · g
Fgb=M g sin β

fb = A1 · v2 + B1 · v + C1

(1)

where F t is traction force, Ffb is basic resistance, Fgb is ramp resistance, M is train’s
mass, γ is the rotation coefficient, a is acceleration speed, g is gravitational constant,
β is slope degree, f b is unit basic resistance formula in which A1, B1 and C1 are the
coefficients, and v is the velocity.

According to the dynamic model, the wheel traction power can be calculated as
follow.

Pw = Ft · v

3.6
(2)

Considering the efficiency loss, the bus power can be calculated as follow.

Pbus = Pw/ηm/ηtrans/ηt (3)

where ηm, ηtrans, ηt are respectively motor efficiency, transmission system efficiency and
traction converter efficiency.

2.2 Topology of Fuel Cell Hybrid System

The hydrogen fuel cell hybrid power system studied in this paper is composed of fuel
cell system and battery system, and its topology is shown in the Fig. 2. The fuel cell is
connected to the bus through unidirectional DC/DC, and the battery is directly connected
to the bus.

Modeling of Fuel Cell. Since the fuel cell reaction process involves issues in many
fields such as water, heat, and electricity, and includes a variety of temporal and spatial
scales. Therefore, the modeling methods are also different for different research objects
and problems. In this paper, the fuel cell is used as the power supply of the system,
and the concern is the external supply voltage and current of the system. Therefore, the
model of the fuel cell is established based on the equivalent circuit.

VFC = Eoc − Vact − Vohm (4)
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Fig. 2. Topology of fuel cell hybrid system

where VFC, Eoc, V act, Vohm are respectively the output voltage, open circuit voltage,
activation voltage drop and ohmic voltage drop.

Modeling of Battery Energy System. As a complex electrochemical system,
lithium-ion batteries are difficult to accurately model. Currently, there are three main
modelingmethods: equivalent circuit model, neural networkmodel, and electrochemical
model [11]. Among them, the equivalent circuit model focuses on describing the rela-
tionship between the input and output of the external voltage and current of the battery.
This model has the characteristics of simplicity and easy identification of parameters,
which meets the requirements of this paper, so the equivalent circuit method is used to
establish its model, as shown below.

{
VB = Uoc − RintIB
PB = VB · IB (5)

where Uoc, Rint, and IB are the open circuit voltage, internal resistance, and operating
current of the battery energy storage system, respectively.

The SOCof the power battery is an important reference index in energymanagement.
This paper uses the ampere-hour integral method to model it, as shown below.

SOC = SOC0 −
∫ t

0
IBdt (6)

where SOC0 is the initial value, IB is positive when discharging and negative when
charging.

Modeling of energy consumption. Since fuel cells and power batteries consume
different types of energy during operation, in order to make the two comparable so as
to establish a standard for evaluating the energy consumption of train, this paper draws
on the equivalent hydrogen consumption theory. It converts the electricity consumed by
battery into equivalent hydrogen and added it to the hydrogen consumption of the fuel
cell to obtain the overall hydrogen consumption [12], as shown in the following formula.

⎧
⎪⎪⎨

⎪⎪⎩

CFC = a1 · P2
FC + a2 · PFC + a3

CB =
{
k · PB/ηdis_ B/ηavg_ B PB ≥ 0

k · PB · ηchg_ B · ηavg_ B PB < 0

(7)
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where CFC is the fuel cell hydrogen consumption, CB is the equivalent consumption,
PFC is fuel cell output power, a1, a2, a3 and k are constant, ηdis_B, ηchg_B, ηavg_B are
discharge efficiency, charge efficiency and average efficiency.

3 Energy Consumption Method Based on Synthetic Optimiza-Tion
of Speed and Power Allocation

3.1 The Description and Objective of Synthetic Optimization

The problem in this paper is minimizing the equivalent hydrogen consumption of fuel
cell hybrid urban train under the constraints of train interval operation, such as speed limit
and operation schedule. It can be regarded as a typical constrained global optimization
problem, and its objective function is as follows, which is a function related to PFC, Pw
and SOC:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

J =
∫ T

t=0
CH2 dt =

∫ T

0
(CFC(PFC) + CB(PB, SOC)) dt

(PFC + PB) · ηm · ηtrans · ηt = Pw

Pbus=PFC + PB

(8)

where t is operation time, T is the planned operation time, CH2 is the instantaneous
equivalent hydrogen consumption.

To describe the motion process of the fuel cell hybrid city train, this paper takes the
train speed v, position s and lithium battery SOC as the state variables, and takes the
train traction force and fuel cell power as the control variables, and the obtained state
transition equation is as follows Shown:

⎧
⎪⎨

⎪⎩

v̇= 3.6 · (Ft − Ftb − Fgb)/(1+γ ) · M
ṡ = v/3.6

SȮC = −Uoc−
√

U 2
oc−4·Rint·(Pbus−PFC )

2Rint·QB·3600

(9)

SOC, speed v, mileage s, traction force, and fuel cell power need to meet the limits
of their maximum and minimum values. In addition, to achieve train stops on time and
SOC maintenance, these constraints need to meet: the first and last value of speed is 0,
the first and last value of mileage should be 0 and station distance, and the first and last
values of SOC should both equal to the reference value.

3.2 Pseudospectral Method

The problem studied in this paper belongs to the optimal control problem, which can
be solved by pseudospectral method. Pseudospectral method uses global interpolation
polynomial discretization to approximate the state variables and control variables at a
series of discrete orthogonal collocation points. Next, adopts time domain transformation
to transfer optimal control problem into large-scale nonlinear programming problems
(NLP) in finite dimensions, and then solve it. For the specific theory of this method,
please refer to the relevant literature [13].
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4 Results and Analysis

In this paper, an actual single section of a tram in China is used as to carry out analysis.
The line is 912 m long, and the standard running time is 118 s. The slope information
of the section line is shown in the Fig. 3.

Fig. 3. Slope of the target line

Fig. 4. Operation speed curve of the fuel cell tram

Fig. 5. Distance curve of the fuel cell tram

Under the proposed method, the operating speed curve and distance curve of the
fuel cell tram are shown in Fig. 4 and 5 respectively. It can be seen that the speed curve
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throughout the operation is relatively stable, with a maximum operating speed of no
more than 33 km/h, and the tram can achieve punctual operation. The above results
demonstrate that the proposed method can achieve reliable operation of the fuel cell
tram.

Fig. 6. Power distribution curve of the fuel cell hybrid system of the tram

Fig. 7. Battery SOC curve

On this basis, the power distribution curve of the hybrid system of the fuel cell tram
is shown in Fig. 6. It can be observed that the power of fuel cells can vary with the load
and the operating power is relatively stable. On the other hand, the battery is mainly
used to provide transient power for trams by shaving peaks and filling valleys. This kind
of power distribution scheme is beneficial for reducing system energy consumption,
reducing performance degradation of fuel cells, and extending their service life.

In addition, the battery SOC curve of the tram under the whole operation period is
shown in Fig. 7. It turns out under the proposed method, the variation range of the tram
battery SOC is narrow, and the initial and final SOC values can be kept equal, which
meets the control expectations.

5 Conclusion

In conclusion, the proposed method can realize the collaborative optimization of power
distribution and operation curve at the same time. It can make full use of the slope
information to reasonably plan the operation curve, arrive on time within the given
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inter-station planning operation time. Moreover, the power energy management recover
the full braking energy and maintains the SOC, which helps to reduce operating energy
consumption. Only energy consumption is considered in the objective function of this
paper, but in practice, life is also an important factor to be considered, so in future
research, life-related evaluation criteria will be further introduced into the objective to
achieve more significant results.
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Abstract. To optimize the existing safety management strategies of the hydrogen
fuel cell vehicle operations, in this contribution, we analyzed the safety manage-
ment risks and responsibilities from four aspects, including vehicle technology
management, participant organization, environment management and essential
safetymanagement. Taking the Beijing 2022winter (Paralympic) OlympicGames
as an example, we proposed four safety management strategies and developed the
“441” safety management strategy which is very suitable for the operation safety
management of hydrogen fuel cell vehicles. Based on the “441” safety manage-
ment strategy, we proposed the “PDCA” closed-loop safety management mecha-
nism. The research results could provide positive suggestions for the large-scale
operation of hydrogen fuel cell vehicles.

Keywords: Intrinsic safety · Hydrogen fuel cell vehicle · Hydrogen safety ·
Safety management strategy

1 Introduction

Hydrogen fuel cells directly convert the chemical energy of hydrogen into electricity
through electrochemical reactions, obtaining very high energy conversion efficiency.
The emissions are only water, which can achieve efficient and environmentally friendly
operation of new energy vehicles [1–5]. The safety of fuel cell vehicles is the first concern
as the explosion limit of hydrogen is 4%~75%. The explosive level is level 1. Therefore,
it is urgent to establish an efficient, closed-loop, and clear safety management strategy
for the large-scale operation of hydrogen fuel cell vehicles. At present, various large
companies have proposed some advanced safety management strategies, such as Shell’s
HSE safety management system [6], safety management strategies based on behavioral
safety “2–4” models [7] and “PDCS” safety management strategy [8].
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From 4th to 20th February and from 4th to 13th March, 2022, the 2022 Beijing
Winter Olympics and Paralympics were successfully held. According to the “Low Car-
bon Management Report of the Beijing Winter Olympics (Pre Games)”, 816 hydrogen
fuel vehicles were used during the events, accounting for 19.9%. According to public
data, this is the largest demonstration operation project for hydrogen fuel cell vehicles
worldwide and a significant opportunity for the promotion, application, and industrial
development of hydrogen fuel cell vehicles. All the fuel cell buses were operated by a
specialized hydrogen transportation operation platform company (hereinafter referred to
as the “company”). Based on the demonstration operation of hydrogen fuel cell buses at
the 2022BeijingWinter Olympics andWinter Paralympics, this paper developed a safety
management system from four dimensions based on the system’s essential safety control
concept to provide samples for the safety management of large-scale social operations
of hydrogen fuel cell vehicles in the future.

2 Characteristics and Difficulties in Safe Production of Hydrogen
Fuel Cell Vehicle Demonstration Operation

2.1 New Technologies and Equipment for Hydrogen Fuel Cell Vehicles

The internal combustion engine vehicles have hundreds of years of history. The safety
related technologies, testing, regulations, insurance and other systems for internal com-
bustion engine vehicles have been established. The fuel cell systems and refueling sta-
tions for hydrogen fuel cell vehicles are all new technologies. These new technologies
and equipment bring more uncertainty to safety management.

2.2 Many Departments Were Involved in Demonstration Operations

During the demonstration operations, many departments were involved, including gov-
ernment management departments, vehicle manufacturers, core equipment suppliers,
hydrogen refueling stations, and the Winter (Paralympic) Organizing Committee. Each
participant has no experience of large-scale demonstration operation of hydrogen fuel
cell vehicles.

2.3 The Demonstration Operation Environment is Subject to Frequent Changes

During the 2022 Winter (Paralympic) Olympics Games, there are many vehicle opera-
tion routes and the natural environment is complex, including low temperatures, steep
slopes, and sharp turns. There are many rapidly changing units and demands for vehi-
cles. Affected by the COVID-19, the whole process closed-loopmanagement of vehicles
and personnel, the safety management of hydrogen fuel cell vehicle operating environ-
ment, driver working environment and emergency response are facing new topics and
challenges.
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2.4 Insufficient Applicability of Safety Management System

The current safety management system of transportation operation companies is mainly
applied for traditional internal combustion engines. It is not applicable for the hydrogen
fuel cell vehicle operation, resulting in insufficient matching of safety systems. It is
necessary to develop a new safety management system for hydrogen fuel cell vehicle
operation.

3 Analysis Method for Intrinsic Safety Management Strategy

In order to solve the existing problems of safety production in the demonstration opera-
tion of hydrogen fuel cell vehicles, [9–11], an intrinsic safety structural model is devel-
oped based on the systemic concept of intrinsic safety control (Fig. 1). This paper
analyzes the safety management elements of the demonstration operation of hydrogen
fuel cell vehicles from four aspects: vehicles, personnel, environment, and management.

Fig. 1. Intrinsic safety structural model

3.1 Analysis of Safety Risk of Hydrogen Fuel Cell Vehicles

Early safety assessment of new technologies and equipment for hydrogen fuel cell
vehicles

Because of the characteristics of hydrogen leakage, volatility, flammability and explo-
siveness [12], the hydrogen safety protection and daily maintenance of hydrogen fuel
cell vehicles are crucial. The safety of hydrogen fuel cells includes five aspects: material
safety protection, component protection, hydrogen system safety protection, hydrogen
system safetymonitoring and collision safety protection. The above five aspects of safety
protection are mainly achieved through various safety components.

All components in contact with hydrogen should be made of materials that are resis-
tant to hydrogen brittleness and hydrogen corrosion. Non-metallic materials in contact
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with hydrogen gas must meet the flame retardant requirements of V0 level. The seal-
ing between the bipolar plate and the membrane electrode inside the stack must also
ensure that the sealing does not fail under conditions such as high temperature, high
cold, vibration, impact and aging. It is mainly composed of safety components such as
hydrogen refueling port, hydrogen cylinder, pressure reducing valve, temperature sensor,
pressure sensor, solenoid valve, etc. These components must undergo reliability verifi-
cation according to regulations. In daily driving, safety components should be carefully
inspected and maintained, and should be regarded as key safety management objects.

Online safety monitoring and remote fault diagnosis of hydrogen fuel cell vehicles

The safety monitoring system of the hydrogen system is crucial for driving safety man-
agement. The hydrogen safety monitoring system mainly includes hydrogen system
controller, hydrogen leakage sensor, temperature sensor, and pressure sensor. They are
used to monitor the safety of hydrogen cylinders and pipelines, hydrogen leakage status
and vehicle operation status. In case of any abnormalities, the hydrogen supply system
should be actively shut down at any time to ensure the safety of hydrogen fuel cell vehi-
cles. This system is very helpful in vehicle safety check, but it cannot be used for remote
data transmission and online fault diagnosis.

3.2 Analysis on Safety Responsibility Attribution of Demonstration Operation
Organization Model

Demonstration Operations Participation Department

Taking theYanqing competition area as an example, during the demonstration operations,
the participating departments include government regulatory departments, companies,
vehicle suppliers, hydrogen fuel cell suppliers, Winter Olympics Organizing Commit-
tee, hydrogen refueling stations, and other units (Fig. 2). It is the first time to conduct
large-scale demonstration operations of hydrogen fuel cells for all the participating
departments.

The demonstration operation involves a wide range of safety responsibilities

During the demonstration operations, new technologies, equipment, and new operating
modes are involved. The existing legal and regulatory system has no clear rules for the
division of safety responsibilities, leading to unclear safety production responsibility. For
example, the daily operation of hydrogen fuel vehicles involves six safety stakeholders.
Moreover, due to the fact that the organizers of Olympic events are governments, relevant
government departments have changed from safety supervisors to project organizers,
bringing new challenges to safety management.

Particularly, during the vehicle refueling period, there are many overlapping safety
management links. There are obvious differences in refueling between fuel cell electrical
vehicle refueling and traditional fossil fuel vehicle. It is performed by professional oper-
ators at the station, with the driver cooperating with relevant operations. The hydrogen
refueling process has more risk points and serious consequences (Table 1).
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Fig. 2. Participants of demonstration operations in Yanqing competition area

Table 1. Risk points and consequences of hydrogen refueling station operation

Serial number Risk points Consequence

1 Hydrogen leakage Burning, explosion

2 Gas cylinder explosion Mechanical shock

3 Hydrogenation hose pulled off Leakage

4 Thunderstorm weather Burning, explosion

5 Vehicle mode switching Burning

6 Electrostatic Discharge Burning

7 Electrostatic arc Burning

8 Charge accumulation Burning

9 Mechanical vibration and impact Burning

10 Flame Burning, explosion

11 Hot surface Burning, explosion

12 High speed jet heating Burning, explosion

3.3 Analysis of the Impact of the External Environment on Demonstration
Operations of Fuel Cell Vehicles

Meteorological conditions in Yanqing competition area

The Yanqing competition area is located in the Haituoshan area in the northwest of
Yanqing District. It mainly undertakes some alpine skiing and national snowmobile
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events for the Beijing 2022 Winter Olympics. Based on the 10min dataset from January
to March of each year from 2019 to 2020, the average temperature of 11 stations in the
Yanqing competition area is calculated. It can be concluded that the average temperature
on the racing platform at an altitude of 2194 m is – 11 °C, with a minimum temperature
below− 25 °C [14]. During the race events, shuttle vehicles need to travel up to a shuttle
platform at an altitude of approximately 2000 m.

At present, Li-battery electric vehicles have entered the popularization stage. But
Li-battery electric vehicles are difficult to meet the requirements of large commercial
vehicles such as long-distance, high-power, fast charging, wide temperature adaptability
(especially extreme cold and low temperature), due to the limited energy density of the
battery system. Hydrogen fuel cell vehicles can meet these requirements. However,
extreme cold weather still poses new challenges to vehicle performance and safety.

During the race, the slope of the vehicle operation route is as high as 16%, with
continuous uphill travel of up to 7.5 km [15]. In addition, the requirement for rapid
heating poses greater challenges to the performance and thermal management of the
vehicles.

When operating at low ambient temperatures, the water generated by fuel cells is
prone to freezing, resulting in the shutdown of fuel cells for a short period. Repeated
startup may damage the internal structure of the fuel cells, seriously affecting its durabil-
ity. In working environment of 0 °C, the water generated by the electrochemical reaction
of fuel cells is prone to freezing, leading to blockage of the catalyst layer and diffusion
layer, hindering the electrochemical reaction. Moreover, the volume change caused by
water freezing can also damage the internal structure of the fuel cell, leading to decrease
in the performance of fuel cells.

At high altitudes, oxygen in the air is relatively scarce and the air system of fuel cells
requires greater power, especially in long-term uphill situations where vehicles require
greater power. Fuel cell cells must operate at high loads, which has a certain adverse
impact on the lifespan of fuel cells.

The Winter Olympics closed-loop management method brings new requirements
for safety management

The closed-loop management of the Beijing 2022 Winter (Paralympic) Olympics is a
special management method that reduces unnecessary contact and ensures the safety
of all Olympic personnel and the Chinese public. During the demonstration operations,
all vehicles and drivers need to be managed in a closed-loop manner. According to the
requirements of the Winter (Paralympic) Organizing Committee, the closed-loop man-
agement period is from January 21, 2022 toMarch 13, 2022.During the closed-loopman-
agement period, drivers are required to reside in designated isolation hotels and not have
any contact outside the closed-loop. Over two months of centralized isolation manage-
ment will have a negative impact on drivers’ psychology. The closed-loop management
environment of the Winter Olympics also poses challenges to vehicle maintenance.

Defining the attributes of hydrogen brings new safety management issues
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The properties of hydrogen are still under hazardous chemical management. The “Cata-
logue ofHazardousChemicals (2015Edition)” released by the former “StateAdministra-
tion ofWork Safety” in 2015 is still valid, with a total of 393 pages listing 2828 chemical
groups, of which hydrogen has a serial number of 1648 and its hazardous category is
flammable gas, category 1, pressurized gas. Although petroleum, gasoline, diesel, etc.
are also listed in the “Catalogue of Hazardous Chemicals (2015 Edition)”, their energy
attributes have long been a fact, and relevant national departments have special laws,
regulations, and normative documents for petroleum and natural gas. This allows them
to be used in accordance with energy management requirements, even though they are
hazardous chemicals. Figure 3 shows the government departments related to hydrogen
safety management.

Fig. 3. Government departments for hydrogen safety manage

3.4 Developing of Intrinsic Safety Management Strategy

For the new technologies and equipment of hydrogen fuel cell vehicles, a safety man-
agement system applicable to hydrogen fuel cell vehicles should be developed. Safety
control should be established for the entire process of vehicle hydrogenation, vehicle
hydrogen use, vehicle operation andmaintenance to achieve the intrinsic safety of hydro-
gen fuel cell vehicle operation. At present, the intrinsic safety of equipment and tools is
constrained by many factors such as technology and economy, while the intrinsic safety
of the working environment is greatly influenced by other factors, such as cost. The
intrinsic safety of human beings is greatly influenced by the cultural level and technical
level of employees.

4 Strategies for Strengthening Intrinsic Safety Control of Hydrogen
Fuel Cell Vehicle Operations

The strengthening strategies are proposed from four aspects: vehicle safetymanagement,
implementation of safety responsibilities, standardized process control of operating
environment, and essential safety of management.
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4.1 Technical Safety Management Strategy for Hydrogen Fuel Cell Vehicles

Strengthen the management of source and intrinsic safety design. While ensuring safety
in design, strengthen the daily inspection and maintenance of hydrogen safety systems
for hydrogen fuel cell vehicles, and establish standardized safety inspection cards for
key safety protection devices.

Strengthen the management of “one car, one gear”. Establish vehicle technical
archives, increase fault records of core hydrogen safety related components such as
hydrogen fuel cell engines and hydrogen cylinders and provide effective basic support
for evaluating the technical status of hydrogen fuel cells.

Improve the remote fault diagnosis function of vehicles. Establish data transmission
and remote fault diagnosis functions for hydrogen fuel cells. During the demonstration
operations, some faults have been remotely diagnosed [16–18] and relevant operational
data has also been remotely transmitted.

4.2 Implementation Strategy for Safety Responsibilities of Demonstration
Operation Participants

Clarify the safety responsibilities of all participants. In response to the unclear safety
responsibility interface and unclear management requirements caused by the participa-
tion of various participants in the large-scale hydrogen fuel cell vehicle demonstration
operation for the first time during the demonstration operation period, we have improved
the safety agreement and contract terms to clarify the responsibilities of each participant
and relevant departments and reduce the risk of accident.

Improve the safety responsibility list. Improve the safety responsibility list of relevant
participants and establish standardized operation procedures for key safety management
interfaces to reduce human error. For example, we set up a “standardized operation
ticket” for hydrogen refueling operations, subdividing vehicle hydrogenation into 28
steps and larifying the responsibilities of each participant.

Implement the safety responsibilities of all participants. There are multiple par-
ticipants and some units are both participants and industry regulators. It is difficult
to implement safety responsibilities. Various hierarchical management documents are
formulated to improve the safety responsibility system.

4.3 Security Management Strategy for the Operational Environment

Strengthen the prevention management. Establish an early warning mechanism and
improve emergency rescue plans and strengthen driver safety training and route practice
in response to the natural environment of “low temperature and extreme cold, steep
slopes and multiple bends” during the race.

Improvement of the driver’s working environment. In response to the situation of
long-term closed-loop management, we prepare humanistic care for employees. At the
same time, we strengthen real-time safety monitoring during driving and provide safety
reminders.

Strengthen the management of hydrogen safety compliance. We collect and orga-
nize laws, regulations, rules and regulations related to hydrogen energy, combined with
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hazardous chemical management. We conduct research on laws and regulations related
to hydrogen management and carry out company business in accordance with the law.

4.4 Intrinsic Safety Management Strategy

With identification of risk, corresponding measures are taken to eliminate or control the
risk factors, realizing the scientific management system of “identifying and evaluating
risks – reducing and controlling risks – preventing and eliminating accidents”.We use the
“PDCA” method for the safety management of the entire operation process of hydrogen
fuel cell vehicles to achieve defect free management, leaving “traces” in every link
and process. Establish a safety management incentive mechanism. We implement a
comprehensive safety reward and punishment system based on job positions and risk
tolerance levels, including a safety deposit system, year-end performance deposit system,
standardized assessment and reward methods.

5 Research on Intrinsic Safety Management Strategy

Based on the essential safety management analysis, safety management strategies and
conclusions on safety management, a logical structure of safety management method
is established and a “441” safety management model for hydrogen fuel cell vehicle
operation safety management is proposed.

Four module security management analysis. As the foundation layer, it can identify
and analyze operational safety management risks from four modules: vehicle, orga-
nizational mode, environment, and management, providing a foundation for safety
management strategies.

Four dimensional security management strategy layer. As a method layer, based
on the conclusions obtained from the four module safety management analysis, hydro-
gen vehicle technology safety management, safety responsibility, environmental safety
and essential safety management strategies are proposed to provide methods for safety
management measures.

Strategies. As a strategy layer, based on national laws and regulations, management
standards are formulated for the new direction of hydrogen energy, new technologies
and equipment of hydrogen fuel cell vehicles. Finally, a new safety management system
is established.

6 Conclusions

By analyzing the demonstration operation characteristics of fuel cell vehicles for the
2022 Winter (Paralympic) Olympics in Beijing, the hydrogen safety management and
control status and key points of hydrogen fuel cell vehicles are discussed. The safety
responsibilities of all parties involved in the demonstration operation, the key safety
management cross links and the safetymanagement of hydrogen refueling operations are
all studied.The risks of personnel andnatural environment, from the internal environment
of company management and the external environment of demonstration operation are
discussed. Finally, the approach to establish essential safety management for hydrogen
fuel cell vehicles has been discussed.
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We propose four safety management strategies for hydrogen fuel cell vehicle tech-
nology safety management, safety responsibility implementation, environmental safety
management and essential safety management.

Based on the closed-loop safety management throughout the entire process, we
establish a new safety management system.

Based on the practice, we propose the “441” safety management mode for the opera-
tion safetymanagement of hydrogen fuel cell vehicles, forming the “PDCA” closed-loop
management mechanism.
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Abstract. Hydrogen, with its advantages of high calorific value, abundant source
and zero pollution, can significantly reduce CO2 emissions by replacing natural
gas in gas turbine power generation, which is conducive to the early achievement
of the dual carbon goal. In this study, we adopt a modular modeling approach to
develop a predictive model for the characteristics of a gas turbine and its com-
bined cycle system under full operating conditions, and analyze the operating
parameters, component operating characteristics and unit energy consumption of
the gas turbine unit at full load and partial load when the hydrogen doping ratio
ranges from 0 to 100%. The results shown that: compressor power consumption,
turbine power, gas turbine power, specific work and power generation efficiency,
and combined cycle efficiency all increase with the increase of hydrogen blending
ratio, and this trend is more obvious when the hydrogen blending ratio is higher;
the effect of hydrogen volume fraction on unit performance at partial load is basi-
cally the same as that at full load, but the magnitude of the effect is different;
in general, increasing the proportion of hydrogen in fuel can improve the overall
unit performance. Overall, the overall performance of the unit can be improved
by increasing the proportion of hydrogen in the fuel, but the enhancement effect
is slightly weakened as the load decreases.

Keywords: Carbon neutral · Hydrogen blended fuel gas turbine · Gas turbine
combined cycle system · Off-design condition · Operating characteristics

1 Introduction

According to the current global energy development trend, the basic framework for
promoting global energy green and low-carbon transformation is taking shape, new
energy-using technologies andmethods are emerging, and the achievements of the energy
technology revolution are constantly challenging the dominance of traditional energy
sources [1]. As an advanced power equipment, hydrogen-rich gas turbine will definitely
have a wide application prospect in the field of power generation because of its low-
carbon and low-NOx emission advantages.
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The hydrogen combustion process is characterized by high flame temperature [2] and
fast propagation [3], and gas turbine burners using hydrogen doped fuel need to solve the
problems of backfire, flame oscillation, and NOx control. In recent years, some major
power equipment manufacturers have obtained more outstanding results and developed
significantly in the field of hydrogen-fueled high-power gas turbines. The new premixed
burner developed by Mitsubishi-Hitachi can achieve stable combustion of fuel mix with
30% hydrogen blending ratio, and CO2 emissions can be reduced by 10%, and NOx
emissions are within the specified range. Kahraman et al. [4] analyzed the temperature
distribution, combustion efficiency, pressure drop and velocity variation of a gas turbine
combustor using pure hydrogen and aviation kerosene as fuels at different heat flows,
and hydrogen has some advantages in terms of combustion efficiency, pressure drop
and temperature, but it is not favorable for NOx control at high excess air coefficients.
Cui Yaoxin et al. [5] carried out the evaluation of the adaptability to high hydrogen fuel
under full temperature, pressure, and flow rate test conditions for an F-class heavy-duty
gas turbine combustor and found that safe and stable combustion could be achieved
with fuel hydrogen volume fraction within 20% and meet the emission requirements.
Cappelletti et al. [6] used a new axial cyclone and co-flow injection system to improve
the combustor, and by The control of premixing degree and flow rate can achieve burner
control for pure hydrogen fuel. Mustafa et al. [2] numerically solved the conservation
equation and reaction equation of turbulent diffusion flame using finite volume method
and found that air classification produces a dense and light combustion region which
can reduce NOx generation. The fuel variation will have an important impact on the
operation of gas turbine systems, and the study of the system operating characteristics
is the key to evaluate the unit performance. Yildiz et al. [7] conducted a study on the
performance, fuel cost and emission parameters of a simple cycle and reheat cycle gas
turbine fueled by natural gas and hydrogen, and found that the thermal efficiency and
the diesel efficiency of the gas turbine when burning hydrogen fuel were higher than
those of natural gas fuels. To further improve the performance of the units, Gaeta et al.
[8] developed a kinetic model of a micro gas turbine fueled by a mixture of natural gas
and hydrogen, and the results showed that the fossil fuel savings ranged from 37.5% to
41.5%. Meziane et al. [9] conducted a numerical study of the performance of a micro
gas turbine using a mixture of natural gas and hydrogen and found that at 10% to 90%
of hydrogen, and that the use of a higher percentage of hydrogen minimizes the specific
fuel consumption of the combustion process.

In this paper, a modular modeling method is used to establish a prognostic model for
the variable operating conditions of gas turbine, and the operating characteristics and
energy consumption of each component of the gas turbine under full load and partial
load are calculated and analyzed at hydrogen blending ratios of 0 to 100%.

2 Gas Turbine Variable Operating Conditions Modeling

In this study, a modular modeling method is used to establish the variable operating
conditions model of gas turbine, firstly, the variable operating conditions model of com-
pressor, combustion chamber and turbine is constructed, and the coupling matching
relationship between the components is considered, and the matching of the operating
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conditions points between the components is realized by the method of parameter trans-
fer, and finally the model of each module is integrated with the load regulation strategy
of the unit to form the variable operating conditions calculation model of gas turbine
(Fig. 1).

Fig. 1. Schematic diagram of gas turbine structure

2.1 Calculation Model of Multi-stage Axial Flow Compressor with Variable
Working Conditions

The compressor variable condition model is built by the step-by-step superposition
method, which means that the export parameters of the upper stage are used as the inlet
parameters of the next stage in the modeling process and calculated backward step by
step.

The modeling process of the compressor is introduced using the first stage of the
compressor as an example.

Pressure ratio of the 1st stage:

π1 = p∗
2

p∗
1

=
(
1 + ψ1u2sl

cpT∗
sl

) γ
γ−1

(1)

Temperature ratio of the 1st stage:

τ1 = T∗
2

T∗
1

= 1 + �h1
cpη1T∗

sl
= 1 + ψ1u2sl

cpη1T∗
sl

(2)

where p∗
1 is the inlet stagnation pressure, Pa; p∗

2 is the outlet stagnation pressure, Pa;
ψ is the level pressure head coefficient; cp is the specific fixed pressure heat capacity,
kJ/(kg K); usl is the standard sea level circular velocity, m/s; T ∗

sl is the standard sea level
ambient stagnation temperature, K; γ is the air adiabatic index; T ∗

1 is the level inlet
stagnation temperature, K; T ∗

2 is the level outlet stagnation temperature, K; �h1 is the
level air enthalpy rise, kJ/kg; η is the level isentropic efficiency.

Using the inlet parameters and the stage pressure ratio, the pressure parameters at the
outlet of the first stage compressor can be obtained, and using the inlet parameters and the
stage temperature ratio, the temperature of the air at the outlet of thefirst stage compressor
can be obtained. And so on, by calculating step by step backward, we can obtain the
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inlet and outlet parameters of each stage, the state parameters of pumping/bleeding of
each stage and the characteristic parameters of the whole machine.

Compressor pressure ratio:

πC =
z∏

i=1
πi (3)

Compressor temperature ratio:

τC =
z∏

i=1
τi (4)

Compressor efficiency:

ηC = π

γ−1
γ

C −1
τC−1

(5)

where πi is Pressure ratio of the ith stage; τi is the temperature ratio of the ith stage; Z
is the number of compressor stages.

When the inlet adjustable guide vane (IGV) is used to regulate the compressor,
assuming that the rotor inlet angle is equal under different working conditions, the flow
coefficient and the absolute airflow angle of the blade outlet are related as follows [10]:

d
(
1
ϕ

)
= d(tan α) (6)

where ϕ is the flow coefficient; α is the absolute outlet airflow angle.
Assuming that the relative outlet angle of the moving vane and the stage efficiency

are only functions of the inlet angle of the moving vane, the relationship between the
pressure coefficient and the flow coefficient can be obtained according to the velocity
triangle [11]:

ψ
ϕ

= constant (7)

2.2 Calculation Model of Multi-stage Axial Flow Compressor with Variable
Working Conditions

Gas is a complex mixture, and changes in fuel components, changes in air humidity,
and changes in air–fuel ratio can affect the composition of gas, so the calculation of gas
properties is very complex. The combustion chamber properties are calculated using the
gas properties calculation method proposed in the literature [12]. Once the air param-
eters and fuel parameters entering the combustion chamber and the efficiency of the
combustion chamber are determined, the gas parameters at the exit of the combustion
chamber can be obtained using the energy conservation equation and the gas properties
calculation method of Ref. [16].

Energy conservation equation for the combustion process in the combustion chamber
[13]:

(
hg, t3 − hg, t0

)
(1 + αL0) = (

hfuel, t2 − hfuel, t0
) + αL0

(
hair,t2 − hair,t0

) + LHVηcc

(8)
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where h is the specific enthalpy of theworkingmass, kJ/kg;α is the excess air coefficient;
LHV is the low level heat of the fuel, kJ/kg; ηcc is the combustion chamber efficiency.
Subscript: g means the gas; fuel means the fuel; air means the air; t0 means the reference
temperature, K; t2 means the combustion chamber inlet temperature, K; t3 means the
combustion chamber outlet temperature, K; L0 is the theoretical air volume, kg/kg.

2.3 Axial Flow Turbine Variable Working Condition Calculation Model

A continuity equation system constructed based on aerodynamic functions is used to
establish the calculation model of the variable operating conditions of the axial flow
turbine, and a bottom-up step-by-step calculation method [14] is used to calculate from
the turbine outlet step by step forward, so as to obtain the characteristic parameters and
gas state parameters of the turbine stages, and the calculation process takes into account
the influence on themainstream temperature and pressurewhen the cooling air converges
into the mainstream during the blade cooling process.

The mass equation of each section is established based on the primitive level model
using the work mass flow rate, airflow angle, through-flow area and density of each
section as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

G(i)
1−1 = c(i−1)

2 A(i)
1−1 sin α

(i−1)
2 ρ

(i)
1−1

G(i)
2−2 = c(i)

1 A(i)
2−2 sin α

(i)
1 ρ

(i)
2−2

G(i)
3−3 = w(i)

1 A(i)
3−3 sin β

(i)
1 ρ

(i)
3−3

G(i)
4−4 = w(i)

2 A(i)
4−4 sin β

(i)
2 ρ

(i)
4−4

G(i)
5−5 = c(i)

2 A(i)
5−5 sin α

(i)
2 ρ

(i)
5−5

(9)

whereG is the mass flow rate of the work mass, kg/s; α is the absolute airflow angle, ( °);
A is the through-flow area, m2; ρ is the density of the work mass, kg/m3; c is the absolute
velocity of airflow, m/s; w is the relative velocity of airflow, m/s; β is the relative airflow
angle, (°); Subscript: 1 means the static lobe, 2 means the dynamic lobe, 1–1 means the
static lobe inlet, 2–2 means the static lobe outlet, 3–3 means the dynamic lobe inlet, 4–4
means the dynamic lobe outlet, 5–5th means the level outlet, i means the ith stage.

Introduction of pneumatic functions:

q(λ) = λ
(

γ+1
2

) 1
γ−1

(
1 − γ−1

γ+1λ
2
) 1

γ−1 (10)

where λ is the folded velocity.
As the static and dynamic leaves have cooling air into the mainstream, the introduc-

tion of cooling air coefficient θ, the use of Eq. (9) can be obtained for each cross-section
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continuity equation system, simplified to obtain:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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where ϕ(i) is the ith stage static lobe velocity coefficient; ψ(i) is the ith stage dynamic
lobe velocity coefficient.

By introducing the aerodynamic function, the continuity equation can be simplified
to a function of the folding velocity between adjacent sections, so that the mathematical
relationship between the inlet and outlet of the turbine base element level can be estab-
lished. After obtaining the folding velocity of the outlet section, the folding velocity
values of the intermediate sections and the inlet section can be found forward. Using the
folded velocity of each section, the temperature ratio, pressure ratio, isentropic efficiency,
power, and flow rate of the turbine base element stage can be obtained.

2.4 Unit Performance Evaluation Index

Gas turbine power generation:

WGT = (WT − WC)ηmgtηGEN (12)

where ηmgt is the mechanical efficiency; ηGEN is the generator efficiency; WT is the
turbine power, kW; WC is the compressor power, kW.

Gas turbine power generation efficiency:

ηGT = WGT
mfuelLHV

(13)

where mfuel is the mass flow rate of fuel, kg/s.
Gas turbine specific power:

wGT = WGT
mairηGEN

(14)

where mair is the mass flow rate of air, kg/s.



142 Y. Li et al.

3 Results and Discussions

3.1 Model Validation

The accuracy of the model was verified by selecting the design data of the unit at 100%,
75%, and 50% load with natural gas as fuel under ISO conditions (ambient temperature
of 15 °C, atmospheric pressure of 101.3 kPa, and relative humidity of 60%), and the
calculation error of themodel was kept within± 1.7% at 50% and above load conditions,
which can meet the calculation requirements. A comparison of the data is shown in
Table 1.

Table 1. Validation of model accuracy

Description Load rate/% Design condition Actual value Error/%

Air mass flow/kg·s−1 100 675.64 673.57 − 0.31

Fuel mass flow/kg·s−1 100 15.50 15.38 − 0.77

Gas turbine exhaust temperature/°C 100 575.50 575.47 − 0.01

Gas turbine power/MW 100 282.52 280.05 − 0.87

Air mass flow/kg·s−1 75 553.76 555.41 0.30

Fuel mass flow/kg·s−1 75 12.36 12.25 − 0.89

Gas turbine exhaust temperature/°C 75 575.50 575.56 0.01

Gas turbine power/MW 75 211.90 210.16 − 0.82

Air mass flow/kg·s−1 50 448.38 453.19 1.07

Fuel mass flow/kg·s−1 50 9.44 9.28 − 1.69

Gas turbine exhaust temperature/°C 50 575.50 575.77 0.05

Gas turbine power/MW 50 141.27 140.32 − 0.67

The natural gas components selected for the calculation are shown in Table 2, and the
low level heat of natural gas is 34.8161MJ/m3. In this paper, the operating characteristics
of the gas turbine with different hydrogen blending ratios are studied and analyzed at an
ambient temperature of 15 °C, an atmospheric pressure of 94.30 kPa and an atmospheric
relative humidity of 27%.

3.2 Effect of Hydrogen Blending Ratio on the Full-Load Operating
Characteristics of Gas Turbines

The operating characteristics of the gas turbine at the hydrogen doping ratio of 0 ~
100% are calculated under the environmental parameters mentioned earlier, and the
basic assumptions for the performance calculation and analysis of the gas turbine at full
load are as follows:

(1) The initial temperature of the unit’s gas at full load operating conditions remains the
same as the unit’s design value under different hydrogen volume fractions;
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Table 2 Natural gas components for calculation

Composition Volume fraction/%

Methane 91.7291

Ethane 4.8204

Propane 1.0798

Isobutane 0.1115

N-butane 0.1157

Isopentane 0.0241

Pentane 0.0186

Hexane 0.0419

Nitrogen 1.3983

Carbon dioxide 0.6606

(2) The combustion chamber efficiency at full load is consistent with the design value
when the volume fraction of hydrogen varies;

(3) When the volume fraction of hydrogen varies, the IGV is fully opened under full
load conditions;

The direct effect of the change of hydrogen volume fraction is the change of fuel
calorific value and gas composition. At 100% load the turbine inlet gas temperature
remains constant, the increase of hydrogen volume fraction leads to the increase of heat
released per unit mass of fuel, the fuel consumption decreases with the same turbine
inlet gas initial temperature, the decrease of fuel mass flow rate and the increase of water
vapor volume fraction in gas will affect the flow rate of turbine and compressor, changing
the operating characteristics and parameter matching relationship between them.

As shown in Fig. 2, as the volume fraction of hydrogen increases, the pressurizer
operating point moves up along the isochrones, the pressurizer inlet air flow decreases
slightly, and the pressure ratio increases. The advantage of the increase in the volume
fraction of hydrogen in the fuel compared to the pure natural gas fueled condition is the
increase in the turbine expansion ratio (Pin/Pout) for a constant exhaust pressure.

As shown in Fig. 3, in the enthalpy entropy diagram of the turbine thermodynamic
process, as the volume fraction of hydrogen increases, the turbine inlet state point shifts
upward, and at a constant turbine inlet temperature, the increase in the expansion ratio
lowers the turbine exhaust temperature, and the effective specific enthalpy drop of the
mass in the turbine increases, and the higher the volume fraction of hydrogen, the higher
the effective specific enthalpy drop of the turbine with the increase in the volume fraction
of hydrogen. The enthalpy drop of gas in the turbine increases and the power of the unit
increases, but the operating safety of the compressor is reduced because the operating
point of the compressormoves upward and the surgemargin of the compressor decreases,
so the hydrogen-rich gas turbine should paymore attention to the problem of compressor
surge.



144 Y. Li et al.

Fig. 2. Variation of compressor operating points with hydrogen volume fraction

Fig. 3. Enthalpy entropy diagram of turbine thermodynamic process

Fig. 4. Variation of gas turbine power output and efficiency with hydrogen volume fraction

Without considering the cost of hydrogen production, as shown in Fig. 4, the power
and power generation efficiency of the gas turbine with the blended combustion of
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hydrogen and natural gas both increase with the increase of the volume fraction of
hydrogen, and both are more sensitive to the change of the volume fraction of hydrogen
at high hydrogen volume fraction, and the increasing trend is more obvious.

Due to the higher energy grade of hydrogen, the heat efficiency of the unit decreases
when the blending ratio of hydrogen in the fuel increases, and the heat flow diagrams of
the unit at 100% load with 0%, 20%, 40% and 100% blending ratio of hydrogen in the
fuel for a given environmental parameter are shown in Figs. 5, 6, 7 and 8 respectively.
As the hydrogen blending ratio increases, the heat dissipation of fuel input increases
significantly, and the heat dissipation of combustion chamber and turbine increases, and
the heat dissipation of turbine exhaust decreases due to the increase of specific enthalpy
drop of mass in turbine.

Fig. 5. Exergy flow diagram when hydrogen doping ratio is 0% under full load

Fig. 6. Exergy flow diagram when hydrogen doping ratio is 20% under full load

3.3 Overall Operating Characteristics of Gas Turbine Under Partial Load

In order to explore the operating performance of the hydrogen-rich gas turbine at partial
load, the operating characteristics of the gas turbine at 63% 100% load with hydrogen
volume fraction in the range of 0 to 100% were calculated and analyzed under the envi-
ronmental parameters mentioned in the previous section. In the analysis of the operating
performance of the gas turbine unit under variable operating conditions, the exhaust
temperature (TET) of the turbine at partial load is kept consistent with the exhaust tem-
perature of the turbine at full load operating conditions of the unit at the corresponding
hydrogen volume ratio. The equal TET regulation strategy with IGV control at partial
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Fig. 7. Exergy flow diagram when hydrogen doping ratio is 40% under full load

Fig. 8. Exergy flow diagram when hydrogen doping ratio is 100% under full load

load gradually decreases the compressor inlet air flow and turbine inlet air temperature
as the unit load decreases.

Fig. 9. Variation of compressor surge margin with gas turbine load rate

As shown in Fig. 9, the effect of hydrogen volume fraction on compressor operation
is largely gradual as the unit load decreases, the compressor operating point is closer to
the snub line, and the safety margin decreases.

The effect pattern of the change of hydrogen volume fraction on the unit perfor-
mance at partial load is basically the same as that at full load, but the magnitude of the
effect changes. As shown in the Fig. 10, in general, increasing the volume fraction of
hydrogen in the fuel can improve the power generation efficiency of the unit, but the
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Fig. 10. Variation of compressor surge margin with gas turbine load rate

power generation efficiency of the gas turbine tends to decrease at an accelerated rate
with decreasing load. From the perspective of the same load rate, increasing the vol-
ume fraction of hydrogen in the fuel can improve the power generation efficiency of the
unit, but the effect of improving the power generation efficiency with decreasing load is
slightly weakened.

Figures 11, 12, 13 and 14 shown the heat and power flow diagrams of the unit at
70% load with 0%, 20%, 40% and 100% hydrogen blending ratio in fuel under given
environment parameters. At 70% load, the effect of the hydrogen blending ratio on the
fuel input radiation, the radiation loss of each key component and the turbine exhaust
radiation is the same. Comparing with Figs. 5, 6, 7 and 8, it can be seen that as the load
of the unit decreases, the fuel input dissipation, the dissipation loss of key components
and the turbine exhaust dissipation all tend to decrease.

Fig. 11. Exergy flow diagram when hydrogen doping ratio is 0% under 70% load



148 Y. Li et al.

Fig. 12. Exergy flow diagram when hydrogen doping ratio is 20% under 70% load

Fig. 13. Exergy flow diagram when hydrogen doping ratio is 40% under 70% load

Fig. 14. Exergy flow diagram when hydrogen doping ratio is 100% under 70% load

4 Conclusion

In this study, a variable condition model was bulit based on an F-class gas turbine.
We calculated and analyzed the influence of hydrogen doping ratio on the operating
characteristics of key components and the energy consumption characteristics of the unit
under full/partial load.Under full load condition, the results show thatwith the increase of
hydrogen doping ratio, the operating point of the compressormoves up along the constant
speed line, the surge margin of the compressor decreases, and the operation safety
of the compressor decreases. The gas turbine power and power generation efficiency
increase with the hydrogen volume fraction rase up, and this trend is more obvious
when the hydrogen volume fraction is higher. Under partial load condition, the influence
of hydrogen volume fraction on unit performance under partial load is basically the
same as that under full load, but the magnitude of the influence changes. As the load
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decreases, the influence of hydrogen volume fraction on the compressor pressure ratio
gradually increases, the compressor operating point is closer to the surge line, and the
safety margin is reduced. Therefore, when increasing the proportion of hydrogen in the
fuel, more attention should be paid to the safety of the unit operating under partial load.
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Abstract. The high penetration of intermittent renewable energy sources in the
distribution generations has necessitated a substantial demand for energy storage
systems. A solar-hydrogen microgrid emerges as an enticing solution for estab-
lishing a sustainable energy supply. The proposed microgrid consists of five pri-
mary components: a photovoltaic (PV) panel, an electrolyzer, a hydrogen storage
tank, a fuel cell, and a battery. After specifying the purpose of energy manage-
ment (EMS), models for each component of the system are established to design
the EMS. For the PV panel, a one-diode model is constructed, incorporating the
maximum power point tracking (MPPT) algorithm. An empirical relationship is
proposed to describe the characteristics of the alkaline electrolyzer. Fuel cells
are modeled with mechanistic and empirical equations. A relatively quasi-static
model is used to simulate the battery. All components are aggregated into a system
model in MATLAB/Simulink environment. Simulations have been conducted to
demonstrate that the proposed model is suitable for long-duration simulations and
accurately captures the behavior of the system.

Keywords: Solar-hydrogen microgrid · Hydrogen storage system · Battery ·
Modeling and simulation

1 Introduction

As the share of intermittent renewable energy in distributed generation increases, the
significance of energy storage systems is becoming increasingly pronounced. Hydrogen
storage has the advantages of high energy density and long storage duration. Although its
drawbacks include low energy conversion efficiency and slower response time, working
with batteries can be a good solution to this problem. A renewable energy system with
energy storage can be regarded as a microgrid system, which can be utilized to meet
load requirements [1]. The energy management system (EMS) plays a crucial role in
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ensuring a microgrid’s economic and reliable operation. There is no universal approach
to designing an appropriate energy management strategy, as it depends on the microgrid
system and the objectives of EMS. In [2], there are roughly four types of modeling
approaches: Component-wise modeling, lumped entity modeling, stochastic modeling
and dynamic equivalence modeling.

This paper employs the component-wise modeling approach. The related works
are as follow. Ulleberg O introduced and evaluated various models for each compo-
nent in a solar-hydrogen energy system [3]. Wang C presented a model for hybrid
wind/photovoltaic/fuel cell distributed generation systems [4]. Moreover, Valverde L
conducted modeling and analysis of the microgrid components, and based on this
foundation, designs an energy management strategy [5].

To design an effective EMS, this paper models the primary components of the micro-
grid system and then aggregates them into a system model. The remaining sections are
organized as follows. Section 2 will present the description of the proposed microgrid.
The models and simulation results of each component of the system will be presented
in Sect. 3. Finally, the conclusion will be offered in Sect. 4.

2 Stand-Alone Microgrid System

The overall configuration of the stand-alone microgrid based on a solar-hydrogen energy
system is shown in Fig. 1. It is composed of a photovoltaic (PV) panel, a hydrogen
storage system, and a battery. The hydrogen storage system commonly consists of an
electrolyzer, a fuel cell, and a hydrogen storage tank. The main characteristics of system
components are listed in Table 1. In the microgrid system, the PV serves as the primary
energy source to meet the load demands. During periods of sufficient solar radiation,
excess power can be stored as hydrogen by the electrolyzer and into the battery. In
situations where PV power is inadequate, the fuel cell and battery can serve as backup
generators to supplement load demands.

Fig. 1. A stand-alone microgrid based on a solar-hydrogen energy system
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Table 1. The main characteristics of system components

Photovoltaic module PEM electrolyzer

Rated power/kW 0.15 H2 production nominal rate/Nm3/h 10

Peak power
voltage/V

34 Rated power/kW 46

Peak power
current/A

4.4 Anode and cathode pressure/bar 35

Open circuit
voltage/V

43.4 Cell active surface/cm2 290

Short circuit
current/A

4.8 Series-connected cells 60

PEM fuel cell Hydrogen storage tank Lead-acid battery

Rated power/kW 113 Maximum
operation
pressure/bar

150 Nominal battery
capacity/Ah

1380

Rated power
voltage/V

236.9

Rated power
current/A

477 Volume/m3 15 Nominal battery
voltage/V

220

Cell active
surface/cm2

298 Number 1

Series-connected
cells

370 Series-connected
cells

110

3 Modeling and Simulation

3.1 Photovoltaic System

A PV system can convert solar energy into electrical energy by using the photovoltaic
effect, and it is typically characterized using the one-diode model [6]. The one-diode
model can be applied to model a PV cell, or a module containing multiple cells, or an
array containing several modules. The equivalent circuit for the model is depicted in
Fig. 2, and is used to represent the characteristics of a PV module.

Fig. 2. The equivalent circuit for the one-diode PV module model
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The relationship between the operating voltage Us and the current Is of the PV
module can be expressed as:

Is = Iph − Id − Ip = Iph − Isat ×
[
exp

(
Us + RsIs

as

)
− 1

]
− Us × IsRs

Rp
(1)

where Iph is the photocurrent, Isat is diode reverse saturation current, Rs and Rp are
series resistance and parallel resistance, respectively, as is the voltage equivalent of
temperature. The parallel resistance Rp can be assumed to be infinitely large compared
to the series resistance Rs. The other four parameters depend mainly on the irradiance
and the PV module temperature [5] and can be calculated by using data from the PV
module manufacturer [7].

According to the given irradiation and temperature conditions, the maximum power
point tracking (MPPT) algorithm is responsible for dynamically adjusting the operating
voltage or current of the photovoltaic (PV) system to ensure it operates at the maximum
power point. Therefore, the output power of the photovoltaic (PV) system is independent
of theEMS. [8]. Themaximumoutput powerPpv of thePVarraywith several PVmodules
is described as follows.

Ppv = Umpp · Ns × Impp · Np (2)

whereNs andNp are the number of parallel and series PVmodules, respectively,Umpp and
Impp represent the operating voltage andoperating current corresponding to themaximum
power point, respectively. The effects of various irradiances and cell temperatures on
the I/V characteristic of the PV module are illustrated in Fig. 3.

Fig. 3. The I/V characteristic of the PVmodule. (a) The irradiance effect, (b) the cell temperature
effect.

3.2 Hydrogen Storage System

The hydrogen storage system commonly consists of an electrolyzer, a fuel cell, and a
hydrogen storage tank. When there is an excess electricity from renewable energy, the
system converts it into hydrogen via the electrolyzer. Conversely, the system provides
the required power through the fuel cell.
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PEM water electrolyzer. an electrolyzer is a device that can convert the elec-
tric energy into hydrogen energy through water electrolysis. Proton exchange mem-
brane water electrolyzers (PEMWEs) have demonstrated higher current density capa-
bilities than conventional alkaline water electrolyzers [9]. The empirical current-voltage
relationship for an electrolyzer is adopted here.

Vele = nele,c × (Erev + r1 + r2Tele
Aele

Iele + s ln(
t1 + t2

/
Tele + t3

/
T 2
ele

Aele
Iele + 1)) (3)

where Vele and Iele are the voltage and current of the electrolyzer stack, respectively,
nele,c is the number of cells in series in the electrolyzer stack, Erev is reversible cell
voltage, Tele is the stack temperature of the elelctrolyer, assumed to be constant values,
Aele is the area of the electrolyzer cell, r1 and r2 are the empirical parameters of ohmic
overvoltage, and t1, t2, t3, and s are the empirical parameters of activation overvoltage.
According to the experimental data from the literature [10], the empirical parameters
can be obtained by the curve fitting method.

According to Faraday’s law, the rate of hydrogen gas generation depends on the
operating current of the electrolyzer. The molar flow rate of hydrogen generation ṅgenH2
are as follows.

ṅgenH2
= ηele,F × Iele × nele,c

2F
(4)

where, ηele,F is the Faraday efficiency. The performance curve of the PEMWE stack at
a given operating temperature and pressure conditions is presented in Fig. 4.

Fig. 4. The performance curve of the PEMWE stack.

PEM fuel cell system. Fuel cell can extract chemical energy from hydrogen into
electricity. Proton exchange membrane fuel cells (PEMFCs) are widely acknowledged
for their high efficiency, rapid start-up and response times, as well as their compact and
lightweight design [11]. The fuel cell stack voltage Vfc is modeled as follows.

Vfc = nfc,c × (Efc − Vfc,act − Vfc,ohm − Vfc,conc) (5)

where nfc,c is the number of cells in the fuel stack, Efc, Vfc,act , Vfc,ohm and Vfc,conc are
the open-circuit voltage, the activation voltage drop, the ohmic voltage drop, and the
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concentrate voltage drop, respectively. Their specific expression are shown below.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Efc = −�ĝ0

2F
+ �ŝ0

2F
(Tfc − T0) + RTfc

2F
ln(PH2

√
PO2 )

Vfc,act = RTfc
2αF

ln

Ifc
Afc

× c0O2

j0 × cO2

Vfc,ohm = Ifc
Afc

tm
σm

, σm = (0.5139λ − 0.326)e1268(1/ 303−1
/
Tfc)

Vfc,conc = RTfc
nF

(1+ 1

α
) ln

jL

jL − Ifc
Afc

, jL = 2FDeff
c0O2

δgdl

(6)

where Ifc is the fuel cell stack current, Tfc, PH2 , PO2 , and cO2 can be calculated according
to mass conversation, ideal gas law, mass balance equation, and electrochemical prin-
ciples [12], The other parameter can be obtained by the manufacturer and curve fitting
[13]. The voltage and power of the fuel cell stack at different currents are showed in
Fig. 5.

Fig. 5. The voltage and power of the fuel cell stack at different currents

Hydrogen storage tank. High-pressure storage is a commonly used method for
storing hydrogen. at high pressures, the ideal gas law fails to accurately describe the
gas pressure. The van der waals equation can provides a good description [3], as shown
below.

Ptank
H2

= ntankH2
RT tank

H2

V tank
H2

− ntankH2
b
− a

(ntankH2
)2

(V tank
H2

)2
, (a = 27R2(Tcr)2

64Pcr
, b = RTcr

8Pcr
) (7)

where Ptank
H2

, V tank
H2

, and T tank
H2

are the pressure, volume and temperature of hydrogen in

the tank, ntankH2
is the number of moles of hydrogen in the tank, Tcr and Pcr are the critical

temperature and pressure of the hydrogen. The variation of hydrogen in the hydrogen
storage tank.

dntankH2

dt
= ṅtankin − ṅtankout (8)
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where ṅtankin and ṅtankin are the molar flow rates of gas entering and leaving the storage
tank, respectively.

3.3 Lead-Acid Battery

Lead-acid battery present a good performance for this kind of application and their low
price in comparison to the rest of the battery technologies was a determinant for selecting
them for this work [3]. The battery voltage Ubat are the sum of the equilibrium voltage
Uequ and the polarization voltage Upol and the product of the number of battery cells
nbat,c.

Ubat = nbat,c
(
Uequ + Upol

) = nbat,c

(
Uequ,0 + Uequ,1

SOC

100
+ Upol

)
(9)

where SOC is the energy storage state of the battery,Uequ,0 is the equilibrium cell voltage
at SOC = 0, Uequ,1 is the equilibrium cell voltage gradient at SOC > 0, Upol is the
polarization voltage of the battery, and its expression depends on whether the battery is
in a charge or discharge state.⎧⎪⎨

⎪⎩
Upol,ch = Uchach

[
1− exp

(
− Iq,norm

bch

)
+ cchIq,norm

]
(Ibat > 0)

Upol,disc = Udiscfdiscgdisc (Ibat < 0)
(10)

where Uch and Udisc are constant, ach, bch, and cch are coefficients that are depend
on SOC, fdisc and gdisc are dimensionless coefficients dependent on Iq,norm and SOC,
respectively, and Iq,norm is expressed as follows.

Iq,norm =
∣∣∣∣∣
Ibat − Igas

Qnorm
10

∣∣∣∣∣ =
∣∣∣∣∣∣
Ibat − Qnorm

10 g0 exp
(
Uequ+Upol

g1
− g2

Tbat

)
Qnorm
10

∣∣∣∣∣∣ (11)

whereQnorm is the nominal battery capacity,g0,g1, andg2 are gassing current parameters,
Tbat is the battery temperature.

The SOC of the battery is as follows:

SOC = Qbat

Qnorm
= (SOCini/100)Qnorm + ∫

Ibat dt

Qnorm
(12)

where SOCini is the initial SOC of the battery. These above parameters can be obtained
from [13]. The I/V profile of the lead-acid battery for SOC in the range 20–100% are
shown in Fig. 6.

3.4 Microgrid System Simulation

The above component models are aggregated into a system model, and then simulation
are conducted over a period of one day. The profiles of the solar irradiances and ambient
temperatures are shown in Fig. 7.

Under the predefined energy management strategy, the power profile of each com-
ponent are shown in Fig. 8 (a), and the state of charge of energy storage system in Fig. 8
(b).
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Fig. 6. The I/V profile of a lead-acid battery

Fig. 7. The solar irradiances and ambient temperatures in one day

Fig. 8. Microgrid system simulation results. (a) Power profiles, (b) State of charge of energy
storage systems

4 Conclusions

This paper aims to model the microgrid system for the design of a long-term energy
management strategy. Models for each system component are established, and then are
aggregated into a systemmodel. The systemmodel can be regarded as quasi-steady-state,
providing a balance between simplicity for long-term simulation processes and accu-
racy in capturing the characteristics of system components. This component-wise system
modeling approach enhances flexibility, facilitating the handling of system expansion
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or component replacement. Based on this foundation, future work can focus on fur-
ther designing suitable long-term energy management strategies to enhance the overall
economic competitiveness of the system.
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Abstract. At present, the output power of single fuel cell system is limited. There-
fore, multiple fuel cell systems are connected in parallel to form a mutli-stack sys-
tem, which can effectively improve the system power level, and is an important
means for fuel cells to realize the application of heavy-duty transportation. Con-
sidering the power-efficiency characteristics of fuel cell system, how to improve
the operation efficiency of the whole multi-stack system has become a hot issue.
In this paper, a coordinated control method aiming at the highest instantaneous
efficiency for multi-stack system is proposed. Firstly, the objective function is
established and then the particle swarm optimization (PSO) algorithm is used for
optimization calculation. Within the range of the total power demand, the optimal
control sequences are obtained. According to the optimization result, the multi-
stack coordinated control is applied to achieve highest instantaneous efficiency.
Finally, a ground test verification platform of multi-stack fuel cell system is built
to verify the effectiveness of the multi-stack coordinated control strategy.

Keywords: Multi-stack system · Coordinated control · PSO

1 Introduction

Hydrogen fuel cells (FC) are not limited by the Carnot cycle, resulting in extremely high
energy conversion efficiency. They also have advantages such as simple module struc-
ture and strong building blocks, making them the most promising “green energy” device
in the 21st century [1, 2]. Especially Proton Exchange Membrane Fuel Cell (PEMFC)
[3–6] not only has the common advantages of fuel cells, such as low pollution and high
fuel utilization, but also has the advantages of fast startup, fast response speed, low oper-
ating temperature, and long lifespan. Currently, there has been a large amount of basic
research and application technology research and development, which has been success-
fully applied in many fields, such as transportation, communication, power, aerospace,
military, etc., Fuel cells have shown broad application prospects in these areas [7–9].

In the field of rail transport, due to its high power demand, multiple sets of electric
stacks are often operated in parallel to achieve high power output. For the Multi stack
fuel cell system (MFCS), it is necessary to develop control strategies to coordinate
the output of each stack. Common control methods include power equalization, daisy
chain allocation, and power optimization allocation. Power sharing refers to the equal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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distribution of total power, which is suitable for the excellent performance consistency
of the stack; daisy chain allocation refers to the operation of the next level fuel cell
only after the current level fuel cell reaches its maximum power. This method can
improve system efficiency at low power output; power optimization allocation varies
according to different optimization objectives. Reference [10] proposed anMFCS power
allocation method that considers stack aging, introducing a quantitative indicator of
voltage degradation to characterize the aging degree of fuel cells during operation, and
thereby determining the output power of fuel cells; In order to optimize MFCS output
efficiency and reduce hydrogen consumption, literature [11] proposed a constrained
optimization algorithm under KKT conditions. Although these studies have achieved
good structures in some aspects, they have not taken into account the economic issues
of stack operation with significant aging differences.

This article takes the multi stack fuel cell system of rail vehicles as the research
object, introducing the integrated topology and key parameters of the multi stack fuel
cell system; based on this, an energy management controller is designed and integrated
with a multi reactor coordinated control strategy; Finally, a ground test verification
platform for the multi reactor fuel cell system is established to verify the effectiveness
of the vehicle’s multi reactor coordinated control strategy.

2 A Coordinated Control Method for MFCS Considering System
Operation Economy

The integration of multi stack fuel cell systems is an important way to improve system
power density and energy density. However, in the long-term operation of multi stack
fuel cells, when the performance differences between each stack cannot be avoided,
or when a certain stack is replaced by a new stack for some reason, it is necessary to
seek a power allocation strategy that can adapt to multi stack systems with significant
performance differences and improve system operation economy.

Based on the above considerations, a coordinated control method for a multi stack
fuel cell power generation system is proposed, and the control structure of themulti stack
fuel cell system is shown in Fig. 1. While ensuring the required power of the system,
optimizing algorithms are used to allocate the power of each stack reasonably, ensuring
that themulti stack fuel cell system has efficient characteristics at everymoment, thereby
improving the overall operating economy of rail transport vehicles. Figure 2 shows the
control strategy flowchart used.

Under a single MFCS power point, based on the power efficiency curve of a single
stack fuel cell, a mathematical model of a multi stack fuel cell system with the highest
instantaneous efficiency as the optimization objective is established. The constraints
include: meeting the current total demand power of the fuel cell equal to the sum of the
output power of each stack; The output power of each single stack must be within the
limited range. Particle Swarm Optimization (PSO) algorithm is introduced to optimize
the established mathematical model.

In order to adapt to the dynamic response requirements of MFCS, considering the
total power range required by the fuel cell, a full range optimization of power is carried
out according to the set power interval. themathematical optimizationmodel of themulti
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Fig. 1. Schematic diagram of control structure for multi stack fuel cells.

Solve the model with PSO

Full power range PFC [PFCmin,PFCman]

PFC-P1、PFC-P2、PFC-P3

Current vehicle demand power

Hybrid energy control strategy

Total output power of fuel cells 

Check the table 

Power distribution of MFCS

Fig. 2. Efficient coordinated control strategy for quasi online multi stack fuel cells.

stack fuel cell is optimized, and the optimal solution is calculated. based on the optimal
solution, the multi stack coordinated control with the highest instantaneous efficiency is
carried out.

3 Test Verification

This testing experiment is completed at room temperature. In order to test the effective-
ness of this method in practical applications, experimental tests are conducted on the
testing platform shown in Fig. 3. The experimental platform consists of three fuel cells
(all LLZ-GH-110kW), and the relevant parameters are shown in Table 1.

In order to verify the effectiveness of the proposed power allocation method, one
of the stacks is first started to reach the thermal engine state, and then the other stacks
are started to simulate the performance differences of the stacks under experimental
conditions. The power sharing strategy is used to obtain experimental data; The power



162 D. Li and G. Zhang

Table 1. Parameters of proton exchange membrane fuel cells.

Proton exchange membrane fuel cell (LLZ-GH-110 kW)

Type Water-cooled Weight < 800 kg

Rated power 110 kW Voltage 420 ~ 720 V

Operating temperature − 25 ~ 60 °C Relative humidity ≤ 95%

Maximum current 320 A Auxiliary power consumption 28 kW

Stack 2

Stack 3

Electronic Load

DC/DC Converter

Stack 1

Fig. 3. Experimental testing platform.

efficiency curve of each stack is fitted using MATLAB to obtain the power efficiency
curve as shown in the following Fig. 4.

Fig. 4. Stack power efficiency curve.

Taking the obtained power efficiency curve into the PSO algorithm for power allo-
cation optimization, the power allocation of different power points can be obtained as
shown in Table 2. It can be found that the power interval for full power range optimiza-
tion is 10 kW. If the actual demand power value is between two power points with the
minimum interval in the allocation table, linear interpolation is used to determine.
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Table 2. Power allocation table obtained after optimization based on PSO.

Total power
(kW)

Pf1 (kW) Pf2 (kW) Pf3 (kW) Total power
(kW)

Pf1(kW) Pf2 (kW) Pf3 (kW)

60 20 20 20 200 68.0713 67.5622 64.3663

70 25.1066 20 24.8933 210 70.1203 71.1472 68.7323

80 29.2426 22.7203 28.0369 220 73.0171 74.6149 72.3678

90 33.3900 25.6372 30.9727 230 76.1168 77.9470 75.9360

100 37.6886 28.4707 33.8405 240 79.5230 81.1975 79.2793

110 42.2785 31.1172 36.6041 250 82.9293 84.5169 82.5537

120 47.3578 33.4821 39.1600 260 86.4321 87.8707 85.6971

130 52.8774 35.6211 41.5014 270 90.0847 91.0203 88.8949

140 58.4743 37.5944 43.9312 280 93.5192 94.2931 92.1876

150 62.9316 39.9909 47.0774 290 97.2089 97.5211 95.2698

160 65.6549 42.6664 51.6786 300 100.526 100.969 98.5046

170 66.7397 44.6071 58.6531 310 104.189 104.187 101.623

180 67.7759 48.6276 63.5964 320 107.651 107.558 104.790

190 66.8659 63.5583 59.5756 330 110 110 110

Using the instantaneous efficiency optimal power allocation strategy, the output
power of the stack is shown in Fig. 5. The efficiency comparison between this power
allocation strategy and the power sharing strategy is shown in Fig. 6. It can be found that
at different power points and load changing processes, the efficiency of the instantaneous
efficient power allocation strategy is significantly higher than the system efficiency of
the traditional power sharing strategy, with a maximum efficiency difference of up to
1%, which verifies the effectiveness of this strategy.
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Fig. 5. Power output curve of the stack.

Fig. 6. Comparison of efficiency tests for full power range systems with different control
strategies.

4 Conclusion

This article provides a detailed introduction to the application of the multi stack fuel
cell system in hydrogen fuel cell rail vehicles, and analyzes and elaborates on the key
technologies of the multi stack fuel cell system. Finally, through full physical ground
tests, it is verified that the developed fuel cell system meets the requirements of the
entire vehicle. Combined with ground tests, it has been fully verified that the efficient
coordinated control strategy for multi reactor fuel cells with the highest instantaneous
efficiency as the optimization objective can effectively improve the system’s operational
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economy in the full power range, laying the foundation for the promotion and application
of high-power multi reactor hydrogen fuel cell hybrid systems in rail transport in the
future.
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Abstract. Hydrogen application is developing rapidly based on transportation.
According to the study of ChinaHydrogenAllianceResearch Institute, as of end of
2022, therewere 829 hydrogen refueling stations (HRS) in total globally. EastAsia
leads the world in number for 3 consecutive years, while Europe and America’s
HRS gradually tend to concentrate. China has 358 operation or construction HRS,
and realizes various types of HRS put into use. In 2022, the number of HRS in
China’s fuel cell demonstration city clusters accounts for more than half, and some
equipment enterprises achieve products export. Yet, there still are many problems
existed in high-pressure and large-displacement HRS equipment technologies,
hydrogen pricing mechanisms and quality testing etc. Several necessary measures
are proposed to further promote high-quality development of HRS industry in
China.

Keywords: Hydrogen refueling station · Fuel cell · Key equipment ·
Development evaluation

1 Introduction

Hydrogen application is rapidly developing in the world. In the transportation field,
the popularization of fuel cell vehicles continues increasing. According to the study of
China Hydrogen Alliance Research Institute, as of end of 2022, the number of fuel cell
vehicles in main countries has reached 67,315, year-on-year increase 36.3%. Among,
China reaches 12,682; South Korea reaches 29,369, which is about to become the first
country in the world reaching 30 thousand fuel cell vehicles; the US reaches 14,979;
and Japan and Germany reach 8150 and 2135, respectively. The first hydrogen-powered
train line in the world opens in Germany, hydrogen-powered plane completes the test
flight in the UK, and hydrogen-powered ships are tested in several countries. As main
infrastructures, the numbers of hydrogen refueling stations (HRS) continue increasing
(Fig. 1).

At present, main organizations in the world such as IEA and CaFCP have launched
in-depth analyses of HRS, information on HRS in China has been put online one the
HydrogenBigData Platform [1], andChina’sHydrogen Price Index [2] has been initially
established. However, comparing with foreign countries, the development of statistics of
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Fig. 1. Sales and number of fuel cell vehicles in main countries of the world

HRS in China are still weak [3]. The paper compares the HRS development situations in
the world, summarizes characteristics, analyzes China’s overall situations and provides
relevant references, to provide policy recommendations for the high-quality development
of HRS.

2 Global Hydrogen Refueling Infrastructures Evaluation

According to the statistics compiled by China Hydrogen Alliance Research Institute,
as of end of 2022, there are 829 h in operation worldwide [4]. Among them, East
Asia (China/ South Korea/ Japan), Europe and North America reach 577, 176 and 60,
respectively (Fig. 2).

Fig. 2. Number and distribution of hydrogen refueling stations in main countries of the world
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2.1 East Asian Countries Take the Top 3 Spots in the World for the Number
of HRS in Operation

Operated HRS in East Asia (China/ South Korea/ Japan) once again take the lead
in the world, with a total of 577 h, which is more than twice the number of operated
HRS in Europe and North America; increases 124. Among them, China has 245
operated HRS, ranking No.1 in the world for 2 consecutive years. South Korea has
strong performance, increasing 55 h in 2022 and bringing total number to 168. Japan only
increases 7 h, bringing total number of 164 [5]. China’s fuel cell vehicles demonstration
city cluster and South Korea achieving sales of 10,000 fuel cell vehicle in a single year
support the fast development of operated HRS in East Asia.

2.2 European HRS Construction Slows Down, Renewable Hydrogen Supplies
Increase

Europe has 176 operated HRS [6], increasing 3 compares with 2021. Number of
HRS in Germany increases 4, making total number reach 96, continues taking the lead in
Europe. France, Netherland, Switzerland andUK rankNo.2 to No.5 in Europe. Compare
with 2021, Netherland and Switzerland increase 3 and 4, respectively, reaching 13 and
11; France and UK, however, reduce 1 and 4, respectively, reaching 21 and 9. Scale of
most HRS in Europe is below 100kg/d; and 27 operated HRS realize 100% renewable
hydrogen supply.

2.3 North America Operated HRS Still Highly Concentrated in California

North America has 60 operated HRS, increasing 6 compares with 2021. Among,
operated HRS in the US still highly concentrated in California, with a total of 54
[7], increasing 6 compares with 2021. In 2022, new-increased HRS in the US are still
dominated by liquid hydrogen. Canada has 6 operated HRS, same as 2021.

Other countries have 16 operated HRS. Among them, Australia has 16 operated HRS,
same as 2021, and Columbia, Cyprus and Israel etc. countries have first operated HRS.

3 China’s Hydrogen Refueling Infrastructure Construction
Situation

As of end of 2022, China has constructed 358 h, newly constructed 109, and covering
a total of 116 prefecture-level cities in 28 provinces /municipalities directly under
Central Government /autonomous regions and special zones). Of these, 245 are in
operation and 113 are to be operated. Among all the 358 h, 55 are mainly used for
internal testing by fuel cell manufacturers and fuel cell stacks/ systems, not open to the
public. In 2022, the number of HRS in China remains 3 ‘the firs’ in the world in terms
of the number of HRS built, HRS in operation and newly built HRS.
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3.1 In Terms of Construction Form, Fixed HRS and Skid-Mounted HRS Go
Hand in Hand

China’s HRS is mainly divided into the fixed type and the skid-mounted type. In
2022, China’s fixed HRS accounts for 50.5%. Under promotion of fuel cell vehicle
demonstration city clusters, skid-mounted HRS have become favorable choices in some
scenarios due to its flexible layout and rapid response. Among all 358 h in China, fixed
HRS accounts for 59.8% (Fig. 3).

Fig. 3. Classification of China’s HRS by construction form

3.2 In Terms of Pressure Level, 35 MPa HRS Dominate the Market

China’s HRS pressure level mainly is 35 MPa, accounts for 89.7%. It is consistent
with the development status of fuel cell vehicles in China, which are mainly 35 MPa
commercial vehicles. In 2022, China new increases 7 h with 70 MPa refueling capabil-
ity. Wanquan Oil/Hydrogen/Electricity Integrated Energy Station, which is constructed
by CHN Energy Guohua Investment Co., Ltd., uses 35 MPa smart and fast dispenser,
which is researched and developed independently, and listed into the National Energy
Administration the first units (sets) of major technical equipment in the energy sector.
Also, the station deployed China’s first 70 MPa integrated mobile HRS which meets
national standard and has obtained the overall explosion-proof certification, and which
is also led, researched and developed independently by Guohua Investment (Fig. 4).

3.3 In Terms of Refueling Capacity, HRS Starts to Move Towards Large
Capacity

China’s HRS refueling capacity is mainly concentrated in 500–1000 kg/d, accounts
for 57.5%. The proportion of small-sized HRS further decreases. Since 2020, some
places in China construct large-size HRS to support operation of fuel cell heavy trucks
or large quantities of fuel cell vehicles. Beijing Daxing Hydrogen Demonstration Zone
HRS trial operation, with hydrogen refueling capacity of 3600 kg/d. Hebei Qian’an
6400 kg/d HRS trial operation, meeting the requirements of 100 fuel cell trucks (Fig. 5).
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Fig. 4. Classification of China’s HRS by pressure level

Fig. 5. Classification of China’s HRS by Refueling Capacity

4 Development Evaluation of China’s Hydrogen Refueling
Infrastructures

Year 2022 is the first year that 5 departments of China starting fuel cell demonstration city
clusters, and the development of China’s hydrogen refueling infrastructures accelerates.
Some places actively untied the hydrogen production and refueling integrated stations,
not only further reduce the hydrogen arrival price, also explore the applications of clean
and low-carbon hydrogen in HRS field. With the fuel cell vehicles gradually increase,
China’s HRS move towards commercial operation from demonstration, and it is urgent
to follow-up on high-end equipment manufacturing, establishment of price mechanism
and quality inspection.

4.1 Characteristics of Development

City clusters demonstration advances, bringing rapid development of number of
HRS. In 2022, China new increases 3378 vehicles; and from the data of insurance
amount, the sales of fuel cell vehicles in China exceeds 5000. Both numbers reach
record high. In terms of fuel cell vehicle demonstration city cluster (some cities belong
to more than one city cluster, like Zibo, Shandong belongs to 5 city clusters), the insur-
ance amount of Beijing, Shanghai, Guangdong Province, Henan Province and Hebei
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Province demonstration city clusters in 2022 reaches 1395, 1284, 450, 1601 and 1,677,
respectively. Among all 358 h in China, 183 h are located in demonstration city clus-
ters, account for 51.2%. 55 of 109 h constructed and operated in 2022 are located in
demonstration city clusters, account for 50.5%.

Independently researched and developed HRS equipment achieves break-
throughs, some products have been exported. The first 70MPa integratedmobile HRS
which is independently researched and developed by Guohua Investment and met HRS
national standard and explosion-proof certification is delivered; the 250 MPa ultra-high
pressure hydrogen diagram compressor is successfully developed by FENDY JINKAI-
WEI, with displacement of more than 200 Nm3/h; the high-pressure 2000 Nm3/h large
displacement liquid-driven hydrogen filling compressor which cooperated, researched
and developed by Sinopec Qingdao Refinery and Qingdao Compress Company passes
the test and the installation is completed. Zhejiang Rein realizes application of 90 MPa
hydrogen storage bottle group products, with single bottle volume of more than 700 L;
and the 2 skid-mounted hydrogen refueling equipment signed by Peric Hydrogen and a
Slovakian Energy Company realize delivery.

System of hydrogen production and hydrogen refueling integrated station is
loosened, and the way of on-site HRS emerged. In terms of systems, Guangdong
Province < Fuel Cell Vehicle HRS Management Interim Measures > solicits opin-
ions, the construction of on-site HRS in non-chemical parks is allowed; Jilin Province
launches the construction of the distributed renewable hydrogen production and refueling
integrated stations in non-chemical parks; Dalian, Liaoning Province < The Technical
Specifications ofHydrogenProduction andRefueling IntegratedStations> solicits opin-
ions, which is the first technical specifications of the field in China. In terms of projects,
China’s first distributed methanol to hydrogen and refueling station puts into operation;
first renewable energy+ PEM to hydrogen+ refueling station trial operation; ammonia
to hydrogen and refueling station completes refueling; normal temperature and pressure
organic liquid hydrogen storage and refueling integration application project completes;
and methane gas to hydrogen and refueling station starts construction.

International oil and gas prices continue rising, China’s hydrogen market price
remains stable. China Hydrogen Alliance Research proposes ‘China Hydrogen Price
Index’, the production side and the consumption side are evaluated and tracked sep-
arately, and which objectively presenting the trend of hydrogen energy cost changes
in various regions of China and categories. The production side convers more than 40
cities and 60 samples, while the consumption side covers more than 30 cities and 80
samples. In 2022, the average price of China in production side remains at RMB 35/kg;
price of fuel cell vehicle city cluster is quite high, which is about RMB 35–40/kg, and
price shows trend of decreasing. The average price of China in consumption side shows
trend of decreasing, the average price of China remains at RMB 60/kg; price of fuel cell
vehicle city cluster is low, which is averaging RMB 55/kg in H1, and drops to RMB
52/kg since July as the price of HRS begins to follow the target price of demonstration
period; price of non-fuel cell vehicle city cluster is high, which remains at around RMB
73/kg.
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4.2 Problems and Challenges

Technical capabilities of high-pressure, large displacement HRS equipment need
breakthrough. China’s vehicle/station ratio has reached 51.8 (since 2014, China’s fuel
cell vehicle sales has reached 12,682; as of end of 2022, China totally has 245 operated
HRS), slightly lower than the global average; single station hydrogen refueling capacity
gradually increases, with the largest reaching 6400 kg/d. At present, China’sHRSmainly
uses 35 MPa dispensers; the compressors mainly use diagrams, while the liquid-driven
ones realize batch application, and the displacements of both compressors are between
500 and 1000 Nm3/h; equipment integrated capability has formed. With further increase
of vehicle/station ratio and requirement of daily refueling amount, and demonstration
and popularization of passenger cars, contradictions between equipment maturity and
cost reduction, such as the 70MPa dispensers and the higher displacement compressors,
are intensified; and key technical constraints of liquid HRS further appear. Meanwhile,
the hidden problems such as energy consumption of HRS equipment continue to be
obvious.

Hydrogen pricing mechanism of fuel cell vehicles needs further standardiza-
tion. The selling price of hydrogen in HRS mainly depends on hydrogen cost, storage
and transportation cost and maintenance cost of HRS. With China’s fuel cell vehicles
gradually towards marketization from the initial stage of popularization, the HRS gradu-
ally towards commercial operation from demonstration. Meanwhile, the demonstration
cities will further promote and support application of low-carbon and clean hydrogen.
Under the premise of ensuring economy, the operators will gradually face the chal-
lenges of increasing the amount of low-carbon and clean hydrogen and reducing the
carbon footprint of hydrogen energy. The operation of HRS is affected by number of
factors, including operating costs, actual hydrogen supply and demand and operating
subsidies, price of hydrogen will beyond the affordability of the market, and will affect
the effectiveness of demonstration operations.

Hydrogen quality testing for fuel cell vehicles needs to be further strengthened.
At present, hydrogen used in HRS in China is mainly high-purity hydrogen. There are
differences between the high-purity hydrogen and the fuel cell hydrogen (hydrogen
meet the requirements of GB/T 37244–2018 < Fuel Specification for Proton Exchange
Membrane Fuel Cell Vehicles –Hydrogen>), excessive individual impuritiesmay cause
poisoning of the fuel cell catalysts and reduce the service lives. The operators of the
HRS should provide continuous and stable supply of hydrogen for fuel cells, regularly
commission qualified third-party inspection and testing institutions to test the qualities
of hydrogen, and publish the test results as required.

5 Recommendations

According to published provincial hydrogen planning, by the end of 14th FYP, Chinawill
promote more than 100,000 fuel cell vehicles and build more than 1000 h. Meanwhile,
China is actively promoting application of 70 MPa fuel cell vehicles, which will drive
the technical level of China’s HRS to a new level. To boost the high-quality development
of the industry, the current problems faced by China’s HRS need to be solved as soon
as possible.
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Make breakthroughs in key equipment manufacturing technology for HRS. It is
suggested to deepen ‘Hydrogen Top Runner Program’, and establish HRS performance
test evaluation standard by evaluating performances of HRS, to drive the innovation of
core technologies such as dispensers, compressors and station-control, reduce compre-
hensive cost of hydrogen refueling, and help China’s HRS technologies and equipment
move from ‘following’ to ‘running’ and ‘leading’, and accelerate the commercialization
of hydrogen energy.

Explore pricing mechanism of hydrogen for fuel cell vehicles. It is suggested
to launch the ‘China Hydrogen Cost Assessment’ System to calculate the national and
regional costs of hydrogen, clean hydrogen and low-carbon hydrogen, reflecting the
comprehensive impact of hydrogen-related equipment manufacturing, energy prices
and the carbon market. It is proposed that the system, together with ‘China Hydro-
gen Price Index’, should be used as basis to accelerate the breakthrough of hydrogen
prices for vehicles in fuel cell demonstration city clusters, to avoid the inversion of the
price of hydrogen selling at HRS and on arrival, and to maintain normal operation and
management of the station.

Strengthen capabilities of quality testing of hydrogen for fuel cell vehicles. It is
suggested to set up national hydrogen quality testing platform, to carry out research and
test qualities of hydrogen. It is proposed to develop mobile hydrogen testing vehicles
based on this platform, forming integrated and mobile fuel hydrogen quality testing sys-
tems, completing real-time control of hydrogen quality in the whole process of fuel cell
hydrogen, promoting stabilization and scale-up of hydrogen in transportation and power
generation, and promoting the improvement of quality management in the hydrogen
energy industry.
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Abstract. The green hydrogen production system powered by renewable sources
is expected to become an important way to decarbonize for the energy, chemical
and other industries. The flexibility of the electrolysis system has the potential to
alleviate the grid frequency deterioration caused by the integration of large-scale
intermittent and fluctuating renewable energy. Considering the power-electronics
interface, this paper models the components of the grid-connected PV-Hydrogen
system.According to the dynamic behaviors of the joint system, the controlmethod
suitable for providing secondary frequency regulation (SFR) is proposed. This
paper demonstrates the effectiveness of the proposed controller in a 20 kW photo-
voltaic (PV) system and a 2 Nm3/h alkaline electrolysis (AEL) system located in
Chengdu, China. The simulation and experimental results show that the speed and
accuracy of the PV-Hydrogen system with the controller proposed are sufficient
to provide SFR.

Keywords: Hydrogen · Photovoltaic system · Electrolysis system · Frequency
regulation · Control

1 Introduction

Green hydrogen based on renewable energy is expected to become an important way of
decarbonization in chemical and transportation industries. However, when large-scale
renewable energy is connected to the power grid, the fluctuation, intermittent and large-
scale power electronic devices connected to the power grid, leading to the decrease of
inertia of the power system and the deterioration of frequency. Because of the wide range
of rapid varying-load ability, electrolysis systems are expected to provide secondary
frequency regulation (SFR) by the grid forming mode.

The electrolysis system mainly consists of the stack and the power-electronics inter-
face. The static modeling of the stack mainly focuses on the electrochemical thermo-
dynamic process on the electrodes, while the dynamic modeling of the stack pays more

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Sun et al. (Eds.): WHTC 2023, SPPHY 395, pp. 174–185, 2024.
https://doi.org/10.1007/978-981-99-8581-4_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-8581-4_19&domain=pdf
http://orcid.org/0009-0003-9662-8678
http://orcid.org/0000-0002-1797-6515
http://orcid.org/0009-0004-5333-8387
http://orcid.org/0000-0002-3435-7038
https://doi.org/10.1007/978-981-99-8581-4_19


Grid-Connected PV-Hydrogen Systems Providing 175

attention to the electrochemical kinetic process on the electrodes. The nonlinear voltage-
current curve [1, 2] of the stack brings challenges to the controller design for a wide
range of operation. The electric double-layer effect is formed by the accumulation of
charges in the electrodes and the electrolyte [3]. This effect leads to a slow voltage
response of the stack, which restricts the dynamic response speed of the stack power.
The power-electronics interface of the stack is another important part of the dynamic
response of the electrolysis system. The stack is usually connected to the AC or DC
grid through a rectifier or DC/DC converter [4]. In order to provide a fast-enough power
dynamic response for the electrolysis system to provide SFR, it is necessary to design a
power controller through a closed-loop control method.

The model and control strategy of PV-Hydrogen system are proposed in [5], and
the maximum power point tracking control of PV-Hydrogen system is carried out by
using the incremental conductance method. The effectiveness of the proposed control
method is verified by simulation, but only for the vicinity of the maximum power point.
In [6], the control model of the PV-Hydrogen system is derived, and the controller was
designed. The simulation results show that the electrolysis system can participate in the
balance services as a fast response load. However, the ability to provide SFR of the
grid-connected PV-Hydrogen system needs to be further verified by experiments.

The cooperation of renewable energy sources (represented by wind farms) and elec-
trolysis systems in SFR has been proven to have complementary effects [7]. The PV
system and the electrolysis system can also increase their full load hours by respond-
ing to the ramping-down and ramping-up parts of the automatic generation control
(AGC) signal respectively to provide SFR. However, [7] only proposes a framework of
cooperation and does not discuss the controller design, nor the experimental verification.

The main contributions of this paper are as follows:

1. Considering the power electronic interface, this paper models each part of the grid-
connected PV-hydrogen system. According to the system characteristics, the control
method for providing SFR is proposed.

2. The system-level simulation and experimental results show that the PV-hydrogen
system can quickly and accurately respond to the AGC signal when providing SFR
with the proposed controller.

2 PV-Hydrogen System Dynamic Modeling

2.1 PV-Hydrogen system structure

The structure of the grid-connected PV-hydrogen system is shown in Fig. 1. Alka-
line electrolytic system is connected to the power grid through three-phase rectifier
equipment, photovoltaic module is connected to the grid through DC/DC converter and
three-phase rectifier equipment.

2.2 PV System Dynamic Model

Circuit models of the photovoltaic cell have been discussed and studied by many
researchers. The Fig. 2 shows the widely recognized single-diode equivalent circuit.

I = Iph − Id − Ish, Id = I0

(
exp

(
q(V + IRs)

AKT

)
− 1

)
, Ish = V + IRs

Rsh
(1)
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Fig. 1. The grid-connected PV-hydrogen system structure.
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Fig. 2. Electric model of photovoltaic cell.

where, I is the output current of the photovoltaic cell, Iph is the photogenerated current,
Id is the current flowing through the diode, Ish is the current flowing through the internal
parallel resistanceRsh,V is the output voltage of the photovoltaic cell,K is theBoltzmann
constant, Rs is the equivalent series resistance, T is the absolute temperature, A is the
ideal factor of the P-N junction, q is the electron charge.

In the practical application, it’s difficult to rely on the theoretical model to ana-
lyze because the theoretical model will be affected by the manufacturing process and
environmental conditions, so some engineering simplification is needed. Reference [8]
combined with engineering experience proposed the simplified engineering model of
PV cells as Eq. (2).

I = Iscref × S

Sref
(1 + a�T )

(
1 − C1

(
exp

(
U

C2Uocref × (1 − c�T ) ln(e + b�S)

)
− 1

))
(2)

2.3 Alkaline Electrolysis System Dynamic Model

The voltage of the electrolysis system is mainly composed of three parts, as shown in
(3). In the Alkaline electrolysis (AEL) system, the overvoltage due to reactant diffusion
can be neglected due to the low current density.

Ucell = Urev + Uact + Uohm (3)

The reversible voltageUrev represents the process of converting electrical energy into
chemical energy in the product gas. Under the conditions of stable temperature, pressure
and electrolyte flow, Urev is fixed. The activation overvoltage Uact refers to the voltage
lost when the chemical reaction crosses the activation energy barrier. This nonlinear
relationship between Uact and stack current Io can be described using a modified Tafel
equation:

Uact = a ln

(
Io
Sb

+ 1

)
(4)
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The ohmic overvoltageUohm represents the overvoltage caused by the current passing
through the stack and wires.

Uohm, = IoRohm (5)

The double-layer effect on the electrode is represented by Cdl , which represents the
dynamic process of charge accumulation on the contact surface between the electrode
and the electrolyte. The stack voltage Uo cannot change immediately, which leads to
a slow dynamic response of the stack power. The dynamic model of the electrolysis
system is shown in Fig. 3.

Fig. 3. Equivalent circuit model of AEL system.

Fig. 4. Circuit diagram of four parallel buck converters.

3 PV-Hydrogen System Controller Design

3.1 PV System Control for Providing SFR

DC/DC Topology for the PV System. Combined with the scale of PV panels laid in
the laboratory, multiple parallel Buck converters were used in this paper for voltage
conversion. The Fig. 4 shows the circuit diagram of four parallel Buck converters.

In this paper, the transfer function of four parallel Buck converters is presented as
the conclusion directly for the space limitation. The small signal model is

∨
uC1 = Gud (s)

∨
d = −4ILLRs − 4DRUC1

LCRs2 + Ls + 4RD2

∨
d (6)

Power Controller Design. The original system is a second-order system, and its
dynamic performance and steady-state accuracy can be improved by PI. Fig. 5 shows
the power control loop of the PV system.
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Fig. 5. Power control block diagram of the PV system.

Gpi(s) is the transfer function of PI,Gpwm(s) is the transfer function of PWM,Gud (s)
is the transfer function of input voltage with respect to duty ratio in Eq. (10), f is the
mapping of PV power to voltage. In this selection range

(
Uload ,Umppt

)
, the mapping

curve can be fitted by polynomial fitting. Thus, the output power controller of the PV
system can be obtained to respond to the power control signal.

3.2 Electrolysis System Control for Providing SFR

Rectifier Topology for the AEL system. The stack is connected to the AC grid through
a power-electronics interface such as a rectifier and a transformer. Double-reverse-star
rectifier circuit is often used to provide larger current but lower voltage for the electrolysis
system. T he topology of the power-electronics interface of the electrolysis system is
shown in Fig. 6:

Power controller design. According to the Faraday’s law, the gas production of the
electrolysis system is proportional to the charge. Therefore, the electrolysis system is
usually equipped with a current closed-loop controller (as shown in Fig. 7a) when it
leaves the factory. The electrolysis system needs to be equipped with a new power
controller to provide SFR.

Fig. 6. Double-reverse-star rectifier circuit for the AEL system.

On the basis of the current closed-loop controller, the pre-stage power controller
shown in Fig. 7b can be obtained by simply modifying. At different temperatures, based
on the nonlinear relationship between absorbed power and load current, the pre-stage
controller transfers the power command to the current command, and inputs it into the
current closed-loop controller This kind of power controller is suitable for electrolytic
systems with small Cdl , such as the AEL system. The dynamic process of voltage and
power is much shorter than the AGC signal (2 or 4 s).
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Fig. 7. Different power controllers of the AEL system.

The controller in Fig. 7c directly inputs the error of stack power into the controller.
Compared with the existing controller, it is necessary to add a voltage sensor and design
a new outer loop controller. This controller is suitable for systems with a relatively large
Cdl , such as PEM systems. The controller can counteract the slow dynamic response of
the stack voltage by adjusting the load current to a higher value during the initial stage
of the response.

Based on the dynamic model of the electrolysis system shown in Fig. 3, the trans-
fer function of the electrolysis system from current to power can be obtained by the
linearization method:

Gpi(s) =
[
Io

(
Ract + 2Rohm

) + Urev
]
RactCdls + 2

(
Ract + Rohm

)
Io + Urev

RactCdls + 1
(7)

where Io represents the current at the linearization point, and the rated current can be
selected for design.Gpi(s) has a zero and a pole. The frequency difference between zero
and pole is:

p − z = 1[(
Rdl + 2Rohm

) + Urev/Io
]
Cdl

(8)

Since the Urev of the stack is much greater than Uohm and Uact , and Cdl is generally
large (in Table 2), the frequency difference is almost zero. So Gpi(s) approximates a
proportional element:

Gpi(s) ≈ 2
(
Ract + Rohm

)
Io + Urev (9)

Therefore, the power outer loop can use an I controller to meet the control
requirements, as shown in Fig. 7c.

3.3 Power Distribution Between PV and AEL Systems

Providing SFR requires flexible resources to accept the scheduling of the control center
and follow the AGC signal to adjust the output or absorbed power. Over a period of
time, AGC signals often contain both ramping-up and ramping-down-parts. If the PV
system or the electrolysis system provides SFR independently, both need to reserve a
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considerable part of the capacity to ensure both up and down capacity, which leads to
a considerable part of waste. The cooperation between PV and electrolysis systems to
provide SFR can solve this dilemma. As shown in Algorithm 1:

Algorithm 1: Power distribution between PV and electrolysis system to provide SFR

Initialization: The PV system operates at the MPPT point PMPPT
PV and the

electrolysis system operates at the rated power PRatedE

Determine the bidding capacity Cbid < min
{
PMPPT
PV ,PRatedE

}

1 Receive the AGC signal rt ∈ [−1, 1]

2 Calculate PAGC = rtCbid

3 If PAGC > 0 then

4 The reference power of electrolysis system: PrefE = PRatedE − PAGC

5 else

6 The reference power of PV system: PrefPV = PMPPT
PV − PAGC :

7 end

8 Return to 1 and wait for the next AGC signal

This control method can run in real-time to drive the PV and electrolysis system to
provide SFR. The executions of power reference for PV system and electrolysis system
are in Sects. 3.1 and 3.2.

4 Simulation and Experimental Results

4.1 Setup

The lab is located in Chengdu, Sichuan Province, China. The AEL reactor was devel-
oped by Xiamen University’s Jiageng Laboratory. There are 11 circular batteries with a
single electrode area of 2480 cm2, rated current is 450 A and rated hydrogen production
is 2 Nm3/h. The electrolytic reactor is powered by AC/DC and the rectifier uses six
thyristors to form a dual reverse star rectifier topology with balanced reactors, rated at
24 V and 500A. In the experiment, 34,972 AKEYSIGHT data logger was used to record
the results of voltage and current signal measurement at a 1 s interval.

The PV module QC-ZJ-540 M is produced by Qichao New Energy Company in
Sichuan, China, whose open circuit voltage, short circuit current, maximum power point
voltage and current are 50.04 V, 13.76 A, 41.96 V and 12.87 A. A total of 36 photovoltaic
modules are installed on the roof of the laboratory. The number of series and parallel
modules can be changed through the Series and Parallel Switching Controller (Fig. 8).
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Photovoltaic module Electrolysis system Stack

Data logger

Fig. 8. Experimental equipment.

4.2 PV System Parameters verification

In order to meet the accuracy requirements of engineering application, the parameters
of the mathematical model need to be corrected. The output characteristics of PV mod-
ules are scanned by electronic load under different working conditions. The calibrated
parameters are listed in Table 1 (power control mode).

Table 1. Simulation parameter in different mode.

Parameter Values (frequency sweeping
mode)

Values (power control mode)

Uoc 49.60 V 45.04 V

Isc 13.86 A 12.38 A

Um 41.64 V 37.77 V

Im 12.97 A 11.58 A

Number of PV modules in
parallel

6 6

Number of PV modules in
series

6 6

Output voltage 100 V 100

Capacitance 2 mF 2 mF

Inductance 0.1 mH 0.1 mH

Switching frequency 30 kHz 30 kHz

Line resistance 0 0.66 �

TheFig. 9 shows the PVoutput curve obtained from the experiment and the calibrated
model. It can be seen that the parameter calibration is successful.

In order to verify whether the theoretical derivation process of the above small
signal model of the converter is correct, a simulation model is built for frequency sweep
verification. The parameters used in the simulation are shown in Table 1 (frequency
sweeping mode).
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The Fig. 10 is a comparison between the frequency sweep results in SIMULINK and
the bode plots obtained by Eq. (6). It can be seen that the theoretical derivation results
in this paper correspond well to the frequency sweep results in amplitude, but there are
somedifferences in phase response caused by the second-order small semaphore ignored,
resulting in differences between the theoretical derivation results and the frequency
sweep results at high frequency.

Fig. 9. Output curve obtained from the experiment and the calibratedmodel (red from experiment,
blue from calibrated model).

Fig. 10. Bode plots of frequency sweeping and theoretical derivation (red from frequency
sweeping, blue from theoretical derivation).

4.3 AEL System Parameters verification

At different temperatures, the UI curve of the stack can be obtained by scanning the
voltage and current, as shown in Fig. 11a. The parameters at a temperature of 75 °C are
shown in Table 2. The Cdl can be measured by calculating the voltage waveform during
the current step. The fitted relationship between power and current is shown in Fig. 11b.
The power-current curve is closer to a straight line, which is beneficial to the design of
the pre-stage power controller. The temperature has little effect on the power-current
curve.

According to the dynamicmodel, the voltage response of the stack is shown in Fig. 12
when the current steps. The transient of Ucell is caused by the overvoltage on Rohm, and
the slow transition process is caused by the Cdl . The transition process lasts about 0.4 s,
because of the smaller Cdl of the AEL system compared to the PEM system. For the
AEL system, a power controller as shown in Fig. 7b can be applied.
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(a) (b)

Fig. 11. AEL system parameter fitting.

Table 2. Stack equivalent circuit parameters (75 °C, 1.6 MPa).

Parameter Values

Rohm 2.83 m�

Cdl 57.38 F

Urev 15.39 V

a 0.9241

b 0.002185

ohmR
Voltage step 
caused by

Transition process 
caused by andactR dlC

Fig. 12. Voltage response of AEL system with current step (400–500 A).

4.4 Frequency Regulation Results

The Fig. 13 shows the simulation results of the PV power controller. The step power
signal can respond within 0.05 s. The PV system power controller designed in this paper
can meet the requirements of AGC signal.

Figure 14 shows the results when the AEL system responds to the AGC signal. The
bidding capacity Cbid is 3 kW. The AGC signal used is from the PJM regulation market
in 2019. The duration of each experiment is 15 min (900 s), and the power sampling
interval is 1 s.

The experimental results show that using the pre-stage power controller proposed,
the AEL system can respond to the AGC signal quickly and accurately enough to support
the system frequency stability.
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Fig. 13. The simulation results of the PV power controller.

Fig. 14. AEL system follows AEC signal experiment.

5 Conclusion

Using the cooperative distribution method proposed, the PV-Hydrogen system can
quickly response to the AGC signal and provide SFR. The simulation results show that
the PV power controller designed in this paper can well respond to the power control
signal and participate in the auxiliary service of the power system.

The electric double-layer effect of the AEL system is not as significant as that of
the PEM system, and the duration of the voltage transient process is shorter when the
load current changes. The existing current controller of the AEL system can be sim-
ply modified by designing the pre-stage power controller, so that the AEL system can
quickly change its absorbed power. AGC signal response tests on a 2 Nm3/h AEL system
demonstrate the effectiveness of the proposed controller.
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Abstract. In the process of hydrogen liquefaction, the conversion of ortho- to
para-H2 is necessary to ensure the long-time storage of liquid hydrogen. Ortho- to
para-H2 conversion catalysts can accelerate the rate of conversion. In this work,
an efficient Ho-F2O3 by a simple precipitation method are developed to catalyze
the spin conversion from ortho- to para-H2. Benefiting from the disorder of crys-
tal structure and homogeneity of the nanoparticle distribution after doping with
Ho element, Ho-F2O3 has excellent catalytic conversion properties. When the
hydrogen flow is 100 mL min−1, the content of para-H2 is 48.67% at 77 K after
1000 min. Our research provides direction for the design of the catalyst.

Keywords: Ortho- to para- H2 conversion · Catalyst · Ho-F2O3 · Crystal
structure disorder ·Magnetic disorder

1 Introduction

With the global energy and environmental crisis, the demand for sustainable and clean
energy is growing in all countries. Hydrogen energy, as a clean secondary energy source
with zero emissions, is becoming a focus of attention [1, 2]. Hydrogen energy can reduce
greenhouse gas emissions and mitigate the global climate change problem [3]. Accord-
ing to a report by the International Energy Agency, hydrogen energy will become an
important part of global energy system in the coming decades, providing a key contri-
bution to the global goal of carbon neutrality [4]. At the same time, as an energy carrier,
hydrogen can enable the storage and conversion of renewable energy sources, thus solv-
ing the problems of intermittency, instability and territoriality of renewable energy [5].
However, the development of hydrogen energy also faces a number of challenges, includ-
ing the high-energy storage and transportation of hydrogen. Of the high-pressure gas
hydrogen, liquid hydrogen, and pipeline gaseous methods currently used in hydrogen
storage and transportation, liquid hydrogen is economical for medium- to long-distance
transport [6].

The production of liquid hydrogen is generally achieved through a series of cooling
processes such as pre-cooling, turbo-expansion and throttling expansion of hydrogen [7,
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8]. This is an energy consumingprocesswith threemain components: sensible heat, latent
heat and the heat of conversion of ortho- to para-hydrogen (OPH) [9, 10]. The conversion
of OPH is an important process in the liquefaction process, which directly affects the
thermal stability of the liquid hydrogen. The conversion of OPH is an important process
in the liquefaction process, which directly affects the thermal stability of the liquid
hydrogen. Ortho-hydrogen (OH) and para-hydrogen (PH) are the spin isomers of the
hydrogen molecule. When the nuclei spin in the same or opposite directions, they are
referred to as OH or PH respectively [11, 12]. The difference in spin patterns leads
to certain differences in energy states and physical properties of OH and PH. At room
temperature, the ratio ofOHandPH in hydrogen gas is about 3:1 [13]. As the temperature
decreases, the high-energy OH is gradually converted into the low-energy PH and heat
is released until equilibrium is reached [14]. However, it is important to note that the
conversion is slow. If room temperature hydrogen is directly cooled down and liquefied,
most of OH will not be converted to PH in time, resulting in a continuous conversion
in liquid hydrogen and the release of the heat of conversion. As the heat of conversion
is greater than latent heat of vaporization, this leads to the continuous vaporization of
liquid hydrogen. It is therefore necessary to use catalyst for the conversion of OPH to
accelerate the conversion.

The conversion of OPH is related to the interaction between the hydrogen molecule
and themagnetic dipole of the catalyst [15]. Catalystswith paramagnetic active sites have
a positive effect on OPH conversion [16, 17]. Commonly used catalysts are transition
metal oxides with unpaired electrons such as iron oxide and chromium oxide. Oh’s team
[18, 19] studied a variety of catalysts and explored the relationship between catalyst
material characteristics and catalytic performance. The lanthanide element Ho has high
unpaired electrons and importantly its oxides are highly paramagnetic [20], which is
advantageous for catalytic conversions. However, as holmium is expensive, doping as a
hetero-element in inexpensive iron oxides is a viable way to go.

In this work, a simple co-precipitation method is used to dope holmium elements in
iron oxide to assess the catalytic performance of the catalyst by testing the conversion
of OPH at 77 K. The reasons for the improved catalytic performance are analyzed by
means of multiple material characterization.

2 Experimental Methods

2.1 Material Synthesis

In thiswork, all chemicalswere of analytical grade and unpurified. The sampleswere pre-
pared by a simple co-precipitation method. 0.02 mol of Fe(NO3)3 9H2O and 0.002 mol
of Ho(NO3)3 5H2O were dissolved in 500 ml of water and stirred for 20 min, followed
by the dropwise addition of 25–28% NH4OH until the pH of the solution reached 10.
Stirring was continued for 3 h and the resulting precipitate was filtered and washed, then
dried at 60 °C to obtain the Ho-Fe2O3 catalyst. A sample of pure phase Fe2O3 without
Ho(NO3)3 5H2O was prepared as described above.
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2.2 Materials Characterization

The microscopic morphology of the samples was obtained by scanning electron micro-
scope (SEM, ZEISS Gemini 300) and energy dispersive X-ray spectroscopy (EDS) were
observed usingOXFORDXplore. Themicrostructure of the samples was analyzed byX-
ray diffraction (XRD) at a sweep speed of 2° min−1 in the range of 20–80° with a Cu-Kα

radiation (RigakuUltimate IV). The surface elemental composition and chemical valence
of the samples were obtained by X-ray photoelectron spectroscopy (XPS, Thermo Sci-
entific K-Alpha spectrometer with Al Kα X-ray source). The Brunauer-Emmette-Teller
(BET) surface area, nitrogen adsorption isotherms and pore characteristics of the samples
were tested by a Micromeritcs ASAP 2460 analyzer at 77 K. Magnetic measurements
were carried out with Quantum Design PPMS-9T dc magnetometers.

2.3 Low Temperature Catalytic Performance Test of the Catalyst

The dried precipitated particles were crushed and sieved to obtain catalyst particles in
the size range 40–55 mesh and activated under vacuum at 140 °C for 24 h. 0.2 g of
catalyst was weighed and filled into a vertical fixed-bed stainless steel reactor (internal
diameter: 6 mm, height: 60mm)with a 3m long condensing coil. The reactor was placed
in liquid nitrogen and the PH content of the converted hydrogen was measured by gas
chromatography (with TCD).

3 Results and Discussions

The microstructure of samples is analyzed by XRD. From Fig. 1 that main diffraction
peaks of Fe2O3 at 35.6°, 39.3° and 54.1° match the standard card of Fe2O3 (JCPDS
33–0664). The diffraction peaks of the Fe2O3 are not strong due to the lack of high
temperature calcination. After doping with Ho, the crystallinity of Ho-Fe2O3 decrease
dramatically and show an amorphous state. No significant diffraction peaks of holmium
oxides appear, indicating that the Ho is uniformly doped in Fe2O3. The doping leads to
a more disordered crystal structure and magnetism of the Ho-Fe2O3, which are bene-
ficial for the OPH conversion. At the same time, Ho doping can lead to an increase in
paramagnetic defects within Ho-Fe2O3.

As in fixed bed gas-solid catalysis, the catalyst should have a granularity to reduce
the effect of bed resistance. Therefore, in our work, a simple co-precipitation method is
used to obtain a large particle size sample, which is crushed and sieved to obtain sample
particles of suitable particle size. The microscopic morphology of samples is analyzed
by SEM. Figure 2a and c show that the samples show irregular shapes. The accumulation
of particles allows for the formation of a large number of particle gaps, which facilitates
the flow of hydrogen gas. More details are shown in Fig. 2b and d. The catalysts all
consisted of nanoparticles. Compared to Fe2O3, the nanoparticles of Ho-Fe2O3 are
small, well dispersed and with dense interparticle build-up. This facilitates the increase
in mechanical strength of Ho-Fe2O3 to cope with the prolonged impact of hydrogen gas
stream. The energy spectrum of Ho-Fe2O3 shows a homogeneous distribution of the
doped element Ho in Ho-Fe2O3.
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Fig. 1. XRD patterns of Fe2O3 and Ho-Fe2O3.

Fig. 2. SEM images of (a–b) Fe2O3 and (c–d) Ho-Fe2O3 and EDSmappings of (e–h) Ho-Fe2O3.

In order to further analyze the pore characteristics in Fe2O3and Ho-Fe2O3, nitrogen
adsorption and desorption measurements are carried out. Fe2O3 and Ho-Fe2O3 are clas-
sified as type IV isotherm with a typical mesoporous structure. The saturated adsorption
plateau at high relative pressure indicates a homogeneous pore distribution of samples.
The pore size distribution curves calculated from adsorption branches visualize the nar-
row distribution of pore diameters in the range of 2–4 nm. The average pore sizes of
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Fe2O3 and Ho-Fe2O3 were 3.04 and 2.94 nm respectively. Combined with the SEM,
resulted in smaller inter-particle pores due to the relatively small and evenly distributed
particles of Ho-Fe2O3. The same conclusion can be obtained in Table 1. It can be visu-
alized that in the pore range of 2.2–1.7 nm, Ho-Fe2O3 still provides 71.54 m3/g of
incremental pore area, which is much higher than the Fe2O3, confirming that Ho-Fe2O3
has more micropores. As the smaller pores have a higher adsorption potential, this facil-
itates the rapid adsorption of hydrogen molecules. Also, the small pores can reduce the
distance between the hydrogen molecules located within the pores and the inner wall of
the pores, which facilitates the rapid onset of conversion (Fig. 3).

Fig. 3. (a) Nitrogen adsorption-desorption isotherms and (b) pore size distribution graphs of
Fe2O3 and Ho-Fe2O3.

Table 1. BJH desorption pore distribution

Pore diameter range (nm) Incremental pore area (m2/g)

Fe2O3 2.2–1.9 36.04

1.9–1.8 16.73

Ho-Fe2O3 2.2–2.0 24.74

2.0–1.9 25.58

1.9–1.7 21.24

The elemental composition and valence states of Fe2O3 and Ho-Fe2O3 surfaces are
determined by XPS. Figure 4a and b show the high-resolution Fe 2p spectrum of FO and
Ho-Fe2O3, the main diffraction peaks of both samples are basically in the same position.
After Gaussian fitting, the diffraction peaks consist of Fe2+, Fe3+ and shakeup satellites
respectively[21, 22]. Compare to Fe2O3, the peak position of the XPS in Ho-Fe2O3 is
shifted towards the higher binding energy, indicating that there is an interaction between
Ho- and Fe-ion. The binding energies of 162.2 and 160.1 eV in Fig. 4c are characteristic
peaks of Ho3+, indicating that Ho is mainly present in the trivalent form in the Ho-Fe2O3
[23]. The Ho3+ has four unpaired electrons in its outermost layer and has a high electron
magnetic moment, which facilitates catalytic conversion.
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Fig. 4. Fe 2p XPS spectrum of (a) FO and (b) Ho-Fe2O3 and (c) Ho 4d spectrum of Ho-Fe2O3.

The magnetic properties are analyzed by PPMS. Figure 5 shows that Ho-Fe2O3
has negligible remanence and coercivity. The magnetization intensity increases with
increasing magnetic field strength, shows a typical paramagnetic property. When the
field strength is 30K Oe, the magnetic field strength is 2.65 emu g−1. This indicates that
Ho-Fe2O3 can provide a large number of paramagnetic active sites for the conversion
of OPH.

The Fig. 6 shows the content of PH after catalytic conversion of Fe2O3 and Ho-
Fe2O3 at 77 K for normal hydrogen at a flow rate of 100 mL min−1. Both samples show
a decrease in PH content at the beginning of reaction, probably due to the inactivation of
active site as the reaction time increased and some of hydrogen molecules adsorbed at
the active site could not be desorbed in time. It is obvious that the PH content of Fe2O3
is higher than that of Fe2O3. After 1000 min, the PH contents of Ho-Fe2O3 and Fe2O3
are 48.67 and 45.72% respectively. This may be related to the disorder in the crystal
structure and the reduction of the nanoparticles caused by the doping of Ho.
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Fig. 5. Hysteresis loops of Ho-Fe2O3.

Fig. 6. Content of PH after catalytic conversion at 100 mL min−1 of Fe2O3 and Ho-Fe2O3.

4 Conclusion

The excellent catalytic conversion performance of Ho-Fe2O3 is relate to the crystal
structure and nanoparticle size. On the one hand, the doping Ho leads to a more dis-
ordered crystal structure inside the catalyst, paramagnetic defect sites and increased
magnetic disorder, which facilitate catalytic conversion. At the same time Ho3+ have a
high number of unpaired electrons and can provide high forces for conversion. On the
other hand, the uniform distribution of small nanoparticles results in a smaller pore size
of Ho-Fe2O3, which facilitates the adsorption of hydrogen and reduction of the distance
between hydrogen and active sites on catalyst surface. The present work uses a simple
co-precipitation method with a simple process, no secondary pelletizing and high cat-
alyst particle strength, which provides a reliable experimental basis for the industrial
scale production of catalysts.
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Abstract. A stable and consistent hydrogen supply is essential in various engi-
neering scenarios. To address the challenge of meeting the demand for stable
and green hydrogen with high proportion and fluctuating renewable energy input,
integrated hydrogen production systems (IHPS) have been developed. Exergy
balance is employed to assess the quality of energy loss and identify the size,
location, and influencing factors of energy quality loss, which differs from the
traditional scheduling problem of cost minimization or the black box model of
exergy analysis. Firstly, the energy conservation principle along with the exergy
concept for second-law assessment are applied to each system component. Sec-
ondly, an optimal scheduling model for IHPS is established that considers mass,
energy, and exergy balance as well as operational constraints. The Pareto front of
a multi-objective optimization problem is then established to obtain an optimal
scheduling schemewith comprehensive performance in exergy efficiency and eco-
nomics. Finally, case studies are conducted to intuitively show the distribution of
exergy destruction and validate the applicability of the proposed dispatch method
in efficiently bringing up a scheduling scheme with better overall performance.

Keywords: Integrated hydrogen production system · Exergy analysis · Exergy
loss · Multi-objective optimization

1 Introduction

In recent years, hydrogen has been increasingly recognized as a clean and versatile
energy carrier that can contribute to the transition toward a low-carbon economy.Meeting
the demand for stable and green hydrogen is critical for many engineering scenarios,
including industrial processes, backup power, and hydrogen refueling stations [1]. Fossil
fuels are the main source of hydrogen production, causing large pollution. With the
increasing use of fluctuating renewable energy for hydrogen production, ensuring a
stable hydrogen supply has become a challenge. To address this challenge, integrated
hydrogen production systems (IHPS) have been developed as promising solutions that
can provide stable and green hydrogen.

The optimal scheduling of different energy sources in IHPS to improve energy effi-
ciency and reduce operating costs remains an active research area. In [2], a basic frame-
work of an integrated energy system containing multiple energy hubs is proposed, and
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a distributed economic dispatching model considering carbon emissions is constructed.
A deep deterministic policy gradient-based optimal scheduling method for integrated
hydrogen energy systems is proposed to minimize the operating cost [3]. Moreover,
The exergy, taking into account the “quantity” and “quality” of energy, has attracted the
attention of some scholars. Exergy efficiency is used as an objective function to study
integrated energy system planning [4]. The influence of the parameters in the integrated
system is investigated on exergy and economic indicators through the parametric study
to understand the system performance [5]. In summary, traditional scheduling methods
often focus on cost minimization or use black box models for exergy analysis, which
may not fully capture the quality of energy loss and its influencing factors [6].

This paper proposes an optimal schedulingmodel for IHPS based on exergy analysis.
The scheduling model considers mass, energy, and exergy balance, along with other
operation constraints, to obtain a scheduling scheme with comprehensive performance
in exergy efficiency and economics. The rest of the paper is organized as follows: Sect. 2
provides an introduction to IHPS and thermodynamic analysis. Section 3 describes the
multi-objective optimization scheduling model of IHPS. Section 4 presents the case
studies. Section 5 concludes the paper and outlines potential future work.

2 Problem Description and Thermodynamic Analysis

2.1 Problem Description

The primary reason for integrating multiple hydrogen production technologies is that a
single hydrogen production process cannot meet the stable and green hydrogen demand.
Hydrogen production from fossil fuels leads to high carbon emissions and is not sus-
tainable. On the other hand, renewable energy sources, such as water, biomass, and pho-
tovoltaic (wind power), have emerged as sustainable options for hydrogen production.
However, hydrogen production from these sources faces challenges, such as fluctuating
energy input and material quality issues. For instance, water electrolysis, a promising
method for hydrogen production from renewable sources, requires significant energy
storage capacity to maintain stable hydrogen output, resulting in high investment costs.
Similarly, biomass-based hydrogen production is limited by the availability of biomass,
which cannot meet the hydrogen demand.

Therefore, the IHPS has been developed to address these challenges. Figure 1 shows
an IHPS combining water electrolysis (WE), biomass gasification (BG), and natural gas
reforming (NGR). Energy and materials in the IHPS are coupled and complementarily
utilized to increase exergy efficiency and reduce operating costs. Solar power is used
by the WE to produce hydrogen and oxygen, with the oxygen either being stored or fed
into BG and NGR. The by-product CH4 from the BG unit can be supplied to NGR. The
heat from the BG’s outlet gas is used to heat the oxygen through a heat exchanger (HE).

After heating, the feedwater at 75.0 °C and 101.3 kPa enters theWE,which is directly
coupled with renewable energy. The water-splitting reaction in the stack generates H2
in the cathode and O2 in the anode. The produced O2 is compressed to 80.0 bar through
compression and cooling and stored in a high-pressure tank. For the BG process, the
O2 supplied from the storage tank is depressurized by a direct expansion. The biomass
mixed with O2 is supplied to a gasifier. The heat of the outlet gas is used to improve the
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O2 temperature. After expansion, the stream enters the pressure swing adsorption (PSA)
to yield purified H2 and off-gas (CO2, CO, and CH4), which are then fed into the NGR
reactor. Additionally, external input gas is also available.

PSA1

BG

WE

ES

OS

㉑

㉒
㉓

㉔

Compressor 1

Electricity

Biomas

Hydrocarbon fuel

O2

H2

H2OGasification gas ㉕ ㉖

Turbine 2

Compressor 2

HE3

Reforming gas

HE5

Turbine 1

NGR

HE1

HE2

HE6

HE4

Fig. 1. Flow diagram of the IHPS.

2.2 Modeling and Thermodynamic Analysis

For a general steady-state process, mass and energy balances can be written as:

∑
ṁin =

∑
ṁout (1)

Q̇ +
∑

ṁinhin = Ṗ +
∑

ṁouthout (2)

where Q̇ is the heat rate, ṁin and ṁout indicate the mass flow rate of inlet and outlet
material, Ṗ is the powe, hin and hout are the enthalpy of inlet and outlet material.

Neglecting the potential and kinetic effects, the exergy rate of a fluid stream is shown
in (3). The factors Ėxph and Ėxch represent the physical and chemical exergy, defined as
(4, 5) [7]:

Ėx = Ėxph + Ėxch (3)

Ėxph =
∑

i

ṁi(hi − h0 − T0(si − s0)) (4)

Ėxch = ṁ[
∑

i

xie0,i + RT0
∑

i

xi ln xi] (5)
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where T0 is the standard conditions temperature, R is the ideal gas constant, xi denotes
the mole fraction of ith specie, and e0 denotes the standard chemical exergy.

The detailed mass, energy, and exergy balance principles of IHPS components are
shown in Table 1. The same type of device is not repeatedly enumerated. ĖxD is exergy
destruction of a component in IHPS.

Table 1. Mass, energy, and exergy balance equations for components in the IHPS.

Component Mass
balance

Energy balance Exergy balance

WE – – ṁ1
t ex

1 + ṖWE
t = ṁ2

t ex
2 + ṁ4

t ex
4 + ĖxWE

D

Intercooler1 ṁ2
t = ṁ3

t ṁ2
t h

2 =
ṁ3
t h

3 + HI1
t

ṁ2
t ex

2 = ṁ3
t ex

3 + Ḣ I1
t (1 − T0

T 3 ) + ĖxI1D

Compressor 1 ṁ4
t = ṁ5

t ṁ4
t h

4 + ṖC1
t =

ṁ5
t h

5

ṁ4
t ex

4 + ṖC1
t = ṁ5

t ex
5 + ĖxComp1D

Turbine1 ṁ8
t = ṁ9

t ṁ8
t h

8 =
ṁ9
t h

9 + ṖT1t

ṁ8
t ex

8 = ṁ9
t ex

9 + ṖT1t + ĖxT1D

BG – – ṁ9
t ex

9 + ṁ11
t ex11 = ṁ12

t ex15 + ĖxBGD

HE 1 ṁ7
t = ṁ8

t

ṁ12
t =

ṁ13
t

ṁ7
t h

7 + ṁ12
t h12

= ṁ8
t h

8 + ṁ13
t h13

ṁ7
t ex

7 + ṁ12
t ex12

= ṁ8
t ex

8 + ṁ13
t ex13 + ĖxHE1D

PSA ṁ14
t =

ṁ15
t + ṁ16

t

ṁ14
t h14 =

ṁ15
t h15 + ṁ20

t h20
ṁ14
t ex14 = ṁ15

t ex15 + ṁ16
t ex16 + ĖxPSAD

NGR – – ṁ10
t ex10 + ṁ18

t ex21 + ṁ21_H2O
t ex21_H2O

= ṁ22
t ex22 + ṁ23

t ex23 + ĖxFRD

PEMElectrolyzer. Proton exchange membrane (PEM) has a fast dynamic response
and is used as a technology for hydrogen production fromwater electrolysis.More details
and discussions about PEM electrolyzer modeling can be found in [8].

ṖPV − ṖPV_cur
t − ṖPV_ES

t + ṖES_WE
t − ṖC1

t − ṖC2
t = ṖWE

t (6)

ṖWE
t = k1N

cellUcell
t I cellt (7)

Ucell
t = E + Uohm

t + Uact
t (8)

I cellt = Acell icellt (9)
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ṁ2
t = k2Ncell I cellt hF

2F
, ṁ4

t = k2Ncell I cellt hF

4F
(10)

where ṖPV is the photovoltaic generation, ṖPV_cur is the solar curtailment, ṖPV_ES
t is the

power stored to the storage device, ṖES_WE
t is the energy released from the storage device,

ṖC1
t and ṖC2

t denote the power consumed by Compressor 1 and 2, respectively. I cell is
WE operating current, Ncell is the number of electrolysis cells, Ucell is the operating
voltage, E is the open circuit voltage, Uohm is the ohmic overvoltage and Uact is the
activation overvoltage, k1 and k2 are unit conversion factor, hF is Faraday efficiency, F
is Faraday constant.

Biomass Gasification Model. The equilibrium model simulates the BG process
because it is a reliable way to estimate the composition of syngas [9]. The global gasi-
fication reaction using wood as raw material and oxygen as gasifying agent is shown in
(11).

CH1.44O0.66 + wH2O + cO2_BGO2 + 3.76cO2_BGN2

= cH2_BGH2 + cCO_BGCO + cCO2_BGCO2 + cH2O_BGH2O

+ cCH4_BGCH4 + 3.76cO2_BGN2 (11)

wherew is themoisture content permole of wood, cO2_BG is the oxygen consumption per
mole of wood, cH2_BG, cCO_BG , cCO2_BG , cH2O_BG, cCH4_BG are the output coefficients
of H2, CO, CO2, H2O, and CH4, respectively.

The relationship between biomass feed, oxygen consumption, and gas production
can be expressed as (12–14).

ṁ12_H2
t = cH2_BG_O2ṁ11_O2

t + cH2_BG_Airṁ11_Air
t (12)

ṁ9_O2
t = cO2_BGṁ11

t (13)

ṁ12_CH4
t = cCH4_BGṁ11

t , ṁ12_CO2
t = cCO2_BGṁ11

t (14)

Natural Gas ReformingModel.Chemical-looping auto-thermal reforming (CLRa)
is applied to smooth out the fluctuations, which can achieve CO2 capture without addi-
tional hydrogen purification. The detailed reactions and processes can be found in [10].
The product compositions are calculated by the reaction equilibrium based on gibbs
minimization, mass balance, and heat balance equations. The products can be calculated
in (15, 16). The temperature of the inlet gas will affect the coefficient in (17).

ṁ23
t = cH2_NGR_O2

t ṁ18_CH4_O2
t + cH2_NGR_Air

t ṁ18_CH4_Air
t (15)

ṁ10
t = cO2_NGR

t ṁ18_CH4_O2
t , ṁ22_H2O

t

= cH2O_NGR
t ṁ21_CH4

t (16)

cY_NGRt = f (TNGR
t ),Y ∈ {H2,O2,H2O,CO2} (17)
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3 Multi-objective Scheduling Optimization Model for IHPS

3.1 Objective Function

The objective function includes exergy efficiency and economy, where exergy efficiency
is considered from the perspective of energy loss.

Exergy loss model of the exergy efficiency objective function. Energy efficiency
utilization evaluates the utilization of energy in terms of quantity. However, the behavior
of converting high-quality energy (e.g., electrical energy) to low-quality energy (e.g.,
thermal energy) may occur. Exergy efficiency evaluates how well energy is utilized to
achieve high-quality utilization of different energy sources, such as energy cascade use.
The exergy loss is regarded as the objective function to cut the wastage of high-quality
energy in (18). The exergy loss of the IHPS is determined by adding up the exergy
destruction of each component.

FExD = ĖxWE
D + ĖxBGD + ĖxNGRD + ĖxI1D + ĖxI2D + ĖxI3D + ĖxI4D

+ĖxHE1D + ĖxHE2D + ĖxComp1D + ĖxComp2D + ĖxTurb1D + ĖxTurb2D + ĖxPSAD

(18)

Mathematical model of the economic objective function. The main component
of the economic objective function is the operating cost. It consists of biomass and gas
purchase costs.

FEco =
∑

t

(
μbio
rawm

11
t + μ

gas
rawm

19
t

)
(19)

where μbio
raw and μ

gas
raw is the price per unit of biomass and natural gas.

3.2 Operation Constraints

Stable Hydrogen Production Constraints. The sum of hydrogen production of each
module should meet the stable demand NH2 .

k2 ∗ �t ∗ (m3
t + m17

t + m23
t ) = NH2 (20)

Operation Constraints of Hydrogen Production Unit.

0 ≤ PWE
t ≤ PWE_max, 0 ≤ m11

t ≤ m11_max, 0 ≤ m18
t ≤ m18_max (21)

where PWE_max is the maximum output of WE unit, m11_max and m18_max are the
maximum input of biomass and gas.

Energy Storage Device Operation Constraints.

QES
t = QES

t−1 + ηESPPV_ES
t − PES_WE

t /ηES

0 ≤ QES
t ≤ QES_max, QES

1 = QES
T ,

0 ≤ PPV_ES
t ≤ sESt PES_max, 0 ≤ PES_WE

t ≤ (1 − sESt )PES_max

(22)
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where QES is the capacity of energy storage, QES_max and PES_max are the upper limit
of the capacity and storage/release power of storage, sES is the 0–1 state variable.

Oxygen and electricity storage constraints are similar and will not be reiterated.

3.3 Multi-objective Processing

For convex optimization problems, when the weight vector λ composed of multiple
objective weights is non-negative, the scaling method can obtain the optimal solution
on all Pareto front. The original objective (24) can be transferred to (25). Standardizing
and normalizing the objective function allows for screening solutions that meet IHPS’s
multi-objective optimization scheduling requirements from the Pareto front.

min f = (FExD ,FEco) (23)

min λT f = λExDFExD + λEcoFEco (24)

4 Case Studies

Table 2 introduces the input values for the parameters in the study. The proposed problem
is implemented to obtain the 24-h scheduling results.

4.1 Multi-objective Optimal Scheduling Results and Comparative Analysis

Multi-objective optimization problems are quantified, and enough Pareto optimal solu-
tions are found by traversing the weight method. The specified weight’s traversal step
size is 0.01, which is solved byMATLAB R2022b and Gurobi 9.5.2. The Pareto frontier
is obtained by interpolation fitting of the Pareto optimal solution in Fig. 2.

Table 3presents a comparisonof scheduling results obtainedusingdifferent dominant
objective functions. At the maximum operating cost, there is a 12.85 MW difference
between the exergy loss and the minimum value, accounting for 32% of the total. The
operating cost under the minimum destruction differs from the minimum cost by 839.51
$, accounting for 21%. Under the cost-dominant scheme, the WE output contributes
significantly because the cost of renewable energy is not considered. On the other hand,
the NGR output increases significantly in a loss-dominated scheme due to its higher
exergy efficiency compared to other technologies. The proposed method effectively
balances the economic and efficiency aspects.

4.2 Exergy Analysis of IHPS

Figure 3 illustrates the exergy distribution of IHPS under the multi-objective optimal
scheduling results. Although the input biomass exhibits high exergy, the exergy of output
hydrogen is the lowest among the three technologies indicating that the exergy efficiency
of BG is relatively low. In contrast, NGR has the lowest exergy input and the highest
exergy of hydrogen, with the highest exergy efficiency. The analysis reveals that the WE
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Table 2. Input data for major parameters for modeling the system.

Paraments Value

Stable hydrogen demand, NH2 1000 Nm3/h

Maximum power of WE units, PWE_max 5 MW

Maximum feed rates of BG/NGR units, m11_max/m18_max 0.36/0.05 kg/s

Energy and oxygen storage capacity, QES_max 4 MW

Upper limit rate of storage/release oxygen/power, PES_max 2 MW

Average air temperature surrounding the system, T0 293.15 K

Average air pressure surrounding the system, P0 101.3 kPa

Temperature/pressure of WE unit 350 K, 101.3 kPa

Temperature/pressure of BG unit 1100 K, 24 bar

Temperature/pressure of NGR unit 1100 K, 12 bar

Faraday constant, F 96458 C/mol

Gas constant, R 8.314 J/mol·K

Number of cells in the stack, Ncell 350

Active service area, Acell 1200 cm2

Faraday efficiency, hF 0.99

Moisture content per mol of wood, w 10%

Fig. 2. Pareto front for IHPS multi-objective optimal scheduling.

module experiences the highest exergy destruction due to its numerous components and
physical transformation processes, including compression and cooling, which can cause
partial exergy destruction.

Figure 4 illustrates the various subcomponents and their associated exergy destruc-
tion rates under an optimal scheduling scheme. The main destructions exist in WE, BG,
and NGR, where chemical reactions occur. Even though the hydrogen production from
NGR is the largest in this scenario, the destruction is less than that from WE and BG.
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Table 3. Scheduling results dominated by different objective functions.

Objective function Minimum operating
cost

Minimum exergy loss Multi-objective
optimization

Operating cost ($) 3010.16 4007.54 3049.59

Exergy loss (MW) 38.70 26.01 33.37

Hydrogen from WE
(Nm3)

8660.52 (36%) 4016.20 (16%) 8163.47 (34%)

Hydrogen from BG
(Nm3)

13,198.67 (55%) 4202.27 (18%) 6858.48 (29%)

Hydrogen from NGR
(Nm3)

2140.82 (9%) 1,5781.53 (66%) 8978.05 (37%)

Electricity: 42.31

Water: 3

Biomass: 60.73

Natrual gas: 32.55

WE: 40.98

BG: 61.97

NGR: 42.713

Heat (Intercooler 2): 1.19
Power (Turbine 1): 0.81

Hydrogen (WE): 22.79

Heat (Intercooler 1): 0.15

ExD (WE): 15.15

Power (Turbine 2): 0.69

Hydrogen (BG): 19.48

Heat (Intercooler 3): 1.31

Other products (BG): 26.46

ExD (BG): 10.19

ExD (NGR): 6.963
Other products (NGR): 3.65

Hydrogen (NGR): 29.81

Fig. 3. Sankey diagram of exergy distribution in IHPS (unit: MW).

The exergy destruction fromWE is larger than that fromBG due to its more considerable
input and mass flow rate.
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Fig. 4. Main components with respective exergy destruction rates.

5 Conclusion

This paper proposes an optimal scheduling model for IHPS based on exergy analysis.
The proposed scheduling model considers mass, energy, and exergy balance, as well as
other operational constraints, to develop a scheduling scheme that optimizes both exergy
efficiency and economics. Case studies demonstrate the Pareto front and the scheduling
results for balancing exergy efficiency and operating costs based on specific needs and
goals. Moreover, the exergy distribution and exergy destruction are developed to quan-
tify energy quality and loss in IHPS, which can assist energy managers in identifying
areas where energy is being wasted and provide insights on how to improve the overall
efficiency of IHPS.

Acknowledgment. The paper is funded by the National Natural Science Foundation of China,
Grant ID: 52177088, and the National Natural Science Foundation of China, Grant ID: 52177089.
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Abstract. As an important means of fault diagnosis for proton exchange mem-
brane fuel cell (PEMFC), data-driven method can make accurate fault diagnosis
by training a large number of fault sample data. Aiming at the problem that the
more the dimension of the sample, the longer the learning time, this paper proposes
a dimension reduction algorithm based on principal component analysis (PCA),
which maps the multi-dimensional original data to the low-dimensional new data,
and greatly accelerates the training efficiency under the premise of ensuring the
reflection of the fault. At the same time, the fault diagnosis method based on the
traditionalmachine learningmodel cannot accurately classify the data set ofmulti-
dimensional features generated by the complex system of PEMFC stack, which
leads to the low accuracy of fault diagnosis. The particle swarm optimization deep
belief network (PSO-DBN) algorithm is designed to realize the PEMFC fault diag-
nosis method with high diagnostic accuracy. The experimental results show that
the accuracy of the fault diagnosis algorithm based on deep learning proposed in
this paper can reach 99.7% for the test set, and the efficiency and accuracy of fault
diagnosis are better than traditional machine learning fault diagnosis algorithms
such as Back propagation (BP) and support vector machine (SVM).

Keywords: Data drive · PSO-DBN · PEMFC · PCA · Deep learning · Fault
diagnosis

1 Introduction

In the past decade, researchers have proposed many methods for diagnosing PEMFC
faults. These fault diagnosis methods can be divided into two types: model-based meth-
ods and non-model-based methods. Polverino Pierpaolo et al. [1] proposed an advanced
method based on structural analysis and causal calculation theory for PEMFC system
fault detection and isolation based on mechanism model diagnosis algorithm. Esmaili
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Qadir et al. [2] proposed an empirical model-based method for PEMFC water manage-
ment diagnosis. By detecting the gas inlet and outlet pressure drop and the stack voltage,
the water management fault of the system can be diagnosed. However, since PEMFC
is a multidisciplinary complex nonlinear system, the establishment of PEMFC system
simulation model not only requires very accurate modeling of each subsystem, but also
fully considers the internal coupling relationship between subsystems. Therefore, the
establishment of an accurate simulation model to simulate PEMFC faults under differ-
ent actual operating conditions requires researchers to have a very deep understanding of
the internal operation mechanism of PEMFC system. This reason also greatly limits the
development of fault diagnosis methods based on PEMFCmodel. With the development
of machine learning and pattern recognition, more and more researchers have adopted
data-driven non-model fault diagnosis methods in the existing research on PEMFC fault
diagnosis. Liu Ao et al. [3] proposed an online diagnosis algorithm based on incremental
learning of K-means and OS-ELM and constructed a diagnosis system, which makes
full use of the characteristics of ELM that does not need gradient-based back propaga-
tion, so the training speed is fast and can be well applied to vehicle online diagnosis.
Lu Jingjing et al. [4] proposed an improved SVDD algorithm to realize the fault diag-
nosis of PEMFC. The results show that the improved SVDD algorithm has better fault
identification performance than the traditional SVDD algorithm. Since the data-driven
method does not need to establish a complex and accurate mathematical model or mech-
anism model compared with the model-based method, the characteristics representing
the PEMFC state are extracted from the test data, that is, the battery voltage, current,
temperature, pressure, humidity and other parameters are used as input. Through the
pattern recognition method based on artificial intelligence (including machine learning
and deep learning), the output can be obtained from these inputs, and the output is the
fault type of PEMFC (including normal state).

The data-driven PEMFC fault diagnosis method relies on a large amount of historical
data for training, and trains deep learning or machine learning models by learning the
characteristics of various fault data in historical data. At present, the basic idea of the
data-driven method is shown in Fig. 1. The core of this method is the establishment of
historical database and the selection of fault diagnosis algorithm [5].

Fig. 1. Diagnostic idea diagram based on data-driven method

Although traditional machine learning algorithms have been applied to most diag-
nostic cases, they cannot play a good role in signals with poor correlation with training
data distribution. In order to improve the accuracy, we must gradually enter the era of
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deep learning. In this paper, a fault diagnosis algorithm of deep belief network based on
particle swarm optimization in PEMFC stack is proposed. Using the proposed method,
a neural network model trained by a large amount of data can be used to construct the
nonlinear relationship between the input and output of PEMFC. People do not need to
deeply understand the reaction mechanism inside the stack, and do not need to establish
a complex PEMFC model. The fault diagnosis of PEMFC stack can be realized based
on the black box input and output mode, which gets rid of the limitation of physical
parameters in the traditional modeling process.

2 PEMFC System and Operation Data

2.1 PEMFC System

As shown in Fig. 2, this study uses an evaporative cooling (EC) fuel cell system for fault
diagnosis. The system consists of two stacks, each of which consists of 300 battery cells.
During the operation of this type of PEMFC, hydrogen is used as the cathode source and
air is used as the anode source. In the stack, chemical energy is converted into electrical
energy to supply power to the load. As the source of the cooling system, liquid water is
evaporated into water vapor by injecting the stack, and then condensed into liquid water
by the heat exchanger to form a complete cooling system loop [6].

Fig. 2. Model of EC PEMFC system

2.2 System Operation Data

This study is based on multi-dimensional sensor technology, which is used to monitor
various physical parameters in the actual operation of the PEMFC system, as shown in
Table 1 [7].

In this paper, combined with the fault state data of the existing data set, the most
common (more than 50% of PEMFC faults) and the most urgent membrane dry and
flooding faults in the stack are selected, and data-driven fault diagnosis is performed
under normal conditions [8].



Fault Diagnosis of PEMFC Stack Based on PSO-DBN 209

Table 1. PEMFC system monitoring data

Number Variable Unit Number Variable Unit

1 Anode outlet pressure
from stack 1

MPa 11 Cathode stoichiometry V

2 Anode outlet pressure
from stack 2

MPa 12 Cathode outlet temperature
from stack 2

°C

3 Cathode outlet pressure
from stack 1

MPa 13 Cathode inlet temperature
from stack 2

°C

4 Cathode outlet pressure
from stack 2

MPa 14 Cathode outlet temperature
from stack 1

°C

5 Current A 15 Cathode inlet temperature
from stack 1

°C

6 Anode reactant flow SLPM 16 Primary water inlet pressure
from stack 2

MPa

7 Anode inlet pressure
from stack 1

MPa 17 Primary water inlet pressure
from stack 1

MPa

8 Anode inlet pressure
from stack 2

MPa 18 Primary water inlet flow
from stack 2

SLPM

9 Cathode air inlet flow SLPM 19 Primary water inlet flow
from stack 1

SLPM

10 Cathode inlet pressure
from stack 1

MPa 20 Water inlet temperature °C

2.3 Feature Extraction

2.3.1 Data Normalization

Data normalization is to unify the dimension of each dimension data, and to ensure that
when PCA dimension reduction and deep learning weighted summation calculation are
performed, the situation that the dimension of large feature participation is extremely
large and the dimension of small feature participation is extremely small and negligible
is avoided, which effectively ensures the accuracy of the diagnosis algorithm. Assuming
that the original data set D= [x1, x2,…, xm], where xi (i∈ [1, m]) is a variable in Table 1,
the deviation is standardized according to Formula 1:

x∗
i = xi − xi−min

xi−max − xi−min
(1)

where xi_max and xi_min represent the maximum and minimum values of the data in the
variable xi, respectively.
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2.3.2 Principle of PCA Algorithm

PCA algorithm is a dimension reduction technique based on linear mapping. It ensures
that the main features that can reflect the original fault type are retained as much as pos-
sible while reducing the data dimension. In the application, the covariance matrix of the
data set is first calculated, and then the eigenvalues and eigenvectors of the covariance
matrix are solved, and the vectors corresponding to the largest eigenvalues are selected
to form a mapping matrix. The original data is transformed into a new data set by matrix
multiplication to achieve the purpose of dimensionality reduction [9]. The ability to
reflect the fault is called the variance contribution degree. According to the variance
contribution degree, it becomes the first principal component, the second principal com-
ponent, etc. The sum of the variance contribution degree of each component is called
the cumulative contribution degree. If the cumulative contribution degree of the first k
principal components reaches a certain value (generally up to 85%), k is taken.

The specific process of PCA algorithm is as follows [10]:

Algorithm 1. PCA algorithm.

Input: sample set D = [x1,x2,…,xm];

low-dimensional space dimension n

Process:

1: Centralization x(i) = x(i) − 1
m

∑
j=1 x

(j);

2: Covariance matrix XXT;

3: Eigenvalue decomposition of matrix XXT;

4: The feature vector composed of the largest n eigenvalues is taken out and normalized to
form the feature vector matrix W;

5: Obtain new sample z(i) = WTx(i);

6: Return sample set D ’ = [z1,z2,…,zm]

Output: sample set D ’ after dimension reduction

2.4 Fault Diagnosis

2.4.1 Deep Belief Network (DBN)

The deep belief network is a feedforward neural network stacked by multiple restricted
Boltzmann machines (RBM), and its top layer is usually a back propagation layer (BP).
The RBM layer is used to pre-train the data and determine the initialization parameters of
the DBN network. The BP layer is used to reverse the network structure parameters, and
the error back propagation method is used. Because it is stacked by multi-layer neural
networks, DBN is a kind of deep learning. The bottom layer represents the original data
signal, and the high layer represents the attributes or features of the data. A typical DBN
structure model is shown in Fig. 3. Each RBM has a two-layer network consisting of a
visual layer v and a hidden layer h. The layers are connected by weights, and the neurons
in each layer are not connected to each other.
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Fig. 3. DBN structure diagram

RBM is a probability distribution model based on energy, which is composed of
input layer and output layer (feature extraction layer). As shown in Fig. 4, the energy of
input layer and output layer.

E(v, h; θ) = −
m∑

i=1

aivi −
n∑

j=1

bjhj −
m∑

i=1

n∑

j=1

vihjωij (2)

Here, θ = {ω, a, b} is the parameter of the network; ω is the connection weight of
input layer and hidden layer; a and b are the bias of the input layer node and the bias
of the output layer node; v = {v1, v2,…, vm} is the input variable, h = {h1, h2,…, hn}
is the output variable, and the energy function is used to characterize the probability
distribution of the input data.

Fig. 4. RBM structure diagram

When RBM is stacked into a DBN network, the output layer of the previous RBM
is introduced as the input layer of the next RBM, and the output characteristics of the
previous RBM are output, extracted layer by layer, and the final data characteristics are
obtained in the last layer. BP realizes the function of multi-classification. The training
process of the DBN network is divided into two stages: the first stage is the forward
unsupervised pre-training, and the RBM is greedy initialized layer by layer to obtain the
initial value of the model parameters; the second stage is the reverse supervised fine-
tuning learning process, which uses the known labels to fine-tune the model parameters
from top to bottom to further optimize the network parameters [11].
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2.4.2 PSO Trains DBN Network Structure

Particle swarm optimization algorithm is a population-based optimization algorithm. In
PSO algorithm, the solution of each optimization problem is a particle in the search
space. All particles have a fitness value determined by an optimized function, and each
particle also has a speed v that determines the direction and distance of their flight. PSO
initializes a group of particles, and then searches the optimal solution in the solution
space according to the current optimal particle in the particle swarm. In each iteration,
the particle updates itself by tracking two ‘extreme values’. One is the optimal solution
found by the particle itself, called individual extreme value (pbest); another extreme
value is the optimal solution found by the whole group, which is called global extremum
(gbest). PSO algorithm needs less parameters to be adjusted, and it is simple and easy to
implement. It is suitable for optimization in dynamic and multi-objective optimization
environment. Compared with traditional algorithms, it has faster calculation speed and
better global search ability [12].

For the four hidden layers of DBN in Fig. 3, there are m1, m2, m3 and m4 neurons
in each layer, and the learning rate η ∈ [0,1). When encoding the particle swarm, each
particle in the PSO is set as a four-dimensional vector X (m1,m2,m3,m4,η). The number
of particles is N, and N is generally 10–20. In this paper, N is 10, and the maximum
iteration number M of PSO is set to 400. The algorithm optimization process is shown
in Fig. 5.

Fig. 5. PSO optimizes DBN process
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Algorithm 2. PSO-DBN algorithm.

Input: data set D ’ after dimensionality reduction;

Process:

1: Initialize the particle swarm

The initialized particle position X i
k = 0, velocity V i

k = 0;

2: Fitness value calculation
The fitness value (misclassification rate) of each particle is calculated, and the optimal particle

X k
igbest and the optimal particle X k

ipbest in search history are found;

3: Update the velocity and position of particles
Using formula (3), formula (4), update the velocity and position of all particles;

X k+1
I = X k

i + Vk+1
i (3)

Vk+1
i = ωVk

i + c1r1
(
X k
ipbest − X k

i

)
+ c2r2

(
X k
igbest − X k

i

)
(4)

In the formula: ω represents the inertia weight, the value is between [ 0,1], generally take ω =
0.9; c1 and c2 are acceleration parameters. Generally, c1 and c2 are equal and the value range
is [0, 4]. Shi and Eberhart have been tested many times. It is suggested that c1 = c2 = 2 is the
best to balance the effect of random factors[13]. r1 and r2 are two random values in the range
of [0, 1]

4: If the misclassification rate of the training samples meets the set conditions or the number
of iterations is equal to M, the PSO optimization ends, otherwise go to step 2, k = k + 1,
and repeat steps 3 and 4 until the discriminant conditions are met

5: Using the trained DBN network to train the test data;

Output: Diagnostic results

3 Example Analysis

The training data includes three operating states of normal, flooded and membrane dry.
The data are collected by 20 sensors distributed at the entrance and exit of the stack.
The sensor variables are shown in Table 1, including 2000 groups of normal state data
(Label 1), 2000 groups of membrane dry state data (Label 2), 2000 groups of flooded
state data (Label 3), a total of 6000 groups of operating state data. The data set is divided
as shown in Table 2.

3.1 PCA Dimensionality Reduction

PCA spatial feature extraction is performed on 20-dimensional data, and the feature
vectors after feature extraction are selected according to the cumulative variance con-
tribution. As shown in Fig. 6, the cumulative variance contribution rate of the first three
feature vectors has reached 91%, which meets the requirements of characterizing the
original data (more than 85%). Therefore, it shows that the first three feature vectors
already contain enough information, so the original data set of the dimension 6000 ×
20 is reduced to a new spatial feature data set of 6000 × 3.
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Table 2. Dataset partitioning

Operating status (label) Training set Testing set Total

Normal (lable 1) 1400 600 2000

Membrane dry (lable 2) 1400 600 2000

Flooding (lable 3) 1400 600 2000

Total 4200 1800 6000

Fig. 6. Cumulative contribution rate of characteristics

3.2 Fault Diagnosis

3.2.1 Training Model Building

The PSO-DBN parameters are shown in Table 3 under the computer configuration of
64-bit R7-6800H, main frequency 3.2 GHz and RAM 16 GB.

Table 3. PSO-DBN algorithm parameters

Parameter description Parameter value

PSO acceleration factor c1 = c2 = 2

PSO particle swarm number N 10

PSO training iteration times M 400

PSO inertia weight 0.5

3.2.2 Results Comparison

In the actual diagnosis, various fault diagnosis algorithms are used to train the diagnosis
model in advance with the training set. By calling the model, the diagnosis efficiency can
be greatly improved, which lays a good foundation for on-board online fault diagnosis.
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The relevant experimental results are shown in Fig. 7:

Fig. 7. Fault diagnosis accuracy results

Table 4. Comparative analysis of test set data algorithm

Algorithm Testing set accuracy/% Running time/s

PSO-DBN 99.7 0.91

BP 93.1 0.25

SVM 93.9 0.34

DBN 96.8 0.41

From Table 4, it can be seen that in the test process, the traditional DBN algorithm
is significantly better than the BP neural network algorithm and the SVM support vector
machine algorithm in the test accuracy, but the test time is slightly longer than the SVM
and BP algorithm, the difference is not more than 0.2 s. However, the DBN algorithm
optimized by PSO has an accuracy rate of 99.7%. Although it is the longest test time
in the above four algorithms, it does not exceed 1 s, which fully meets the efficiency
requirements of online fault diagnosis and has a good engineering application prospect.
In short, the DBN algorithm has a better classification effect than the traditional shallow
network, and the DBN algorithm optimized by PSO has greatly improved the accuracy.

4 Conclusion

Aiming at the problem that the more the dimension of the sample, the longer the learning
time, this paper proposes a dimension reduction algorithm based on principal component
analysis (PCA), which maps the multi-dimensional original data to the low-dimensional
new data, and greatly accelerates the training efficiency under the premise of ensuring
the reflection of the fault. Aiming at the problem that the fault diagnosis method based
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on traditional machine learning model cannot accurately classify the multi-dimensional
feature data set generated by the complex system of PEMFC stack, which leads to low
fault diagnosis accuracy, a PSO-DVN algorithm is proposed. The PSO-DBN method
can adaptively select the optimal number and learning rate of each hidden layer neuron,
without spending a lot of time to repeatedly adjust the network layer structure, saving
a lot of time and energy. The experimental results show that the PSO-DBN method can
effectively extract fault features by mining the fault information of the PEMFC stack,
and has a high accuracy rate for the test set, and the efficiency is similar to other shallow
networks. It has achieved good fault classification results and has good application
prospects.
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Abstract. The increasing share of renewable energy sources (RES) is placing
higher demands on the dynamic response performance of energy storage equip-
ment in power systems, including water electrolysis equipment. Alkaline Water
Electrolysis (AWE), the most mature method of water electrolysis, is prone to
reverse current during shutdown, resulting in prolonged shutdown and electrode
degradation. This study investigates the influence of temperature, current density,
and catalyst surface area on AWE shutdown characteristics. The results show that
AWE exhibits an immediate surge of reverse current with a high amplitude fol-
lowing shutdown, followed by a gradual voltage drop over hundreds of seconds,
accompanied by a reverse current at themilliampere level. The study also finds that
operating conditions, such as increasing current density and temperature, affect
the shutdown characteristics of AWE. Additionally, increasing the specific surface
area of electrodes aggravates the impact of reverse impulse current. These insights
can be used to optimize the design and operation of industrial AWE and provide
a reference for the development of device control strategies.

Keywords: AWE · Reverse current · Shutdown process · Primary battery effect

1 Introduction

As the global push for Net-Zero intensifies, the integration of RES into the power system
has been increasing [1, 2]. The water electrolysis technology has emerged as a promising
solution to combine RESwith hard-to-electrify areas, leading to the rise of the renewable
hydrogen peak [3, 4]. Among various water electrolysis technologies, AWE is the most
mature and cost-effective solution [5–7].

However, large-scale integration of AWE into the power system faces various chal-
lenges, and the flexibility issue due to the shutdown process is a crucial factor that needs
to be addressed [8, 9]. During shutdown, the voltage can take tens of minutes to com-
pletely drop, and a large reverse current appears, which can degrade the catalyst and
affect the performance of the power sources [10, 11]. To mitigate the impact of sudden
shutdown, the current density is usually reduced gradually in steps during electrolyzer
factory operations.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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The flexibility of accessing AWE to the power system is greatly influenced by the
characteristics of its shutdown process, making it a topic of interest in both academic
and industrial research. There are two methods for studying the shutdown process of
industrial electrolyzers. The first method uses the electric double layer (EDL) effect to
explain the slow voltage drop process after shutdown [12, 13]. The model reflecting the
EDL effect explains the time of the voltage drop through the modeling of the equivalent
circuit [14]. The secondmethod describes the shutdown process from the primary battery
effect [8]. During water electrolysis, the cathode electrode is reduced while the anode
electrode is oxidized. When power is turned off, a primary reaction occurs between
the two electrodes connected through the KOH solution, leading to re-oxidation of the
cathode electrode and re-reduction of the anode electrode [11]. This process is known
as the primary battery effect, which not only predicts the voltage drop trend during the
shutdown process but also explains the occurrence of reverse current.

Despite significant research on turn-off characteristics, current studies have limi-
tations. Models based on the electric double layer effect can only explain the voltage
variation trend during turn-off, but the equivalent capacitance lacks physical meaning,
and the models cannot account for the reverse current. On the other hand, while models
based on the galvanic effect accurately explain the reverse current and voltage variation
during turn-off, research on industrial AWE electrolyzers lacks specificity and quantita-
tive experimental results. To address these limitations, this paper explores the influence
of different industrial operating conditions on the shutdown characteristics of the AWE
electrolyzer using the galvanic cell effect, providing a better understanding of its turn-off
behavior.

This paper aims to overcome the limitations of current research by experimentally
investigating the shutdown characteristics of AWE electrolyzers cell under different
industrial operating conditions. Using the primary battery effect as a starting point, the
studywill examine the voltage and reverse current behaviors of the electrolyzer during the
shutdown process, varying temperature, electrolyte concentration, and operating current
density. The results of this research will offer valuable insights into the operation and
optimization of industrial AWE. The paper is structured as follows: Chapter 2 presents
the problem statement, Chapter 3 describes the experimental methodology, Chapter 4
presents the experimental results, and Chapter 5 provides a conclusion.

2 Problem Statement

The industrial AWE electrolyzer has a bipolar plate structure where each plate acts as the
anode and cathode of adjacent cells, except for the end plates, as shown in Fig. 1. Nickel-
based materials are typically used for anode and cathode catalysts. During operation, the
anode electrode oxidizes to generate Ni2+ and Ni3+ ions, while the cathode undergoes
a reduction reaction to generate simple nickel. When the power is turned off, a primary
battery reaction occurs due to the different potentials of the metal element and high-
valence state oxide of the metal in the potassium hydroxide solution.

The primary battery effect affects the electrolyzer shutdown in two ways. Firstly,
reverse current has a significant impact, with an instantaneous current effect occurring
when power is cut off, generating a huge reverse current that can last between mil-
liseconds to seconds. Impurities may also precipitate on the anode surface due to the

https://doi.org/10.1007/978-981-99-8581-4_2
https://doi.org/10.1007/978-981-99-8581-4_3
https://doi.org/10.1007/978-981-99-8581-4_4
https://doi.org/10.1007/978-981-99-8581-4_5
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reverse current, affecting electrolytic performance. Secondly, the residual voltage after
shutdown also affects the process, with a voltage drop that may take several minutes to
occur until the primary battery effect on the cathode and anode materials subsides.

Fig. 1. Bipolar construction of industrial AWE

3 Experimental Methods

3.1 Experimental System

C
onstant 

T em
perature

Electrolytic 

Power Supply
a

b c

d

Fig. 2. Experimental apparatus. a power system; b measurement system; c temperature control
system; d reaction system.

The experimental setup includes four systems: the power system, reaction system,
temperature control system, and measurement system, as shown in Fig. 2. The power
systemuses a programmableAutoLab electrochemicalworkstation to supply electrolysis
power and measure electrical signals up to a frequency of 1 kHz. The reaction system
consists of a two-electrode electrolysis water system with commercial Raney nickel
as the electrode catalyst. The temperature control system features an adjustable oil bath
device that maintains a temperature range of 20–100 °C and includes an electromagnetic
stirring function to simulate actual flow conditions. The measurement system utilizes
a Tektronix 3-series oscilloscope to capture and store data at a maximum frequency of
10 MHz.
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3.2 Experimental Procedure

The experiment involves a duration of 40 s using an adjustable current source in the
AutoLab programming. The electrode voltage decay within 330 s after shutdown is
recorded. Data measurement and saving are done at a frequency of 1 kHz during the
first 30 s after shutdown and 1 Hz during the 30–330 s period. The experiment includes
four different parameters with their respective values outlined in Table 1. The designed
programming flow is shown in Fig. 3. Additionally, a measurement module is used to
record the instantaneous reverse current process at a frequencyof 10MHzafter shutdown.

Fig. 3. AutoLab program flow

Table 1. Experimental parameters.

Parameters Electrode material Temperature (°C) Current density (A/cm2)

Values Ni-Mesh
Ni-Foam

Range (40,20,80) Range (0.2,0.1,0.6)

4 Experimental results

4.1 The Shutdown Characteristic of AWE Cell

Figure 4a presents the approximate changes in voltage and current of the AWE cell
during the shutdown process. The power is turned off at t = 40 s. It can be observed
that at t = 42 s, the current had decreased to near zero and the voltage had dropped
to about 1.56 V. Between 42 and 100 s, the voltage slowly dropped to 1.20 V, and the
current of the electrolytic cell oscillated around −1 mA, as shown in Fig. 4b. The slow
voltage decrease accompanied by reverse current is caused by the primary battery effect
after the shutdown. During normal operation of the device, the nickel mesh of the anode
is oxidized to high-valence nickel ions, and the nickel mesh of the cathode is reduced
to metallic nickel. When the power is turned off, the anode and cathode are connected
by the electrolyte, and the primary battery reaction occurs between metallic nickel and
high-valence nickel oxide, resulting in the appearance of reverse current.

The primary battery effect reaches maximum reaction speed at the moment the
power is turned off. Subsequently, due to the continuous consumption of the electrode
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Fig. 4. a Shutdown voltage and current of AWE cell; b reverse current of AWE cell from 70 to
100 s; c impulse reverse current at A level of AWE cell

materials, the reaction rate gradually decreases. To study the instantaneous reaction, the
current within 100 ms after the power-off is measured using an oscilloscope (sampling
frequency 1 MHz), and the results are shown in Fig. 4c. It can be seen from the figure
that within a few microseconds after the power-off, the reverse current reaches its peak
amplitude,which can reach a level of negative 0.1 amps.After a few tens ofmicroseconds
of reaction, the value of the reverse current gradually decreases to the milliamp level.
The phenomenon of impulse reverse current that occurs within the scale of tens of
microseconds after the power is turned off will have a huge impact on the performance
of the electrode materials. Many studies ignore the phenomenon of impulse current after
the reaction, mainly because of the difference in time scale that is not paid attention
to. During the turn-off process, when using the sampling frequency of Figure (a) (1–
1000 Hz), it can be found that there is a milliamp-level reverse current after turn-off, but
the data of impulse reverse current cannot be collected. In order to observe the reverse
current phenomenon, the sampling frequency must be increased to the MHz level. This
paper experimentally observes the situation of impulse reverse current under different
operating conditions.

4.2 Influence of Operating Current Density

Figure 5a shows the current variations during the shutdown process under different
operating current densities. It can be observed that the peak value of reverse impulse
current at 0.6 A/m2 operating current density can reach 0.424 A, which is about 1.55
times that at 0.4 A/m2 and 2.15 times that at 0.3 A/m2. Therefore, the peak value
of reverse current increases with the increase of operating current density. Previous
research suggests that the operating current density does not affect the magnitude of the
reverse current. This is due to the low sampling rate of the measurement system. As
shown in Fig. 5a, after 150 ms, the reverse current values of different curves tend to be
equal. When the sampling resolution of the detection system is lower than 1 MHz, it is
difficult to capture the impulse current during the shutdown process. In fact, although
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the operating current density has little effect on the value of reverse current in minutes, it
has a significant impact on the peak value of impulse current during shutdown. Figure 5b
shows the integral value of current during 50 ms (from 100 to 150 ms) after the peak
value of reverse current is reached. The integral of reverse current is roughly proportional
to the operating current of AWE.

The time integral of the impulse reverse current is a key factor affecting electrode
materials. The peak value of the impulse reverse current is three orders of magnitude
larger than the steady-state reverse current amplitude. During this stage, a large amount
of charge is rapidly released, causing a significant impact on the electrode materials of
both the anode and cathode. Therefore, the size of the time integral of the impulse reverse
current should be focused on. The time integral of the impulse reverse current is related
to the degree of oxidation-reduction of the electrode materials during operation. In this
experiment, new nickel mesh was selected as the catalyst material, and the change in
material mass during the same operating time was proportional to the magnitude of the
operating current. Therefore, in the shutdown process, the time integral of the impulse
reverse current is proportional to the magnitude of the operating current. For industrial
water electrolysis equipment, when the equipment operates continuously for a long time,
the electrode materials will be fully oxidized or reduced, resulting in a significant time
integral of the impulse reverse current. To mitigate the impact of reverse current, it is
necessary to extend the shutdown time of the equipment.

Note that the duration of the impulse reverse current is not always in themicrosecond
range, but closely related to the electrode area and the hydrogen Production capacity
of the hydrogen production equipment. In industrial-grade equipment, large impulse
reverse current with amplitudes ranging from hundreds of milliseconds to seconds may
occur. This poses a great challenge for power electronics equipment. Therefore, during
the shutdown process of the electrolytic cell, in order to prevent the impact of reverse
current, direct shutdown from high current density should not be employed. Instead, a
step-by-step reduction of current density should be used to protect the equipment.

Fig. 5. aShutdowncurrent under different operating current density;bReverse current integration
from 102 to 152 µs
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4.3 The Influence of Electrode Material

When selecting electrode materials for industrial AWE cells, it’s important to consider
not only their electrolytic performance, but also their impact on the electrolytic equip-
ment during the shutdown process, particularly the peak value of the reverse current.
Figure 6 illustrates the shutdown characteristics of electrolytic cell electrodes with dif-
ferent materials. The reverse current discharge time of the foam nickel electrode and the
nickel mesh electrode is identical, and their reverse current curves converge after 5 µs.
However, the peak reverse current of the foam nickel electrode is 0.4824 A, which is
approximately 30% higher than that of the nickel mesh electrode under the same exper-
imental conditions. The reason for the higher peak reverse current in the foam nickel
electrode compared to the nickel mesh electrode can be attributed to the difference in
their surface area. Specifically, the foam nickel electrode has a larger specific surface
area compared to the nickel mesh electrode. This results in a larger contact area between
the foam catalyst and the electrolyte under the same electrode area. Therefore, the oxida-
tion degree inside the foam nickel electrode is deeper during electrolysis, which makes
the primary battery effect between the electrodes more pronounced, leading to a higher
peak value of reverse current.

Fig. 6. Reversed current density under different electrode materials.

4.4 The Influence of Temperature

Figure 7 illustrates the shutdown characteristics of an electrolytic cell at different tem-
peratures. In Fig. 7a, it is apparent that the turn-off reverse current behavior of the cell
remains consistent at different temperatures. This is because the amount of charge accu-
mulated in the electrode plate is constant when the electrolytic time and current are held
constant, resulting in identical discharge times and reverse current characteristics. On
the other hand, Fig. 7b demonstrates that both the electrolytic voltage and shutdown
voltage of the cell decrease as the temperature rises, given the same electrolytic current.
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As shown in Fig. 7a, the voltage of the electrolytic cell is influenced by the cell’s con-
ductivity when the current behavior of the cell is constant. The higher the temperature,
the better the cell’s conductivity, resulting in lower voltage during the electrolysis and
shutdown processes.

Fig. 7. Current and voltage in shutdown period at different temperatures, a current; b voltage.

In addition, a higher shutdown voltage indicates a greater corresponding reverse
power when the reverse current is the same. Therefore, thermal management is critical
during the shutdown process of industrial electrolytic cells.

5 Conclusion

This paper has investigated the shutdown characteristics of Awe cells under different
temperatures, current densities, and electrodematerials. The results provide insights into
the shutdown process of industrial electrolyzers, making the following contributions:

(1) The shutdown process of the electrolyzer is influenced by the primary battery effect,
resulting in a impulse reverse current immediately after the power is turned off.
Within a period of several hundred seconds after shutdown, the voltage gradually
drops and the current reverses.

(2) The operating conditions have a significant impact on the shutdown characteristics
of the equipment. Increasing the current density leads to an increase in the peak value
of the impulse reverse current, while increasing the reaction temperature results in
a higher voltage drop rate, both of which weaken the shutdown characteristics of
AWE equipment. Therefore, a stepwise reduction in the reaction current density and
a lowering of the reaction temperature are recommended when shutting down the
electrolyzer.

(3) Increasing the specific surface area of the electrode can improve the efficiency
and steady-state performance of the equipment, but it also increases the value of
the reverse surge current during the turn-off process, which affects the shutdown
capability of the device.
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These findings can help optimize the design and operation of industrial AWE and
provide guidance for developing control strategies for AWE systems.
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Abstract. The recent escalation in exergetic ecological evaluations in high-
temperature proton exchangemembrane fuel cells (HT-PEMFCs) stems from their
ability to quantify emissions and ecological impacts. This study thus employs an
isothermal, zero-dimensional model to investigate the exergy, energy, and exer-
getic ecological implications for an HT-PEMFC. Firstly, mathematical modeling
for the exergetic ecological index and ecological function for the HT-PEMFC
was derived. Among them, exergetic ecological index has yet to be applied to
the research of this field before. The proposed HT-PEMFC model’s accuracy is
subsequently validated by utilizing two statistics methods, affirming its precision.
Lastly, the study utilizes the exergetic ecological index’s optimization criteria
to explore ideal operational regions. Results illustrate that this index efficiently
analyzes and optimizes the ecological impact of the HT-PEMFC.

Keywords: HT-PEMFC · Ecological analysis · Exergetic ecological index ·
Energy · Exergy analysis

1 Introduction

As a widely accepted energy conversion technology, the proton exchange membrane
fuel cells (PEMFC) have emerged that are efficient and environmentally friendly. The
widespread application of PEMFC in automotive and household devices can be attributed
to their inherent benefits of reduced pollution, enhanced power density, and reduced noise
levels [1]. There are two types of PEMFC according to the operating temperature: high-
temperature PEMFC (120–200 °C), and low-temperature PEMFC (60–80 °C) [2, 3]. The
advantages of HT-PEMFC include enhanced tolerance to impurities, simplified water
management, and easier heat dissipation [4].

Currently, the majority of HT-PEMFC research focuses on aspects such as lifetime,
corrosion, durability, anddegradation [4].However, only a limitednumber of researchers,
particularly in ecological performance analysis utilizing exergy analysis, have incorpo-
rated the principles of the laws of thermodynamics to evaluate the HT-PEMFC charac-
teristics. For instance, Bayat et al. [5] conducted a study to investigate the HT-PEMFC
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characteristics by utilizing a simulation model and employing ecological, exergy, and
energy assessment. The investigation specifically examined the ecological coefficient
of performance (ECOP) and ecological function as ecological performance indicators.
Furthermore, the findings indicated that higher leak current density resulted in a decrease
in all ecological indicators. Conversely, increasing the doping level enhanced the signif-
icance of ecological indicators. Li et al. [6] also performed a study using a simulation
model, focusing specifically on the ECOP. The findings revealed a positive correlation
between the higher doping level and operating temperature with the improved ECOP.
Li et al. [7] presented a simulation model for HT-PEMFC and examined the correla-
tion between some indicators related to energy and exergy. The aim was to compare
these indicators and their relationship. The findings demonstrated that the exergetic per-
formance coefficient considered both the exergetic loss rate and the power density to
enhance the HT-PEMFC efficiency and maximize power output. Guo et al. [8] proposed
a simulation model and aimed to probe the impact of various influencing factors on
ECOP. The findings revealed that higher doping level and operating temperature have
greatly contributed to enhancing the ECOP. On the other hand, the influence of operat-
ing pressure and relative humidity is relatively minor. Although previous studies have
explored the ecological performance of HT-PEMFC, they primarily focused on the rela-
tionship between output power and entropy production, neglecting the connection with
the exergy source.

Thus, to fill the research gap, an evaluation criterion called the exergetic ecological
index from the heat engine field is introduced to investigate the relationship between
the ecological performance and the exergy source. A steady-state HT-PEMFC model
is formulated using MATLAB 2021b. The simulation results are compared to experi-
mental data using two statistical techniques: the Root-mean-square error (RMSE) and
the R-Squared (R2). Two ecological indexes, namely exergetic ecological index and
ecological function, are compared to deduce the optimal operating current density for
ecological performance. The study not only optimizes the operating current density but
also explores the relationship among exergy source, exergy product, and exergy destruc-
tion from the second thermodynamic perspective to enhance the ecological performance
of the HT-PEMFC.

2 Method

2.1 Electrochemical Modeling of the HT-PEMFC

The HT-PEMFC involves some chemical reactions taking place internally.
Anode: H2 → 2H+ + 2 e−
Cathode: 0.5O2 + 2H+ + 2e− → H2O
Overall: 0.5O2 (g) + H2 (g) → H2O (g) + electricity + heat
Several reasonable and generally accepted assumptions are used to formulate the

proposed model for purpose of simplifying the process:

• The operating state of the HT-PEMFC is steady-state;
• Air and hydrogen serve as the primary reactants;
• The supply of air and hydrogen corresponds to the produced electrical current;
• Reactant flow is assumed to be steady, laminar and incompressible;
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• All reactants are treated as ideal gases;
• The electrical energy consumption associated with reactant compression is disre-

garded in this analysis.

The establishment of the electrochemical model is based on references [3, 9–12] and
the parameters used in modeling are shown in Table 1. The energy analysis was referred
to as Refs. [13, 14], and the exergy analysis was referred to as Refs. [15–17], Table 2
illustrates the related thermodynamic parameters.

Table 1 Physical parameters used in this model

Parameters Value Units

Faraday constant 96,485 C/mol

Number of electrons 2 /

Universal gas constant 8.314 J/(mol·K)

Operating temperature 453 K

Membrane thickness 0.01 cm

Limiting current density 2 A/cm2

Charge transfer coefficient 0.5 /

Doping level 5.6 /

Relative humidity 3.8 %

Anode gas 100% H2 /

Cathode gas 21% O2/79% N2 /

Anode pressure 1 atm

Cathode pressure 1 atm

Temperature of environment 298.15 K

Table 2 Thermodynamic parameters of substances

Chemical species �g0 (J mol−1) �h0 (J mol−1) �s0 (J mol−1) ε0chem,k (J mol−1)

H2O (l) 237,200 285,800 70 9500

H2O (g) / / / /

O2 (g) 0 0 205 3970

H2 (g) 0 0 131 236,090

2.2 Ecological Analysis

Ecological function [5]

Ė = P − T0Ṡ (1)
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where P stands for the output power, and Ṡ refers to the entropy production rate, and T0
is the environmental temperature.

Exergetic ecological index [18]

ξ = ϕ − DP (2)

where ϕ is the exergy efficiency and DP stands for the depletion ratio.

2.3 Validation

To verify the precision of the proposed model used in this study, a comparison is made
[19] for the net output voltage curve at various current densities, as illustrated in Fig. 1a.
The net output voltage is calculated and compared under the conditions of 453 K and an
atmospheric pressure of 1 atm. In the experiment, air and hydrogen are used as reactants,
with a doping level of 5.6% and a relative humidity of 3.8%.

Fig. 1 (a) Validation of the HT-PEMFC and (b) correlation distribution of R2 at 453 K

The performance evaluation of the proposed model was conducted by assessing
the RMSE and R2 values between the experimental and modeled data [20, 21]. For
operating temperatures at 453 K, the RMSE value was found to be 0.022. Additionally,
the R2 value calculated at 453 K was determined to be 0.996. Furthermore, Fig. 1b
illustrates the R2 correlation coefficient between the experimental and modeled datasets.
The analysis reveals a strong correlation between the two datasets, confirming the high
level of validation across a wide range of current densities of the HT-PEMFC.

3 Results and Discussions

Figure 2 exhibits the fluctuations of normalized ecological function (e), power output (p),
fuel exergy rate (exf), and exergy destruction rate (exd) with the change of normalized
current density. Notably, both normalized power output (p) and normalized ecological
function (e) exhibit distinct maximum points. The normalized ecological function (e)
peaks at a normalized current density of 0.18, whereas the normalized power density
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attains its highest value at a normalized current density of 0.68. Importantly, the opti-
mal points for normalized ecological function (e) and normalized power output (p) do
not coincide. There are multiple instances where the normalized ecological function
(e) becomes negative, indicating that the lost power surpasses the useful exergy, and a
significant portion of the rate of fuel exergy is depleted. Interestingly, at the maximum
power density, the normalized ecological function (e) does not achieve its maximum
value. Instead, the normalized ecological function (e) becomes negative when the nor-
malized current density exceeds 0.38, signifying that the valuable power is outweighed
by the lost power.

Fig. 2 The curve of the normalized current density on normalized output power, ecological
function, fuel exergy, and exergy destruction of HT-PEMFC

Figure 3 illustrates the fluctuations of the exergetic ecological index (ξ ), exergy
efficiency (ϕ), depletion ratio (DP), and energy efficiency (η) with the change of nor-
malized current density. All parameters, except for DP, exhibit a decreasing trend as the
normalized current density increases. Specifically, as the DP rises, the exergy efficiency
decreases. Moreover, when the rate of exergy destruction surpasses the power density,
the exergetic ecological index assumes negative values, particularlywhen the normalized
current density exceeds 0.3. It can be seen from Eq. (2) that the ranges of ξ from − 1 to
1. Based on the obtained findings, at a normalized current density of 0.02, the exergetic
ecological index is 0.531, suggesting a conversion of over 53% of the fuel exergy into
power output. In addition, when the normalized current density reaches 0.98, the index
of -0.784 signifies that the exergy destruction (exd) rate surpasses the output power (p),
causing the depletion of more than 78% of the fuel exergy.

Figure 4 depicts the fluctuations in normalized power density, ecological function,
and energy efficiency. Notably, the ecological function (e) reaches a value of − 5.2 at
the maximum normalized power density, indicating a significant imbalance between lost
power and useful power. At this particular point, the energy efficiency (η) is only 28%.

Figure 5 presents the fluctuations in the exergetic ecological index (ξ ), depletion
ratio (DP), and exergy efficiency (ϕ) with the change of the normalized power density.
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Fig. 3 The outcome of the normalized current density on exergetic ecological index, depletion
ratio, exergy efficiency, and energy efficiency of HT-PEMFC

Fig. 4 The influence of the normalized power density on ecological function and energy efficiency
of HT-PEMFC

The exergetic ecological index (ξ ) reaches -0.273 at maximum normalized power den-
sity based on obtained results, indicating that the exd surpasses the p, resulting in the
destruction of over 27% of the fuel exergy. At this particular point, the HT-PEMFC
exhibits an exergy efficiency ϕ of merely 24%, accompanied by a depletion ratio of
51%. These findings suggest that the optimized current density range for the considered
HT-PEMFC should be selected as iξ ≤ i ≤ ie, where iξ denotes the normalized current
density associated with the maximum exergetic ecological index, and ie stands for the
normalized current density associated with the maximum ecological function.
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Fig. 5 The consequence of the normalized power density on the exergetic ecological index, DP,
and exergy efficiency

4 Conclusions

To investigate the relationship among the exergy source, exergy product, and exergy
destruction of the HT-PEMFC, this study proposes an isothermal, zero-dimensional
model of the single HT-PEMFC. The specific conclusions from the paper are as follows:

(1) The optimal points for normalized ecological function (e) and power output (p)
do not coincide. The ecological function is negative, while the normalized current
density exceeds 0.38.

(2) The exergetic ecological index (ξ ) ranges from − 1 to 1. Its value is negative, while
the normalized current density exceeds 0.3.

(3) The normalized ecological function (e) reaches − 5.2 while the maximum normal-
ized power density is reached, meaning that the loss power is much greater than the
useful power.

(4) Upon reaching the peak of the normalized power density, the corresponding value
of ξ descends to− 0.273, indicating an exergy destruction rate surpassing the power
output and the depletion over 27% of the fuel exergy.
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Dedication to the development of low-carbon energy and decarbonization of the global
economy as a whole is in the focus of the efforts of the global community. Achieving
carbon neutrality in various energy and industrial sectors (metallurgical and chemical
industries, oil refinery, motor transport, freight traffic, etc.) is inextricably interwoven
with the use of the “green” hydrogen, which is considered a universal energy agent.
Unavoidably, the wide spread of the “green” hydrogen is unimaginable without the
enhancement of the conventional and development of the new electrolysis systems of its
production.

State Atomic Energy Corporation Rosatom (ROSATOM) is one of the technological
leaders of the world economy, which supports the global environmental agenda for the
transition to low-carbon technologies and implements a strategic program for the devel-
opment of hydrogen energy in Russia. The development of production and increasing
the practical use of low-carbon hydrogen in the energy sector and industry is impossible
without improving existing technologies of hydrogen production and developing of new
ones. ROSATOM’s largest enterprises are currently developing efficient and competitive
solutions, including new advanced electrolysis systems.

Within the framework of these overarching efforts, Scientific and Production Asso-
ciation “Centrotech” LLC (an entity of the State Corporation “Rosatom”, enters the Fuel
Company “TVEL” JSC) has developed the technology for hydrogen production through
electrolysis of water, featuring the use of an anion-conducting inorganic matrix in the
electrochemical cell (Fig. 1), as well as an electrolyzer systems of a filter press design
that utilize the aforesaid technology. The said R&D work was sponsored by Concern
“Rosenergoatom” (the Electrical Energy Department of “Rosatom”, the biggest energy
generating company in Russia, the second biggest one in the world by the nuclear gen-
erating capacities). Since there is currently no acronym for systems of this type in the
literature, the developed electrolysis method is referred to hereinafter in this paper as
ACM-EL, an abbreviation standing for “Anion-Conducting Matrix Electrolysis”.

The long haul experience gained by Centrotech in the area of alkaline matrix elec-
trochemical current generators was applied to electrolysis technology. Electrochemical
reactions in generators are reverse to those occurring in electrolysis cells.
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As a matter of priority, the developers sought to integrate into their authentic tech-
nology the strong features of already existing means of water electrolysis, such as that
of the mature flow-through Alkaline Electrolysis (hereinafter referred to as “A-EL”) and
the emergingAnion-ExchangeMembrane Electrolysis (hereinafter referred to as “AEM-
EL”), while mitigating a number of relative weaknesses of these technologies as well as
compensating for some disadvantages of the rapidly commercializing Proton-Exchange
Membrane Electrolysis (hereinafter referred to as “PEM-EL”).

It should be noted that in the scientific literature (e.g., in [1]), an anion-exchange
membrane refers to a non-porous organic polymer, such as polysulfone, polyphenylene
oxide, and others that are intrinsically anion-conductive due to cationic functional groups
that are present therein, such as the ammonia group (NH4+). The matrix developed by
Centrotech does not feature sufficient intrinsic anionic conductivity, unlike the materials
of well-known brands such as Fumasep®, Aemion™, SUSTAINION®, and initially this
is a porous material. Nevertheless, the introduction of potassium cations into the matrix
during its soaking provides the same effect of anionic conduction. Therefore, we refer
to this matrix as an anion-conducting matrix (ACM-EL) rather than an anion-exchange
membrane (AEM-EL).

Fig. 1. Concept of ACM-EL cell operation

The matrix, used for separating electrodes and lying at the core of the invention,
represents an inorganic fibrous material treated in a special way and soaked with a water
solution of potassium hydroxide (KOH) in the process of manufacturing of an array of
electrolysis cells. The matrix is further edged with a non-porous dielectric material. The
matrix is characterized by a low electrical resistivity that is below 0.05 �/cm2. It has
properties that are crucial for the efficient and long-term operation of the electrolysis
unit, while the combination of these properties can be viewed as unique, namely:

• proper alignment of the matrix backbone with the porous structure of the other
components of the electrochemical cell;

• prevention of mixing of working gases with the changes of the cell moisture load;
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• corrosion resistance in the environment of the working media, i.e. potassium
hydroxide solution, hydrogen and oxygen at temperatures up to 100 °C;

• there are no processes resulting in electrolyte contamination with substances that
poison the electrode catalysts;

• the matrix backbone features swelling when soaked with electrolyte;
• themechanical strength of thematrix fiberweb is adequate for performingof assembly

operations;
• thermal stability of the edge of the matrix (no shrinkage was manifested at

temperatures up to 100 °C under the load of up to 30 MPa);
• crack resistance of the edge of the matrix in contact with working media during the

entire period of operation of an elecrolyzer battery.

It is well known that at the state-of-the-art level of technology development, in order
to ensure a sufficiently high conductivity of AEM-EL, it is not yet possible to avoid
using an alkali solution in the process of operation of electrolyzers, even if it is at a
low concentration (0.1–1 M) [2, 3]. In this aspect, the matrix developed by Centrotech
surpasses the current level of development of AEM-EL in terms of consumer value,
since the anionic conductivity in it is increased initially during production and soaking of
matrix pores with a KOH solution, rather than in the course of operation of an installation
at consumers’ sites. Since the degradation of anionic conductivity of Centrotech’s matrix
with the lapse of time due to the attack of cationic groups by hydroxyl ions is significantly
lower, the operational life is longer and mechanical strength of the matrix is higher
than these properties of the state-of-the-art anion-exchange membrane materials that are
commercially available.

Owing to the absence of an alkali flow during the operation of the electrolyzer
units developed by Centrotech, another important distinctive feature was implemented,
namely, a dynamicmethod of supplyingwater to the battery by organizing the circulation
of a steam-hydrogen mixture through the evaporator and the electrolysis battery. This
dynamic water feeding technique results in decreased specific energy consumption of an
electorlyzer system as well as in substantially less stringent requirements to the purity
of the feed water.

Centrotech developed also a mathematical model for simulating the stationary mode
of operation of the electrolyzer with steam dynamic supply in the form of a steam-
hydrogen mixture in various operating modes. This model serves as the “digital twin”
of the physical installation, thus enabling to establish the required characteristics of its
nodes and instrumental gauges.

The unique anion-conducting matrix and dynamic water supply were combined
to eliminate or mitigate a number of disadvantages of alkaline flow-through (A-EL)
technology [4, 5]:

• the operating range of current density increases due to the reduced ohmic resistance,
which means that the specific area factor, materials consumption and carbon footprint
in the manufacture processes of the electrolyzers are reduced;

• hydrogen pressure is 1.5 MPa with potential of further increase;
• since there is no gas leakage through matrix, operation becomes safer, and load-

following capability also increases with a hydrogen generation performance range of
up to 115% of the rated nameplate capacity, which is especially important when an
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electrolysis unit is integrated with intermitted renewable energy sources to be used
as part of an energy storage system;

• Centrotech has achieved specific energy consumption of the battery of electrolysis
cells as low as 4.0–4.1 kWh/nm3.

In relation to PEM-EL, the eleclrolyzer system, developed by Centrotech, also
features a number of advantages [6]:

• since the water is supplied in the form of steam, the requirements for water purity are
much less stringent: purification by pre-coagulation and then by reverse osmosis is
sufficient, no double distillation is required;

• the content of platinum group metals in the catalyst on the cathode side (hydrogen
evolution reaction, or HER) is substantially lower, while nickel is predominantly used
on the anode side (oxygen evolution reaction, or OER);

• as noted, a lower power consumption was achieved on both the battery and turn-key
system levels;

• the matrix is fluorine-free, and, therefore, its production is much more environmen-
tally friendly.

Notably, the ACM-EL technology, developed by Centrotech, as well as the AEM-EL
technology [7], based on non-porous membranes with inherent anionic conductivity can,
eventually, lead to the complete exclusion of platinumgroupmetals from the composition
of catalysts on both the cathode (HER) and anode (OER) sides.

The ongoingR&Defforts of Centrotech and its partners are aimed at further enhance-
ment of the ACM-EL technology advantages while bringing it progressively closer to
AEM-EL going forward. In particular, in partnership with a number of scientific orga-
nizations, Centrotech’s team is working on promising anion-exchange materials and
conducting research towards further reducing the specific content of platinum group
metals in catalysts, with the objective of the complete exclusion.

Comparison of Centrotech’s technology and electrolyzer system parameters with the
typical ranges thereof for A-EL, PEM-EL and AEM-EL is provided in Table 1 [1, 8].

Figures 2 and 3 show the electrolysis battery assembly and the electrolyzer unit
developed and designed by Centrotech.

As evidenced by the averaged current-voltage characteristic measured by Centrotech
for a number of electrolysis cells (Fig. 4), the performance of the electrochemical cell
is quite efficient.

Although the current-voltage characteristic could be extended further into the range
of higher current densities above 1.0 A/cm2 what has been tested through multiple
experiments.

Currently, Centrotech is developing a line of electrolyzer units with a nameplate
capacity exceeding 50 nm3/h based on the presented technology and destined for large-
scale production of hydrogen, both in monoblock and container layouts. Prototypes with
different capacities have already been developed and go through testing.

The level of automation and safety of our installations makes remote control of
the entire production process possible. Monitoring and diagnostic systems track plant
operating parameters and hydrogen quality (oxygen and moisture content) in situ and
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Fig. 2. Electrolysis battery with the nameplate capacity of 25 nm3/h

Fig. 3. Model of electrolyzer unit with the nameplate capacity of 50 nm3/h

prevent deviations from customer requirements. The electrolyzer and auxiliary units
operate, start and stop automatically.

Notably, an important advantage of the developed ACM-EL technology over large-
scale alkaline flow technology is a wide range of performance up to 115% from the
nameplate capacity and a high dynamics of its change. These advantagesmake it possible
to combine electrolyzer units, developed by Centrotech, with wind and PV renewable
energy sources to serve as component of energy storage systemsbasedonhydrogen cycle.
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Fig. 4. Averaged current-voltage characteristic of alkaline matrix-based electrolyzer stack, tested
by Centrotech

Capitalizing on its experience in the area electrochemical current generators on the basis
of hydrogen fuel cells, Centrotech targets the development of turn-key energy storage
systems on the hydrogen power-to-gas-to-power, as well as uninterruptible power supply
(UPS) systems, intended for use at facilities where resilient power supply is crucial.

A higher level of safety is combined with the fact that working with alkali during
operation is not required. This combination makes the invention of Centrotech also
optimal for operation at the sites of nuclear power plants, both for generating hydrogen
to cool the coils of electric generator machines, and its industrial-scale production.

Currently, Centrotech is engaged in improving the manufacturing technologies and
enhancing the design of the electrolytic cell in order to reduce its cost and increase the
reliability of components and assemblies. Research work is advancing to develop new
non-precious catalysts and polymer membranes.

Findings

Compared to other electrolysis techniques, including AEM-EL technology at its cur-
rent level of development as well as the PEM-EL, the anion-conducting matrix-based
electrolyzers developed by Centrotech feature improved performance characteristics,
namely: low power consumption, less stringent requirements for feed water, effective
operation in dynamic mode, long battery life and high corrosion resistance.
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Thermal Insulation Simulation of Small Proton
Exchange Membrane Fuel Cell
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Abstract. The 10W air-cooled proton exchange membrane fuel cell (PEMFC) is
a cost-effective and readily available power source with a wide range of appli-
cations in daily and industrial production. However, due to cost and process
limitations, low-cost and low-power air-cooled PEMFCs can only be stored in
environments above 0 °C, unlike PEMFCs for vehicles which can be stored and
operated in temperatures as low as − 30 °C. Overcoming the limitation of low-
temperature storage and starting at 0 °Cwould significantly expand the application
of air-cooled PEMFCs. Therefore, this study aims to propose a solution by intro-
ducing auxiliary heating to preserve and operate the stack in environments as low
as − 10 °C, making it applicable to most of the national application scenarios.
To achieve this, a thermal model was developed to analyze the performance of a
10 W fuel cell stack operating at − 10 °C. The results indicate that an insulation
box can effectively minimize heat loss from the stack, and the use of two ceramic
heating plates with a power output of 0.11 W can maintain the stack’s minimum
temperature above 0 °C.

Keywords: Proton exchange membrane fuel cell · Insulation box · Heat transfer
simulation

1 Introduction

Proton Exchange Membrane Fuel Cells (PEMFCs), which utilize hydrogen as fuel and
only emit water as a byproduct, are widely regarded as an ideal alternative to fossil
fuels. However, in environments below 0 °C, the presence of water can lead to freezing,
resulting in blockages within the flow channels and hindering the fuel cell’s continuous
operation. Additionally, the expansion of ice can cause damage to the membrane elec-
trode assembly (MEA), consequently reducing the lifespan of the fuel cell. In China,
specifically in regions north of the Qinling-Huaihe Line where winter temperatures
regularly fall below 0 °C, approximately 41.6% of the population resides [1]. Conse-
quently, the ability of PEMFCs to operate effectively at low temperatures is of paramount
importance for their practical application in these northern regions.

To enhance the storage and operational capabilities of PEMFCs in low-temperature
conditions, several common strategies are employed. Firstly, thorough purging is con-
ducted to remove free water and weakly bound water from the fuel cell stack after

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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shutdown. Secondly, auxiliary heating is utilized by heating the reactant gases or the
fuel cell stack itself to initiate the stack operation. Thirdly, self-starting without aux-
iliary devices is achieved by allowing the stack to operate at lower voltages during
startup. Although this approach reduces the stack efficiency and generates more heat,
the heat produced during the reactions is utilized to warm up the fuel cell, facilitating
self-starting. Fourthly, hydrogen pumping-assisted startup involves the application of
reverse direct current between both ends of the fuel cell stack to accelerate hydrogen
ion transport, resulting in heat release at the cathode. Lastly, hydrogen-oxygen catalytic
low-temperature startup involves mixing hydrogen and oxygen reaction gases within the
flow channels to promote reactions outside the explosive limits, utilizing the inherent
catalyst of the fuel cell to heat the stack [2–4].

Although the methods mentioned above have been successfully applied in the auto-
motive field, there are still cost and process issues associated with small-scale, low-
power, air-cooled stacks. Even when the stack is purged and stored in a low-temperature
environment, there is a risk of damaging the MEAs and sealing components. Therefore,
it is necessary to place the stack in a thermal insulation box during storage and preheat it
before startup. Li et al. [5] conducted a simulation analysis of insulation measures; how-
ever, their model simplified the three-dimensional stack model into a two-dimensional
model and reduced the bipolar plate structure to a rectangular thin plate, which sacri-
ficed a certain degree of accuracy. To overcome this limitation, this study establishes a
three-dimensional heat transfer model for a 10 W stack and sets the ambient tempera-
ture to −10 °C. By comparing the natural cooling time with the cooling time inside the
box, numerical calculations are performed to determine the required auxiliary heating
power to maintain the stack at 0 °C. The focus of this study is on the thermal balance
calculation of the stack and does not involve chemical reaction aspects. Through this
thermal balance calculation, the heat demand for low-temperature storage can be accu-
rately assessed, and targeted auxiliary heating measures can be implemented to ensure
the safety of the stack.

2 Modeling Methods

This paper employed the following modeling methods to investigate the thermal balance
of a 10 W fuel cell stack.

First, a transient thermal analysis was performed to calculate the heat dissipation
process of the stack without any insulation measures. In this analysis, the ambient
temperature was set to − 10 °C, and the initial temperature of the stack was 80 °C.

Next, a thermal analysis was conducted with the introduction of a thermal insulation
box, calculating the heat dissipation process of the stack inside the insulation box. The
distance between the inner wall of the insulation box and the stack was set to 0.5 cm,
and the thickness of the insulation box was 2 cm. In this analysis, the initial temperature
of the insulation box was set to − 10 °C.

Finally, heating ceramic plates were embedded in the upper and lower end plates of
the stack to maintain the minimum temperature of the stack at around 0 °C. Once ther-
mal equilibriumwas reached, the temperatures of the stack and other components would
stabilize, and the heat generated by the heating ceramic plates would be entirely dissi-
pated to the surroundings through convection. To achieve this goal, a three-dimensional
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steady-state computational fluid-solid heat transfer methodwas employed. The solid and
fluid surfaces were coupled through boundary conditions to ensure that the heat flux at
the same surface in different regions was equal. The volume heat source power of the
heating ceramic plates was set in the software, while monitoring the minimum temper-
ature of the stack and other components simultaneously. If the minimum temperature
of the stack was below 0 °C, the heat power of the heating ceramic plates needed to be
increased until convergence was achieved and the minimum temperature of the stack
met the requirements. Once the temperatures of the components no longer changed with
further iterations and theminimum temperature of the stackwasmaintained around 0 °C,
the obtained heating power was considered as the required heat power.

Figure 1 illustrates the finite element model of the 10 W fuel cell stack, which
consists of end plates, bipolar plates, and MEAs. The thermodynamic parameters of
each component, as well as the parameters of the polyurethane foam board and heating
ceramics, are detailed in Table 1.

Fig. 1. Finite Element Model of the Fuel Cell Stack.

3 Results and Discussion

In the low-temperature storage of proton exchange membrane fuel cells, water content
plays a crucial role. By completely purging the free water and weakly boundwater inside
the fuel cell, the membrane electrode assembly can maintain a good state [6, 7]. Studies
have shown that during the low-temperature startup process, the generated water does
not freeze inside the catalyst layer; only when water reaches the surface of the catalyst
layer does it freeze [8]. Therefore, the focus of this study is on the temperatures of the
membrane electrode assembly and bipolar plates.

Under the assumption of an initial temperature of 80 °C for the fuel cell stack, it
should be noted that the end plates, being directly exposed to the environment, have the
lowest temperatures during the heat dissipation process. However, the concern for the
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Table 1. Thermodynamic Parameters of the Components of the Fuel Cell and the Thermal
Insulation Materials

Component Thermal
Conductivity
(W m−1 K−1)

Thermal
Resistance
(J kg−1 K−1)

Density (g/cm3) Thickness (cm)

End plate 0.035 794.2 2.4 Left/right 0.8
Top/bottom 0.3

Bipolar plate 95 710 1.78 0.3

MEA 0.36 500 1 0.045

Polyurethane
foam Board

0.024 2000 0.035 2

Heating
ceramic

30 840 4.0 0.2

safety temperature of the fuel cell stack lies in ensuring that the minimum temperature
of the bipolar plates and membrane electrode assembly does not drop below 0 °C.
Therefore, any subsequent mention of the minimum temperature refers to the minimum
temperature of the bipolar plates and membrane electrode assembly.

3.1 Simulation Analysis Without Insulation Measures

Figure 2 illustrates the temperature variation of different components of the fuel cell
stack over time in an environment with a temperature of− 10 °C, without any insulation
measures. It can be observed that initially, there is a significant temperature difference
between the fuel cell stack and the environment, resulting in substantial heat loss and a
rapid decrease in temperature. As the minimum temperature reaches 0 °C, the temper-
ature difference within the fuel cell stack is 0.35 °C. It takes approximately 5397 s, or
about 1.5 h, for the minimum temperature of the fuel cell stack to reach 0 °C.

3.2 Simulation Analysis with Thermal Insulation

In order to reduce the heat dissipation of the fuel cell stack, a thermal insulation box was
implemented. The thermal insulation box consists of a 2 cm-thick rigid polyurethane
foam board and is covered with an aluminum film to minimize thermal radiation.
Although thermal radiation was neglected in the simulation calculations, using this
material helps minimize the deviation from real-world conditions. Figure 3 illustrates
the temperature-time curves of the fuel cell stack and the interior of the thermal insu-
lation box with the thermal insulation measures in place. As the lowest temperature of
the fuel cell stack drops to 0 °C, the internal temperature difference is only 0.24 °C,
indicating a relatively uniform temperature distribution within the thermal insulation
box. The duration for this process is 9600 s, equivalent to 160 min, approximately 1.78
times longer than without thermal insulation measures.
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Fig. 2. Temperature-time curves of the fuel cell stack components at − 10 °C.
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Fig. 3. Temperature-time curves of the fuel cell stack components and thermal insulation box at
− 10 °C.

3.3 Calculation of Required Heating Power for Thermal Balance

With the ambient temperature maintained at – 10 °C, the electric stack is heated by
embedding heating ceramics in the upper and lower end plates. To ensure that the lowest
temperature inside the stack does not fall below 0 °C, a heating ceramics unit volume
power of 136000 W/m3 is applied.

The temperature distribution in the stack under the thermal balance condition is
shown in Fig. 4.The length and width of a single heated ceramic are both 2 cm, and the
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thickness is 0.2 cm. Therefore, the power of a single heated ceramic is approximately
0.11 W.

Fig. 4. Section temperature distribution of electric stack and thermal insulation box when unit
volume power of heated ceramic is 136,000 W/m3.

4 Conclusion

Based on the results of the simulation analysis, the following conclusions can be drawn:

(1) Without insulation measures, the temperature of the MEAs in the fuel cell stack
decreased from an initial value of 80–0 °C in approximately 1.5 h, with an internal
temperature difference of about 0.35 °C.

(2) By using a 2 cm thick polyurethane rigid foam board for insulation, the heat loss
of the fuel cell stack can be significantly reduced. Inside the insulated box, the
temperature of the stack decreases from 80 to 0 °C in approximately 2.7 h, which
is 1.78 times longer than without insulation measures. Furthermore, the internal
temperature difference is reduced to approximately 0.24 °C. This indicates that the
insulated box helps achieve amore uniform temperature distributionwithin the stack.

By using a 2 cm thick polyurethane rigid foam board for insulation, the heat loss of
the fuel cell stack was significantly reduced. Inside the insulated box, the temperature of
the stack decreased from 80 to 0 °C in approximately 2.7 h, which was 1.78 times longer
than without insulation measures. Additionally, the internal temperature difference was
reduced to approximately 0.24 °C, indicating a more uniform temperature distribution
within the stack.

(3) To prevent the internal temperature of the stack from dropping below 0 °C, the
integration of two pieces of heating ceramics, each measuring 2 cm × 2 cm ×
0.2 cm, in the upper and lower end plates of the stack was determined. Through
calculations, it is determined that a power of approximately 0.11 W is required to
maintain the desired minimum temperature.
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In conclusion, by employing measures such as an insulated box and heating ceram-
ics, the fuel cell stack can be protected effectively in low-temperature environments,
ensuring that the minimum temperature of the stack remains above 0 °C. This is of great
significance for the application of those low-cost proton exchange membrane fuel cells
in cold regions.

References

1. National Bureau of StatisticsHomepage. http://www.stats.gov.cn/sj/pcsj/rkpc/d7c/202111/P02
0211126523667366751.pdf. Last accessed 05 Jan 2023

2. Yi, B., Yu, H., Hou, Z.: Hydrogen Fuel Cell. Chemical Industry Press, Beijing (2021)
3. Luo, Y., Jiao, K.: Cold start of proton exchange membrane fuel cell. Progr. Energy Combust.

Sci. 64, 29–61 (2018)
4. Amamou, A., Kelouwani, S., Boulon, L., Agbossou, K.: A comprehensive review of solutions

and strategies for cold start of automotive proton exchange membrane fuel cells. IEEE Access
4, 4989–5002 (2017)

5. LI, Y.: Simulation study on thermal insulation of proton exchange membrane fuel cell stack
for automotive applications. Power Supply Technol. 40(3), 580–582 (2016)

6. Hao, L.: Study on the Effect of Water Content in Proton Exchange Membrane Fuel Cell MEA
on Its Performance.Dalian Institute of Chemical Physics, ChineseAcademy of Sciences (2010)

7. Sinha, P., Halleck, P., Wang, C.: Quantification of liquid water saturation in a PEM fuel
cell diffusion medium using x-ray microtomography. Electrochem. Solid-State Lett.ctrochem.
Solid-State Lett. 9(7), A344–A348 (2006)

8. Tajiri, K., Tabuchi, Y., Wang, C.: Isothermal cold start of polymer electrolyte fuel cells. J.
Electrochem. Soc. 154(2), B147 (2007)

http://www.stats.gov.cn/sj/pcsj/rkpc/d7c/202111/P020211126523667366751.pdf
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Abstract. Proton exchange membrane fuel cell (PEMFC) performance is signif-
icantly influenced by different operating conditions. In this study, the effects of
temperature, cathode back pressure, cathode relative humidity (RH), and air sto-
ichiometry on the mass and charge transfer processes within the electrochemical
reaction are investigated using orthogonal test methodology. Polarization curves
and electrochemical impedance spectra (EIS) are analyzed, and the distribution
of relaxation times (DRT) method is employed to separate and quantify different
polarization processes. A 3rd-order RC equivalent circuit model is constructed,
and the DRT-based method identifies three peaks within the frequency spectrum
to represent the cathodic mass transfer process, cathodic catalytic layer oxygen
reduction reaction (ORR) process and anodic process, respectively. The influence
weight of each operating factor is investigated using the range analysis method.
The experimental results demonstrate that air stoichiometry has the dominant
influence on mass transfer resistance throughout the entire current density range,
with themost significant effect found at low and high current densities. The impact
of temperature on activation resistance dominates at low and medium current den-
sities, especially at low current densities. In contrast, for high current densities
(> 1 A cm−2), the influence of air stoichiometry on charge transfer processes
outweighs that of temperature.

Keywords: PEMFC · Distribution of relaxation times · Orthogonal test method ·
Mass transfer · Charge transfer

1 Introduction

With the depletion of fossil energy and the increase in environmental pollution, there
is an urgent need to find an alternative clean energy source. In recent years, hydrogen
energy has garnered significant attention as a potential clean energy source [1]. PEMFC
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is a viable solution due to its high efficiency and environmental friendliness. PEMFCs
are typically employed as backup power sources and portable power sources, utilizing
hydrogen and oxygen as fuel, producing onlywater as a reaction product, thus being envi-
ronmentally friendly and non-polluting [2]. However, PEMFCs are multi-scale systems
with coupled multi-physical fields, heat, and mass transfer, resulting in some ambiguity
regarding the decay mechanism within them. The performance of PEMFC is sensitive
to operating conditions such as temperature, pressure, flow rate, and relative humidity.
Improper operating conditions can causewater flooding ormembrane dehydration inside
the cell, even potentially leading to irreversible damage through membrane cracking or
perforation [3]. Frequent start-stop [4, 5], variable load [6–8], idling [9, 10], and overload
[11–13] can also affect the lifetime of PEMFCs.

Numerous studies have investigated the effect of operating conditions on fuel cell
performance [15–20]. Ozen et al. investigated the effects of reaction gas relative humid-
ity and temperature on PEM fuel cell performance [19]. Wang et al. studied the effects
of hydrogen relative humidity, air relative humidity, operating temperature, and air sto-
ichiometry ratio on PEMFC performance using orthogonal tests, finding that air stoi-
chiometry ratio had the most significant impact on performance, followed by air relative
humidity and operating temperature, while the effect of hydrogen relative humidity
was negligible [20]. Electrochemical impedance spectroscopy is commonly used as an
in-situ characterization tool to decouple electrochemical processes within a PEMFC.
Researchers often use the equivalent circuit approach to analyze impedance spectra,
but this method requires a priori knowledge and may have multiple equivalent circuit
models for a single result, making its interpretation controversial. Recently, the distri-
bution of relaxation times method has been applied to the field of PEMFCs, providing
improved impedance spectrum resolution and further decoupling of electrochemical
processes within the cell [21–23]. Zhu et al. proposed an integrated regularized DRT
method based on eigenfrequency resolution and hyperparameters, avoiding peak overlap
and further enhancing DRT accuracy [24].

In this paper, orthogonal tests are employed to investigate the effects of tempera-
ture, cathode back pressure, cathode relative humidity, and air stoichiometry on mass
and charge transfer processes in electrochemical reactions. A 3rd-order RC equivalent
circuit model based on the DRT method is developed to separate and quantify the dif-
ferent polarization processes. The influence weight of each factor is determined through
range analysis. Section 2 describes the selection of impact factors and experimental
arrangements. Experimental results are demonstrated and analyzed in Sect. 3. Finally,
the conclusion is summarized in Sect. 4.

2 Experiment

2.1 Experimental Equipment

In this study, a commercial membrane electrode assembly (MEA) with a 25 cm2 active
surface area was utilized. The platinum loadings of the anode and cathode were 0.1 and
0.4 mg cm−2, respectively. The membrane thickness was 15 μm, and the inlet chan-
nels featured a serpentine design. The Hephas HS-660 fuel cell test bench provided
the necessary temperature, pressure, and flow for the experiment, while the humidity
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was controlled by adjusting the temperature of the humidifying bottle. Electrochemical
impedance spectroscopy measurements were conducted using electrochemical worksta-
tions with the assistance of an electronic load. Figure 1 presents a schematic diagram of
the test system.

Fig. 1. Schematic diagram of the test system.

2.2 Orthogonal Experimental Design

The orthogonal experimental method is an efficient, rapid, and economical experimental
design method used to study multiple factors and levels, significantly reducing the num-
ber of experiments, experimental time, and costs [25].Among these, selecting orthogonal
factors is particularly important. Operating temperature influences the reaction rate and
water content of PEMFCs, with high temperatures causing membrane dryness and low
temperatures leading to flooding. Consequently, temperature is one of the key factors
affecting PEMFC performance. The stoichiometric ratio impacts the reactant concen-
tration and water content. Since the anode uses pure hydrogen and the cathode is air,
only the effect of the air stoichiometric ratio is considered, as the oxygen reduction reac-
tion rate is much slower than the hydrogen oxidation rate. Additionally, the effects of
cathode relative humidity and back pressure are considered. In this study, temperature,
air stoichiometry, cathode back pressure, and cathode relative humidity are selected as
orthogonal factors.

The levels (from level 1 to level 3) of operating temperature were 60, 70, and 80 °C.
The levels of air inlet pressure were 70, 80, and 90 kPa. The air stoichiometric ratio had
three levels: 1.8, 2.1, and 2.5. Cathode relative humidity levels were 50, 70, and 90%.
Additionally, the hydrogen stoichiometric ratio remained at 2 in all experiments with-
out humidification, and the back pressure was maintained at ambient pressure. Table 1
displays the orthogonal table with four factors and three levels.

2.3 The Performance Characterization and Testing Means of PEMFC

Several electrochemical methods are commonly employed to characterize PEMFC
performance, decoupling multiple internal electrochemical processes.
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Table 1. The orthogonal table with four factors and three levels.

Experimental
numbers

Factors

Operating
temperature
(Factor A)

Air inlet pressure
(Factor B)

Air
stoichiometry
(Factor C)

Air RH (Factor D)

Case 1 60 70 1.8 50

Case 2 60 80 2.1 70

Case 3 60 90 2.5 90

Case 4 70 70 2.1 90

Case 5 70 80 2.5 50

Case 6 70 90 1.8 70

Case 7 80 70 2.5 70

Case 8 80 80 1.8 90

Case 9 80 90 2.1 50

2.3.1 Electrochemical Impedance Spectroscopy

For the EIS measurements, the anode hydrogen stoichiometry was maintained at 2 and
without humidification, while the other operating conditions are shown in Table 2. The
measured spectrum ranged from 0.1 Hz to 10 kHz, measuring 10 points per decade. The
applied sinusoidal perturbation was 5% of the DC. The system was run steadily for 5
min before each measurement to ensure accurate results.

2.3.2 Polarization Curves

The polarization curve is among the most common and intuitive methods employed to
characterize PEMFC performance. By measuring the voltage values at different current
densities, the three polarization processes in PEMFCs can be observed. Activation polar-
ization dominates at low current densities, ohmic polarization at medium current den-
sities, and concentration differential polarization at high current densities. The voltage
values were measured at 0.1, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0, 1.2 and 1.3 A cm−2, respectively,
and each measurement point was held for 5 min. The specific operating conditions are
shown in Table 2.

2.4 Distribution of Relaxation Times

The relaxation time distribution is an impedance deconvolution method with high reso-
lution [26]. It comprises a series of RC series circuits representing different polarization
processes. This method imposes high requirements for measuring impedance data. The
relationship between the impedance Z(ω) and the distribution function of relaxation time
g(τ) is shown in Eq. (1) [27]:

Z(ω) = R0 + Zpol(ω) = R0 + Rpol

∫ ∞

−∞
γ ln(τ )

1 + jωτ
dlnτ (1)
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where R0 is the value corresponding to the intersection of the high frequency of the
impedance spectrum with the real axis, Zpol (ω) is the polarization impedance, Rpol is
the polarization resistance, and τ is the time constant of the corresponding RC equivalent
circuit. The impedance data requires aKramers-Kronig (K-K) test, which the fitting error
is less than 1%, to ensure the linearity, time invariance, and causality of the data [28,
29].

2.5 Range Analysis

In this paper, the results of the orthogonal tests were analyzed by range analysis. The
range analysis is an intuitive analysis method, also called the Rmethod, which calculates
the R-value (factor range value) to determine the strengths andweaknesses of the factors,
and of course, the optimal level of a factor to obtain the final combination. The calculation
process of range analysis is shown in Eqs. (2), (3), and (4) [30].

δXm = IXm − Y (2)

R0X = max(δX 1, δX 2, δX 3);R1X = min(δX 1, δX 2, δX 3) (3)

TX = R0X − R1X (4)

where IXm represents the average of all experimental values of the impact factor X at
the m level and Y is the average of all experimental results. δXm reflects the difference
between the average value of the experimental results which contain the factor X in level
m and the average value of all the test results. TX stands for the influence degree of factor
X [31].

3 Results and Discussion

3.1 Polarization Curve

The nine polarization curves under the orthogonal test are shown in Fig. 2. The current
interval can be divided into three: 0–0.4 A cm−2 for a small current density range,
0.4–1.0 A cm−2 for a medium current density range, and 1.0–1.3 A cm−2 for a large
current density range. In the medium and high current density regions, the cell voltage
varies greatly under different operating conditions. The highest voltage is for the case
3 condition, with a temperature of 60 °C and cathode back pressure, stoichiometry, and
relative humidity of 90 kPa, 2.5, and 90%, respectively. The voltage value at 1.2 A cm−2

current density is 0.56 V. The worst cases are case 8 and case 9, with corresponding
voltage values of only 0.46 V. Therefore, different operating conditions significantly
impact PEMFC performance. The voltage is only a combined external representation
of the electrochemical processes inside the cell, so the following section will further
decouple the different electrochemical processes.
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Fig. 2. 9 polarization curves of the orthogonal experiments.

3.2 Electrochemical Impedance Spectroscopy and Distribution of Relaxation
Times

Electrochemical impedance spectroscopy is a widely employed in-situ characterization
method. Due to space constraints, only case 5 was chosen for analysis in this study.
As depicted in Fig. 3a, an increase in current density leads to a decrease and subse-
quent increase in both the low-frequency mass transfer region and the medium-high
frequency charge transfer region. This phenomenon can be attributed to the marginally
enhanced mass transfer performance of the catalytic layer, and the increased electro-
chemical reaction kinetics of the cathode as the current density gradually rises from the
small current region, causing water production to increase. However, in the large current
density region, the produced water cannot be discharged promptly, limiting gas transport
and further reducing reaction kinetics.

In EIS, overlapping arcs, low resolution, and a lack of intuitiveness are common
issues. In contrast, the distribution of relaxation times method enables different polar-
ization processes to be represented as peaks, as illustrated in Fig. 3b. In the small current
density region, the P2 peak is dominant, while in the large current density region, the P1
peak prevails. According to previous research [32], the P1 peak primarily represents the
mass transfer process, and the P2 peak mainly signifies the cathodic oxygen reduction
process. The P3 peak has not been extensively studied due to its relatively small contribu-
tion to the peak and its general association with the anodic process. The results obtained
from the figure align with previous studies. The area of each peak can be approximated
to represent the resistance value of the corresponding RC circuit. A 3rd-order RC equiv-
alent circuit, as shown in Fig. 3d, can be employed for fitting. The resistance values
of each electrochemical process at different current densities are obtained, as shown
in Fig. 3c. The activation resistance Ract initially decreases rapidly and then changes
slowly, while the mass transfer resistance Rdiff fluctuates slightly at first before increas-
ing linearly. The ohmic resistance Rohmic and anode resistance exhibit minimal variation
and account for a relatively small percentage.

3.3 Range Analysis

Using the aforementioned method, the mass transfer resistance and charge transfer resis-
tance values were calculated for each group under the orthogonal test, as shown in Fig. 4.
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Fig. 3. Variation of current density from 0.2 to 1.2 A cm−2; (a) impedance spectroscopy; (b)
According toDRT results; (c) each polarization loss; (d)A 3rd-order RC-elementmodel developed
via DRT.

The figure reveals that the corresponding Rdiff in case3, case5, case7, and case9 condi-
tions is smaller compared to the other groups. For Ract, the impedance in case 5, case 7,
and case 9 is smaller. The trend of impedance with current density is also evident in the
figure. Themass transfer impedance does not change significantly at small current densi-
ties, while the cathodic activation impedance decreases sharply from 0.2 to 0.4 A cm−2.
Subsequently, the mass transfer impedance increases gradually with increasing current
density, and the charge transfer impedance increases slightly.

Fig. 4. Impedance values of orthogonal tests at different current densities; (a) Mass transfer
impedance Rdiff; (b) Charge transfer impedance Ract.

The impedance values for different operating conditions at the same current density
also vary significantly. To examine the degree of influence of each operating condi-
tion on the impedance, the obtained impedance values were analyzed using the range
analysis method. Due to space limitations, only the analysis results at 0.5 A cm−2 are
provided. The maximumRdiff and Ract of 0.1922� cm2 and 0.1782� cm2, respectively,
are observed for case 1 operation. The minimum Rdiff and Ract of 0.0682 � cm2 and
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0.1091 � cm2, respectively, are observed for Case7 operation. The reduction in Rdiff
and Ract is 64.5 and 36.9%, respectively.

Tables 2 and 3 present the results of the calculation of the degree of influence of the
four factors on the impedance values, respectively. As indicated in Table 2, the sequence
TC (0.0673) > TA (0.0509) > TD (0.0228) > TB (0.0157) suggests that, at a current
density of 0.5 A cm−2, the effect of air stoichiometry on Rdiff is the most significant,
followed by operating temperature, while the cathode back pressure has the least impact
on Rdiff. Table 3 shows that the sequence TA (0.0558) > TC (0.0168) > TB (0.0149) >

TD (0.0047) implies that temperature has the greatest effect on Ract at a current density
of 0.5 A cm−2, followed by air stoichiometry, while cathode relative humidity has the
least influence on Ract.

Table 2. Calculation results of Rdiff under 500 mA cm−2

Factors Levels Influence
degree T1 2 3

A δA1 = 0.0266 δA2 = − 0.0023 δA3 = − 0.0243 0.0509

B δB1 = 0.0070 δB2 = − 0.0088 δB3 = 0.0018 0.0157

C δC1 = 0.0345 δC2 = − 0.0017 δC3 = − 0.0328 0.0673

D δD1 = 0.0096 δD2 = 0.0036 δD3 = − 0.0132 0.0228

Table 3. Calculation results of Ract under 500 mA cm−2

Factors Levels Influence degree T

1 2 3

A δA1 = 0.0266 δA2 = − 0.0023 δA3 = − 0.0243 0.0509

B δB1 = 0.0070 δB2 = − 0.0088 δB3 = 0.0018 0.0157

C δC1 = 0.0345 δC2 = − 0.0017 δC3 = − 0.0328 0.0673

D δD1 = 0.0096 δD2 = 0.0036 δD3 = − 0.0132 0.0228

By applying the above method to analyze different current densities, the degree
of influence of the four factors, along with the variation curve with current density, is
depicted in Fig. 5. As shown in Fig. 5a, the effect of air stoichiometry ratio on Rdiff
is dominant across the entire current density range, with the most pronounced effect
observed at small and large current densities and a decrease in the middle range of 0.4–
0.6 A cm−2. This can be attributed to the small electrochemical reaction kinetics, slow
reaction rate, low reaction gas consumption, and small reaction gas diffusion coefficient
at low current densities. Conversely, at high current densities, the reaction consumes gas
more rapidly, generates more water, and obstructs gas transport channels, necessitating
a larger stoichiometric ratio of reaction gas to expel the excess water. Cell temperature at
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low and medium current densities (< 0.6 A cm−2) has a substantial impact on Rdiff. This
is because lowering the temperature at low current densities can significantly improve
water management within the cell, adequately humidify the membrane and catalytic
layer, and enhance gas transport. The effects of cathode back pressure and relative
humidity on gas on Rdiff are not significant.

Figure 5b demonstrates that temperature’s effect on Ract is dominant at low and
medium current densities, particularly at small current densities. This is due to the small
electrochemical reaction kinetics and low catalytic activity at low current densities while
increasing the temperature can enhance the reaction rate, reduce activation loss, and
improve catalyst efficiency. At high current densities (> 1 A cm−2), the influence of
air stoichiometry ratio is more significant than temperature and becomes the dominant
factor. The effects of cathode back pressure and relative humidity on Ract remain small.

Fig. 5. Impact degree of different impact factors at different current densities; (a) Mass transfer
impedance Rdiff; (b) Charge transfer impedance Ract.

3.4 The Optimal Combination of Influence Factors

In this study, the optimal combination refers to a collection of factors including operating
temperature, air inlet pressure, air stoichiometry, and air relative humidity (RH), which
jointly determine the value of resistance. Taking 500 mA cm−2 current density as an
example, it is observed that δA1> δA2> δA3, δB1> δB3> δB2, δC1> δC2> δC3, and
δD1 > δD2 > δD3 (Table 2) for Rdiff, while δA1 > δA2 > δA3, δB3 > δB2 > δB1, δC1
> δC2 > δC3, and δD2 > δD1 > δD3 (Table 3) for Ract. Since the objective is to select
the operating condition with the lowest impedance, the smallest set should be chosen.
Consequently, the optimal parameter combination for Rdiff is: operating temperature at
80 °C (third level of factor A), air inlet pressure at 80 kPa (second level of factor B),
air stoichiometry at 2.5 (third level of factor C), and air RH at 90% (third level of factor
D). For Ract, the optimal parameters are identical. The optimal combination of the four
factors for Rdiff at low and medium current densities (< 600 mA cm−2) is: operating
temperature at 80 °C (third level of factor A), air inlet pressure at 90 kPa (third level of
factor B), air stoichiometry at 2.5 (third level of factor C), and air RH at 90% (third level
of factor D). At high current densities (> 800 mA cm−2), the optimal combination is:
operating temperature at 70 °C (second level of factor A), air inlet pressure at 90 kPa
(third level of factor B), air stoichiometry at 2.5 (third level of factor C), and air RH at
90% (third level of factor D).
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The optimal combination of the four factors for Ract at low and medium current
densities (< 800 mA cm−2) is: operating temperature at 80 °C (third level of factor A),
air inlet pressure at 80 kPa (second level of factor B), air stoichiometry at 2.5 (third
level of factor C), and air RH at 90% (third level of factor D). At high current densities
(>1000 mA cm−2), the optimal combination is: operating temperature at 80 °C (third
level of factor A), air inlet pressure at 80 kPa (third level of factor B), air stoichiometry
at 2.5 (third level of factor C), and air RH at 50% (first level of factor D).

4 Conclusions

This study investigates the effects of temperature, cathode back pressure, cathode relative
humidity, and air stoichiometry on the mass and charge transfer processes in electro-
chemical reactions using orthogonal tests. The DRT-based method separates and quan-
tifies different polarization processes and establishes a 3rd-order RC equivalent circuit
model. The influence weight of each factor is examined via polar difference analysis.
The following conclusions are drawn:

(1) The DRT-based method for resolving the electrochemical impedance spectrum can
distinguish the spectrum into three peaks, representing the cathodic mass trans-
fer process, cathodic catalytic layer oxygen reduction process, and anodic process,
respectively, from low to high frequencies.

(2) The effect of the air stoichiometry ratio on Rdiff is dominant across the entire current
density range, particularly at small and large current densities. The effect of tem-
perature on Ract is predominant at low and medium current densities, especially at
small current densities. However, at high current densities (> 1 A cm−2), the weight
of the air stoichiometry’s effect surpasses that of temperature.

(3) The optimal combination of the four factors for Rdiff at current densities below
600 mA cm−2 is: operating temperature at 80 °C, air inlet pressure at 90 kPa, air
stoichiometry at 2.5, and air RH at 90%. At current densities above 800 mA cm−2,
the optimal combination is: operating temperature at 70 °C, air inlet pressure at
90 kPa, air stoichiometry at 2.5, and air RH at 90%.

(4) The optimal combination of the four factors for Ract at current densities below
800 mA cm−2 is: operating temperature at 80 °C, air inlet pressure at 80 kPa, air
stoichiometry at 2.5, and air RH at 90%. At current densities above 1000 mA cm−2,
the optimal combination is: operating temperature at 80 °C, air inlet pressure at
80 kPa, air stoichiometry at 2.5, and air RH at 50%.
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Abstract. Replacing external humidifiers with self-humidification technology
can simplify the structure of fuel cell systems and improve their cost-effectiveness.
This paper analyzes a feasible method for achieving self-humidification at the sys-
tem level, suggesting that membrane drying can be prevented by increasing the
hydrogen circulation pump revolutions, reducing the air stoichiometric ratio, and
controlling the stack temperature. A theoretical design for each subsystem of the
130 kW PEMFC-based self-humidifying fuel cell system was also proposed. The
system was built and tested under steady-state conditions, achieving an efficiency
of 86.7% under the rated power. Additionally, the stack’s high-frequency resis-
tance, voltage, and cathode/anode pressure drop were measured to analyze the
water content status inside. The results indicate that the high-frequency resis-
tance of the stack was 57.17 m�·cm2, and the single-cell voltage difference was
0.03 V, which means no membrane drying failure occurred under the rated power.
The construction of the 130 kW self-humidifying fuel cell system described in this
paper provides guidance for designing and integrating self-humidification systems
based on PEMFC.

Keywords: Fuel cell · Self-humidification · System design

1 Introduction

The adoption of hydrogen and other renewable energies is widely recognized as a
prospective solution for mitigating the increasing global energy consumption and envi-
ronmental pollution caused by the abuses of fossil fuel energy. One aspect of this app-
roach is the utilization of fuel cell electric vehicles (FCEVs), which are highly efficient,
environmentally sustainable, and produce zero emissions, making that an optimal option
for utilizing hydrogen energy in the transportation field [1, 2].

The Proton Exchange Membrane Fuel Cell (PEMFC), is an electrochemical device
that generates electrical energy through the reaction of hydrogen and oxygen. Due to its
low operating temperature and quick start-up, it becomes a focal point in new energy
vehicles and has been extensively studied in recent years [3]. Since the proton conduc-
tivity of the PEMFC relies heavily on the level of hydration of the Nafion membrane
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the incoming gas of the system is commonly humidified to preserve conducive mem-
brane hydration and ensure high stack performance [4, 5]. The methods for humidifying
PEMFC can be classified as external and internal humidification [6]. Automotive fuel
cell systems commonly employ hydrogen circulation to humidify the hydrogen in the
anode, combined with an external membrane humidifier to humidify the air in the cath-
ode. The membrane humidifier divides the dry and wet channels using a porous polymer
membrane, introducing the dry and wet air into respective channels. The water between
the two channels is transferred from the wet side to the dry side via diffusion, thus
achieving the humidification of dry air [7, 8].

Despite the benefits of membrane humidifier in increasing air humidity, there are
several issues.

The size of the membrane humidifier is huge, which complicates and increases the
cost of system layouts for vehicle applications. it also increases the airflow resistance,
which subsequently increases the power consumption of the compressor. Furthermore,
water management in the fuel cell system utilizing membrane humidifier is challenging
during some operations, any malfunction of the membrane humidifier may lead to mem-
brane drying or flooding. Thus, internal humidification is more suitable for automotive
fuel cell systems [9].

In recent years, a significant amount of research has been conducted on internal
humidification strategies for fuel cells. These strategies mainly focus on two approaches:
changing the composition of the membrane to promote water storage and changing the
physical structure of the bipolar plate channels to facilitate humidification.

Vengatesan et al. [10] added SiO2 to both the catalyst layer and the membrane to
achieve self-humidification and high proton conductivity. The results showed that the
addition of a small amount of SiO2 to the cathode catalyst layer significantly improved
the cell’s performance at high temperatures. Cha et al. [11] found that short-side-chain
membranes exhibit better reliability and higher water retention capacity than long-side-
chain ones. Tsai et al. [12] utilized silica aerogel (SA) as a carrier for Pt. The high
surface area and porosity of SA resulted in Pt-SA/Nafion self-humidifying films showing
exceptional performance in terms of both proton conductivity and water retention. Qi
and Martins Belchor et al. [13, 14] designed a new channel with two gas inlets and two
gas outlets, where the inlet of one channel is adjacent to the outlet of the other flow
channel. Thus, the dry gas entering the channel can be humidified by the wet gas. Wang
et al. [15] surrounded the active electrode region with an inactive ‘water transfer zone’
so that the output water in the cathode can be transferred through the membrane to the
anode to wet hydrogen.

In addition to the above methods, self-humidification could be attained by regulating
the operational parameters of the fuel cell system. Previous studies have demonstrated
that fuel cell performance and internal water content state rely on operating temperature,
stoichiometric ratio, ambient humidity, and current density [16]. Appropriate operat-
ing parameters for the stack could prevent membrane drying. This approach does not
necessitate changing the fuel cell structure, which is more suitable for the actual system.

Most of the current research on self-humidification in PEMFCs has focused on single
cell or short stack tested in laboratory setting, without considering the practical situations
for high-power fuel cell systems, which are characterized by large reaction areas and
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thin proton exchange membranes [17–19]. These factors can significantly influence the
water transport process in the fuel cell.

In this paper, the development of a 130 kW self-humidifying PEMFC-based system
for a high-power truck is described in detail. Calculations are provided for matching the
fuel cell stack, hydrogen subsystem, air subsystem, and thermalmanagement subsystem.
A steady-state conditions test was carried out, during which high-frequency resistance,
pressure drop, and single-cell voltage were measured and compared with those of an
80 kW fuel cell system with external humidification. Based on experimental results, an
analysis of the internal water status and the power consumption of the balance of plant
(BOP)was conducted, which demonstrated that the 130 kW self-humidifying system
had high system efficiency.

2 PEMFC-Based Self-Humidifying System Design

The following content elaborates on the design principles of the system that caters to a
high-power truck necessitating an output rating of 130 kW. The system comprises a fuel
cell stack module, a hydrogen supply subsystem, an air supply subsystem, and a thermal
management subsystem.

2.1 Fuel Cell Stack Selection

To meet the design requirements, the output power of the stack needs to exceed 130 kW,
taking into account the power consumption of the BOP. The hydrogen conversion effi-
ciency of the fuel cell stackmust be at least 50%, and theminimum voltage is determined
by Eq. (1). Accordingly, the operational voltageVmin of the stack is computed as 0.627V.

Vmin � η · ELHV (1)

η is the hydrogen conversion efficiency, ELHV is the equilibrium potential of hydrogen
at a low calorific value.

To achieve optimal performance andprolong service life, the stack should be operated
near the rated point. The matching results of subsystems reveal that the power consump-
tion of the BOP at the rated point is approximately 25 kW. Furthermore, accounting for
the losses of the DC/DC converter, the rated output power of the stack should be more
than 155 kW. To ensure a certain overload capacity, a stack with a maximum power of
175 kW and a maximum operating current of 660 A is selected, and the rated operating
point is 157 kW with a current of 561 A. At that point, the hydrogen-electric conversion
efficiency is roughly 53.3%.

2.2 Air Supply Subsystem Design

The air supply subsystem provides oxygen for the cathode reaction. To achieve this, a
centrifugal air compressor is employed. The compressor increases the air pressure to
the required conditions for the stack inlet. Given that the stack’s appropriate operating
temperature is generally below 80 °C, while the air compressor can heat the compressed
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air to a temperature above 100 °C. If the high-temperature air enters the stack without
any cooling treatment, it will result in a reduction in stack performance. Therefore, an
intercooler is equipped to cool the air for the stack. The coupling control of air pressure
and flow rate is achieved by adjusting the revolution of the air compressor and the
opening of the back pressure valve (BPV) which is fixed at the stack outlet. The air
supply subsystem designed in this paper utilizes an open-loop control strategy to reduce
control complexity. The structure of the air supply subsystem is shown in Fig. 1.

Fig. 1. Schematic of air supply subsystem

The required airflow for the stack can be calculated using Eqs. (2) and (3), based on
the requirements listed above.

Qm = MAir

0.21 × 4F
× I × N × λ (2)

Qv = 60 × RT

0.21 × P × 4F
× I × N × λ (3)

Qm is air mass flow rate, g/s,QV is volume flow rate, L/min,MAir is the molar mass
flow of air, g/mol, I is the current of stack, N is the number of single cells, λ is the
stoichiometric ratio of air, R is the molar gas constant J/mol K, T is the temperature of
air K, P is the standard atmospheric pressure Pa, F is Faraday’s constant, 96,485 C/mol.

To ensure a low concentration of hydrogen leakage, it is necessary to use an air purge
for the stack package. If this is the case, the air compressor will provide an air purge flow
rate, which should be calculated based on the maximum allowable hydrogen leakage
concentration. Equation (4) shows the relationship between the airflow resistance H
and the fluid medium, pipe size, material, and air density at different flow rates. K is a
constant and is described by the above parameters.

H ∝ K · Q2
v (4)

Based on the above principles, the flow and pressure design parameters of the air
supply subsystem at the rated condition can be obtained as shown in Table 1.

The centrifugal air compressor exhibits operating limits in terms of airflow and
pressure ratios, specifically limited by wheezing and blockage. Hence, it is crucial to
align design requirements with the air compressor’s MAP (Meaningful Application
Parameters) diagram.
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Table 1. Design requirement parameters of air supply subsystem

Current A Stoichiometric ratio Airflow L/min Air pressure kPa a Stack inlet
temperature °C

561 1.8 6914 241.5 68.5

2.3 Hydrogen Supply Subsystem Design

The hydrogen supply subsystem delivers the required hydrogen for the anodic reaction.
High-pressure hydrogen is released from the hydrogen tank and is subsequently depres-
surized by a pressure-reducing valve, following which the medium-pressure hydrogen
is passed through a proportional valve for secondary depressurization to meet the speci-
fied requirements of the stack inlet. The hydrogen subsystem functions as a closed-loop
system whereby hydrogen gas, discharged from the stack outlet, undergoes gas-water
separation, followed by the elimination of water and nitrogen via a drain valve and a
nitrogen discharge valve, respectively. The purified hydrogen gas is then circulated by
the hydrogen circulation pump. The flow of the circulating hydrogen can be adjusted
by changing the revolutions of the circulating pump. The pressure within the hydrogen
subsystem is regulated using incremental PID closed-loop feedback control. Figure 2
depicts the hydrogen subsystem structural design.

Fig. 2. Schematic of hydrogen supply subsystem

The calculation of the hydrogen flow is similar to the air, as in Eqs. (5) and (6)

Qm = MH2

2F
× I × N (5)

Qv = 60 × RT

P × 2F
× I × N (6)

MH2 is the molar mass flow of hydrogen g/mol.
Table 2 presents the necessary operating conditions for the stack. To ensure the

proper selection of the proportional valve, its volumetric flow coefficient (Kv) must
meet the demand under the rated operating conditions specified in Table 2. The Kv can
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be calibrated using Eqs. (7) and (8), with consideration of the front-end pressure and
primary flow rate [20].

Kv = Qv

514
·
√

T · ρN

P2 · �P

(
P2 >

P1

2

)
(7)

Kv = Qv

257 · P1
· √

T · ρN

(
P2 <

P1

2

)
(8)

Kv is the volumetric flow coefficient m3/h, Qv is the standard flow rate m3/h, P1
is the inlet pressure of proportional valve bar, P2 is the outlet pressure of proportional
valve bar, ρN is the standard density of hydrogen kg/m3, T is the medium temperature
K.

A proportional valve with a Kv of 0.195 is chosen for the system, according to the
stack outlet pressure and primary flow rate to metering ratio stated in Table 2. The
hydrogen circulation pump can enhance hydrogen utilization and improve water man-
agement on the anode side of the stack. Although the operating gas may contain several
components, the design process assumes that only hydrogen is used for circulation.

Table 2. Design requirement parameters of hydrogen supply subsystem

Current A Hydrogen Stoichiometric
ratio

H2 inlet pressure kPa.a H2 outlet pressure kPa.a

561 1.5 256.5 240

In this paper, a vortex-structured gas-water separator is selected to make the gas
mixture flow in a specific direction and accumulate liquid water at the bottom. The drain
valve is opened and closed based on the internal liquid level sensor feedback to drain
the accumulated liquid water.

2.4 Thermal Management Subsystem Design

The thermalmanagement subsystemcomprises themain cooling systemand the auxiliary
cooling system. The main cooling system maintains a stable temperature by circulating
coolant. To control the stack temperature, a thermostat, a pump, and a radiator are utilized.
The auxiliary cooling system cools equipment such as the air compressor and DC/DC
converter that generate heat, by a separate circulation loop. A schematic representation
of the thermal management subsystem structure is shown in Fig. 3.

The total heat dissipation in themain cooling system comprises the heat generated by
the stack and the heat exchange of the intercooler. Equation (9) can be used to calculate
the heat produced by the stack.

Hstack = (ELHV − Ecell) × I × N

1000
(9)
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Fig. 3. Schematic of Thermal management subsystem

Hstack is the heat production of the stack kW, Ecell is the average cell voltage of
the stack V.

The required heat exchange for the intercooler can be calculated usingEq. (10),which
considers the air flow rate and the temperature difference between the inter-cooler’s inlet
and outlet on the air side.

Hic = Qmair · Cair · (Tinn − Tiout) (10)

Hic is the heat exchange of the intercooler kW, Qmair is the air mass flow rate kg/s,
Cair is the specific heat capacity of air kJ/kg K.Tiin is the inlet air temperature of the
intercooler K, Tiout is the outlet air temperature of the intercooler K.

Assuming that the stack inlet and outlet temperatures are equivalent to those of the
intercooler, Eqs. (11) and (12) can be used to calculate the coolant flow rate.

Hc = Hstack + Hic (11)

Qvcl = 60000 × Hic

Ccl × (Tstkout − Tstkin) × ρcl
(12)

Hc is the total heat production kW, Qvcl is the required coolant volume flow rate
L/min, Tstkout is the stack coolant outlet temperature K, Tstkin is the stack coolant inlet
temperature K, Ccl is the specific heat capacity of the coolant kJ/kg K, ρcl is the coolant
density, kg/m3.

Design requirement of the thermal management subsystem is shown in Table 3.

Table 3. Design requirements of the thermal management subsystem

Coolant 40% Ethylene glycol solution

Heat power of the stack kW 137

Heat transfer power of the intercooler kW 6.2

Total flow rate L/min 280
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Under rated operating conditions, the pressure drop in the stack’s water chamber
and the thermal management subsystem is approximately 200 kPa in total. The chosen
pump must satisfy the design requirements. The thermal management system utilizes
a cooperative PID control algorithm, which simultaneously regulates the thermostat
opening and fan revolutions to ensure temperature stability.

3 System Integration

The 130 kW self-humifying system integration is accomplished based on the matching
design mentioned above. The photograph of the assembled system is presented in Fig. 4.
The fuel cell system is connected to LabVIEW via CAN protocol.

Fig. 4. Photograph of the completed system

3.1 Experimental Activities

The system was loaded according to the prescribed method and operated steadily for
3 min at various power points to conduct the steady-state experiment, while the fuel
cell system’s required power was simulated through electronic loads. The chosen power
points and operating conditions for the system are displayed in Table 4.

The results of the experiment are depicted in Fig. 5a, and the actual polarization
curve of the stack is presented in Fig. 5b. Since the external humidifier was not used in
this system, the potential occurrence of membrane drying failure was closely monitored.
The main elements evaluated were the high-frequency resistance, the pressure drop of
the hydrogen and air, and the single-cell voltage. The steady-state data of the 80 kW
fuel cell system (hereafter referred to as the 80 kW system) with an external membrane
humidifier were compared to those of the 130 kW system. The stack selected for the
80 kW system is identical to the 130 kW system except for the number of cells.
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Table 4. Operating conditions for the steady-state test

System power demand
kW

Stack current
A

Air stoichiometric ratio Hydrogen circulation
pump revolution rpm

30.6 99 2.4 3000

39.4 132 2 3000

47.6 165 2 3000

55.9 198 2 3500

63.8 231 1.9 3500

71.0 264 1.9 4000

77.8 297 1.9 4500

85.2 330 1.9 4500

92.9 363 1.9 4800

99.7 396 1.8 5000

106.0 429 1.8 5000

113.7 462 1.8 5200

120.1 495 1.8 5500

126.0 528 1.8 5700

132.0 561 1.8 5700

Fig. 5. Steady-state experiment (a) and performance of the fuel cell stack (b).

3.2 Results and Discussion

Water content status. Currently, there are no standardized definitions or diagnostic
criteria for detecting membrane drying in PEMFC fault diagnosis [21]. However, mem-
brane drying is typically characterized by lowwater content in themembrane, unchanged
hydrogen, and air pressure drops, and reduced output voltage [22]. High-frequency resis-
tance is also a diagnostic indicator for membrane drying, as it can show a decrease in pro-
ton conductivity and membrane water content [23]. In general, a higher high-frequency
resistance value suggests lower membrane water content.



Development of 130 kW Self-Humidifying Proton Exchange 271

The steady-state test data of the 130 kW system, including the voltage, pressure drop,
and high-frequency resistance at 1000 Hz frequency, were recorded and compared to
those of the 80 kW system. The experimental data were converted into single-cell values
for analysis.

Figure 6 displays the stack single-cell voltage data and maximum single-cell voltage
difference for both 130 and 80 kW systems under steady-state conditions. As shown, the
maximum single-cell voltage difference remained below 0.03 V, indicating high voltage
consistency for the self-humidifying system, which is comparable to the externally-
humidified system. Additionally, the 130 kW self-humidifying system exhibits higher
stack voltage than the 80 kW externally-humidified system, likely due to the latter’s
larger airmetering ratio and higher operating temperature resulting in suboptimal internal
water content despite using external humidifier. These findings are consistent with the
response curves presented in Fig. 7(a). Notably, at rated operating conditions, the self-
humidifying system demonstrates a high-frequency resistance value of57.17 m�.cm2,
while the externally-humidified system is 63.8m�.cm2. The lower resistance value of the
self-humidifying system reflects optimalmembranewater status and proton conductivity,
indicating the superior performance of the 130 kW system.

Fig. 6. Data of single-cell voltage

Figure 7b illustrates the pressure drop of the cathode and anode The pressure drop
remains relatively stable at each operating point during steady-state conditions, and there
is no noticeable voltage drop. These observations suggest that themembranewater status
in the stack is sufficient at this time, and there is no occurrence of membrane drying
failure.

System output efficiency. The output efficiency of the fuel cell system is a critical
evaluation criterion and can be determined through Eq. (13):

ηsys = Pstack − PBOP

Pstack
(13)

ηsys is the system output efficiency %, Pstack is the power output of the stack kW, PBOP

is the parasitic power consumption brought by the BOP kW.
The total power consumption of the BOP is 20.65 kW, which includes 18.3 kW for

the air compressor, 1.5 kW for the water pump, and 0.9 kW for the hydrogen circulation
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Fig. 7. Data of high frequency resistance (a) and pressure drop (b)

pump, with the remainder going to the low-voltage devices for 0.48 kW. The system
efficiency at the rated power is 86.7%.

The power consumption of the air compressor is relatively low may due to the elimi-
nation of the external membrane humidifier, which reduces the overall flow resistance of
the air supply subsystem and the required pressure ratio of the compressor. Additionally,
the air stoichiometric ratio of the system is only 1.8 at the rated operating condition,
which further decreases power consumption.

4 Conclusions

The application of fuel cell technology in high-power transportation scenes is a crucial
way to reduce carbon emissions as part of global energy conservation. The utilization of
self-humidification technology can simplify the fuel cell system structure and improve
hydrogen efficiency. The main contributions of this paper are as follows.

• Thedetailed calculationmethodused tomatch the parameters of each subsystemof the
130 kW self-humidifying PEMFC-based system was analyzed, and the development
of the system prototype was also completed.

• Steady-state experiments were conducted on the system using appropriate operat-
ing conditions. Measurements of single-cell voltage, high-frequency resistance, and
pressure drop were taken and compared with the 80 kW system with an external
membrane humidifier. Results showed that the self-humidifying PEMFC-based sys-
tem had a high-frequency resistance of 57.17 m� cm2 under rated operating condi-
tions, the maximum single-cell voltage difference is less than 0.03 V, which shows
no membrane dry failure occurred.

• The system efficiency was measured at rated power to be 86.7%, indicating that
removing the external membrane humidifier and reducing the air stoichiometric ratio
properly can reduce the power consumption of the air compressor, thereby improving
system efficiency.

In future research, the performance of 130 kW self-humidifying PEMFC-based sys-
tem under extreme operating conditions such as low temperature and plateau scenarios
will be examined, these investigations will help advance the development of hydrogen
energy applications in the transportation field.
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Abstract. As the pace of decarbonization continues to accelerate around the
world, hydrogen energy as one of the energy solutions of the future has achieved
considerable development. Automobiles based on PEMFC are one of the main
products for the promotion of hydrogen energy at this stage. The complex operat-
ing conditions of fuel cell vehicles put higher requirements on the fuel cell system’s
dynamic response performance, and the system’s dynamic response performance
is closely related to the system’s dynamic control strategy. The hardware-in-the-
loop testbench is an important role in the toolchain of the fuel cell system’s con-
troller development. The fuel cell system model in the real-time controller and
signal transceiver board can be used to simulate the characteristics of the sys-
tem. Facing fuel cell system dynamic control strategy development needs, the
hardware-in-the-loop testbench requires a high-precision dynamic model. The
data-driven neural network model has long been widely used in the field of non-
linear modeling. The input of the regression neural network structure considers
both historical output and current input parameters, which is consistent with the
actual situation of fuel cells. In this paper, experiments are carried out based on
an 80kW fuel cell system, and the test sequences are designed within the allow-
able range of load change rules. Then the test result of the whole test sequence is
divided into a training dataset and a verification dataset. The fuel cell model based
on the regression neural network was trained by using the training dataset, and the
influence of network hyperparameters on the loss function was analyzed. Finally,
the model simulation accuracy is verified in the hardware-in-the-loop application
scenario.

Keywords: PEMFC · Automotive · Hardware-in-the-loop · Dynamic model ·
Recurrent neural network

1 Introduction

Hydrogen energy, as a secondary energy source that has the advantages of being
environment-friendly, abundant sources, high energy density, and high conversion effi-
ciency, has received extensive attention and in-depth research [1, 2]. Vehicles based on
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PEMFC have the advantages of zero-emission, low noise, and high efficiency, and are
considered to be one of the strong competitors for the next generation of transportation
power source solutions [3]. However, the vehicular fuel cell system inevitably faces
complex and changeable working conditions such as acceleration, deceleration, idling,
start-up and shut-down [4]. Under different external working conditions, it is necessary
for the system to quickly adjust its output power to meet the needs of the vehicle, which
puts forward higher requirements on the transient response performance of the fuel cell
system. The transient response performance is related not only to the fuel cell stack but
also to the auxiliary systems. The auxiliary systems of PEMFC provide sufficient fuel
and oxidant for the stack during the operation of the system, control the output current
of the stack, and takes away the heat generated by the stack due to the electrochemical
reaction. Under the same configuration, an excellent system dynamic control strategy
can significantly improve the transient response performance of the system and prolong
the system’s lifespan at the same time [5, 6].

The development of the system control strategy is often based on the fuel cell con-
troller hardware-in-the-loop testbench [7]. Hardware-in-the-loop testing is a key step
in the development of controllers. During the process of hardware-in-the-loop testing,
the model of the controlled object will run in the real-time processor, and the model
is connected to the system controller under test through the board card, and the actual
system or components are not required to participate in the test [8, 9]. To ensure the
validity of the HIL test and the reliability of the results, the simulation accuracy of the
simulation model is vital. To meet the development requirements of the system dynamic
control strategy, a high-precision fuel cell system dynamic model is required [5].

As a multivariable, strongly nonlinear, time-varying complex system [10], the exist-
ing fuel cell systemdynamicmodels aremainly divided into three categories:mechanism
model, empirical model and numerical model. The mechanism model is a mathemat-
ical model established based on the internal mechanism of the modeling object or the
transfer mechanism of the material flow. All parameters in the model have clear physical
meanings. Pasricha [11] established a fuel cell dynamic model based on the electro-
chemical mechanism formula, and the accuracy of the model was cross-validated by the
experimental data of a 500W stack. Gong [12] established a real-time dynamic fuel cell
model, which coupled the three physical fields of electrochemistry, fluid, and heat, fully
considering the heat andmass transfer phenomenon of the fuel cell, which could simulate
the fuel cell behavior at room temperature and cold start. Hasegawa [13] established a
one-dimensional lumped parameter mechanismmodel of the system under the Simulink
platform for the second-generation Toyota MIRAI, which can reproduce the transient
response of the system under acceleration and deceleration conditions. Andreas [14]
explored the physical and electrochemical characteristics of the gas diffusion layer and
the catalyst layer using a three-dimensional model, and simplified the three-dimensional
model to run it on the HIL test bench to ensure the real-time performance of the test
process.

Since all the parameters in the formula of the mechanism model have luciferous
physical meanings, many unmeasurable physical quantities will affect the accuracy of
the model. At the same time, the formula of the mechanism model is complicated, and
multiple equations need to be solved simultaneously. Many researchers use the method
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of parameter identification to establish the fuel cell empirical model, which greatly
simplifies the modeling process and obtains higher model accuracy at the same time.
Xi [15] established a PEMFC mathematical model based on a semi-empirical method
to study the influence of key parameters such as membrane water content, air pressure,
reaction temperature, and electric double layer phenomenon on output characteristics.
Zhao [16] analyzed the relationship among current density, cooling water flow rate,
number of cells, temperature, and cooling water outlet temperature in a stack composed
of 5–30 cells, tomeet the simulation needs of the heat demand of theCCHP system. Saleh
[17] used a zero-dimensional simplified empirical model to model a 1kW class fuel cell
stack, including the main electrical and thermodynamic variables and parameters that
affect the operation of the stack, and the model can be extrapolated to a higher power
with a similar configuration. Atlam [18] established the RC equivalent circuit model
of the PEMFC and added the fuel cell operating parameters as influencing factors to
the electrical components of the equivalent circuit model. Then he studied the fuel cell
current-voltage characteristics and power generation efficiency under load and no-load
conditions.

Most of the mechanism fuel cell system models and empirical models have a high
prediction accuracy under steady-state conditions, but the establishment of complex
equations and adjustment of parameters need to be done in the process of modeling
the mechanism models and empirical models. The model for HIL testing and system
dynamic control strategy development also needs to accurately describe the input-output
relationship of the system under various steady-state and dynamic conditions, and have
low complexity at the same time. In recent years, the vigorous development of artificial
intelligence and deep learning has made data-driven fuel cell models more and more
widely used. Gomathi [19] used the data set obtained by the empirical model to train the
three networks on the simulation data and analyzed the prediction results of the dynamic
networkmodel in static and dynamic prediction scenarios, amongwhich the performance
of the NARX network was the best under all indicators. Francisco [20] used NARX to
establish a black-box dynamic model of PEMFC and obtained a good predictive ability
of fuel cell stack dynamic performance. Based on the modeling method of artificial
neural network (ANN) and support vector machine (SVM), Han [21] established a fuel
cell system model for underwater application scenarios. The results show that the ANN
model is accurate in polarization curve prediction higher than that of the SVM model.
Li [22] combined LSTM and ANN networks into a new type of neural network LBF,
in which the LSTM part is responsible for dynamic prediction, and the ANN network
is responsible for steady-state prediction. Experiments have proved that it can provide
good prediction performance in both steady-state and dynamic working conditions.

It can be found that from the input type of the neural network model, the existing
fuel cell models based on neural networks are mainly divided into two categories. One is
BPNN which only considers the current input, and this type of model have good predic-
tion performance under static working conditions such as the prediction of polarization
curve, etc., but the prediction error of themodel is relatively large under dynamicworking
conditions. The other type is the regression neural network and its variants that consider
the historical fuel cell voltage information, and this type of model often fits well under
dynamic and steady-state conditions. However, in the citation mentioned above, most
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of the regression neural network models are running in the open-loop mode. In other
words, the historical voltage sequence input of the model is the actual voltage sequence
rather than the simulated voltage sequence, and the regression neural network model is
only performing a single-step forecast. In the HIL application scenario, because there
is no measured data, the model has to run in closed-loop mode, that is, the historical
voltage sequence of the model input is the historical output of the model itself.

To obtain a fuel cell system dynamic model which is usable in the hardware-in-
the-loop test application scenario, the following work was carried out in this paper.
In the second part, the test sequences are designed considering the allowable range of
load change rules, and the system dynamic condition experiments are carried out on a
vehicular fuel cell system to obtain a test dataset. In the third part, based on nonlinear
autoregressivewith exogenous input (NARX)neuron network in closed-loopmodewhile
mean square error (MSE) and mean absolute error (MAE) are selected as the predictive
performance indexes of themodel, the influence of training options and hyperparameters
on model performance is discussed. In the fourth part, the simulation accuracy of the
trained neural network model is verified by using the verification data set from the test
data set.

2 Experimental Setup

Asmentioned above, the experiment in this paper is based on a vehicular PEMFC system
with a rated power of 80 kW, and its schematic diagram and actual photo are shown in
Fig. 1. The PEMFC system includes a fuel cell stack, a hydrogen supply subsystem, an
oxygen supply subsystem, and a cooling subsystem. The stack is the core component of
the system which is made by AT&M. It can convert chemical energy from the reaction
of hydrogen and oxygen into electrical energy. The hydrogen supply subsystem and
the oxygen supply subsystem respectively provide a certain amount of hydrogen and
oxygen to the stack for reaction, and at the same time keep the cathode and anode of the
stack within a certain humidity range, and the cooling subsystem takes away the waste
heat generated during the reaction. The control of the system is in charge of the fuel
cell controller (FCU) attached to the system which runs in the automatic mode. When
the output power of the system changes, the controller is responsible for scheduling the
operation status of each subsystem in the system to ensure the operation of the stack is
under conditions recommended by the manufacturer. The system is equipped with a fuel
cell stack which has 238 cells, with a single active area of 330 cm2 and a rated operating
current density of 2 A/cm2.

When the system is running in the automatic mode, under the control of the FCU, it
will run at a limited number of operating points with constant output current to generate
constant output power. The minimum operating current density is 0.2 A/cm2 and the
maximum is 2 A/cm2, and the operating point is set every 0.2 A/cm2. As the vehicle’s
power demand varies, the fuel cell system switches between these operating points to
match the vehicle’s power demand. The operating conditions and voltage response of
the fuel cell system are shown in Fig. 2a, b.

As the figure shows that, the test conditions are divided into two sections. The first
section will be used as the training data set of the neural network model. The training
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Fig. 1. Fuel cell system schematic

Fig. 2. PEMFC system operation dataset for training (a) and verification (b) purpose

conditions include all possible situations of load changes during operation within the
system’s allowable load change rules as follows:

�I ≤ 50% × IRated (1)

where�I is the change in operating current, IRated is the rated operating current density.
The second dataset will be used as the verification dataset of the neural network model.
Theworking conditions of the systemduring the experiment are shown inTable 1.During
the test, the CAN recorder was used to record the data on the CAN bus at a frequency
of 10 Hz. The collected data include stack voltage, stack current, stack temperature,
stack anode gas pressure, stack anode gas temperature, stack cathode gas pressure, stack
cathode gas temperature, and stack cathode gas flow. The entries and specifications of
the sensors and data acquisition equipment used to collect data are listed in Table 2.
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Table 1. The working conditions of the system during the experiment

Name Min. value Max. value

Output Current (A) 0 661.11

Output Voltage (V) 143.75 237.98

Stack’s Temperature (°C) 56.11 76.59

Pressure of Hydrogen (kPa) 128.26 251.38

Pressure of Air (kPa) 101.24 197.21

Temperature of Air (°C) 51.98 72.38

Flow Rate of Air (SLPM) 0 5698

Table 2. Specifications of the sensors and data acquisition equipment

Name Model Description

DC/DC converter FRF140-27D1803BW Controlling the fuel cell stack’s
output current, measure the output
current and voltage of the stack

Temperature and pressure
integrated sensor (Gas)

30CP42-06 Measure the temperature and
pressure of gas in the anode and
cathode

Temperature and pressure
integrated sensor (Coolant)

31CP02-05-ENV Measure the temperature of coolant
in the stack

Air flowmeter MFM281006270 Measure the flow rate of air in the
cathode

Data recorder INQ-1000 Acquisition of all the data in can bus
at a sampling rate of 10 Hz

3 Neural Network Based PEMFC Dynamic Model Architecture

3.1 Model Implementation

The NARX network is a shallow recurrent neural network that can be used for modeling
nonlinear dynamic systems. The input of the neural network consists of two parts, one is
the historical sequence of external conditions, and the other is the historical sequence of
the output of the modeling object. Its hidden layer is usually a fully connected layer. The
structure of NARX is shown in Fig. 3a, where u(n) represents the historical sequence of
external conditions, in this paper, it represents the operating parameters of the system.
While y(n) represents the historical sequenceof the output of themodelingobject itself, in
this paper, it represents the stack output voltage.Z−1 represents a time-delayed operation,
the order of the model defined here is the number of input delays.

As shown in Fig. 3b, c, the NARXmodel has two operating modes. When the output
of the real system is available, the historical sequence of the system output in the model
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Fig. 3. (a) Overall structure of NARX, (b) open-loop mode of NARX, (c) closed-loop mode of
NARX

input comes from the output of the real system. This operating mode is called the open-
loop mode. If the output of the real system is not available, and the historical sequence of
system output in the input of the model comes from the prediction of the neural network.
This operating mode is called the closed-loop mode. The NARX model running in the
open-loop mode has been widely used in the field of real-time control of the system, and
it can realize the short-term behavior prediction of the dynamic system with algorithms
such as Kalman filtering. In this paper, during the training process of the neural network
model, the real output is available, and the serial-parallel architecture is used to complete
the training of the network. In the process of model verification and use, since the model
is oriented to the HIL application scenario, the real output is no longer available, the
closed-loop mode of NARX is selected.

3.2 Network Training Options and Hyperparameters Optimization

To better evaluate the performance of the model and make a horizontal compari-
son between the performance of trained models, this paper uses MSE and MAE as
performance indicators. The formulas are as follows:

MSE = 1

n

∑n

i=1

(
yi − y

∧

i

)2 (2)

MAE = 1

n

n∑

i=1

∣∣y
∧

i − yi
∣∣ (3)
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where yi is the actual value, y
∧

i is the model predicted value and n is the number of
sampling point in the data set. The smaller the value of MSE and MAE, the better
the prediction performance of the neural network model. Since the initial value of the
network training is random, to ensure the credibility of the conclusion of the paper, all
the training examples in this paper will be repeated at least 5 times, and the performance
of themodel under the verification data set will be calculated, after removing the outliers,
the average value will be taken as final results.

First of all, all the neural network models in this paper are trained onMatlab R2023a,
which runs on a personal computer withWindows 11 22H2 operating system. In theMat-
lab neural network toolbox, the most widely used neural network training algorithms
are Levenberg-Marquardt backpropagation (L-M), bayesian regularization backpropa-
gation (Bayesian) and scaled conjugate gradient backpropagation (SCG). Among them,
the L-M backpropagation algorithm is a combination of the Gauss-Newton algorithm
and the steepest descent method, which can train any network as long as its weight,
net input and transfer function have derivative functions. Bayesian regularization algo-
rithm is a machine learning algorithm based on the bayesian probability framework.
Bayesian regularization minimizes a linear combination of squared errors and weights.
It also modifies the linear combination so that at the end of training the resulting network
has good generalization qualities. Scaled conjugate gradient backpropagation updates
weights and bias values according to the scaled conjugate gradient method, which uses
less RAM during training. To determine the algorithm used in training, firstly, the other
options are set as the default state (training epochs 200, model order 2, hidden layer size
8), only change the training algorithm, and train the network with the training data set
and compare the neural network model’s performance with the validation dataset.

As shown in Fig. 4a, it can be seen intuitively that the model trained by the scaled
conjugate gradient backpropagation algorithm has the smallest MSE in the verification
data set, which means the model’s prediction performance is the best. Therefore, this
paper will mainly use the SCG algorithm for training. The maximum training epochs
of the neural network can also be the learning time of the neural network. Within a
certain range of training epochs, increasing the number of training epochs can improve
the generalization ability of the neural network. However, over-fitting often occurs dur-
ing the training of neural networks, that is, as the training epoch increases, the model
performance in the training dataset gradually decreases, but the model performance in
the verification dataset which is not contained in the training dataset gradually increases.
As shown in Fig. 4b, as the number of training increases, the performance of the model
on the training dataset is gradually increased. The performance of the model on the
verification dataset does not increase monotonically with the number of training, but
decreases after exceeding a certain epoch of training. After the training epoch is greater
than 200, the performance of the model on the verification dataset drops significantly,
and its performance index is not in the same order of magnitude as its performance index
on the training dataset. Therefore, it can be considered that after the number of training
times is greater than 200, overfitting occurs. Thus, this paper sets the number of training
sessions at 200.

After the training algorithm and training are determined, the number of neurons in
the hidden layer and the order of the model will be determined next. The determination
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Fig. 4. Training algorithm comparison (a) and training epochs optimization (b)

of the number of neurons has always been a relatively complicated problem, which is
often obtained through multiple adjustments based on the experience of the designer. If
the number of neurons is too small, it cannot fit the high-complexity model object with a
large degree of nonlinearity. Too many neurons in the hidden layer will also prolong the
training time of the network, and the accuracy of the trained model will also decrease
due to overfitting. For comprehensive consideration, the following empirical formula
was proposed:

nhidden = √
n + m + a (4)

where n and m are the numbers of neurons in the input layer and the number of neurons
in the output layer, respectively. a is a constant number whose value range is 0 to 10.
nhidden is the number of neurons in the hidden layer. To determine the optimal number of
neurons in the hidden layer, the order of the model was set as 2 at first. Then the number
of neurons in the hidden layer was set from 4 to 10. After training, the performance of
the model on the verification dataset was calculated.

Results are shown in Fig. 5a, When the number of neurons in the hidden layer is
7, the model is optimal. As mentioned above, the order of the model is the number of
delayed samples in the input layer. The higher the order of the model, the more historical
information it retains, but the complexity of the model increases proportionally, and it
will take up more time and computing resources in the training and application stages.
The order of the model is set from 1 to 7 for training. Results are shown in Fig. 5b, when
the model’s order is 3, the model is optimal.
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Fig. 5. Numbers of neurons in the hidden layer optimization (a) and time delay numbers
optimization (b)

4 Model Verification and Analysis

After determining the training options and network hyperparameters mentioned above,
the network was trained multiple times based on this configuration, and used the verifi-
cation dataset to calculate the prediction performance of the trained model. The voltage
forecast curve and the error of the close-loop NARX-based fuel cell system dynamic
model are shown in Fig. 6a, b, respectively. It can be seen from the figure that the pre-
dicted voltage value of the model is in good agreement with the real voltage value, the
maximum absolute error is less than 3V, and the maximum relative error is less than
1.43%. The MSE and MAE of the model under the validation dataset are 0.1809 and
0.3388, respectively. Its voltage prediction performance fully meets the hardware-in-
the-loop platform’s requirements of model accuracy and can support the development
of fuel cell system dynamic control strategies.
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Fig. 6. Prediction results of Closed-Loop NARX-based fuel cell system dynamic model (a) and
its error (b)

5 Conclusion

Based on the NARX neural network running in closed-loop mode, this paper constructs
a dynamic model of a fuel cell system oriented to the requirements of hardware-in-the-
loop applications. Firstly, the training and verification sequences of the dynamic model
of the fuel cell system are designed, in which the training sequence included all possible
situations of variable load, and is tested on a vehicular PEMFC systemwith a rated power
of 80 kW to obtain the training dataset and verification dataset. Then, the influence of
the training algorithm and the training epoch is discussed. Based on the above results,
the influence of the number of neurons in the hidden layer and the order of the model
on the prediction performance of the model is further explored. After determining the
optimal training options and several hyperparameters of the model, the training dataset
was used to train the model, and the prediction performance of the model was verified
on the verification dataset. The MSE andMAE of the model under the validation dataset
are 0.1809 and 0.3388, respectively. Its voltage prediction performance fully meets the
hardware-in-the-loop platform’s requirements of model accuracy. In future work, testing
under different environmental conditions can be done to further improve the generality
of the model.
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Abstract. Under the background of the goal of “carbon peaking and carbon neu-
trality”, the demand for green rail transit is urgent, and there is huge market space
for hydrogen energy to replace traditional energy in rail transit. In the stage where
hydrogen energy rail transit applications are advancing towardsmultiple scenarios
and commercial operations, cost and lifetime issues still limit the widespread use
of fuel cells. Therefore, this paper analyzes the key technologies of hydrogen fuel
cells in rail transit applications, focusing on the research status and problems of
prognostics and health management (PHM) of proton exchange membrane fuel
cell (PEMFC) for rail transit and energy management strategies (EMS) of fuel
cell hybrid systems for rail transit. Finally, based on the future development of
hydrogen rail transit, the development of fuel cell technology was analyzed and
prospected.

Keywords: Hydrogen energy · Rail transit ·Multi-stack fuel cells · Prognostics
and health monitoring · Energy management strategy

1 Introduction

With the continuously rapid development of China’s economy and society, China’s total
energy consumptionhas jumped to the top in theworld, and issues such as energy security,
carbon emissions, and environmental pollution are becoming increasingly prominent. As
a major energy consumer in China, the transportation sector has a total carbon emissions
of approximately 1.1 billion tons in 2021, accounting for 10%of the total social emissions
[1]. Therefore, it is urgent to accelerate the construction of a low-carbon transportation
system to achieve the strategic goal of carbon neutrality.

The power system of hydrogen energy fuel cells has been applied to rail vehicles,
breaking away from the power supply system of the catenary along the line, signifi-
cantly reducing construction investment, and having advantages such as high efficiency,
pollution-free, and low noise [2]. With the application of the world’s first commercially
operated hydrogen energy tram demonstration line with a maximum speed of 70 km/h
developed by CRRC Qingdao Sifang Locomotive and Rolling Stock Co., Ltd. in Gaom-
ing, Foshan, China„ fuel cell trams have been commercialized, and their operating life
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and safety have been recognized by the market [3]. In other applications, the Coradia
iLint, a hydrogen fuel cell suburban commuter train developed by Alstom in France
with a maximum speed of 140 km/h, was put into commercial operation in Germany,
proving that it has a good application prospect in the field of suburban transportation
to replace internal combustion engines [4]. In 2022, the world’s first hydrogen energy
urban train jointly developed by CRRC CHANGCHUN RAILWAY VEHICLES CO.,
LTD and Chengdu Rail Transit Group officially rolled off the line in Chengdu, Sichuan,
with a maximum speed of 160 km/h [5]. In 2023, Beijing Infrastructure Investment Co.,
LTD released the first urban hydrogen energy articulated light rail car independently
developed in China with a speed of 200 km/h. In January 2021, the hydrogen energy
hybrid shunting locomotive developed by CRRCDATONGCO.,LTD. rolled off the pro-
duction line, using a hybrid system of “hydrogen fuel cell+ lithium titanate battery”with
a vehicle power of 700 kW. Since then, the hydrogen energy hybrid shunting locomotive
developed by CRRC Qishuyan Institute CO., LTD. has rolled off the production line,
equipped with a 400 kW hydrogen fuel cell system a whole vehicle power of 1400 kW,
and a design speed of 100 km/h. In freight locomotive research field, Canadian Pacific
Railway company began a transformation study of hydrogen fuel cell freight locomo-
tives in 2020. According to the “2021Railway Statistical Bulletin” [6], Chinamaintained
21,000 locomotives, including 74,000 diesel locomotives, 2800 DC electric locomotives
and 10,200 AC electric locomotives. Considering the future low-carbon transformation
projects of transportation in border countries and other overseas markets along the “One
Road, One Belt”, there is huge space for hydrogen rail transit alternative markets.

Different from the system for automobile, the special features of fuel cells used in
rail transit are: (1) The bus voltage level of the power supply system is higher, generally
750, 1200, 1500 and 1800 V [7]; (2) The load fluctuation greater, with a second-level
fluctuation range of several megawatts or even tens of megawatts [8]; (3) The demand
power larger, with a larger power of the fuel cell system of usually hundreds of kilowatts
or even several megawatts [9]. Therefore, the main problems and countermeasures faced
by the application of fuel cell systems in the field of rail transit are as follows:

(1) The single-stack fuel cell system (SFCS) has low and limited output power, which
is difficult to meet the needs of rail transit. To solve this problem, rail transit fuel
cell has to require the use of a multi-stack system to meet the power requirements
of rail vehicles [10].

(2) Due to the characteristics of the dynamic performance, lifetime and efficiency, the
fuel cell system needs to be combinedwith the energy storage power supply to form a
hybrid system in rail transit [11]. The hydrogen fuel cell system provides the energy
required for the operation of rail vehicles. Meanwhile, the energy storage responds
to train power fluctuations, and absorbs train regenerative braking energy, thereby
reducing the degradation rate of fuel cell stacks.

However, cost and lifetime issues still limit the widespread use of fuel cells [12].
Therefore, in order to further improve the adaptability of hydrogen energy in rail transit
applications, this paper provides an overview of the key technologies for improving
system service life, reducing fuel cell system operation and maintenance costs, with
a focus on the prognostics and health monitoring (PHM) key technologies for proton
exchange membrane fuel cells, as well as the research status and problems faced by
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Energy management strategies (EMS) for hybrid power systems used in rail transit.
Finally, the development and application of hydrogen energy in the rail transit field is
analyzed and prospected, in order to provide a certain reference for future hydrogen rail
transit technology and engineering.

2 Prognostic and Health Monitoring of PEMFC for Rail Transit

The prognostic and health monitoring of PEMFC for rail transit is the key technology to
ensure the safe and stable operation of hydrogen fuel cell trains, and the main process
includes three stages: monitoring, analysis, and decision-making [13], as shown in Fig. 1
[14]. In themonitoring stage, the health status of PEMFC is judged by acquiring and pro-
cessing useful sensor data and combining diagnostic and prognostics methods. Finally,
in the decision-making phase, the corresponding maintenance measures are taken to
improve the reliability and durability of the system.

Fig. 1. Prognostic and health monitoring scheme.

The fuel cell systems for rail transit vehicles need to operate in a multi-stack mode to
meet the high-power needs of the rail vehicles. The electrical architectures, reaction gas
architectures and cooling systemarchitectures ofmulti-stack fuel cell system (MFCS) are
more complex than single-stack fuel cell system (SFCS),which adds a lot of difficulties to
the implementation of PHM. To this end, this section first reviews the structure ofMFCS,
and then review the PHMmethod for health management of hydrogen fuel cell from the
perspectives of fault diagnosis, prognostics, and post-prognosis of decision-making.

2.1 Multi-stack Fuel Cell Architecture

Electrical architecture. The electrical structure ofMFCS can be divided into two types:
electrical structure without converters and electrical architectures with converters [15].
In order to adapt to rail transit applications and improve the reliability, MFCS are often
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configured based on the electrical architectures with converters, as shown in Fig. 2 [15],
and can be subdivided into series, parallel, cascade and hybrid structures.

In a series configuration of Fig. 2a, the fuel cell is connected in series to the DC bus
through a DC/DC converter. Compared with the series connection without converters,
it can achieve more flexible power switching and voltage control. But when one of
the fuel cells does not work, the overall performance of the system will be affected,
and the reliability will be lower. To meet the reliability requirements of rail transit,
parallel configuration such as Fig. 2b are often used. By connecting each fuel cell unit
to the DC bus using a DC/DC converter, the fuel cell system can be started and stopped
independently [16]. In the case of redundant output power, the fault tolerance of the
system is improved. However, due to the low voltage and high current characteristics
of fuel cell, DC/DC converters in parallel structure need a high voltage ratio, while
the switching device needs to withstand a large current. To reduce the voltage ratio of
DC/DC converter and the cost of fuel cell system, the cascade structure of Fig. 2c can
be used, where the series connected stack are connected to the DC voltage bus through
a power converter. Through the series structure, the overall input voltage is increased,
thereby the switching pressure of the power converter is reduced [17]. Figure 2d shows a
hybrid structure that optimizes system efficiency and reduces power conversion devices
by mixing series and parallel structures with the benefits of both series and parallel
structures[18].

Fig. 2. The electrical architectures with converters

In the electrical architectures with converters, the reliability of Fig. 2a, c is relatively
low. Figure 2b, d are more suitable for rail applications. On the one hand, rail transit
must output high power with a higher bus voltage, and requires the system to have
high reliability, so the parallel structure has a wide range of applications. On the other
hand, the higher boost ratio and large current stress have high requirements for DC/DC
converter technology, considering the cost and system efficiency, the hybrid structure of
Fig. 2d is the best choice for rail transit.

Gas supply architecture. The gas supply architecture consists of air supply system and
hydrogen supply system, providing stable reactants for each stack, respectively, and its
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structure is shown in Fig. 3, including series, parallel and improved series configuration
[14].

Fig. 3. Gas supply architecture of MFCS

The series gas supply configuration enables the supply of reactants to both stacks
by installing a set of air compressor units and hydrogen control devices on the first
stack at the far left, as shown in Fig. 3a. To overcome the pressure difference of the
reaction gas after passing through the stack, a stronger pressure needs to be applied
upstream [19]. Therefore, under the series gas supply configuration, the power con-
sumption of the air compressor will increase. Although the structure of this method is
simple, the way the stack is connected in series will reduce the fault tolerance of the
system. Figure 3b shows a parallel gas supply structure that supplies reaction gas to a
parallel stack through the same gas supply device. In this structure, the inlet pressure
between the stacks is the same. Figure 3c shows the improved gas supply configuration,
which provides reactants for each stack through two independent gas supply methods,
improving the fault-tolerant energy of the system and reducing the power consumption
of the air compressor. However, the two sets of gas supply structure both increase the
cost of the system.

In the gas supply architectures, the structure reliability of Fig. 3a is low, the structural
system of Fig. 3c is costly, in contrast, the parallel structure of Fig. 3b is more suitable
for rail transit applications. With the same fluid structure, when the currents are equal,
the output voltage of the two stacks is equal, which can ensure the equilibrium between
the MFCS.

Cooling system architectures. The cooling system is usually composed of cooling fans,
heat exchanger, water pump, etc., as shown in Fig. 4, which can be divided into a series
structure and a parallel structure [20].

The series structure is shown in Fig. 4a, where the coolant flows sequentially through
each stack cooling channel while the temperature of the coolant gradually increases. To
maintain the operating temperature of each stack, the temperature of the system needs
to be controlled to rise the coolant temperature to a specific level. The parallel structure
is shown in Fig. 4b, with coolant flowing through the cooling channels of each stack
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simultaneously. Under this structure, the amount of heat dissipation depends on the
operating conditions of the stack, and the flow control system that controls the coolant
inlet of the stack is the key to system control. Due to the simple control and favorable
fault detection, the parallel structure has been widely used.

Fig. 4. Cooling system architectures of MFCS

The parallel structure of Fig. 4b is conducive to reduce the system voltage drop and
improve the system efficiency. At the same time, it is convenient for independent control
[21] to improve heat dissipation capacity, and ensure the balance between multiple
reactors, which is widely used in the field of rail transit.

2.2 Prognostic and Health Monitoring

Because of the complexity of the MFCS structure, several parameters are highly cor-
related with each other, there is a high likelihood of failure, and control is much more
challenging. Therefore, how to accurately and timely detect faults and predict life of
MFCS is critical to improve the overall performance of the system [22].

Fault Diagnostic. Fuel cell systems often fail in practice, such as flooding andmembrane
dry failures, and these minor faults can cause a decrease in the output power or even
system stop [23]. Severe faults can cause permanent damage to the stacks and even a
hydrogen explosion. Therefore, reliable fault diagnosis technology is essential to ensure
the safe and smooth operation of fuel cells [24].

Unlike SFCS, MFCS are more complex in terms of auxiliary system and stack
structure. The most obvious difference between MFCS and SFCS is the interaction
between the stacks. In the event of fuel starvation, current and voltage redistribution
occurs within the stacks [25], and due to the electrical connection relationship between
the stacks in theMFCS, the distribution of current and voltage will be limited by adjacent
cells, which will affect the distribution process of current and voltage inside the fuel cell.
At the same time, the interaction of operating temperature between the reactors will also
increase the difficulty of fault diagnosis of centralized thermal management structures.

Aiming at the fault diagnosis research of MFCS, Lee et al. [26] proposed a hierar-
chical logic method to detect the faults. Considering the faults of various parts of the
subsystem separately, such as whether there are reversible or irreversible faults in the
stacks, where reversible faults include drying, flooding, insufficient reactants, etc. Aux-
iliary system faults need to be analyzed from the perspective of sensors, actuators, pipes,
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or core components. Hu et al. [27] proposed a multi-point monitoring method to monitor
fuel starvation faults in MFCS by observing specific voltages along the straight channel
direction. Liu et al. [28] divided the faults of the fuel cell system for trams into four
levels, of which the first-level alarm will reduce the output power of the fuel cell module
and will not cause the system to stop, and the tram is still operating under traction. When
a Level 1 alarm is not immediately detected and isolated, the system will enter a Level
2 (or Level 3) alarm. If the system is in a Level 2 (or Level 3) state, the digital output of
the fuel cell module switches to a fault state. A discrete hidden Markov model based on
K-means clustering was proposed to identify six types of faults that often occur in tram
fuel cell systems with a fault identification rate of 94.17%. Zhang et al. [29] proposed
the use of deep confidence network and information fusion method to identify the sec-
ondary fault of the PEMFC of tram. The back propagation neural network was applied
to extract high-dimensional abstract features from the original data and reconstruct them
into feature maps. Then, the deep convolutional neural network was used to classify the
feature map with a fault identification rate of 98.48%.

Prognostic. Under steady conditions, the lifetime of fuel cell can reachmore than 5000 h,
while the life under dynamic conditions will be greatly shortened [30]. For rail transit
applications, PEMFCmainly operates under dynamic cycle conditions. Under the work-
ing conditions of start-stop, idling, loading, and un-loading, fuel cells are prone to the
faults such as fuel starvation and local hot spots, which accelerate the decay of PEMFC
[31]. At the same time, the inconsistency of fuel cell performance at different positions
of the stackwill also affect the life of PEMFC, which is especially obvious in high-power
MFCS. Prognostics research on PEMFC can better understand the degradation law of
fuel cells, provide data support for the whole life cycle service management system,
and make timely maintenance decisions on this basis, which can effectively extend the
service life of PEMFC.

In the dynamic operation state, the uncertain change of load current will affect the
evaluation of the health state of fuel cell, which brings great challenges to prognostics.
Bressel et al. [32] analyzed the linear degradation law of the ultimate current and ohmic
resistance of fuel cell, and predicted the life of the fuel cell under dynamic conditions
based on the polarization curve equation and a kalman filter algorithm. Based on the
linear parameter change model, Li et al. [33] extracted the virtual steady-state voltage
from the profile of conventional dynamic working conditions to reflect the health state
of the fuel cell, and proposed an integrated echo state network (ESN) method to predict
the life of fuel cell. Hua et al. [13] calculated the relative power loss rate under different
contour tasks based on the measured voltage and current data, combined with the initial
polarization curve equation, and then proposed an ESNmethod with dual input structure
to predict the life of fuel cells under dynamic working conditions.

In the studyofMFCS,Chrétien et al. [34] predicted the lifetimeofMFCSbyassuming
that the degradation rate of each stack is consistent. However, the degradation rate of
each stack ofMFCS in actual operation is often inconsistent. Lopse et al. [35] proposed a
modeling methodology based on recurrent neural networks to perform prediction tasks
for each stack in MFCS, but this method failed to take into account the interaction
between each stack. Based on the particle filter algorithm, Liu et al. [36] proposed a
collaborative life prediction method considering the current information between each
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stack to predict the life of MFCS in combined heat and power applications. Compared
with the life prediction task alone, the proposed method had higher prediction accuracy
in MFCS application scenarios.

Post-prognostics of decision-making. The ultimate objective of PHM is not only to
predict lifetime and identify failures, but more importantly, to take the necessary actions
to extend the whole life cycle of fuel cells through the lifetime and fault information
[37].

Yue et al. [37] discussed and prospected the research on post-prognostics of decision-
making for fuel cell from four aspects: aging tolerance control, MFCS control, energy
management andmaintenance scheduling. Bressel et al. [38] introduced the time-varying
parameters into the controlmodel to consider the aging of fuel cells to realize the required
PEMFC power adjustment in the case of performance degradation. Kong et al. [39]
developed a control strategy based on interconnection anddampingdistribution-passivity
to control the hybrid system composed of fuel cells and supercapacitors, estimated the
degradation of fuel cells by filtering algorithms. The proposed method can ensure the
normal operation of the system while avoiding overload. Li et al. [40] proposed a power
adaptive allocation method considering the aging of fuel cells to ensure that the overall
degradation performance of each stack gradually tends to be consistent during operation.
Compared with the average power distribution method and chain power distribution
method, the proposed strategy reduces the hydrogen consumption ofMFCS by 13.59 and
8.04%, respectively. Based on the life prediction information of PEMFC, Jian et al. [41]
proposed the load redivision criterion of decision probability to determine the optimal
load division between the two stacks, and the simulation results showed that the system
life result using the prognostic decision strategy was 2234 h, which was much higher
than the 1029 h after no decision. Zuo et al. [42] took fuel battery life and hydrogen
consumption as the goals in EMS, combined with the life prediction information of
MFCS, to formulate a prognosis decision-making strategy.

3 Energy Management Strategy for Rail Transit Hydrogen Hybrid
System

The EMS for hybrid system of hydrogen fuel cell train is one of the key contents of
hybrid system research, and the core is to meet the power demand of rail vehicle oper-
ation by controlling the optimization of power and energy distribution between power
sources, while reducing the energy consumption of the system, which has a significant
impact on the power and economy of hybrid system. Existing hydrogen fuel cell train
energy management strategies can be divided into two categories, namely rule-based
and optimization-based strategies.

3.1 Rule-Based Control Strategy

Rule-based energy management method, according to the real-time power demand of
the vehicle and the current state information of the hybrid system, set the threshold value
and deterministic rules to adjust the power distribution and operating state switching of
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the system. The disadvantage is that it is too dependent on engineering experience, and
the effect is often affected by the accuracy of the model to ensure optimal performance.
Rule-based energy management strategies can be divided into two kinds: deterministic
rule and fuzzy logic rule.

Deterministic rule strategies. Deterministic rule strategies include power following,
state machine control, switch control, etc. The power following strategy is to adjust the
output power of the fuel cell and control the charging and discharging strategy of the
battery based on the control of the state of the battery, so as to balance the SOC of the
battery; The state machine control strategy determines the output power of each power
supply according to the power demand of the load and the SOC of the battery.

Garcia et al. [45] proposed an energy management strategy based on operating mode
for fuel cell/supercapacitor/power battery trams. Li et al. [46] divided the operating
modes of the hybrid system according to the finite state machine theory, and then opti-
mized the fuel cell operating point in each mode through the equivalent minimum con-
sumption theory. Yan et al. [47] divided the running state of the train into four modes:
traction, idle, braking and stopping, and solved the system power allocation with a goal
of minimizing the equivalent hydrogen consumption in each state.

Fuzzy logic rule strategies. The fuzzy logic rule strategy is a nonlinear strategy inwhich
the judgment condition is not a simple switch value, but a state like human thinking. The
practice is to obfuscate the operation experience, form fuzzy rule statements, and then
use fuzzy logical reasoning to process real-time input state observations, and finally
output the judgment of logical reasoning. The strategies of fuzzy logic rules include
traditional fuzzy logic control strategy, adaptive fuzzy control strategy and predictive
fuzzy control strategy.

Considering the nonlinear and multivariate characteristics of the fuel cell hybrid
system, Xiao et al. [48] aimed to save the energy consumption of high-power fuel
cell locomotives and improve the durability of locomotives, and integrated fuzzy logic
rules, adaptive compensation strategies and equivalent hydrogen consumption strate-
gies, which surpassed the use of a single algorithm. Hong et al. [49] designed a fuzzy
controller for a hybrid system composed of fuel cell, lithium battery and super capacitor,
using the total demand power, the SOC of lithium battery and super capacitor as the
input variable, and the expected output power of the hydrogen fuel cell as the output
signal, and verified the control effect under different working conditions.

In general, rule-based energy management strategies rely on both the accuracy of
rules and the accuracy ofmodels, aswell as engineering experience, and cannot guarantee
optimal control. However, due to its small computational amount and high real-time
performance, it has been widely used in the early stage of research.

3.2 Optimization-Based Strategy

The optimization-based strategy takes fuel economy, power, etc. as a cost function,
and minimizes the cost function to obtain the optimal torque, gear ratio and power
distribution. At present, optimization-based methods can be divided into instantaneous
optimization strategy and global optimization strategy.
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Real-time optimization strategy. Real-time optimization strategy includes the instan-
taneous equivalent hydrogen consumption minimization method based on convex
optimization, quadratic programming and swarm intelligence algorithm, etc.

Torreglosa et al. [50] applied the equivalent minimal hydrogen consumption method
to trams, which could reduce hydrogen consumption by about 14% compared to the
finite state machine method. Han et al. [51] proposed a method to determine the optimal
equivalent factor under a given working condition by dynamic programming method,
and explored the change of equivalent factor under different working conditions. Aiming
at the problem that the SOC equilibrium coefficient of the equivalent hydrogen consump-
tion method is difficult to determine when the working conditions are unknown, Zhang
et al. [52] proposed an equivalent hydrogen consumption energy management method
based on the operation mode and dynamic mixing degree, which adjusted the equilib-
rium coefficient by dividing the vehicle operation mode and analyzing the relationship
between the equilibrium coefficient and hydrogen consumption in each mode, and veri-
fied that the proposedmethod can effectively reduce hydrogen consumption and improve
economy by comparing with the traditional equivalent hydrogen consumption method.

In addition, for multi-objective optimization problems, convex optimization,
quadratic programming, and swarm intelligence algorithms can also be used to opti-
mally solve them. Wang et al. [53] conducted research on the energy management prob-
lem of fuel cell locomotives based on the sequential quadratic programming algorithm,
and the results showed that the global energy consumption level of the locomotive was
reduced. Farouk et al. [54] comprehensively considered multiple optimization indicators
such as hydrogen consumption and vehicle acceleration performance, and used genetic
algorithms to solve multi-objective energy management problems.

Global optimization strategy. The global optimization strategy mainly includes
dynamic programming and minimum principles, both of which are optimal control
methods. The dynamic programming algorithm is based on Bellman’s optimal prin-
ciple, which can optimize the objective function in a limited time domain and meet
certain initial and terminal state constraints, so in the energy management problem,
the two main goals of energy efficiency improvement and SOC maintenance can be
well balanced. The principle of minimum value constructs the Hamiltonian function
by introducing the Lagrange multiplier, transforming the optimal control problem with
constraints into an unconstrained problem, and then obtaining the optimal control law
of the control variable by finding the extreme value of the Hamiltonian function.

Chen et al. [55] introduced the SOC penalty function and the fuel cell load change
penalty function to form the objective function, and solved them by using the dynamic
programming algorithm. For multi-source hybrid systems, multi-dimensional dynamic
programming methods are required to solve energy management problems. Jiang et al.
[56] used two-dimensional dynamic programming to study the power distribution prob-
lem of hybrid system containing fuel cells, super capacitor and battery, and proposed
a joint optimization scheme for energy management and system parameter matching.
Simmons et al. [57] showed that the initial value of the costate variable was closely
related to the working condition by analyzing the situation of different working condi-
tions. Although the principle of minimum has the same results as dynamic programming
in theory, its control effect is often inferior to dynamic programming by more than 1%
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due to various simplification and omitted factors. Wu et al. [58–60] constructed a mixed
integer linear programming model to optimize the hydrogen consumption, the volume
and cost of hydrogen storage devices, and verified the effectiveness of the model based
on the actual line.

4 Conclusion and Prospect

This paper reviewed the latest research progress of PHM of PEMFC hybrid systems
for rail transit. Firstly, the application characteristics and the existing methods of PHM
technology were introduced from the perspectives of fault diagnosis, prognostics, and
post-prognostics. Then, the research status of EMS of hybrid system of fuel cell in rail
transit is analyzed from the perspectives of rule-based and optimization-based. In the
stage of falling hydrogen prices and the development of fuel cell technology, the current
speed of hydrogen energy trains has reached 200 km/h, and related research is being
carried out towards a speed of 250 km/h. In the future, the speed less than 250 km/h’s
hydrogen passenger trains, freight locomotives and operation and maintenance vehicles
will be widely used. In order to meet the challenges of hydrogen energy in high-speed
rail transit applications, future fuel cell technology needs to strengthen research on:

(1) Multi-fault diagnosis under various conditions. Currently, most existing fault
diagnosis methods were fully designed and validated under laboratory conditions.
In high-power application scenarios, some fault mechanisms of MFCS could be
inconsistent with SFCS, such as flooding faults. For high-power system, the flooding
faults can present inconsistencies in the impedance spectrum of monolithic cells,
multiple cells, and evenmultiple stacks [43]. ForMFCS, the probability of concurrent
faults is higher due to the interaction between stacks, and the fault characteristics
may affect each other, which greatly increases the complexity of fault diagnosis.
Therefore, in practical engineering applications, it is necessary to develop more
multi-fault real-time diagnosis strategies for MFCS.

(2) Convenient and efficient dynamic health indicators (HI). The health state of
PEMFC stack is particularly critical for the judgment of prognostic decision, but
under dynamic working conditions, the monotonous downward trend of static HI
is less obvious due to the uncertain changes in load current [44]. Although some
dynamicHI have been proposed,moreHIwith low computational complexity should
be developed, which can be applied online and adapted to all working states.

(3) Different prognostic methods for MFCS. Currently, there are fewdurability experi-
ments and data analysis forMFCS, and the degradation phenomenon andmechanism
of MFCS and SFCS may differ. The problem of synergistic life of MFCS requires
more experimental studies and proposes more complex aging models to predict the
life of MFCS.

(4) More post-prognostic strategies. Currently, prognostic decisions forMFCSmainly
focus on adjusting the EMS of MFCS through prognostic outcomes, thus extending
the overall lifespan of the system, but the overall studies are few. In the future,
further attention should be paid to proposing prognostic decision methods such
as aging fault-tolerant control, MFCS control, energy management and preventive
maintenance.
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(5) New energy management strategies based on optimization in actual rail transit.
At present, although many energy management strategies of fuel cell hybrid systems
for rail transit are proposed, in practice, rule-based energy management strategies
are still the main application, and some emerging strategies are still mainly based
on theoretical research. Therefore, emerging strategies need to continue to develop
from research to implementation.

(6) The layout and control of air supply system in high-speed application scenarios.
Studies have shown that when the train is moving at high speed, it will bring the
following problems: (i) The pressure fluctuation between the train body and the
atmospheric boundary especiallywhen entering, passing through and exiting a tunnel
at high speed [61]; (ii) Long distance driving may face high and low altitude or high
and low temperature switching cycles [62]; (iii) Pressure fluctuations caused by
trains passing in the same direction and in the opposite direction [63].These have
a great impact on the internal pressure and oxygen molecular distribution in the
fuel cell stack, endangering the life and performance of the stack [64]. Therefore,
it is necessary to analyze the pressure change of the train at high speed based on
aerodynamics and finite element analysis, and further explore the position of the
fuel cell system intake and exhaust ports and the structure scheme of the air supply
system in the high-speed application scenario, as well as the control method for the
multi-temporal and spatial scale of hydrogen/oxygen/water/heat system.

(7) High energy density hydrogen storage technology. At present, the hydrogen stor-
age technology commonly used in hydrogen energy rail transit vehicles are 35 MPa
high-pressure hydrogen storage tanks [65]. With the increase of hydrogen energy
rail transit vehicle speed and mileage, traditional hydrogen storage technology will
inevitably increase the hydrogen storage tank volume and weight, which brings
difficulties to the vehicle design. Hence, it is necessary to promote the develop-
ment and utilization of high energy density hydrogen storage technology, including
70 MPa compression hydrogen storage, solid metal hydride hydrogen storage, low-
temperature liquid hydrogen storage, high-pressure low-temperature liquid phase
hydrogen storage and high-pressure low-temperature gas phase hydrogen storage
and etc. [66], in order to better adapt to the current railway high-speed and heavy-load
development trend.

(8) High-power fuel cell thermal management technology. In the high-power appli-
cation scenario in rail transit field, a large amount of heat needs to be brought out
through the cooling system. In addition, at low ambient temperatures and cold-starts,
the system needs to be heated by a heating facility to maintain a suitable reaction
temperature [67]. Therefore, thermal management is a key technology that affects
the performance of fuel cells, and it is also a difficult point in the development
of high-power fuel cell technology. Phase change heat dissipation technology is a
current research hotspot [68], which takes away the heat generated by the fuel cell
system and accelerates the heat loss of the system by spraying water. However, there
are still few studies on phase change heat dissipation technology for high-power fuel
cells. Therefore, it is also necessary to carry out such related studies to ensure and
improve the overall performance of the system.
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Abstract. Hollow shaft with light weight and small moment of inertia is suitable
for the motor rotor due to the demand for high speed and energy conservation.
In this paper, the influence of hollow aperture on strength and critical speed was
calculated by simulationmethod. It is concluded that for a three-section type rotor,
when the ratio of the inner and outer diameters of the hollow shaft is 0.18–0.55
while the interference between sheath and shaft is 0.06–0.08 mm, difference of
the sheath stress, the shaft stress, the pressure between sheath and shaft, the max-
imum deformation and the critical speed between the hollow shaft rotor and the
solid shaft rotor is within 5%. The change rate of rotor strength and critical speed
caused by the increase of hollow diameter is much lower than the change rate of
rotor mass. Optimal design of the hollow aperture, hole length and interference
between sheath and shaft was performed considered the minimum mass, the min-
imum interference, the restrict of strength and rotor dynamics based on response
surface method. The rotor dynamics of the gas foil bearing-rotor system under
real conditions was calculated. It was verified by prototype test that the selected
hollow shaft structure meets the requirements.

Keywords: Hollow shaft · Air compressor · Finite element simulation · Stiffness
and strength · Optimization · Rotor dynamics

1 Introduction

The centrifugal air compressor for hydrogen fuel cell generally adopts the direct drive
mode of permanent magnet synchronous motor (PMSM), and the mainstream rotor
speed is about 100000 r/min, which requires high rotor strength and rotor dynamics
[1–4]. Using hollow shaft can reduce the weight while reduce the moment of inertia,
which is very suitable for air compressor high-speed rotor [5]. At present, the hollow
aperture of shaft is generally selected by “mechanics of materials” [6] or “mechanical
design handbook” [7]. There are many simplifications and assumptions. The simulation
method can more accurately obtain the variation of rotor strength and critical speed with
the hollow aperture, and then select appropriate structure by optimal method [8, 9]. In
actual operation, the stiffness and damping of gas foil bearing vary greatly with the
speed. Rotor dynamics analysis of gas foil bearing-rotor system under real conditions is
very important to ensure the reliability of the design structure [10].
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In this paper, finite element simulation was used to calculate the influence of hollow
aperture of shaft on the strength and critical speed. The change rate of rotor strength,
critical speed and rotor mass caused by the increase of hollow diameter was compared
with the solid shaft rotor. Optimization design was performed for a three-section type
rotor considering both the minimum mass, the minimum interference and the restrict
of strength and rotor dynamics. Rotor dynamics analysis under real conditions for the
design was carried on. A prototype test was performed to verify the selected structure.

2 The Influence of Hollow Aperture on Rotor Strength and Critical
Speed

2.1 Calculation of Simple Hollow Shafts

The bending and torsional section modulus of the hollow shaft and the solid shaft are as
shown in Table 1. When the ratio of the inner and outer diameters of the hollow shaft is
0.5 and 0.6, the bending normal stress and torsional shear stress of the hollow shaft are
only 6.67% and 14.89% larger than those of the solid shaft under the same force, while
the weight can be reduced by more than 20% [11].

Table 1. Bending and torsion section modulus of shaft

Cross-sectional shape Bending section modulus Torsional section modulus

πd3
32

πd3
16

πd3
32 (1− ν4) πd3

16 (1− ν4)

Note: ν = d1/d , ν is the ratio of hollow shaft inner diameter and outer diameter

The maximum stress of a shaft shown in Fig. 1 with an outer diameter of 20 mm
and a length of 100 mm is calculated by simulation. When the ratio of the inner and
outer diameters of the hollow shaft is 0.6, the maximum stress increases by 14.92%
and the mass decreases by 36% compared with the solid shaft. It is consistent with the
calculation results of analytical algorithm. Since actual structure is always under complex
stress condition, finite element simulation can be obtained as an effective method [12].

2.2 The Influence of Hollow Aperture on Rotor Strength

The structure analyzed is a three-section type rotor with cylindrical permanent magnet
in it, as shown in Fig. 2. The shaft and the sheath are interference fitted, and the outer
diameter of the shaft at the mounting position is 33 mm. The material of sheath and
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Fig. 1. Loading and constraint conditions

shaft is GH4169 with yield strength of 1100 MPa. The influence of hollow aperture
on rotor strength mainly focuses on the mounting position of shaft and sheath, because
this position has interference pressure in addition to centrifugal force. Using ANSYS to
calculate the sheath stress, the shaft stress, the pressure between sheath and shaft and
the maximum radial deformation under different interference and hollow aperture.

1.permanent magnet, 2.sheath, 3.left shaft, 4.right shaft, 5.thrust plate

Fig. 2. The three-section type rotor structure

The interference is set to 0.06 mm, 0.07 mm, 0.08 mm, and the rotating speed is set
to 95000 r/min. The performance index of solid shaft is listed in Table 2.

Table 2. Performance index of solid shaft.

Interference
mm

Sheath stress
Mpa

Shaft stress
Mpa

Pressure
Mpa

Deformation
mm

0.06 733.06 60.92 66.48 0.0592

0.07 846.49 76.41 83.60 0.0682

0.08 959.95 92.85 100.71 0.0773

Considering the process requirements, the analyzed hollow aperture is from 6 mm
to 20 mm, which means the ratio of hole diameter and shaft diameter is 0.18–0.61. The
changes of performance index under different hollow apertures are obtained as shown
in Fig. 3.

Figure 3 shows that the interference has more effect on the four performance index
than hollow aperture. When the interference is 0.07 mm or 0.08 mm, the sheath stress,
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(a)Sheath stress varies with hollow aperture                (b)Shaft stress varies with hollow aperture

(c)Pressure varies with hollow aperture                (d)Deformation varies with hollow aperture
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Fig. 3. Changes of performance index under different hollow apertures

the pressure between shaft and sheath and the maximum deformation tend to decrease
with the increase of the aperture. The shaft stress tends to increase with the increase of
the aperture, but the maximum shaft stress is 148.55Mpa, which is far less than the yield
stress limit. When the interference is 0.06 mm, all the performance index shows first
increase and then decrease.When the ratio of the inner and outer diameters of the hollow
shaft is 0.18–0.55 under three kinds of interference, difference of all the performance
index between the hollow shaft design and the solid shaft design is within 5%.

It can also be seen that when the ratio of the inner and outer diameter of hollow shaft
is 0.55–0.61 while the interference is 0.06 mm, all the performance index is less than
that of the solid shaft. When the ratio is 0.36–0.55 while the interference is 0.07 mm, all
the performance index is smaller than that of the solid shaft. When the ratio is 0.18–0.48
while the interference is 0.08 mm, all the performance index are smaller than the solid
shaft. It shows that there is a variation range of the ratio of the inner and outer diameter
of hollow shaft that the rotor strength is higher than solid shaft, and the range is different
under different interference.

2.3 The Influence of Hollow Aperture on Rotor Critical Speed

There are impellers at both ends of the air compressor rotor, which will influence the
moment of inertia and stiffness of the rotor. Calculation results is more accurate with
actual structure [13]. The structure is shown in Fig. 4.

The direct stiffness coefficients kxx, kyy of bearings are set to 1E6 N/m while the
direct damping coefficients C11 and C22 are set to 100 N·s/m. Other coefficients are
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Fig. 4. The rotor structure with impellers

set to 0 and the rotor dynamics analysis is carried out. The first bending critical speed
of solid shaft is 165790rpm.The change of the first bending critical speed with variable
hollow aperture is shown in Fig. 5, and the difference of the first bending critical speed,
the rotor mass between the hollow shaft and the solid shaft is shown in Fig. 6.
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It can be seen that when the hollow aperture is smaller than 8 mm, which means
the ratio of hole diameter and shaft diameter is under 0.24, the critical speed is higher
than that of the solid shaft. With the increase of the aperture, the change rate of the first
bending critical speed of the rotor is less than the decline rate of the rotor mass.When the
hollow aperture is 20 mm, which means the ratio of inner and outer diameter of hollow
shaft is 0.61, the first bending critical speed of the rotor is only 1.65% lower while the
mass is about 14% lower than that of the solid shaft.
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3 Optimization of Hollow Shaft Rotor

The hollow shaft rotor is optimized by setting the hollow aperture, hole length and
interference between sheath and shaft as optimization parameters. Parameters variation
settings are as Table 3. The stress of each component, the maximum radial deformation
of the rotor, and the first bending critical speed of the rotor is calculated.

Table 3. Parameters variation setting.

Optimization parameters Parameters variation
mm

Hollow aperture [6, 20]

Hole length [50, 60]

Interference between sheath and shaft [0.05,0.08]

The response surface construction is to use the experimental designmethod to arrange
the experimental design table, and construct the fitting model to simulate the relation-
ship between the variables and the objective [14].The experimental design method in
this paper adopts the optimal space-filling design method. After parameter setting, the
experimental design table is updated as Fig. 7.

Fig. 7. The experimental design table

The response surface is generated by genetic algorithm [15], The relationship
between hollow aperture, hole length and the first bending modal frequency is shown in
Fig. 8. Refinement points were used to optimize the response surface.

Multi-objective genetic algorithm (MOGA) is selected. The optimization objectives
and constraints are set as Table 4.

ANSYS provides a sort function of decision support management, and uses fuzzy
evaluation to sort design variables. A set of candidate points satisfying the constraint
conditions is generated by iterative solution. As there is certain error in response surface
prediction, the prediction and accurate calculation for the candidate points shown in
Table 5. The generated response surface has good prediction effect.
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Fig. 8. The response surface of parameters

Table 4. Optimization objectives and constraints.

Output parameters Objectives and constraints

Max [σsleeve, σshaft] < 1100Mpa

σmag−pull < 35Mpa

The first bending modal frequency > 2500Hz

Rotor mass Minimize

Interference between sheath and shaft Minimize

Table 5. Candidate points

Prediction Accurate calculation

Parameters Point1 Point2 Point3 Point1 Point2 Point3

Hollow aperture(mm) 17.608 17.82 17.795 17.608 17.82 17.795

Hole length(mm) 59.04 57.565 58.138 59.04 57.565 58.138

Interference between sheath and
shaft(mm)

0.055 0.055 0.055 0.055 0.055 0.055

Max [σsleeve, σshaft](MPa) 679.87 679.7 679.7 684.22 684.12 684.11

σmag−pull (MPa) 34.08 34.05 34.05 34.03 34.01 34.01

The first bending modal
frequency(Hz)

2500.3 2500.7 2500.4 2498.3 2500.8 2499.7

Rotor mass(kg) 1.8153 1.8156 1.814 1.8153 1.8156 1.814
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4 Calculation of Gas Foil Bearing-Rotor System and Test
Verification

4.1 Dynamic Characteristic Curve of the Bearing

In the gas foil bearing-rotor system, the rigid rotor is supported by the gas film pressure
and the foil structure [16–18]. The dynamic stiffness coefficient and damping coefficient
structure are calculated by the Reynolds equation. The dynamic characteristic curve of
the bearing direct and cross stiffness/damping coefficient is shown in Figs. 9 and 10.
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Fig. 10. The variation of damping coefficient

Gas foil bearings have greater direct stiffness and direct damping in the vertical
direction than in the horizontal direction, which is due to the greater rotor eccentricity
caused by static load in the vertical direction. When the rotational speed is above 10000
r/min, the direct stiffness of the bearing increases with the increase of the rotational
speed, and the direct damping of the bearing decreases with the increase of the rotational
speed. The cross stiffness and damping dynamic coefficient of the bearing show similar
variation rules.
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4.2 Critical Speed of the Optimized Rotor

Considering the process requirements, This paper choose 18 mm as the hollow aperture,
57mmas the hole length and 0.05mmas the interference. The critical speed of optimized
rotor is calculated with dynamic bearing coefficient. The first bending vibration mode
of the rotor is shown in Fig. 11, and the corresponding critical speed is 164520 r/min,
which is 50% higher than the rated speed of the rotor(95000 r/min), indicating that the
selected hollow shaft rotor supported by gas foil bearing meets the use requirement.

Fig. 11. The first bending vibration mode

4.3 Prototype Test

The manufacturing and installation of the air compressor are completed. The physical
photos of the air compressor are shown in Figs. 12 and 13. The air compressor runs
normally under rated condition, which means the selected rotor structure meets the
requirement.

Fig. 12. The rotor shafting
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Fig. 13. The air compressor

5 Conclusions

In this paper, the influence of hollow aperture on strength and critical speed was calcu-
lated by simulation method. Optimal design of the hollow shaft rotor was performed.
Calculation of gas foil bearing-rotor system under real bearing parameters and test
verification were carried out. The conclusions are as follows:

1) When the ratio of the inner and outer diameters of the hollow shaft is 0.18–0.55 while
the interference between sheath and shaft is 0.06 –0.08 mm, difference of the sheath
stress, the shaft stress, the pressure between sheath and shaft, the maximum radial
deformation and the critical speed between the hollow shaft rotor and the solid shaft
rotor is less than 5%. The change rate of rotor strength and critical speed caused by
the increase of hollow diameter is much lower than the change rate of rotor mass.

2) The response surface optimization and multi-objective genetic algorithm method
was applied to achieve the lightest and easy processing design of rotor by taking
hollow aperture, hole length and interference between sheath and shaft as optimiza-
tion parameters. Three candidate points were get by response surface prediction and
verified by accurate calculation.

3) Dynamic characteristic curve of the gas foil bearing were calculated. The critical
speed of optimized rotor considering the process requirements is calculated with
dynamic bearing coefficient. It is more than 50% higher than the rated speed which
means resonance will not occur. It was verified by prototype test that the selected
hollow shaft structure meets the requirements.
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Abstract. A two-stage centrifugal Air compressor cooling system for a hydrogen
fuel cell with a rated power of 17.5 kw and a rotating speed of 95,000 rpm was
numerically simulated. Firstly, the accuracy ofCFDmethod to calculate air friction
loss is verified by empirical formula, and then the advantages and disadvantages
of three different cooling cases are analyzed. The results show that the rotor air
friction loss increases with the increase of axial cooling air flow, rotating speed
and Surface roughness. The air friction loss is negligible when the rotating speed
is below 35000r/min. The average temperature of the stator coil is reduced by
20.9% compared with that of the fully enclosed motor due to internal air cooling.
In addition, because of the high temperature distribution of the thrust disc, it is
necessary to increase the cooling of the thrust disc if the design conditions permit.

Keywords: Two-stage centrifugal air compressor · High speed permanent
magnet motor · Friction loss · Cooling design

1 Introduction

The centrifugal air compressor has the advantages of small size, high efficiency and
long service life. Therefore, it is widely used in the air supply system of fuel cells [1,
2]. Centrifugal air compressors usually use high-speed motors to drive the impeller to
compress the air. As one of the main components of centrifugal air compressor, high-
speed permanent magnet synchronous motor (HSPMSM) has the advantages of high
speed and energy density. And the gas foil bearing does not need oil lubrication, which
is more conducive to the stable operation of the fuel cell gas supply system [3]. In the
design of HSPMSM, material, electromagnetic, mechanical and thermal characteristics
are considered as key technologies [4, 5]. For the thermal analysis of HSPMSM, the
motor power density is too high so that the overtemperature is studied. The key problem
is not to minimize the loss as much as possible, but to allocate the loss reasonably to
avoid local overtemperature [5]. Heat network model [6], finite element method (FEM)
[7] and computational fluid dynamics method (CFD) [8] are widely used to obtain the
temperature distribution of the motor. In Reference [9], the aerodynamic performance
of oil-free centrifugal air compressor for hydrogen fuel cell was tested and calculated
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by CFD. It was found that the experimental and numerical results were in good agree-
ment. Reference [10] used CFD method to analyze the temperature distribution of a
36 kr/min, 75 kW high power permanent magnet synchronous motor, and verified the
accuracy through experiments. Reference [11] optimized the cooling structure of the
shaft by numerical simulation. It is found that after optimization, the stator temperature
is significantly reduced to 33 °C, and the rotor temperature is reduced by 19 °C.

A HSPMSM for centrifugal air compressor is studied in this paper. CFD method
was used to analyze different cooling cases. The aim of this paper is to compare the
temperature distribution of each component in the motor, and to provide help for the
design of HSPMSM.

2 Design of Air Compressor Cooling Structure

As shown in Fig. 1, the two-stage centrifugal air compressor used in the study is mainly
composed of volute, bend, permanent magnet synchronous motor and so on. As the
driving part of air compressor, HSPMSM has the advantages of small size and high
efficiency [12]. Usually, the impeller is installed on both sides of the shaft, and the
volute is connected to the motor end cover, and the motor volute is connected by bend.
It is worth noting that a branch pipe is installed on the bend to flow part of the air into
the drive motor, which has a positive effect on the cooling inside the motor. In order
to meet the CFD calculation conditions, Fig. 2 simplifies the two-stage centrifugal air
compressor model shown in Fig. 1. It can be seen that the air flows from the first volute
through the first impeller, and flows into the second stage turbine through the bend. The
air is compressed again inside the secondary volute. In order to cool the HSPMSM, the
branch airflow in the bend realizes the forced air cooling of the motor. In addition, a
spiral water channel is installed on the motor frame to cool the motor.

Fig. 1. Two-stage centrifugal air compressor model

3 Control Equations and Assumptions

The governing equations for steady-state analysis are as follows:
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Fig. 2. Section of a simplified two-stage centrifugal air compressor

Continuity equation:

∂
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ui = 0 (1)

Momentum equation:
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where ρ is fluid density, p is pressure, μ and μt are the fluid dynamic viscosity and
turbulent dynamic viscosity respectively.

Energy equation:

∂
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∂T
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)
(3)

where Cp is heat capacity, T is temperature, λ and λt are the thermal conductivity and
turbulent thermal conductivity respectively.

In the calculation, it is assumed that the fluidflowconforms to the continuousmedium
hypothesis. All solid surfaces are non-slip boundary conditions. The air velocity does
not exceed the speed of sound and it is assumed to be an incompressible fluid flow, but
when calculating the flow inside the volute, the air is regarded as an ideal gas. The flow
state is steady and there is no viscous dissipation. The effects of radiation heat transfer
and gravity are not considered.

4 Numerical Calculation of Air Compressor Temperature Rise

4.1 Numerical Solution of Air Friction Loss

When the high-speedmotor is rotating, the air friction loss generated on the rotor surface
is related to the velocity distribution and vortex diffusion of the fluid. The air friction
loss of the rotor can be calculated by the existing empirical formula for the specific rotor
air gap structure. When the cooling fluid flows through the rotor air gap structure, the
friction loss of the cylindrical rotor surface is calculated as follows [13].

P = kCfρπω3r4l (4)
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where ρ is fluid density. ω, r and l are the angular velocity, radius and axial length of the
rotor respectively. k is roughness coefficient, k = 1 for smooth surface and k = 2.5 for
axial slotted surface [14]. Cf is the air friction coefficient, defined as follows [13, 15]:

Cf = 0.0152

Re0.24δ

[

1+
(
8

7

)2(4Rea
Reδ

)2
]0.38

(5)

where Reδ = ρωrδ/μ, δ is the radial length of air gap, ρ and μ are the density and
dynamic viscosity of air. Rea = ρvm2δ/μ, vm is the average axial velocity, which is
calculated by dividing the volume flow of the cooling fluid by the cross section of the
air gap.

The air friction loss can also be obtained by numerical calculation. Figure 3 shows
the fluid domain model and grid at the rotor air gap in Fig. 2. The outer surface radius
of the rotor is r = 19.5mm, and the axial length is l = 59mm. The number of stator slots
is 24, and the height and width of the slots are both 2mm. The number of grid units is
244,307.

Fig. 3. Rotor air gap structure and grid

The front surface of the fluid domain shown in Fig. 3 is the velocity inlet boundary.
The rear surface is the pressure outlet boundary. The inner surface of the fluid domain is
a rotating surface. The outer surface of the fluid domain is an adiabatic wall. The stator
cooling of high-speed motors generally adopts liquid cooling such as water cooling, oil
cooling and mixed liquid cooling, but air cooling is usually used for internal cooling
of motors. According to the empirical formulas (4) and (5), it can be found that the air
flow rate also affects the air friction loss inside the rotor. Figure 4 shows the effect of
axial cooling air flow on the air friction loss of the rotor. It can be found from the figure
that the air friction loss of the rotor increases with the increase of mass flow rate. The
maximum error between the analytical solution and the simulation value of air friction
loss is 13.6%. With the increase of air flow, the volume average temperature of the rotor
air gap fluid domain gradually decreases, which is due to the larger air flow rate taking
away more heat. The axial cooling flow also increases the friction loss, so the axial air
flow inside the rotor should not be too large, and it is very important to select a reasonable
axial cooling air flow rate.
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Fig. 4. Effect of axial cooling air flow on the air friction loss of the rotor

The influence of rotating speed on air friction loss cannot be ignored. When the axial
cooling air inlet is 10m / s, the physical model shown in Fig. 3 changes the rotation
speed to study the influence of rotation speed on air friction loss. The variation of rotor
air friction loss with rotation speed is shown in Fig. 5. From the diagram, it can be found
that the air friction loss increases with the increase of the rotational speed. Themaximum
error between the analytical solution and the simulation value is 13.9%, which shows
that this simulation method can accurately calculate the air friction loss. In addition,
when the rotor speed is 35000 r/min, the air friction loss is about 7.5W. At this time, the
average temperature rise of the fluid domain is 0.64 K. Therefore, it can be considered
that when the speed is lower than 35000 r/min, the influence of windwear on temperature
rise can be ignored. When the rotational speed is 95000 r/min, the air friction loss is
88.76 W, and the average temperature rise in the fluid domain is 7.64K. It can be seen
that the larger air friction loss heats the fluid domain.
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Fig. 5. The variation of rotor air friction loss with rotation speed

In addition to the influence of axial flow and rotation speed on air friction loss, wall
roughness also has a certain influence on air friction loss. In the numerical calculation,
the equivalent sand roughness height Ks and the roughness constant Cs are usually
used to describe the wall roughness [16]. In our calculation model, the rotor surface
roughness Ra= 0.8μm, assuming that the rotor surface is a uniformly polished surface,
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Ks = 10Ra, Cs = 0.5. Figure 6 shows the influence of rotor surface roughness on air
friction loss when the axial cooling air inlet is 10m/s and the rotor rotation speed is
95000 r/min. Therefore, when processing the rotor, the surface roughness should be as
small as possible to achieve the purpose of reducing air friction loss.
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Fig. 6. Effect of surface roughness on air friction loss

4.2 Numerical Calculation of Internal Flow in Volute

In order to facilitate the use of conjugate heat transfermethod to calculate the temperature
rise of the air compressor, the fluid flow inside the volute and the motor is calculated
separately. Firstly, the temperature and flow of air flowing into the motor through the
bend branch are calculated, and then the temperature rise simulation analysis of the
HSPMSM is carried out.

The purpose of the internal flow calculation of the volute is to obtain the air flow
and temperature at the branch inlet. The fluid domain inside the volute is divided into
grids, and the grid independence is verified by using 8.87 million, 1.106 million and
14.55 million grid numbers respectively. It is found that the branch outlet flow and
temperature are basically unchanged, and the corresponding maximum average relative
error is less than 2%. Therefore, the number of 11.6 million grids is enough to meet the
calculation requirements. The rotation of the impeller is simulated by MRF [17], and
the rotation speed is 95000 r/min. The air temperature cloud inside the volute is shown
in Fig. 7. The results show that the air with an inlet temperature of 25 °C is heated
after being compressed by the impeller. The flow rate into the branch of the motor is
13.88g/s, accounting for 6.25% of the total flow rate, and the temperature is 80.8 °C.
The temperature cloud diagram can be found that the aerodynamic heating phenomenon
occurs when the air is compressed through the impeller and volute. This phenomenon
makes the volute wall and air heated, and the wall temperature is higher than the fluid
temperature.

4.3 Numerical Calculation of Different Cooling Cases of Motor

The temperature rise directly affects the service life of the motor, and the temperature
rise of 10K will reduce the insulation life by almost 50% [18]. Therefore, in order to
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Fig. 7. The air temperature cloud inside the volute

reduce the temperature rise of the motor, the cooling design of the three cases is given
in Fig. 8. The structure of Case1 and Case2 includes water cooling and air cooling.
The difference is that the inlet position of cooling water is different. The water cooling
structure adopts spiral channel. Case3 is a structure without air cooling. This design is
to verify the highest temperature rise inside the motor without air cooling.

Fig. 8. The cooling design of the three cases

In order to verify the grid independence, the model of Case1 is divided into 13.24
million, 16.24 million and 25.11 million grids for temperature rise calculation. The
maximum average relative errors of the volume average temperature of the coil, sheath
and stator core calculated under the three grids are 3.2%, 0.4% and 0.5% respectively, so
the influence of the number of grids on the calculation can be ignored. In the subsequent
calculation of the whole machine, the number of grids is controlled at about 16 million.
The K ω-SST turbulence model, which is insensitive to the boundary layer grid, is
selected for calculation, and the boundary layer grid is determined according to Y plus
less than 30.

The inlet boundary of cooling water is flow inlet. The inlet flow rate is 16L/min and
the temperature is 60 °C. Table 1 gives the physical parameters of the solid material, in
which the thermal conductivity of the stator core lamination is anisotropic. The motor
frame, external end cover and bearing outer cover are all cast aluminum materials. The
material of shaft, sheath and thrust plate is GH4169. The motor loss is shown in Table 2,
where the stray loss is added in half on the core and coil.

The temperature cloud diagram of the section x = 0m is shown in Fig. 9. From
case1, it can be found that the highest temperature inside the motor is distributed on the
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Table 1. The physical parameters of the solid material

Density / kg/m3 λi W/(m·K) λj W/(m·K) λk W/(m·K) Cp J/(kg·K)

Insulating material 290 0.15 860

Copper 8930 398 386

Stator core 7800 40 40 1.2 460

GH4169 8240 14 481

Permanent magnet 7500 7.6 460

Aluminum 2719 202.4 871

Table 2. The motor loss

Stator copper
loss (W)

Magnetic steel
loss (W)

Iron loss (W) Stray loss (W) Sheath loss
(W)

Total loss (W)

170 22.8 444 90 171.7 898.5

sheath and permanent magnet. The high temperature of the thrust disc is caused by air
friction, but the overall maximum temperature does not exceed 200 °C. The temperature
limit of each component material can meet the design requirements. The temperature
distribution trend shown in case2 is consistent with case1, which shows that the change
of the inlet and outlet of the water channel has little effect on the temperature rise of the
motor components. Case3 shows the temperature distribution cloud diagram without air
cooling. It can be seen that the heating of the permanent magnet inside the closed motor
becomes the main heat source, and the heat cannot be effectively distributed outside the
environment. Therefore, the temperature of the permanent magnet and the sheath is very
high, and the axial air flow can effectively cool the heat generated by the motor rotor.

Fig. 9. The temperature distribution cloud of three cases, section x = 0m
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In order to more clearly observe the temperature distribution of high-speed rotating
parts such as shaft, sheath and thrust plate. Figure 10 shows the curve of the average
temperature distribution along the axial direction of the motor rotor surface. It can be
found that the axial temperature under the three cases is high in the middle and low on
both sides. From the temperature rise at the thrust disc, it can be found that case1 is
better than case2, and case3 has the worst cooling effect. The high temperature rise at
the thrust plate is due to the large diameter design of the thrust plate, and the larger disc
generates large friction loss at high rotation speed.

Fig. 10. The average temperature of the rotor surface is distributed along the axial direction in
three cases.

5 Conclusion

It is effective to use computational fluid dynamics (CFD) method to calculate air friction
damage. The air friction loss increases with the increase of axial cooling air flow rate,
rotor rotation speed and wall roughness. However, when the speed is lower than 35000
r/min, the air friction loss can be ignored. The average temperature of the stator coil is
reduced by 20.9% compared with that of the fully enclosed motor due to internal air
cooling. In addition, because of the high temperature distribution of the thrust disc, it is
necessary to increase the cooling of the thrust disc if the design conditions permit.
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Abstract. Stable seals are essential for the safe operation of the PEMFC. How-
ever, manufacturing errors of PEMFC components and assembly errors during
assembly process often result in great variability in PEMFC sealing performance.
This study investigates the relationship between stack-up assembly tolerances and
profile tolerances of sealing gasket surface on PEMFC leakage rates during assem-
bly process. A tolerance analysis was first carried out to determine the relationship
between stack-up assembly tolerances and section alignment errors, and the rela-
tionship between gasket surface profile tolerances and gasket section errors. Finite
element and Roth models were then used to investigate the relationship between
manufacturing errors and leakage rates. The results show that assembly errors have
a significant effect on the leakage rate and there is a linear increasing relationship
between height error and leakage rate; on the other hand, an increase in the width
error leads to a linear decrease in the leakage rate. The method clearly shows the
relationship between the manufacturing tolerances of seals and bipolar plates and
the leakage rate of the PEMFC, providing an important theoretical basis for the
design of tolerances of seals and bipolar plates.

Keywords: Sealing · Stack assembly · Profile of sealing gasket surface ·
Tolerance analysis · Proton exchange membrane fuel cell

1 Introduction

Ultra-thin metal bipolar plates (BPPs), multi-layer polymer membrane electrode assem-
blies (MEAs) and precision sealing gaskets are the core components of a hydrogen fuel
cell [1–3]. A high-power Proton Exchange Membrane Hydrogen Fuel Cell (PEMFC) is
composed of 400–500 individual cells to meet the high-power demands of vehicles as
showed in Fig. 1. Sealing gaskets are compressed by ultra-thin metal BPPs and MEA
frames to form a rigid-flexible heterogeneous complex contact sealing interface. Preci-
sion and stable sealing is a significant prerequisite for the safe operation of a PEMFC
and an important aspect in assessing the quality of the assembly as well [1, 4].
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During the stamping andwelding of bipolar plates, as well as during the rubbermold-
ing process, dimensional and positional errors are unavoidable [5]. Different degrees of
misalignment will occur between the polar plates due to the superposition of dimen-
sional and shape errors; the actual surface profile of the sealing gaskets may also deviate
slightly from the ideal elements [5–10]. Barzegari et al. [11] evaluated key parameters
in the stamping process and controlled the maximum error uniformity of the channel
depth to within 2.9% with an improved stamping process. Tran et al. [12] proposed a
new die design based on a multi-stage stamping process, which significantly improved
the formability of ultra-thin BPP and achieved a more uniform thickness distribution
and less rebound. Qiu et al. [13] investigated the relationship between shape error and
GDL contact stress distribution and gave an acceptable range of shape error.

Under the coupling effect of these manufacturing errors, the heterogeneous contact
interface cannot produce adequate interfacial elastic contact stress and contact area that
may cause the PEMFC stack to have a higher rate of leakage than the ideal design, so
that the design of high reliability seals for hydrogen fuel cells must consider the coupling
effects of shape tolerances of metal polar plates and gaskets, and assembly tolerances
of the PEMFC stacks. However, the geometry of the seal section has been optimized
in conventional seal designs based on ideal assembly [4] and do not accurately account
for the influence of cross-sectional shape tolerances and assembly tolerances on sealing
performance.

The aim of this research is to analyze the effect of stack-up assembly tolerances and
gasket surface profile tolerances on interface leakage rates and provide an important
theoretical basis for the optimization of the tolerance design of seals and bipolar plates.
Firstly, the tolerance zones for the assembly of bipolar plates under stack-up lamination
and the tolerance zones for the surface profile of sealing gaskets is analyzed. Secondly,
the effect of the coupling of different misalignment and profile deviations of sealing gas-
ket surface on the leakage rate was investigated using finite element and Roth models.
Finally, reasonable tolerance design recommendations are given based on a compre-
hensive consideration of the negative impact of increased accuracy on manufacturing
costs.

(a) (b) 

Fig. 1. Composition and structure of a PEMFC: (a) PEMFC stack and (b) single cell.
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2 Methodology

The schematic plot of the methodology is shown in Fig. 2, which is composed of the
following three steps:

(1) Analyzing the principle of coupling assembly tolerances of the stack and shape
profile tolerance of sealing section, obtain tolerance design ranges for the cross-
sectional dimensions of metal bipolar plates and sealing gaskets.

(2) A numerical simulation model for the sealing contact of dissimilar materials of
metal bipolar plates and non-metallic sealing gaskets is then developed to calculate
the contact stress and the contact area at the seal interface for a variety of assembly
tolerances and profiles of the surface. The interface leakage rate is also calculated
based on the Roth model.

(3) The design of the hydrogen fuel cell sealing parameters, taking into account the
cross-sectional profile and assembly tolerances, was obtained by considering the
cost of tolerance design and the assembly process for the evaluation of the leakage
rate.

Fig. 2. Schematic diagram of the methodology

3 Tolerance Analysis and Numerical Simulation

3.1 Analysis of Assembly Tolerance Zones and Sealing Gasket Surface Profile
Tolerance Zones

The tolerances of the bipolar plate assembly holes are shown in Fig. 3(a) according to a
particular type of bipolar plate. The dimensional tolerances of the assembled shaft are
φ120−0.014, and the assembly tolerance zone is calculated using the following formula:

Dft = DLVh − DLVb = (DLh + t) − DLb

= (12 + 0.036 + 0.15) − (12 − 0.014) = 0.2
(1)
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where: DLVh is the least material virtual size of assembly hole, DLVb is the least material
virtual size of assembly shaft, DLh is the least material size of assembly hole, DLb is the
least material size of assembly shaft.

Variation of the gasket alignment error δt on the bipolar plate cross section from
0 mm to 0.2 mm according to the assembly tolerance zone, as shown in Fig. 3(b).

The sealing gasket has a semi-circular cross-section. The semi-circular sealing sur-
face in contact with MEA frame, and the profile tolerance of semi-circular surface is
0.05mm, as shown in Fig. 3(b). Assumption of a continuous curve in the cross-sectional
profile of the gasket, height deviation of the sealing gasket δh varies within ±0.025mm,
and width deviation of the sealing gasket δw varies within ±0.05mm.

(a) (b)

Fig. 3. Tolerance analysis diagram: (a) bipolar plate assembly hole tolerance and (b)misalignment
and profile errors of sealing gasket surface.

3.2 Material Properties

The sealing gaskets used for the calculations are made of silicone rubber. Silicone rubber
is a super-elastic material that is virtually incompressible. A 5-parameterMooney-Rivlin
model was used to better describe the mechanical properties of silicone rubber under
compression. The strain energy density function for the 5-parameter Mooney-Rivlin
model is shown below:

W = c10
(
I1 − 3

) + c01
(
I2 − 3

) + c11
(
I1 − 3

)(
I2 − 3

)

+c20
(
I1 − 3

)2 + c02
(
I2 − 3

)2 + 1
D1

(J − 1)2
(2)

where:W is strain energy density; c01, c10, c11, c02, c20 is Mooney-Rivlin model coeffi-
cients; I1 and I2 are the first and second bias strain invariants, J is elastic volume ratio,
I1 = λ21 + λ22 + λ23, I2 = λ21λ

2
2 + λ22λ

2
3 + λ21λ

2
3.

The parameters of the rubber Mooney-Rivlin model and the specific coefficients for
the MEA frame material are shown in Table 1.

3.3 Assembly Model and Boundary Conditions for Sealing Analysis

Compression of PEMFC seals is typically a non-linear process involving material non-
linearity, geometric non-linearity and contact non-linearity. In this thesis, the commercial
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Table 1. Material of the components in the model

Gaskets C10 C01 C20 C11 C02 D1

−2.687 3.774 0.303 −1.385 2.553 0

MEA frame Elastic modules (MPa) Poisson’s ratio

1200 0.3

BPPs Elastic modules (MPa) Poisson’s ratio

2.1 × 105 0.3

finite element softwareANSYS is used for the non-linear calculations. The ideal geomet-
ric model and its specific parameters are given in Fig. 4(a) and Table 2. Implicit format
is used in implicit format, and the element type is Plane183. As shown in Fig. 4(a), there
are four contact surfaces in the sealing structure of the PEMFC. These are labelled I1, I2,
I3 and I4. Conta172 and Targe169 elements are used on all contact surfaces. In addition,
to minimize penetration at the contact interface, the normal Lagrange contact algorithm
was used with a coefficient of friction of 0.1.

The boundaries are applied as shown in Fig. 4(b). A symmetrical boundary is placed
on the left side of the MEA frame. The load step is applied in a two-step process. In the
first step, a displacement load is applied along the y-axis on both sides of the bipolar
plate to precisely control the compression rate of the seal, and the compression rate of
the gaskets increase linearly from 0% to 20%. In the second step, the gas pressure load
is linearly applied to the same side of the sealing gaskets from 0MPa to 0.16MPa. This
type of load application is equivalent to the actual assembly procedure of compression
followed by a pressure test.

Figure 4(c) shows the finite element simulation results of the ideal seal geometry for
the 0.2 mm assembly error after the above steps.

4 Results and Discussions

4.1 Roth Model

Leakage occurs in two main ways, firstly by permeation due to the presence of pores
between the molecules of the material through which the gas passes, and secondly
between the contact surfaces. Roth. A suggests that leakage between contact surfaces is
due to the presence of micron-scale leakage channels between two contacting surfaces,
through which gases leak from the higher-pressure side to the lower pressure side [14].
As a result, Roth proposes a model to assess the leakage rate at the interface, establishing
a relationship between the leakage rate and other variables, as shown in Eq. 3.

Q = C�p ≈ 4
√

T
M A2 L

w e
− 3P

R �p (3)

where, C is leakage coefficient at seal interface; �p is differential pressure of hydrogen
on both sides of the gasket; P is contact stress on the contact surface; L is the length of
contact surface; w is the width of contact surface; T is absolute temperature of the gas;
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(a)

(b)

(c)

Fig. 4. Geometric model, finite element boundary conditions and calculation results: (a) Two-
dimensional model of the sealing structure, (b) Finite element model boundary conditions and (c)
Finite element calculation results.

M is relative molecular mass of a gas; A is roughness of contact surfaces; R is sealing
coefficient. The relationship between the sealing factor R and the contact stress P is
shown in Eq. 4.

P
R = − ln

(
h
h0

)
(4)
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Table 2. The simulation parameters of geometry model

ha (mm) hb (mm) hr (mm) hs (mm)

2.0 0.4 1.7 0.7

tp (mm) tm (mm) γ
(◦) –

0.1 0.1 60 –

4.2 Influence of Assembly Errors on Leakage Rate and Tolerance Optimization

This study evaluates the effect on leakage rates of various assembly errors. According
to the tolerance analysis in Sect. 3, the range of alignment errors at specified assembly
tolerance is between 0 mm and 0.2 mm. In order to quantitatively analyze the effect of
alignment errors on the leakage rate, several δa between 0 mm and 0.2 mmwere selected
for δh = δw = 0, as shown in Fig. 5, and found that as the misalignment increased, the
leakage rate of individual sealing surfaces increased, as did the total leakage rate of the
entire sealing section. The total leakage rate of the seal section increases slowly with
increasing misalignment when the misalignment is less than 0.15 mm. In this case, the
contact stress at the two semicircular sealing interfaces I2 and I3 is slightly higher than
at I1 and I4, so the leakage rate is also slightly lower. When the alignment error exceeds
0.15 mm, the total leakage rate of the seal section tends to increase rapidly with the
alignment error. This is due to the fact that when the alignment error exceeds 0.15 mm,
the sealing gasket slips more, this coupled with the gas pressure causes the cathode plate
seal gasket to slip more than the anode seal, resulting in a progressively larger single
interface leakage rate for I1 and I2 than for I3 and I4. When the seal gasket is perfectly
aligned, the total leakage rate is reduced by 31% compared to an alignment error of 0.15
mm.When the alignment error increases to 0.2 mm, the leakage rate increases by nearly
an order of magnitude compared to the fully aligned case.

Fig. 5. The effect of assembly errors on the leakage rate
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So, based on the relationship between the total leakage rate of the seal section and
the alignment error, the assembly tolerance zone should be kept within 0.15 mm for safe
operation of the PEMFC, taking into account the negative impact of increased accuracy
on manufacturing costs.

4.3 Influence of Profile of Gaskets Surface on Leakage Rate

In order to analyze the effect of profile error of sealing gasket on the leakage rate, the
effect of sealing gasketwidth error and height error on the leakage ratewas observed at an
assembly error of 0.2mm. Figure 6(a) shows the effect of height error on the leakage rate.
The leakage rate increases linearly with height error when the width is kept at 1.7 mm.
With the sealing gasket height of 0.725 mm, the leakage rate increases by approximately
15% compared to 0.675 mm. This may be due to the fact that increasing the height of the
sealing gasket results in a lower compression rate for the same displacement, resulting
in lower contact stresses. The increased height also results in a greater curvature of the
semi-circular surface profile of the rubber gasket. If the coefficient of friction remains
constant, greater surface curvature may allow the gasket to slip further, resulting in
greater leakage.

(a) (b)

Fig. 6. The effect of profile errors of sealing gasket on the leakage rate: (a) width errors on the
leakage rate and (b) height errors on the leakage.

Figure 6(b) shows the effect of sealing gasket width on the leakage rate. If the
height of the seal is kept at 0.7 mm, the leakage rate decreases linearly with increasing
width. Compared to the ideal profile, the total section leakage rate increases by 20% and
decreases by 21% for section widths of 1.65 mm and 1.75 mm respectively. This may be
because increasing the width of the gasket increases the contact area at the seal interface
and, according to Roth model, a larger contact area results in a lower leakage rate. Also,
for a given height, the greater width results in a greater curvature of the semicircular
surface profile of the rubber gasket, resulting in a lower leakage rate.

5 Summary and Conclusion

In this study, to investigate the effect of PEMFC stack-up assembly errors and gasket
shape errors on leakage rates, tolerance analysis is first performed to determine the
assembly tolerance zone of the bipolar plate and the face profile tolerance zone of the
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sealing gasket. Finite element models are then built to obtain the contact stress and
contact area of the gasket under different errors, based on the size of the tolerance zone,
and the Roth model is used to establish the relationship between the leakage rate and
the face profile and assembly error. Results of the study show that:

(1) When the alignment tolerance of the bipolar plate is between 0 and 0.15 mm, the
leakage rate continues to increase slowly with the alignment error, and when the
alignment error of the bipolar plate exceeds 0.15 mm, the increase in the alignment
error causes the leakage rate to increase significantly.

(2) Within the profile tolerance of the rubber gasket surface, the leakage rate rises linearly
with increasing height error, and the leakage rate decreases linearly with increasing
width error. The effect of the profile of the rubber gasket surface on the total leakage
rate of the section is less than the effect of an alignment error of more than 0.15 mm
on the leakage rate.

(3) Based on the relationship between the alignment error and the profile of the rub-
ber gasket surface on the section leakage rate, the tolerance optimization rec-
ommendation given is that the assembly tolerance band should be kept within
0.15 mm.

Therefore, manufacturing and assembly errors that occur during the manufacturing
process are important factors that affect the leakage rate of the PEMFC. The numerical
simulation of the seal contact and seal compression process reveals the quantitative
relationship between profile error of sealing gasket surface and bipolar plate assembly
error and PEMFC leakage rate, providing an important theoretical basis for the tolerance
design of seals and bipolar plates.
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Abstract. The existing of rough asperities on the surfaces of rubber Gaskets and
metal BPPs at microscopic scales is the basic reason why the gas leaks from the
sealing interface. Characterizing the non-smooth asperities of the sealing interface
is crucial to realize the calculation and analysis of the leakage rate. But the micro-
scopic features are strongly related to the observation scale, so the multi-scale
interface leakage prediction model is established to exclude the negative influence
onmodelingmicro-scale rough surfaces of a single observation scale. In this paper,
the scale coefficient in the multi-scale model is studied to improve the accuracy
of the interface leakage rate multis-scale model by analyzing the linear relation-
ship between the interface leakage rate and the volume of the leakage channel.
Continuously based on the multi-scale model which maintains the studied scale
coefficient, the interface leakage rates of different Gasket-BPP sealing structures
are investigated. And the reliability and accuracy of the multi-scale model are
verified by comparing to the traditional interface leakage model.

Keywords: Gasket-BPP sealing · Interface leakage ·Multiscale · Scale
coefficient

1 Introduction

As a substitute for traditional fossil fuels, hydrogen energy has the advantages of renew-
able, zero pollution, and sustainable development [1]. Proton exchange membrane fuel
cells (PEMFCs) are an important device for converting hydrogen into electrical energy.
PEMFC is mainly composed of bipolar plates (BPP), membrane electrode assembly
(MEA), seal gaskets, and other auxiliary components, which is shown in Fig. 1.

It is necessary to ensure that the internal reaction space is pure, clean, and kept at a
certain pressure when the PEMFC is working. However, since the surface of any object
in nature will inevitably show non-smooth characteristics if being enlarged, the interface
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leaking from the gap between the rubber gasket and themetal BPP sealing interface at the
micro-scale is unavoidable. Researching the leaking mechanism of the sealing interface
at the micro-scale can essentially ascertain the cause of seal failure, predict and control
the leakage rate, and effectively improve the safety and reliability of PEMFCs.

In a PEMFC, the value of the leakage rate of the Gasket-BPP sealing interface is
extremely small [2], so it is difficult to be measured by experiments. And it is important
to establish an accurate mathematical model to evaluate the interface leakage rate of the
Gasket-BPP interface. In this paper, the failure and the leaking behavior of the Gasket-
BPP sealing interface are studied, and the multi-scale prediction model of interface
leakage rate is improved by solving the scale coefficient. Based on the multi-scale model
the quantitative calculation of the interface leakage rate is realized, and the leakage rates
of different PEMFC sealing structures are calculated and compared.

Fig. 1. The sealing structure of a PEMFC and the interface leaking

1.1 Macroscopic Study on the Performance of Sealing Interface

Macro-mechanical research is an intuitive approach to analyzing the sealing performance
of PEMFCs [3, 4]. Researchers have established serval mathematical models between
macroscopicmechanical characteristics such as contact pressure, contact length, internal
stress of gaskets and interface sealing performance by a large number of experimental
data and engineering practices [5–7].Kim et al. [4] established a fuel cell stackmodel that
can contain different numbers of cells to analyze the relationship between the number of
cells and the sealing contact pressure. In addition, researchers have analyzed the stress
distribution characteristics of a single gasket and solved the stress concentration problem
to improve the average sealing capability by optimizing the structure of gaskets. For
example, Qiang et al. [8] studied the characteristics of the contact pressure and internal
stress of gaskets in PEMFC stacks under different packaging loads and analyzed the
interface leakage rate and cross-sectional leakage rate of a sealing structure by studying
mechanical parameters. Dong et al. [9] studied the differences in sealing forces of fuel
cells, which are in different positions of a PEMFC stack.

Based on the macroscopic mechanical behavior research of gaskets in PEMFCs,
it can be easily realized to design and optimize the sealing structure of PEMFCs. But
this qualitative method cannot fundamentally explain the reasons for sealing failure and
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leaking of Gasket-BPP interfaces, and cannot realize the detection of leaking points and
the prediction of PEMFC reliability.

1.2 Leaking Study of Gasket-BPP Interface by Single-Scale Methods

The macroscopic mechanical characteristics of the gaskets are affected by their own
material properties and contact behavior at the microscopic scale. A surface in nature is
going to show non-smooth characteristics if it is enlarged to a microscopic scale.

Based on the G-W model, Peng researched the contact behavior of the Gasket-BPP
interface at the microscopic scale and analyzed and predicted the interface leakage rate
[10]. Ren Xiao optimized the Reynolds equation of gas flow under the influence of a
rough surface and established a correction method for the gas flow factor under the
anisotropic surface [11].

The numerical simulation method is also applied in the research on the calculation
of the leakage rate of the Gasket-BPP sealing interface in PEMFCs. For example, Huang
researched and improved the accuracy of the correction factor in the leakage prediction
model by analyzing the gas leaking between two Gaussian random rough surfaces at a
single scale [12]. Based on the Roth theory, Lu simplified the Gaussian rough surface
into a flat surface with triangular convex peaks and established the 3D model of the
interface leaking channel [13].

1.3 Multi-scale Modeling of Gasket-BPP Interface Leakage Rate

The microscopic asperities of the Gasket-BPP sealing interface are able to affect the
microscopic contact behavior of the two rough surfaces, which determines the size of
the interface leakage channel and the interface leakage rate. Therefore, it is important
to character the microscopic asperities accurately of the Gasket-BPP sealing interface
for calculating the interface leakage rate. In traditional research, the parameters of the
microscopic non-smooth features are closely related to the equipment resolution and
sampling accuracy at the observation scale, and it is difficult to establish the rough
surface accurately at a single scale.

In order to exclude the above problem, the multi-scale model of the interface leakage
rate has been studied. Persson believes that the rough surface topography has self-affine
and self-similar characteristics and establishes a full-contact analysis model [14]. SHI
et al. used the wavelet method to filter the microscopic roughness of the metal surface
and analyzed contact behavior at a series of micro-scales [15]. Our group described the
sealing rough interface based on fractal theory and the leakage multi-scale model was
established [16].

Multi-scale models have the capability to exclude the negative influence of the obser-
vation scale on the leakage rate prediction results. In currentmulti-scale research, it could
analyze the influence of scales on sealing performances. But there is seldom research
that converges the interface leakage rates to the actual result, so it is hard to compare the
theoretical analysis results with the experimental data. In response to the above problem,
the scale coefficient in the multi-scale model will be discussed in this paper (as shown in
Fig. 2) to improve the prediction accuracy. And the precision of the multi-scale model
with the studied coefficient has been verified.



338 Z. Yang et al.

Fig. 2. The approach to study the scale coefficient in the multi-scale model

2 Methods and Processes

2.1 Calculation of Gasket-BPP Interface Leakage Rate by Numerical Simulation

In the previous research [16], a method for calculating the leakage rate of the PEMFC
sealing interface through numerical simulation has been established. And it is used in
this paper to calculate the interface leakage rate of Gasket-BPP sealing.

Fig. 3. The principle of the interface leakage multi-scale model

2.2 Research on the Scale Coefficient in the Multi-scale Model

Obviously, the multi-scale leakage rate of the PEMFC interface should be the weighted
sum of the interface leakage rates at each scale, which is shown in Fig. 3, specifically
expressed as follows:

QT = An

n

n∑

i=1

Ci · Qi (1)

where the QT is the prediction result of the interface leakage rate by multi-scale model,
the An is the correction factor to exclude the deviation of the calculation result, the n
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is the number of scales in the multi-scale model, Qi is the interface leakage rate at a
single scale, and the Ci is the scale coefficient. And in the previous research, the Ci is
calculated by the magnification ξ :

Ci = ξ−x
i (2)

It can be seen that the power, x, of the magnification is the key coefficient of the
scale coefficient. In order to find out the value of x, the proportional relationship between
the interface leakage rate Q and the interface leaking volume M is used, which can be
shown as:

QT = C ·M (3)

where C is a constant number with dimension, the M is the total interface leakage
channel volume, it can be written as:

M =
n∑

j=1

Cj ·My
j (4)

where theMj is the interface leakage channel volume at a single scale, and the Cj is the
average coefficient of M .

It can be seen that the totalM of the multi-scale model is related to two factors. The
first one is the power of the Mj, as the y shown above, like some traditional theories,
which is able to improve the accuracy of the model. For example, in the Roth model, the
total interface leakage channel volume is proportional to the 4th power of the channel
height after the compression and in the parallel plate gap flow theory, the volume is
related to the 3rd power of the plate gap height. The second factor is the magnification,
which is like the function Q. And the Eq. (3) can be written as:

n∑

i=1

ξ−x
i · Qi = C ·

n∑

j=1

ξ−z
i ·My

j (5)

And there is a function C(x, y, z) can be established:

C(x, y, z) = C =
∑n

i=1
ξ−x
i · Qi/

∑n

j=1
ξ−z
i ·My

j

Based on the discussion above, the function C(x, y, z) should be horizontal in a
coordinate system because the C is a constant. That means the values of x, y, and z
should make the function C(x, y, z) as a horizontal line whatever the values of the Qi

and theMm, which is the basis to study the value of x and the scale coefficient Ci in the
multi-scale model of the interface leakage rate.

The values of z and y are discussed first, because the both factors are in the denom-
inator at the same time with a close relationship. From the Fig. 4a)-b), it can be seen
the curves ofM under different z values remain parallel when the y remains unchanged,
which means that the value of z will not affect the trend of the calculation results on the
right side of the Eq. (5). To the C(x, y, z) calculated by the ratio, the value of z will not
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a) b)

c) 
Fig. 4. The influence of the values of y and z on the interface leakage volume M: a) y = 1, b)
y = 2, and c) z = 1

a) b)

c) d)

Fig. 5. The influence of y on the curves of M when z = 1
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determine the function is horizontal or not. But as shown in Fig. 4c), the value of y has
an obvious influence on the horizontal feature of C(x, y, z), and affecting the value of x
and the scale coefficient Ci in the multi-scale model. It is necessary to further study the
y to increase the reliability of the scale coefficient.

Based on the proportional relationship between the Q and M, it could be realized
that determining the value of y. In Fig. 5a), it can be seen that when the value of y
changes from 1 to 2, the trend of the M curve in C(x, y, z) changes, which proves that
the C(x, y, z) could not be horizontal constantly if y = 2. On the contrary, it can be seen
from Fig. 5b) that the trends of twoM curves are similar, which means when y > 3, the
trend of theM will no longer change sharply. To further verify the selection of the value,
there are the comparisons between different curves of the M based on the non-linear
feature of the M which is generated by the non-linear characteristics of the geometry,
thematerials, and the contacting. In Fig. 5c), it can be seen the curve keeps the non-linear
well if y = 3, and that is becoming to be non-smooth if the value of y is hugely large
as shown in Fig. 5d). And it is hardly to reflect the non-linear feature of the interface
leakage volume M.

Fig. 6. The curves of M under different values of z

After selecting the values of z and y, it can determine the x by analyzing the horizontal
feature of the functionC(x, y, z). Figure 6 shows theMcurveswith different values of x. It
can be considered that the constantC will bemore stable if the curve ofC(x, y, z) is more
horizontal in the coordinate system, and the scale coefficientCi can be more accurate for
calculating the interface leakage rate of Gasket-BPP sealing by the multi-scale model.

Based on the above analysis, by establishing the function C(x, y, z) it can obtain the
interface leakage rate multi-scale model with the studied scale coefficient:

QT = An

n

n∑

i=1

ξ−4
i · Qi

2.3 The Prediction of the Gasket-BPP Sealing Interface Leakage Rate Based
on the Multi-scale Model

The sealing structures of the Gasket-BPP in PEMFCs are multifarious, and two sealing
structures with different kinds of cross-sections, as shown in Fig. 7, are studied and
compared in this paper.
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It can be seen that in Fig. 8, the maximum contact pressures are close but the distri-
butions are significantly different. On the semicircle Gasket, the top value of the contact
pressure appears in the center point, and that decreases along both sides. In contrast,
the long-D Gasket maintains a more uniform distribution of contact pressure in the con-
tact area. This uniformity can improve the sealing efficiency if the contact length does
not change anymore. And it can also make the interface leakage calculation realized
conventionally for designing and optimizing the sealing structure of the Gasket-BPP in
PEMFCs.

Rubber Gasket

Metal plate

Sealing interface

Rubber Gasket

Metal plate

Sealing interface

Sealing structure 
of Gasket-BPP

a)

b)

Fig. 7. Gasket-BPP sealing structures with different cross-sections: a) semicircle cross-section
and b) long-D cross-section

a) b) 

Fig. 8. The contact pressure of the Gaskets with different cross-sections: a) the semicircle Gasket
and b) the long-D Gasket

Figure 9 shows the contact lengths of the Gaskets. The contact length is going to
increase with the increase of the Gasket compression ratio. But there will be a fluctu-
ation if the compression is larger than 20%, which means the influence of the Gasket
compression ratio on the sealing contact behavior is not linear and unstable.

The interface leakage rates of the Gasket-BPP sealing can be calculated by the above
results, as shown in Fig. 10.

It can be seen in Fig. 10, the interface leakage rate of the Gasket-BPP is going
to decrease constantly with the Gasket compression increasing, which is inconsistent
with the conclusions of the previous research. While the interface leakage rate results
calculated by the multi-scale model maintain a stable and slower slope and decreases
more gently if the compression ratio is larger than 20%. That means the interface leakage
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Fig. 9. The contact length of the Gasket under different compression ratio

of the Gasket-BPP exists under any constrains and it could not be controlled if just
increasing the compression ratio.

a) b)

Fig. 10. The interface leakage rates under different compression ratios: a) the semicircle Gasket
and b) the long-D Gasket

Besides that, the curves obtained by the Roth model are similar whatever the sealing
structure of the Gasket-BPP interface is, which means the model has no capacity to
perceive differences in the sealing structures. Themost likely reason for this phenomenon
is the traditional model takes the average contact pressure as the input instead of the real
distribution of that, which is non-uniformon the contact surface. In contrast, the influence
of the sealing structure on the interface leakage rate of the Gasket-BPP is reflected in
the multi-scale model better, and this is more consistent with the actual experiences.

3 Conclusions

Based on the numerical simulation method of PEMFC rubber seal-metal bipolar plate
interface leakage rate, this paper studies the scale coefficient in the multi-scale model
of interface leakage rate and calculates and analyzes the interface leakage rate of
Gasket-BPP seal under different cross-sectional shapes. By comparison, the validity
and accuracy of the multi-scale model of the PEMFC interface leakage rate are verified.
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1. Based on the proportional relationship between the interface leakage rate and the
interface leaking channel volume the function C(x,y,z) had been established to settle
the scale coefficient in the interface leakage rate multi-scale model by analyzing the
power of the magnification.

2. By comparing with the traditional interface leakage rate prediction model, the reli-
ability and accuracy of the multi-scale model are verified. It can be found that the
Gasket compression ratio is limited to reduce the interface leakage of the Gasket-BPP
in the multi-scale model. And the multi-scale model has a higher sensitivity to the
sealing structure on calculating the interface leakage rate.

3. The Gasket with a long-D cross-section obtains a longer contact length, more even
distribution of the contact pressure, and the lower interface leakage.
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