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Message from the PDCAT 2023 General Chair

The 24th International Conference on Parallel and Distributed Computing, Applications
and Technologies (PDCAT) is a major forum for scientists, engineers, and practitioners
throughout the world to present their latest research, results, ideas, developments, and
applications in all areas of parallel and distributed computing. Beginning in Hong Kong
in 2000, PDCAT 2023 will be held in Jeju, Korea, after 24 years of successful journey
through various countries/regions including Taiwan, Japan, China, Singapore, Australia,
New Zealand, and Korea across Asia-Oceania. We are inviting new and unpublished
papers.

The conference papers included in the proceedings cover the following topics:
PDCAT of Networking and Architectures, Software Systems and Technologies, Algo-
rithms and Applications, and Security and Privacy. Accepted and presented papers high-
light new trends and challenges of Parallel and Distributed Computing, Applications and
Technologies.We hope readers will find these results useful and inspiring for their future
research. Our special thanks go to the Program Chairs: Ji Su Park (Jeonju University,
Korea), Hiroyuki Takizawa (Tohoku University, Japan), Hui Tian (Griffith University,
Australia), and all Program Committee members and all reviewers for their valuable
efforts in the review process that helped us to guarantee the highest quality of the selected
papers for the conference.
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A Blockchain System for Fake News Detection

Janusz Bobulski(B)

Department of Computer Science, Czestochowa University of Technology, Czestochowa, Poland
januszb@icis.pcz.pl

Abstract. The media greatly impacts the world’s perception and what is happen-
ing in it. Nowadays, the Internet is a medium where information flowing from all
over the world meets. Every year, more andmore information websites are created
from which we learn about the reality surrounding us. The problem is that many
of these websites do not use primary and reliable sources but only use sources
that have already been processed and duplicated. Very often, these portals omit
not only important facts for a given event but also reproduce false information.
There are also situationswhere fake news is deliberately created and disseminated.
The phenomenon called “fake news” has long been known as disinformation or
propaganda. Contemporary scientific analyses focus primarily on its new dimen-
sion, i.e. the dissemination of untrue or incorrect information on the Internet, the
reasons for the popularity of fake news on the Internet, and the speed and manner
of information dissemination. However, the most important problem is preventing
the spread of fake news. In the article, the authors propose a method of autho-
rising content using blockchain technology. The presented method is resistant to
manipulation attempts, confirmed by the tests.

Keywords: blockchain · fake news · cybersecurity

1 Introduction

Blockchain is a technology that enables the decentralised, secure, and immutable storage,
transmission, and verification of information. As a result, it has found applications in
various fields, including [1]:

• Cryptocurrencies and finance: Blockchain is widely used in cryptocurrencies such
as Bitcoin, Ethereum, and Litecoin. It allows for direct storage and transfer of value
between users without the involvement of financial intermediaries. Blockchain also
enables the secure verification of financial transactions, identities, and audits.

• Supply chains: With blockchain, products can be traced from producer to consumer,
allowing for better control over production processes, fraud prevention, and increased
food safety.

• Medical data management: Blockchain enables the secure and unalterable storage
and transfer of medical data, which can help protect patient privacy and enhance the
effectiveness and speed of healthcare.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. S. Park et al. (Eds.): PDCAT 2023, LNEE 1112, pp. 1–11, 2024.
https://doi.org/10.1007/978-981-99-8211-0_1
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• Electronic voting: Blockchain provides secure and reliable electronic voting, which
can prevent electoral fraud and ensure transparent and fair elections.

• Identification systems: Blockchain can securely and unalterably verify user identities,
helping combat fraud and preventing cyber-attacks.

• Smart contracts: Blockchain enables the creation and execution of smart contracts
that automatically fulfil the terms of the contract, without the need for intermediaries.

• Artificial intelligence: Blockchain can store and process large amounts of data
required to train machine learning and artificial intelligence algorithms.

These are just a few examples of blockchain applications. This innovative technology
has the potential to revolutionise many fields and industries. Blockchain allows for the
decentralised, direct, and immutable storage and transmission of information, which
makes it a promising tool in the fight against false information, particularly in verifying
the credibility of content and information sources. Here is a literature review of the use
of blockchain in combating fake news.

In their article [2], the authors systematically reviewed several scientific papers on
using blockchain to verify fake news. They found that blockchain could detect and ensure
correct information. The findings revealed that the suggested technique is satisfactory
and efficient in recognising rumours and preventing their spread.

Due to availability of news and also for the free scope of sharing, most of the time
rumours are being extensive in a short period of time. Detecting and preventing rumors
and false information remains a significant challenge for social network. The introduction
of blockchain technology has paved theway for the development of decentralised apps in
order to address this issue. In this technology any information is recorded permanently.
The authors in [2] explore a strategy to eliminate bogus news on social media by utilising
the benefits of peer-to-peer network ideas. By issuing non-fungible token content rating
we can detect and ensure appropriate news. The findings revealed that the suggested
technique has a satisfactory performance and efficiency in recognising rumours and
preventing their spread.

Prior research has proposed adding a quorum, a group of appraisers trusted by users
to verify the authenticity of digital content, to the fake news prevention systems. In the
paper [3], the authors propose an entropy-based incentive mechanism to diminish the
negative effect ofmalicious behaviours on a quorum-based fake news prevention system.
Tomaintain the Safety andLiveness of our system, their employed entropy tomeasure the
degree of voting disagreement to determine appropriate rewards and penalties. They use
Hyperledger Fabric, Schnorr signatures, and human appraisers to implement a practical
prototype of a quorum-based fake news prevention system. The outcomes of the case
analyses and experiments show that the presented mechanisms are feasible and provide
an analytical basis for developing fake news prevention systems.

In conclusion, scientific literature suggests blockchain technology can help combat
fake news by increasing data transparency and immutability. With further research and
innovation in the field of blockchain, there is a promising prospect for its development
in the fight against fake news.
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2 The Structure of the Blockchain

Blockchain, i.e. a chain of blocks, is a technology used to store data securely, immutably
and decentralised way. The blockchain structure consists of the following elements:

• Blocks - each block contains a set of transactions grouped and added to the chain
at a particular time. Blocks are chained using hashes of cryptographic functions,
preventing tampering with the blocks’ data.

• Block header - The block header contains information about the block itself, such as
the block number, its creation time, the hash of the previous block, and the proof of
work used to validate the block’s authenticity.

• Proof of Work - This is a mechanism used in the blockchain to protect the network
against attacks and confirm the block’s authenticity. It consists of solving mathemat-
ical problems using high computing power, making it difficult for attackers to falsify
data.

• Peer-to-peer network - blockchain works based on a peer-to-peer network in which
nodes are connected directly, creating a decentralised network.

• Network Nodes - Network nodes are the computers that create and maintain the
blockchain by processing transactions, validating blocks, and sending them to other
nodes in the network.

• Addresses - each blockchain account has its unique address used to carry out
transactions.

• Transactions are saved in blocks and contain information about transferring values
between addresses. Network nodes must verify and accept each transaction before
being added to the block.

• Time Company - The blockchain uses a Time Company system to ensure that
transactions are added to blocks in the correct order and time.

Thanks to such a structure, blockchain provides security, immutability and decen-
tralised control over stored data.

3 The Problem of the Byzantine Generals

The blockchain network structure should ensure resistance to failures, disruptions in
transmission and attempts to attack the content of individual blocks. A properly func-
tioning decentralised system must implement mechanisms ensuring reliability in any
situation.

In the case of analysing the situationwith the appearance of incorrect messages in the
blockchain network, the problemofByzantine generals is often explored. Its assumptions
are as follows: many Byzantine generals are planning an attack on the city. All generals
must attack simultaneously or decide to retreat together to be victorious. They can only
communicate with each other through messengers. The problem is that there are traitors
among the generals who send the wrong messages. The solution to this theoretical
problem must consider that the messages are open to all generals, including traitors.
This thought experiment is described in detail in [4]. The problem of Byzantine generals’
problem directly impacts distributed systems, for example, those based on blockchain.
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The nodes in a distributed network, equivalent to the generals in the theoretical problem,
can send and receive messages from each other. Those of them that work incorrectly
is called Byzantine knots. Any node action that goes against the assumptions can be
considered Byzantine action.

One of the conditions necessary for the proper operation of the blockchain net-
work is creating a mechanism that ensures the creation of new blocks correctly. Such a
mechanism is correct if it allows the product of blocks according to generally accepted
consensus rules. At the same time, it shows high resistance to such problems as nodes
with limited connectivity or nodes sending incorrect messages (intentionally or as a
result of a failure). It is crucial that after the voting process, the servers make the same
joint decision and the related action - adding a new block to the local chain or rejecting
it. If even one server decides otherwise, it can lead to anomalies in the future. Supposing
any server chooses to include a block that the rest of the network will not, then in future
votes, that server will consider each subsequent block incorrect. When the node adds a
new block, it checks whether the hash provided as the hash of the previous block in the
candidate block is equal to the hash of the most recent block stored in the local copy. If
the hash is incorrect, the server votes against that block.

Similarly, the system will behave when it has not previously attached a block that
most servers have joined. Also, there will be a conflict when checking the consistency of
the previous block’s hash. Skipping a block is more likely than adding a block without
majority approval. It can happen due to the temporary unavailability of the server. Let’s
assume, during this time, other servers vote to add a new block and accept it. The inactive
serverwill never knowabout this vote unless it decides to compare its blockchain instance
with one of the other servers later. However, the server does not have to be unavailable
not to accept a new block. There may be a situation where a server fails to propagate
its address when joining the network sufficiently. As a result, other servers fail to send
their opinions about candidate blocks to it. So, the decision is made by a majority vote.
It is assumed that consensus is reached if more than 50% of the servers consider the new
block correct. In general, most nodes in the network will work fine.

Blockchain-based fake news detection.
Another serious problem is when servers send erroneous messages not because of an

error but because of deliberate human interference. These types of situations are more
dangerous because the attacker can act in a more coordinated manner and attack several
servers simultaneously.One of the assumptions of a decentralised system is that each user
or server has an equal impact on the network, and actions that interfere with the system’s
proper operation are not allowed and must be countered. Situations, where nodes send
misleading messages, are closely related to the problem of Byzantine generals.

In the case of a problem with disseminating fake news, misleading messages will
be untrue and should not be published. To analyse the problem, we chose a simple
network consisting of four servers (A, B, C and D) during the voting process on the
correctness of the new block, i.e. the truth of the information. All servers received
the block and validated it. Servers B, C, and D determined the block was correct, while
serverAdetermined it was invalid and forwarded its vote information to the other servers.
Even though server A cast the vote differently from the others in this case, this is not
incorrect. Each server has the right to vote following the actual state of its blockchain.
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In the analysed situation, the block will be accepted despite one vote against it because
75% of the servers say that the block is correct. In this case, server A will also decide to
include a new block based on the votes from other servers. Since its vote was different, its
blockchain is broken, and it needs to download the correct version from one of the other
trustworthy servers. However, when server A (called the Byzantine or misleading server)
knows that the block is correct (his correct vote would be a vote for block inclusion). It
sends information to servers B and D that it thinks the block is correct, while it sends a
misleading message to block C that the block is incorrect. In this way, it may disrupt the
voting process in individual nodes; server B and D, after counting, consider that 100%
of servers are in favor of including the block, while server C finds that only 75%.

One change increases the risk of making a wrong decision, in this case, on server
C. For networks with less unanimity or more Byzantine servers, it can lead to an error
in one or more nodes. In a situation where servers B and D, receive information that
75% of nodes found the block correct, they attach it to the local blockchain instance.
Server C, on the other hand, as a result of the operation of the Byzantine server, receives
information that the compatibility is 50%. In the case of the analysed example of fake
news, a match greater than 50% is needed to reach a consensus, so server C does not
accept the block. In this case, the Byzantine server achieves its goal - it manages to
corrupt one of the servers, leading it to a situation where it has an outdated string.

The above analysis shows that the operation of Byzantine servers consists in sending
misleadingmessages in such away as to lead some servers tomake an incorrect decision.
Such servers may perform attacks randomly or direct them to a specific server. It is
possible when the attacker controls multiple servers simultaneously and sends the wrong
message only to the selected node.

The authors of this theoretical problem have already proposed the basic algorithm
for solving the problem of Byzantine generals. The authors of the problem proposed the
OM(m) algorithm, which solves the above problem for a group of not less than 3m + 1
generals, where m is the number of traitors [4].

The algorithm looks like this: for the value of OM(0), the commander sends his
vote to every other general, and each general uses the received value to decide. If m is
greater than zero, the OM(m) algorithm assumes that each general. After receiving a
message, it will additionally send it to the other generals, omitting the original author of
the message; it will therefore perform the OM(m-1) algorithm.

The creators also described the operation of this algorithm for the simplest case -
four generals, one of whom is a traitor. For one traitor, this is the minimum number of
generals, according to the following equation:

3 ∗ m + 1 = 3 ∗ 1 + 1 = 4, (1)

where m is the number of traitors.
If the server sending the voice is not a traitor, it sends its valid vote to all servers.

Byzantine server B sends server D a false vote in the second voting round. However,
server D also gets a vote for adding a block from server C. So it has three votes - two for
(from the original server and server C) and one against adding a new block. So, based on
the majority’s decision, it accepts the new block. The algorithmmust also work correctly
when the original message’s sender is a Byzantine server. The byzantine server sends
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three messages to other servers; it is not essential what the messages are because, in
the second round of sending messages, the servers will exchange received messages.
Therefore all nodes that are working correctly will have the same pool of messages (1,
2, 3) and will make the same decision.

The above algorithm has several disadvantages. As the analysis shows, for n nodes,
the OM(m) algorithm first calls n-1 separate OM(m-1) algorithms, each of which calls
the OM(m-2) algorithm n-2 times, which causes further recursive calls the algorithm
until OM(0) is reached.

It follows that for networks with more than 1 Byzantine server, a large number of
messages are required to be sent. Therefore, it has a negative impact on network perfor-
mance, and a mechanism should be implemented that will allow for the differentiation
of messages at successive levels of nesting.

3.1 A Simplified Solution with Signed Messages

TheproblemofByzantine generals ismuch easier to solvewhenwecan saywith certainty
that a given voice is coming from a specific server. As the analysed article shows,
the problem under consideration becomes much easier to solve when the following
assumptions are added: the signature of a loyal general cannot be forged, and every
other general can verify the signature’s correctness. As the authors of this algorithm
claim and then prove, a solution can be used that works independently of the number of
Byzantine generals [4].

The algorithm assumes that each general receives a signed order from the commander
and then sends it to the other generals. As emphasised, generals, in contrast to the oral
communication solution, can determine with certainty whether a commander is a traitor
by comparing the received messages [4].

For the analysed problem of verifying the correctness of messages, a simplified
algorithm with signed messages can be implemented based on the above idea. After
receiving the voice from the server, each other server additionally marks the received
vote and distributes it to other nodes. After receiving a certain number of votes or after the
voting time has elapsed, each server checks the received votes. However, to determine
what vote a particular server cast, it does not make decisions based on the majority - if
it finds even one vote that contradicts the others, it means that the server is a Byzantine
server. It is because each vote is cryptographically signed and unquestionably correct.
The server thus has evidence that another server has attempted to interfere illegally with
the network by sending conflicting messages to different nodes.

Attempted forgery when sending messages about the received vote is even easier
to detect. First, the transmitted voice must be cryptographically correct, so you cannot
effectively convince the other servers that the given server made a different decision than
it was. Each server must provide proof of the original vote they previously received. In
addition, there is no possibility of impersonating another server because also, at the
second level, the voice must be cryptographically signed [5].

So the algorithm looks like this:
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1. Server A sends its signed voice to the other servers.
2. For each server and different from A:

2.1. The server i saves the received vote.
2.2. Server i signs the received vote and distributes it to all other servers except 

A.
2.3. Server i starts the process of collecting information about what vote other 

servers received from server A. He gets a vote from every server except A:
2.3.1. The server i validates the voice. If it is incorrectly signed, it rejects it. If it 

is correct, it adds it to its list.
2.4. After the set time or receiving votes from all servers except A, the server 

verifies the received votes. If at least one of them is different from the oth-
ers, it means that server A is a Byzantine server and is trying to make an 
unauthorised interference with the network. The server i notes this fact in 
a separate list and does not consider server A's vote.

The above algorithm applies to accepting a vote only from server A. It is performed
as many times as there are servers in the network - each time, one of the servers sends
its vote on a given block. Based on the stored list of Byzantine servers, each server can
determine which votes to take into account and which to ignore during the final counting
of votes.

3.2 Selection of the Consensus Algorithm

The correct operation of the application depends on the mechanisms based on which
users decide whether a new block can be attached to the blockchain. Such tools are called
consensus algorithms. There are many different types of mechanisms.

In public blockchains, it is necessary to introduce restrictions on who and on what
basis can create new blocks. It avoids problems such as double spending or filling up
the chain with unnecessary blocks with artificial transactions. An appropriate algorithm
for reaching a consensus positively impacts the stability of the entire application, as it
allows you to establish an actual rate of new data creation. For example, the Bitcoin
chain implements a mechanism that determines the difficulty of creating a new block
in a given period (difficulty matching period), considering the time stamp in the blocks
of a given interval. Thanks to such calibration, regardless of the users’ involvement, it
always takes an average of 10 min to extract one block [6].

In the case of verifying the authenticity of the message, we suggest using an algo-
rithm for reaching a consensus based on the reputation of a given user/server in the
network. So it implements the Proof of Authority algorithm (PoA). In the case of this
type of solution, PoA blockchain networks are secured by nodes that are uncompro-
misingly selected as reliable units [7, 8]. Anti-fake news portals, such as Snops.com,
FactCheck.org, PolitiFact, and ABC, will play the role of these nodes. The second group
of trusted servers will be recognised by large, credible publishers such as CNN, BBC,
Times, Washington Post, etc. [9, 10].
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3.3 Network Effectiveness Testing

A messaging application and a Byzantine server implementation were built as part of
the research. Such a server sends a random message to each server during voting. It will
be possible to examine the behaviour of both the server trying to influence the network
and the incorrect action due to a failure. The probability for both vote values is 50%.
The result of running the program for four servers, one of which is a Byzantine server,
is as follows:

Node A | my choice: true | ratio: 75%
Node B | my choice: true | ratio: 75%
Node C | my choice: true | ratio: 100%
Byzantine Node D | my choice: false/false/true | ratio: 100%
Votes for: 4
Votes against: 0
Real ratio: 100 %
Final consensus: true

Even though the block was accepted, nodes A and B received a vote from the
Byzantine server, resulting in a lower-than-real vote rate (ratio) for adding the block.

In another attempt, the Byzantine server was successful in attacking network
integrity. The actual result of the vote is 75% - this is the result that should be in each
of the servers, if there were no wrong messages sent. The Byzantine server sent node
A a vote for adding a block and nodes B and C against it. Therefore, nodes B and C
made a decision contrary to the actual state and rejected the block that, according to the
objective state of the network, they should join. In addition, due to the fact that as many
as 50% of the servers made a different decision, there was an unintended branching of
the blockchain.

Node 0 | my choice: false | ratio: 75%
Node 1 | my choice: true | ratio: 50%
Node 2 | my choice: true | ratio: 50%
Byzantine Node 4 | my choice: true/false/false | ratio: 50%
Votes for: 3
Votes against: 1
Real ratio: 75 %
Final consensus: false

The test shows that less compatibility of properly functioning nodes increases the
probability of error and the performance of Byzantine servers. The research conducted
1000 tests on a network of 100 servers. We conducted a second step or experiment to
test the network’s performance against the number of Byzantine servers.

The tests were repeated 100 times for each case with a different number of malfunc-
tioning nodes. Since the total number of servers is 100, the number of Byzantine servers
also equals their percentage. The obtained results are presented in Table 1 and graph 1.
The results show that the network achieved 100% efficiency even when as much as 42%
of the nodes were Byzantine servers. In further testing, there were isolated cases where
the servers made a decision different from the general conclusion, but the efficiency
remained around 99% until Byzantine servers made up 58% of the network; above this
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value, the efficiency of the network began to drop drastically. With 73% of the nodes
defective, more than half of the tests were negative, and with 82%, almost all.

Therefore, a large number of nodes positively affect the correct operation of the
network. It should be noted, however, that in the simulations, the Byzantine servers
made decisions at random, which was more similar to the behaviour of servers sending
incorrect messages as a result of a failure than as a result of intentional interference. One
would expect that Byzantine servers could perform targeted attacks, i.e. send multiple
messages to specific servers to achieve certain benefits. These types of actions are more
difficult to simulate. On the other hand, more such groups of servers could try to exert
an unfair influence on the network, and they would pursue different goals, so these tests
seem reliable. Regardless of whether we consider Byzantine servers to be random or
directed, our tests clearly show that such servers have a very large impact on the network
and can easily lead to inconsistencies between individual nodes. The implementation
of algorithms that counteract this type of attack is therefore necessary for the proper
operation of the network.

Table 1. Correctness of network operation depending on the percentage of Byzantine servers

Percentage of Byzantine servers Network correctness (%)

20 100

30 100

40 100

42 100

43 99,99

45 99,99

50 99,97

55 99,81

60 98,39

65 91,45

70 69,75

75 31,16

80 4,10

85 0,03

86 0,01

87 0

90 0

Therefore, a large number of nodes positively affect the correct operation of the
network. It should be noted, however, that in the simulations, the Byzantine servers
made decisions at random, which was more similar to the behaviour of servers sending



10 J. Bobulski

incorrect messages as a result of a failure than as a result of intentional interference. One
would expect that Byzantine servers could perform targeted attacks, i.e. send multiple
messages to specific servers to achieve certain benefits. These types of actions are more
difficult to simulate. On the other hand, more such groups of servers could try to exert
an unfair influence on the network, and they would pursue different goals, so these tests
seem reliable. Regardless of whether we consider Byzantine servers to be random or
directed, our tests clearly show that such servers have a very large impact on the network
and can easily lead to inconsistencies between individual nodes. The implementation
of algorithms that counteract this type of attack is therefore necessary for the proper
operation of the network (Fig. 1).

Fig.1. Correctness of network

4 Conclusion

Blockchain technology will find future applications in areas not yet associated with it.
This technology can significantly reduce the real scourge of the Internet, fake news.
Blockchain technology will allow you to track the way information is created and all
attempts to modify it at every stage, thus preventing attempts to create false informa-
tion. It has not been possible until now. Only blockchain technology allows you to do
this by supporting the mechanism of interconnected transaction chains, which are 100%
protected against outside interference. This article contains a proposal for the practical
application of blockchain to protect against fake news. The study confirms the effective-
ness of the proposed method. Its simple structure will undoubtedly be a vote for its use
in practice.
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Abstract. ZooKeeper Atomic Broadcast (Zab) is a high-performance atomic
broadcast protocol, which is a key component of Apache ZooKeeper. By ensuring
strong consistency and fault tolerance, the Zab protocol plays a crucial role in
building robust and resilient distributed systems. However, the correctness and
reliability of the Zab protocol have received limited attention in research. Thus,
we employ Communicating Sequential Processes (CSP) to analyze and evaluate
of the Zab protocol’s properties and behavior. We utilize Process Analysis Toolkit
(PAT) to verify six important properties, includingDeadlock Freedom,Divergence
Freedom,Data Reachability, Consistency, Sequentiality andAtomicity. The verifi-
cation results demonstrate that the Zab protocol provides assurance of correctness
and reliability.

Keywords: Zab protocol · CSP · Modeling · Verification · PAT

1 Introduction

With the rapid advancement of distributed systems and blockchain technology, a large
number of novel protocols and algorithms have been proposed, such as Paxos [14],
Raft [16], Zab [11], etc. However, numerous widely-utilized protocols and algorithms
in distributed systems have yet to undergo further analysis and verification to ensure the
security and correctness of the system.

To cover the gap, formal methods provide a rigorous and systematic approach to
distributed system development, analysis, and verification [2, 8]. Formal methods are
powerful technology andwidely applied in numerous domains, such as operating systems
[13], blockchain [17], cyber-physical systems [3], artificial intelligence [12] and so on.

Most recently, there are also some works using formal methods to verify protocols
and algorithms. Wilcox et al. [19] presented a framework Verdi and verify Raft [16].
Chand et al. [4] used TLAPS to describe formal specification and verification of Multi-
Paxos algorithm. Yin et al. [20] employed the TLA+ to specify and verify the limited
properties of Zab. Inspired by these works, we choose process algebra CSP [7] to further
model and analyze the Zab protocol.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. S. Park et al. (Eds.): PDCAT 2023, LNEE 1112, pp. 12–24, 2024.
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In addition, the research on the correctness and reliability of Apache ZooKeeper
and the Zab protocol has received limited attention. Apache ZooKeeper [9, 10] is a
centralized and highly reliable distributed coordination service that is widely used in
distributed systems. The fundamental protocol employed by ZooKeeper is the ZAB
(Zookeeper Atomic Broadcast) protocol [11], which serves as a foundational building
block for developing robust, scalable, and reliable distributed applications, and plays a
crucial role in the frontier research and innovation in the field of distributed systems.
Thus, it is crucial to conduct formal verification of the Zab protocol.

In this paper, we aim to provide a solid foundation for the analysis and verification of
the Zab protocol by using process algebra CSP (Communicating Sequential Processes)
[7]. We utilize model checker PAT (Process Analysis Toolkit) [18] to verify a broader
range of properties, including Deadlock Freedom, Divergence Freedom, Data Reacha-
bility, Consistency, Sequentiality and Atomicity. The verification results show that the
correctness and reliability of Zab protocol are guaranteed.

The remainder of this paper is organized as follows. Section 2 provides a brief
introduction of the Zab protocol and the process algebra CSP. In Sect. 3, we illustrate
the detailed modeling of the Zab protocol with three phases. In Sect. 4, we adopt PAT
to implement the constructed model and verify six properties. Finally, Sect. 5 provides
a summary of the contributions and potential future work.

2 Background

In this section, we give a concise explanation of the Zab protocol. At the same time, we
give a brief introduction to the process algebra CSP.

2.1 Workflows of the Zab Protocol

Before introducing the Zab protocol, it is essential to clarify the entities involved in the
protocol.

– Client: Clients interact with the distributed system and send update requests to the
leader.

– Leader: Servers in the leading state are responsible for coordinating the replication
of data updates across the followers. In case of failures or leader re-election, a new
leader is elected among the followers.

– Follower: Servers in the following state replicate data updates received from the
leader. They maintain a copy of the leader’s log and execute the updates in the same
order as the leader.

– Looker: Servers in the looking state actively participate in the leader election process
by requesting votes from other servers, which occurs when there is no leader present
in the system.

The Zab protocol operates in three main phases: Discovery phase, Synchronization
phase and Broadcast phase. Next, we delineate them respectively.
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Discovery Phase. In this phase, the servers in the ZooKeeper system discover each
other and determine their roles. Initially, all servers start in the looking state, indicating
that there is no leader. In addition, servers communicate and exchange information to
elect a leader. They send election requests and respond with election requests from other
servers to establish a new primary. Once a server receives votes from the majority, it
switches to the leading state, indicating that it is recognized as a leader. The workflows
of this phase are illustrated in Fig. 1.

Fig. 1. The Workflows of the Discovery Phase

Synchronization Phase. After the leader is elected, the synchronization phase begins.
In this phase, the followers synchronize data with the leader. It sends synchronization
requests to the followers, which reply with their last known committed proposal. The
leader then compares its own transaction log with the followers’ logs and sends the
missing proposals to bring them up to date. This ensures that all followers have an
identical copy of the leader’s log and brings them into a consistent state. The workflows
of this phase are shown in Fig. 2.

Fig. 2. The Workflows of the Synchronization Phase

Broadcast Phase. Once synchronization is complete, the servers enter into the broad-
cast phase. During this phase, the leader receives client’s requests and proposes new
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proposals. It orders the proposals, assigns unique identifiers, and broadcasts them to
all followers. The followers replicate the proposals. Then, when the leader receives the
ACK message from more than half of the followers for the transaction proposal, it will
send a commit message to all the followers. This ensures durability and guarantees the
consistency of transactions across the entire cluster. Figure 3 shows the workflows of
this phase.

Fig. 3. The Workflows of the Broadcast Phase

2.2 CSP

CSP (Communicating Sequential Processes) [7] provides a rigorousmathematical theory
and language. Additionally, CSP has been successfully applied to model and verify
various concurrent systems and communication protocols [1, 5, 15]. Part of CSP syntax
used in our model are described as follows.

P,Q = Skip|Stop|a → P|c!x → P|c?v → P|P�Q
P||Q|P|||Q|P � b � Q|P;Q|P[|X |]Q

– Skip: The process does nothing, but terminates immediately.
– Stop: The process reaches deadlock.
– a → P: After the execution of event a, process P is executed.
– c!x → P: The process receives a message through channel c andassigns it to variable

x, then behaves like P subsequently.
– c?v → P: The process sends a value v through channel c, and then starts executing

process P.
– P�Q: It stands for general choice between the processes P and Q.
– P||Q: Processes P and Q run in parallel.
– P|||Q: Processes P and Q run concurrently without barrier synchronization.
– P�b�Q: If theBoolean expression b equals true, then processP is executed, otherwise

process Q is executed.
– P;Q: Processes P and Q execute in sequence.
– P[|X |]Q: The parallel composition of P and Q performs the concurrent events on the

set X of channels.



16 W. Dong et al.

3 Modeling

In this section, we present the formal modeling of the Zab protocol with CSP. Firstly, we
give the whole structure of our model and then we model each phase of the Zab protocol
respectively.

3.1 Sets, Messages and Channels

To facilitate the procedure of modeling and clarify the whole system, we give the
definitions of sets, messages and channels used in this model.

Based on the mechanisms and processes involved in the Zab protocol, some sets
have been defined. The set Module denotes all modules within the Zab protocol, which
comprises clients, servers, and proposals. The set ID represents the unique identifier for
each of the above module. The set Status is composed of all status that a server may be
in. The set Data includes the data transmitted between modules. The set Req defines
request messages and the set Ack contains feedback messages. Furthermore, we show
a detailed definition of the relationship between relevant sets and constants in Table 1.

Table 1. The Relationship Between Involved Constants and Predefined Sets

Set Constants

Module C (client), S (server), P (proposal)

ID CID (client id), SID (server id), ZXID (proposal id)

Status Leading, Following, Looking, Crashing

Data Data

Req ReadData (request for data), ProposalMsg (request to store proposal),
Election (request for election), LeaderMsg (request to be the leader),
ReqProposal (request for proposal),
CommitProposal (request to commit proposal)

Ack True/1 (positive feedback), False/0 (negative feedback),
VoteMsg (voting result)

Based on the above sets, we define messages transmitted among components.
Depending on the type of messages, we abstract and classify the messages, and the
definitions are as follows:

MSGreq = {msgreq.A.B.content|A ∈ Module,B ∈ Module, content ∈ Req}
MSGrep = {msgrep.A.B.content|A ∈ Module,B ∈ Module, content ∈ Ack}
MSGdata = {msgdata.A.B.content|A ∈ Module,B ∈ Module, content ∈ {Data, ID}}
where, MSGreq is composed of the request messages transmitted from module A to
module B, MSGrep denotes the response messages and MSGdata represents the data
messages. A and B are the sender and the receiver respectively, and content represents
content contained in each message.
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Then, we define thatMSG consists of the above three types of messages.

MSG = MSGreq ∪ MSGrep ∪ MSGdata

Furthermore, we define the channels for communication among various modules.
These channels are denoted as COM _PATH , shown as below:

– ComCS: The channels are between the client and server. In a ZooKeeper system,
there are multiple client and server processes interacting with each other. So, the
corresponding channels will also be generated, and we use subscript i to distinguish
each channel expressed as ComCSi.

– ComSS: The channels are between servers. Similarly, there are multiple channels. We
use subscript j to distinguish each channel, denoted as ComSSj .

Fig. 4. The Communication Flow of the Zab Protocol

3.2 Overall Modeling

As described in Sect. 2, the behavior and status of servers differ depending on the phase
of the Zab protocol. Therefore, the definition of Server is as follows:
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where, the array Status[sid ] records the current status of server with IDsid .
Lookersid (), Leadersid (), Followersid () and Faildsid () are processes.

TheZooKeeper systemcan be abstracted as a systemconsisting of clients and servers.
The communication flow of the Zab protocol is shown in Fig. 4. We formalize the whole
model System() as below:

System=df ||cid∈C;sid∈S;zxid∈P(Clientcid [|COM _PATH |]Serverssid )

3.3 Discovery Phase

During this phase, the servers do not process requests from clients. Instead, they com-
municate with each other using the ComSS channels to conduct a leader election.
This phase contains three core processes, Discoverysid ,lsid (), SendElectionsid ,lsid ,T ()
and SendLeadersid ,lsid ().

Firstly, the process Discoverysid ,lsid () represents what the server needs to do dur-
ing the discovery phase. If the leaderCount == 0, the server needs to initiate elec-
tion requests, handle election requests from other servers, and process leader election
requests. Otherwise, the server needs to synchronize data with the existing leader. The
model is shown as follows:

In the above formula, Vote(sid , lsid) is utilized to cast a vote from server sid to
server lsid . leaderCount Records the number of leaders in the current system.

Secondly, the process SendElectionsid ,lsid ,T () means that server sid initiate an elec-
tion request. It sets a time parameter T , so the process will wait for the reply message
from the server lsid until the time exceeds T . Within the time limit, if the server receives
votes from more than half of the servers, it will be elected as the prospective leader. The
model is depicted as follows:
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In the above formula, countVote(sid) is used to calculate the number of votes received
by server sid . emptyVote() is a function to clear voting results.

Thirdly, the process SendLeadersid ,lsid () is the last communication in the discovery
phase. The prospective leader broadcasts that it intends to be a leader. The model is
shown as below:

SendLeadersid ,lsid ()=df ComSSj!msgreq.sid .lsid .LeaderMsg → Skip

After the discovery phase, the leader is selected among the servers, while the remain-
ing servers become followers. The Lookersid () process is designed to handle the status
and process transitions of the servers.

Furthermore, we define the process Faildsid () to depict a server that can potentially
fail at any time. The model is shown as below:

Faildsid ()=df

(
Err → Faildsid ()

�revive.sid{Status[sid ] = looking} → Lookersid ()

)

3.4 Synchronization Phase

The synchronization phase primarily involves the followers’ synchronizing data with
the leader. This phase is composed of two parts: data update and data rollback. The array
CommitPro[sid ] records themaximum zxid (proposal id) committed by server sid .When
CommitPro[sid ] > CommitPro[lsid ], it indicates that the follower data is stale, so the
follower needs to update the leader with the latest data. Otherwise, the follower needs
to roll back data. We formalize the model as below:
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Here, rollback(lsid , zxid) is used to roll back data for follower. Epoch[lsid ] records
which epoch the follower is in.Proposal[lsid ][zxid ]means that the follower successfully
stores the proposal zxid .

3.5 Broadcast Phase

After the discovery phase and the synchronization phase, the Zab protocol comes to the
last broadcast phase. In this phase, the system is ready to handle external client requests.
It contains three core processes Clientcid (), Leadersid () and Followersid ().

Client Modeling. The client participates in communicating with the followers and
the leader to read or write data. We use general choice to split different scenarios of
communication and formalize the model of the client as below:

Leader Modeling. Leader, responsible for handling data requests from clients and
sending proposal to followers, is the important part of ZooKeeper system. Leadersid ′()
process comprises three main scenarios: handling read data request, broadcasting the
proposal, broadcasting a request to commit proposal.
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Based on the information provided, we understand that the leader needs to broadcast
messages to all followers. Therefore, the leader needs to establish a communication
process with each follower. Thus, the model is shown as follows:

Leadersid ()=df || |fsid∈SLeader′sid ,fsid ()

Follower Modeling. A follower maintains a replicated copy of the leader’s data and
stays in sync with the leader by receiving and applying the leader’s proposals. Further,
the follower should enter into process Lookersid (), when there is no leader in servers.
The detailed definition of followers is as below:

4 Verification

In this section, we conduct verification through the model checker tool PAT to verify the
properties of the constructed formal model, including Deadlock Freedom, Divergence
Freedom, Data Reachability, Consistency, Sequentiality, Atomicity, and then analyze the
results.

4.1 Properties

Property 1: Deadlock Freedom. Deadlock means the system is blocked and no further
operation can be done. PAT provides us with a primitive:

#assertSystem()deadlockfree;
Property 2: Divergence Freedom. Divergence refers to the state in which the system
enters an infinite loop. PAT also provides a primitive assertion:

#assertSystem()divergencefree;
Property 3: Data Reachability. The Zab protocol should ensure that clients can
successfully obtain the requested information. Then we have:

#define DataReachability(data_reachability == true);
#assert system (reaches) DataReachability
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Property 4: Consistency. According to the CAP (Consistency, Availability, Partition
tolerance) theorem [6], consistency refers to ensuring that all nodes in a distributed
system will see the same data at the same time. We define the array Proposal[sid ][zxid ]
to represent proposals stored locally by each server. Thus, Proposal[sid ][zxid ] of each
server needs to be consistent, then we have:

Property 5: Sequentiality. The Zab protocol should ensure that all write operations are
broadcast and executed in the order as they are received within the system. It means that
under no circumstances where Proposal[sid ][1] is received before Proposal[sid ][0].
The assertions are as follows:

Property 6: Atomicity. Atomicity means each write operation is either fully broadcast
and executed across all nodes or not executed at all. Thus, we adopt Pro[zxid ] to record
whether proposal with number zxid is sent. To guarantee the atomicity of message
broadcasts, Proposal[sid ][zxid ] should have the same value as Pro[zxid ]. The asserts
are defined as follows:

4.2 Verification and Results

Based on the above definitions and assertions, we implement the formal model in PAT.
Our experiments are conducted on a computer with Win10 OS, 12th Gen Intel(R) Core
(TM) i7-12700H 2.30 GHz CPU and 16 GB RAM. At the end, we get the results of
verification shown in Fig. 5. It shows the verification statistics provided byPAT, including
visited states, total transitions, time used and estimatedmemory used. Further, we can see
that the six properties are all valid, which means the Zab protocol can enable reliable and
consistent communication in the distributed systems, making it suitable for applications
that require strong consistency and fault tolerance.
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Fig. 5. Verification Results

5 Conclusion and Future Work

In this paper, we have applied the process algebra CSP to describe and model the Zab
protocol. Further, we abstracted six fundamental properties from Zab the protocol and
utilized the verification tool PAT to verify the constructedmodel. Ultimately, the verifica-
tion results demonstrate the ability of the Zab protocol to perform reliable and consistent
communication in the distributed systems.

In the future, we will continue to refine our work on the formalization and validation
of ZooKeeper by adding more detailed workflows and exploring the security aspects of
the system.
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Abstract. Large-scale simulations often require frequent checks on global con-
ditions that are not directly needed for the computation itself. While such health
checks are not an integral part of the numerical algorithm, they serve an important
role in controlling and coordinating the simulation. In distributed parallel com-
putations their required communication may negatively impact the actual parallel
computation and result in unnecessary synchronization points. We show that by
using a non-blocking reduction these synchronization requirements can be loos-
ened and the impact on the actual computation minimized. Further, it enables us to
shift the communication into the background and progress it during theMPI calls
that are done during the computation anyway. We demonstrate that a sufficient
amount of MPI calls in between is required to allow for progress to happen. The
presented approach delays the decision to be made in response to those health
checks. But as it is not vital for the correct computation itself such a delay is
usually tolerable and could offer a more robust scaling to large process counts.

Keywords: MPI · Non-Blocking Collectives · Dynamic Simulations

1 Introduction and Methods

In transient simulations that may last several days of computation, there often arises
the need to check for some conditions globally. For example, to determine the end of
the computation based on different criteria like negative density on some process or the
detection of a steady-state. Checking for such global conditions requires communication
in distributed parallel computations and hence, may impact the scalability of the solver,
though that communication is not strictly necessary for the calculations in the simulation
itself. This kind of checks are traditionally achieved by blocking collective reductions
across all processes, leading to strict synchronization points. Frequent synchronizations
result in a larger dependency on run time variations across processes. Therefore, we
describe the utilization of a non-blocking reduction operation (MPI_Iallreduce),
that was introduced [1] in MPI 3 [2], for health checks in our open-source simulation
framework APES [3]. MPIs non-blocking collectives have been successfully utilized
to improve the scalability of computations [4–9] by overlapping communication and
computation and thus, hiding the cost of the collective.
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For codes, that were successful in avoiding collectives for the numerical scheme,
the need for health checks brings collectives back in. To overlap these health check col-
lectives with (the fully non-collective/fully point-to-point) computation introduces the
need for an improved concept. As the health checks are often necessary, but not urgent,
they are not required instantaneously (what would be the advantage of blocking commu-
nication). Thus, non-blocking communication is the method of choice. To demonstrate
the approach, we employ our Lattice Boltzmann solver Musubi [10]. It uses very few
operations per element but requires the communication of relatively large data from its
neighbors, resulting in a large communication-to-computation ratio. Further, it makes
use of the TreElM [11] library where this health check mechanism is implemented.

For this mechanism, we introduce the option to delay the evaluation of health checks
by using the non-blocking Allreduce ofMPI. Up to now, the communication of the sta-
tus information was achieved with the blocking MPI_Allreduce operation. Setting
several status flags as logicals on each process, allows us to use a logical or as reduc-
tion operation in the Allreduce operation and provides the information if any process
has encountered a specific status. This blocking communication, however, introduces a
synchronization point as shown in Fig. 1a.

(a) Trace of blocking routine. (b) Trace of non-blocking routine.

Fig. 1. Comparison of traces for blocking and non-blocking (delayed) health check routine.
Computations are green and blue, communication brown, the Allreduce red.

With the non-blocking MPI_Iallreduce introduced in MPI 3 it is now possible
to overcome that synchronization by performing the communication in the background
(see Fig. 1b) and delay the evaluation of the reduction operation to some later point in
time. Such a delayed evaluation allows for a larger variation in computing times across
processes without causing idle times for the synchronization. Delaying the check can be
achieved within a single subroutine that combines both, the initiation of the collective
reduction operation and the waiting on the resulting global status. This is represented in
Listing 1.1.
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Listing 1.1: Non-blocking (delayed) health check routine in Fortran. 

type status_type 
  integer :: check_request = MPI_REQUEST_NULL 
  logical :: bits(stat_nFlags) = .false.
  logical :: oldbits(stat_nFlags) = .false.
end type 

subroutine status_communicate_delayed(me, comm)
  type(status_type), intent(inout) :: me 
  integer, intent (in) :: comm 
  integer :: iError, sync_status(MPI_STATUS_SIZE) 
  logical :: local_bits(stat_nFlags) 

  local_bits = me%bits 

  if (me%check_request /= MPI_REQUEST_NULL) then
    ! Wait on previous Iallreduce to update status. 
    call MPI_Wait(me%check_request, sync_status, & 
      &           iError                         ) 
    me%bits = me%oldbits 
  end if 

  me%oldbits = local_bits 

  ! Initiate reduction for current iteration. 
  call MPI_Iallreduce(MPI_IN_PLACE, me%oldbits,  & 
  &     stat_nFlags, MPI_LOGICAL, MPI_LOR, comm, & 
  &     me%check_request, iError                 ) 

end subroutine status_communicate_delayed 

Fig. 2. Timeline for the non-blocking (delayed) health check routine.

The implementation in TreElM can be found in the public code repository [11]. This
routine acts as a drop-in replacement for the check with a blocking MPI_Allreduce.
The application modifies and reads the status information provided by the logicals in
me%bits. Communication of the local status (set by the calling program between calls)
uses a copy of bits, stored in me%oldbits. The MPI_LOR reduction operation
determines if a flag has been set by any process and the result is made known to all
processes in place. The request handle for this non-blocking collective operation is
stored in me%check_request. Upon the next call of the routine, the synchronized
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global status is copied back into the me%bits field after waiting on the communication
to complete. The timeline for the usage of this non-blocking (delayed) health check
routine is shown in Fig. 2. Between the calls to the status communication one or more
time iterations of the simulation are performed in our applications, involving their own
MPI communications that allow the reduction operation to progress.

2 Results

Fig. 3. Compute time per iteration of Musubi on Hawk using 1 to 2,048 nodes. Strong scaling
measurement for 134,217,728 elementswith non-blocking (orange) and blocking (blue) reduction.
A dashed black line indicates ideal scaling.

To investigate the effect of this approach for health checks in the TreElM library,
we runMusubi on the Hawk supercomputing system installed at the High-Performance
Computing Center Stuttgart (HLRS). This supercomputer is based on the HPE Apollo
system and utilizes an InfiniBand HDR200 network. Each node has two AMD EPYC
7742 processors with 64 cores each, operating at 2.25 GHz [12].

In our runs we use up to 2,048 compute nodes resulting in 262,144 cores. The GCC
compiler 9 together with the HPE MPI library is used to compile the solver. In all runs
oneMPI process per physical core is used for the computation. A simple, homogeneous
setup with balanced partitions is applied in the investigation. Each run is performed for
around 6 min of run time. Figure 3 shows the compute time per iteration including the
health check exchange inMusubi on Hawk.

A near ideal scaling is achieved for up to 10,000 processes. In this region, the choice
of health check routine has no effect. Once the problem per process gets sufficiently
small (8,192 elements per process), some caching effects can be observed and a super-
linear speed-up is achieved. When the actual computing operations per process become
small (1,024 elements per process), a benefit of roughly 40% by the non-blocking health
check can be observed. This is also illustrated in more detail in the efficiency plots of a
weak scaling at the peak in the speed-up in Fig. 4a and for the largest deviation in Fig. 4b.



Using MPIs Non-Blocking Allreduce for Health Checks 29

For 4,096 elements per process, the benefit is in the range of single-digit percentage,
while it is much higher for even smaller partitions. For 1,024 elements per process, it
enables even more speed-up towards the extreme end.

Fig. 4. Efficiency of Musubi on Hawk using the smallest possible number of nodes up to 2,048.
Weak scaling measurement for non-blocking (orange) and blocking health check (blue) for the
peak performance of the strong scaling (left) as well as for the largest deviation (right) in Fig. 3.

The effect of the interval length between health checks is shown in Fig. 5. With
a slightly larger interval between checks the benefit increases, especially for smaller
partitions where an improvement of the overall computational efficiency of up to 10%
can be observed. A larger check interval yields more intermediate MPI calls and thus,
more time for the collective to complete. This requirement of a sufficient amount ofMPI
calls in between to allow for progress to happen, is also observed in a small dedicated
kernel that emulates the setup. Further increases of the interval length do not improve
the run times.

Fig. 5. Efficiency ofMusubi on Hawk using 1 to 256 nodes for different check intervals: 1 (left)
and 5 (right). Strong scaling measurement for 16,777,216 elements with non-blocking (orange)
and blocking health check (blue).
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A first glimpse at a second test case with about 500 million elements and load
imbalances – boundary conditions, grid refinement etc. – reveals that there is a huge
benefit for this kind of application. Besides, the time spend for each non-blocking health
check approaches zero.

3 Conclusion and Future Work

We investigated a possible application for non-blocking collective operations: health
checks in distributed parallel simulations. Delaying the check loosens the synchroniza-
tion requirements and hides the cost of the Allreduce, though for the considered applica-
tion the impact of this simple change remains small. We observe that a sufficient amount
of intermediateMPI calls is needed to progress. The impact in more complex simulation
setups requires further investigations and consideration of other solvers.
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Abstract. Parallel programming is essential to utilize multi-core processors but
remains challenging because it requires extensive knowledge of both software
and hardware. Various automatic parallelization tools based on static analy-
sis have been developed to ease the development of parallel programs. How-
ever, hand-parallelized codes still outperform auto-parallelized codes.Meanwhile,
transformer-based large language models have made ground-breaking progress in
coder understanding andgeneration tasks. In this paper,wefine-tune a transformer-
based code understanding model, CodeT5, to create a model for automatically
identifying parallelizable for-loops. The trained model helps developers to iden-
tify independent for-loops that can be potentially parallelized using tools such as
OpenMP to improve the program performance. Our model is trained over 90,908
for-loops collected from 9 million C/C++ source files of public GitHub reposito-
ries, and achieves a 0.895 F1 score in identifying parallelizable for-loops in public
GitHub projects and a 0.713 F1 score in the NAS Parallel Benchmark suite.

Keywords: Parallel computing · OpenMP · Automatic parallelization · Deep
learning · Large Language Model

1 Introduction

A wide variety of programming languages, libraries [16], and frameworks [17] have
been proposed to support the development of parallel applications. OpenMP [6] is one
of the prominent language extensions for C/C++ and Fortran for developing parallel
applications. OpenMP provides a set of simple compiler directives that allow developers
to explicitly annotate sections of code to be parallelized on a shared-memory computer.

To overcome these challenges, automatic parallelization tools [2, 7, 10, 13] have been
developed. These tools analyze the source codes and automatically generate parallelized
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versions of the source codes. However, while these tools are steadily improving, it is
often reported that they produce lower-performance executables than human-written
parallelized codes [2].

This is because current automatic parallelization tools rely on static analysis that
identifies if certain code sections (e.g., loop iterations) can be safely executed in parallel.
Since static analyzers only have access to information available at compile time, auto-
matic parallelization has fundamental limitations compared to hand parallelization. First,
automatic parallelization is unable to parallelize a loop if it requires information given
at runtime or application-specific knowledge. Second, even if a loop can be executed in
parallel, parallelizing it might not be profitable due to the overhead of parallelization.
Furthermore, the runtime for static analysis grows rapidly as the size and complexity of
the code increase.

On the other hand, recent advances in deep learning-based natural language pro-
cessing techniques (NLP) [18] have made it possible to extract knowledge from source
codes by trailing NLP models using the massive amounts of source codes available
on public code hosting systems such as GitHub. Many studies [9, 19] have success-
fully demonstrated the applicability and usefulness of NLP techniques for various tasks
involving computer languages. Therefore, it might be feasible to learn various paral-
lelization patterns from publicly available source codes and develop tools to support
parallel programming using deep learning-based NLP techniques.

In this research,we propose amodel that classifieswhether a for-loop is parallelizable
or not by a fine-tuned CodeT5 model. CodeT5 is a deep learning-based NLP model that
is pre-trained on various programming languages including C, Java, and Python. This
classification model helps developers to easily transform serial programs into parallel
programs.

2 Related Work

2.1 Automatic Parallelization

Recent compilers are capable of automatic parallelization using static analysis. GNU C
Compiler (GCC) and Intel C Compiler (ICC) can generate parallel versions of the code.
In the case of ICC, dataflow analysis is used [1]. Although codes parallelized by these
compilers can achieve speedups, parallelization of complex loops still requires manual
intervention and guidance.

Some source-to-source compilers also feature automatic parallelization based on
various static analysis techniques. Cetus [3, 7], Rose [10, 14],DawnCC [13] andClava [2,
5] mainly use dependence and range analysis. Dependence analysis determines whether
a for-loop is parallelizable or not using privatization, reduction, or alias analysis. Also,
Range analysis determines parallelizable for-loops by calculating the lower and upper
bounds of integer variables interacting at each point in the application.

These source-to-source compilers differ in the following aspects. Cetus only sup-
ports C language and uses privatization, reduction, and alias analyses for dependence
analysis. Rose’s dependence analysis determines parallelizable loops by solving a set of
linear integer equations of loop induction variables to access arrays in the loops using
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Gaussian elimination algorithm. DawnCC can transform C/C++ source code into par-
allelized code that uses OpenMP, OpenCL or CUDA. It mainly uses symbolic range
analysis supported by classic dependence analysis to determine parallelizable loops.
Clava uses induction variables, privatization, and scalar and array reductions for depen-
dence analysis. Scalar and array reductions are applied onlywhen the first two techniques
fail to determine parallelizable loops. Nevertheless, the source codes generated by these
source-to-source compilers still cannot surpass hand-written source codes in terms of
execution performance [2].

2.2 Natural Language Processing Deep Learning Model

The advancement of deep learning has opened new possibilities in various fields that use
human-generated data on the Internet. Text is the most abundant data source, but it is not
instantly available. First, the context of a sentence must be labeled. Moreover, to achieve
higher performance from the language models, a large amount of labeled sentences is
needed.

A breakthrough in the NLP field occurredwhen the Transformermodel [18] was pro-
posed and achieved a new record in machine translation tasks. Prior to the Transformer
model, Recurrent Neural Networks (RNN)were commonly used for deep learning-based
NLP, but the Transformer model introduced the self-attention mechanism. Various stud-
ies attempted to improve theTransformermodelwith different approaches.One approach
that showed significant improvement was Bidirectional Encoder Representations from
Transformer (BERT) [8]. BERT enhanced the Transformer model by using Masked
Language Model (MLM) and Next Sentence Prediction (NSP). The main advantage of
BERT is that it allows users to fine-tune the output layer of the pre-trained model for a
specific downstream task.

Another approach, Text-To-Text Transfer Transformer (T5) [15], is based on the
original Transformer model, which has an encoder-decoder architecture. Unlike BERT,
which is an encoder-only architecture, T5 converts NLP tasks into a text-text format,
where both the input and output are text. T5 also modifies some layers of the orig-
inal Transformer model to suit their approaches. The T5 model can handle various
downstream tasks, such as language translation, summarization, and question answering.

The field of software analysis has been inspired by deep learning-based NLP.
Code-understanding BERT (CuBERT) [9] is a BERT architecture model pre-trained

with Python source codes. Since computer languages have different structures from
natural languages, this study creates a Python tokenizer to adapt Python tokens to train
with the BERT model. They demonstrate that CuBERT outperforms previous studies in
five downstream tasks. Another study that has a similar approach, CodeT5 [19] is based
on the T5 architecture as the name suggests. The difference is the target downstream
tasks. CodeT5 tries to tackle Natural Language (NL) to Programming Language (PL)
tasks, such as generating source code from code comments, PL to NL tasks, such as
generating code comments from source code, and PL to PL tasks, such as language
translation.
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3 Methodology

3.1 Overview

This section describes the processes to develop the parallelizable for-loop classification
model. We first gather C/C++ source files that include OpenMP directives from public
GitHub repositories. We then extract for-loops from the collected source files and label
them according to the presence or absence of OpenMP directives. Finally, using the
set of labeled for-loops, we fine-tune a pre-trained CodeT5 model to classify whether a
given for-loop can be parallelized or not.

3.2 Data Collection

To the best of our knowledge, there are no open datasets for building models that can
predict parallel for-loops (i.e., a collection of labeled for-loops). We thus collect a large
number of source files containing OpenMP directives. We first retrieve source files of
GitHub repositories using Google BigQuery. BigQuery is a data warehouse service that
allows storingmassive amounts of data andmaking queries over them using an SQL-like
language. Google publishes a number of public datasets1 on BigQuery, which include
source files of public GitHub repositories. From the public dataset, we extract C and
C++ source files distributed under open-source licenses (e.g., MIT, GPL, and Apache
license). As a result, we collected 5,047,074 C files and 4,194,787 C++ files.

Next, we find source files that contain OpenMP directives. We first remove all com-
ments from the source codes to reduce the parsing time. We then filter out files that
contain the string #pragma omp, resulting in 7,810 files. We only focus on these files
because they indicate that their authors are familiar with OpenMP and use OpenMP to
parallelize their code. If we include files that do not use OpenMP, there may be many
for-loops that could or should be parallelized, but are not annotated with OpenMP direc-
tives. These cases would generate false positives in the model evaluation and affect its
accuracy.

3.3 Data Labeling

Weextract for-loops from the collected files and categorize them into two classes: parallel
and serial for-loops. To locate the for-loops in the collectedfiles,webeginwith generating
the Abstract Syntax Tree (AST) of the source code using Clang2. We then traverse the
AST to find the nodes representing for-loops. We record the start line, end line, and the
content (i.e., source code) of each for-loop as an instance.

Finally, we assign each for-loopwith a label, either parallel or serial, based on its par-
ent node in the AST. If the parent node is an OpenMP directive (e.g., OMPForDirective,
OMPParallelForDirective and OMPDistribute-

ParallelForDirective), we label the for-loop as a parallel. Otherwise, we label it as
serial.

1 https://cloud.google.com/bigquery/public-data.
2 https://clang.llvm.org/.

https://cloud.google.com/bigquery/public-data
https://clang.llvm.org/
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Note that we exclude for-loops from the dataset if the loop or its content does not
follow the language syntax or has invalid OpenMP directives. This is to prevent our
model from learning invalid syntax.

3.4 Fine-Tuning the CodeT5 Model

To predict whether a for-loop is parallelizable, we fine-tune a pre-trained transfer model
using the dataset we built. We employ the CodeT5 [19] model provided by Salesforce,
which is pre-trained on multiple programming languages and shows a state-of-the-art
performance on code-related tasks. Out of the various sizes of the CodeT5model, we use
the smallest model, CodeT5-small3, to reduce the computational cost for fine-tuning.
This may compromise the performance compared to larger models, but it allows us to
show the minimum performance, which is consistent with other studies that use CodeT5
[12].

While the model has already been trained with 1,000,000 C source files, it is not
trained with C++ source files [19]. However, since C++ is a superset of C and has a
similar syntax, we decided not to further pre-train the CodeT5 model on C++ source
files.We employ the gradient accumulation technique for training themodel with a larger
batch size due to memory constraints and early stopping to avoid overfitting.

4 Evaluation Setup

4.1 Hardware and Software

To fine-tune the model, we used a server equipped with two Intel Xeon Gold 6230R
CPUs, 256 GB of memory, and two NVIDIA A100 40 GB PCIe cards. We used Clang
16 to parse the source codes and extract ASTs. To fine-tune the CodeT5 model, we used
Transformers4 4.26 along with PyTorch 1.13 and CUDA 11.6.

4.2 Fine-Tuning

The fine-tuning dataset we built contains 56,817 parallel for-loops and 95,188 serial for-
loops. However, training with such an imbalanced dataset can degrade the performance
of the model. We thus apply under-sampling to balance the number of parallel and
serial for-loops in the training dataset (i.e., 45,454 parallel for-loops and 45,454 serial
for-loops).

We split the dataset into training and testing data using an 80–20 ratio while keep-
ing the ratio, maintaining the balance of parallel and serial for-loops. We fine-tune the
CodeT5 model with different batch sizes (128, 256, 512, 1024) and a learning rate of
2 × 10−4. After fine-tuning, we found the best number of epochs for each batch size
was: 27 epochs for 128 batch size, 28 for 256, 34 for 512, and 27 for 1024.

3 https://huggingface.co/Salesforce/codet5-small.
4 https://github.com/huggingface/transformers.

https://huggingface.co/Salesforce/codet5-small
https://github.com/huggingface/transformers


Parallelizable Loop Detection using Pre-trained Transformer Models 37

4.3 Evaluation Benchmarks

We evaluate the performance of our models using the following two datasets:

GitHub Projects: This is the testing set of the dataset we built. Since some duplicate
for-loops appear in the dataset, we removed the duplicate for-loops to avoid biases in the
evaluation result. The final testing dataset consisted of 3,276 parallelizable for-loops and
9,074 serial for-loops. We used this dataset to evaluate the performance of our model
in predicting whether a given for-loop was parallelized with OpenMP directives by the
developers. The input to the model was the code of a for-loop without any labels or
OpenMP directives (i.e., no data-leak occurs).

NAS Parallel Benchmarks: We employ the well-known NAS Parallel Benchmarks
(NPB) [4, 11] because it has both serial and parallel versionswritten inC++ andOpenMP.
NPB consists of eight benchmarks, classified into kernels and pseudo-applications. The
kernels consist of five benchmarks: Embarrassingly Parallel (EP), Multi-Grid (MG),
Conjugate Gradient (CG), discrete 3D fast Fourier Transform (FT), and Integer Sort
(IS). The pseudo-applications consist of three benchmarks: Block Tri-diagonal solver
(BT), Scalar Penta-diagonal solver (SP), and Lower-Upper gauss-seidel solver (LU).

4.4 Baseline Models

We compare our model with Clava [2], a source-to-source compiler that has a library
named Autopar for automatic parallelization using static analysis. Clava achieves state-
of-the-art performance in this task. To replicate the results ofClava,we created a script for
selecting the for-loop from NPB Benchmarks. The script queries all the loops, identifies
parallelizable for-loops, generates an OpenMP directive for each parallelizable for-loop,
leaves the outermost loop that has been parallelized untouched, and comments out the
inner parallelized loop.

4.5 Performance Metrics

We evaluate the performance of binary classification, where each loop is classified as
either a parallelizable loop or a serial loop. We employ four metrics to measure the
performance of the predictions: accuracy, F1 score, precision, and recall.

Accuracy. Represents how accurately the model can classify parallel or serial for-loop,
which can be formulated as follows:

Accuracy = # of correct predictions

# of predictions
(1)

F1 Score. Is the harmonic mean of precision and recall. Precision measures how accu-
rately the parallel for-loops are predicted, while recall measures how completely the
parallel for-loops are detected. As precision and recall are well-known to have a trade-
off relationship, the F1 score is frequently used to balance them. Precision, recall, and
F1-score are defined as follows:

F1 = 2 · precision · recall
precision+ recall

(2)



38 S. Pornmaneerattanatri et al.

Precision = # of correct predicted parallel for − loops

# of predicted parallel for − loops
(3)

Recall = # of correct predictied parallel for − loops

# of parallel for − loops
(4)

Note that Clava analyzes the source code and suggests the appropriate OpenMP
directives for parallelization (e.g., “#pragma omp parallel for”, “#pragma omp for” and
“#pragma omp for private(i)”). However, our evaluation only verifies whether the loop
is parallelizable or not. Therefore, we consider the output to be correct even if Clava
produces incorrect OpenMP directives, as long as the loop can be parallelized.

5 Evaluation Result

5.1 GitHub Projects

Table 1 shows the performance of the GitHub project evaluation, using our proposed
models trained with different batch sizes. Note that the baseline requires compilable
source code but most of the files in this experiment could not be compiled.We, therefore,
do not show the performance of the baseline models.

All the models show high performance around 0.9 in terms of all the performance
measures. In particular, the model trained with a batch size of 512 achieved the highest
accuracy (0.944), F1 score (0.895), and recall (0.902). While the difference between the
highest and the lowest scores is smaller than 2%, the models with larger batch sizes (i.e.,
512 and 1024) show slightly better performance in terms of accuracy and F1 score.

Table 1. GitHub Project Evaluation Results.

Model Accuracy F1 Precision Recall

128 0.941 0.889 0.893 0.885

256 0.942 0.891 0.893 0.889

512 0.944 0.895 0.889 0.902

1024 0.942 0.892 0.888 0.895

5.2 NAS Parallel Benchmarks

Table 2 shows the performance of the NPB benchmark evaluation using our proposed
models and the baseline method (i.e., AutoPar-Clava). Similar to the GitHub project
evaluation, the proposed models show high accuracy scores (around 0.9) for all batch
sizes. On the other hand, in terms of F1, precision, and recall, there are larger differ-
ences between the highest and lowest scores than that in the GitHub project evaluation.
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Table 2. NPB Benchmark Evaluation Results.

Model Accuracy F1 Precision Recall

128 0.912 0.646 0.707 0.594

256 0.894 0.679 0.575 0.830

512 0.816 0.663 0.722 0.613

1024 0.911 0.713 0.630 0.820

Clava 0.905 0.669 0.628 0.716

Specifically, the difference between the highest and lowest F1 scores is approximately
10%.

In addition, whereas the highest F1 score is shown by the 1024 batch size model,
the highest precision and recall scores are shown by the 512 and 256 batch size models,
respectively. However, the 512 and 256 batch size models show relatively lower recall
and precision scores, respectively, which result in their low F1 values. Similar to the
GitHub project evaluation, using the models built with 512 or 1024 batch sizes tend to
show stable results.

Compared with the baseline model, AutoPar-Clava, most of the proposed models
show higher performance on all measures. Notably, even the lowest performance of the
proposedmethod shows a similar score to that achieved by the baseline model (i.e., 1.2%
and 3.4% difference in terms of accuracy and F1, respectively).

6 Discussion

6.1 Why Can Our Model Predict Correctly?

In the NPB benchmarks evaluation, we compared our models with a state-of-the-art
static analysis tool, AutoPar-Clava. We observed 27 for-loops that the proposed method
correctly predicted as parallelizable, but Clava did not. We attribute this difference to
two possible reasons.

The first reason is because of the limitations of static analyzers. As discussed in
the introduction, static analyzers may fail to recognize parallelizable loops if runtime
information or application-specific knowledge is required. Figure 1 shows an example
of this case. The data dependency analysis of Clava concludes that the loop cannot be
parallelized because key_buff_ptr_global uses key_buff2 as an index and is assigned to
k variable. However, this loop is actually parallelizable by privatizing k and i, the index
of key_buff2, as shown in the OpenMP directive in Fig. 1.

The second reason involves the computational complexity of static analysis. Figure 2
shows an example where Clava encounters an out-of-memory exception. The snippet
has three nested loops and the loop body is approximately 300 lines of code. Clava
tried to analyze all the dependencies in the loops to determine whether the loops can be
parallelized, but it consumes too much memory and ends up throwing an out-of-memory
exception. On the other hand, the memory consumption of our model is constant with
respect to input size and complexity.
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Fig. 1. An example of parallelizable code that the proposedmethod correctly predicted, but Clava
did not due to dependency analysis failure (line 511 in full_verify function from IS benchmark
OpenMP version).

Fig. 2. An example of parallelizable code that the proposedmethod correctly predicted, but Clava
did not due to out-of-memory (line 2323 in x_solve function from BT benchmark).

6.2 Why Does Our Model Mispredict?

We observed 16 for-loops that Clava can correctly predict parallelizable code, but the
proposed method cannot. Figure 3 shows the case where Clava predicted correctly, but
our model with a batch size of 256 did not. This may be attributed to the complexity
of the code, which involves three nested loops and computations with multiple four-
dimensional arrays. If themodel is not trained on enough data that contains such complex
code, the proposed model would predict it as non-parallelizable code, which resulted in
false negatives.

The cause of this issue is similar to the one encountered by the static analysis tool in
the previous section, namely that the input code is too complex for the model to handle.
A possible solution for the static analysis tool is to manually implement new rules that
can handle such complex cases. However, for the proposed method, this problem can
be relatively easily prevented by increasing the amount of data used for fine-tuning.
Therefore, our deep-learning method has an advantage over static analysis tools in terms
of performance and less effort for practitioners.

Fig. 3. An example of parallelizable code that Clava correctly predicted, but the proposedmethod
did not due to complexity (line 1053 in compute_rhs function from BT benchmark).
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7 Conclusion and Future Work

This study proposed a deep learning-based NLP model for automatic parallelization
of source code. We fine-tuned CodeT5, a state-of-the-art transformer model, with the
source code from GitHub repositories that contain OpenMP directives, so that it can
identify loops that can be parallelized.

Throughout our evaluation using source files from GitHub projects and the NAS
Parallel Benchmarks, we observed that our proposed models outperform the baseline
method, AutoPar-Clava. Specifically, the proposed method achieved an F1 score of
0.895 in the GitHub projects evaluation and an F1 score of 0.713 in the NAS Parallel
Benchmarks evaluation.

As future work, we plan to train deep-learning models to suggest OpenMP directives
after identifying the parallelizable loops using the method proposed in this study. Also,
we plan to evaluate the performance improvement by our automatic parallelization tool.

Acknowledgments. This work was partially supported by JSPS KAKENHI Grant Numbers
JP21H03416 and JP23K16890.
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Abstract. In recent years, 2D human pose estimation (HPE) has become increas-
ingly important in complex computer vision tasks, including understanding human
behavior and interaction. Despite challenges like occlusion, unfavorable lighting,
and motion blur, deep learning techniques have revolutionized 2D HPE by allow-
ing automatic feature learning from data and improving generalization. We pro-
posed a new model called Spatially-aware Attention-based Hierarchical Features
Enabled Lightweight PoseResNet (SAHF-LightPoseResNet) for 2D HPE. This
model extends the simple baseline network by using Spatially-aware Attention-
based Hierarchical Features to enhance accuracy while minimizing parameters.
The proposed model efficiently captures finer details by incorporating ResNet18,
Global Context Blocks, and a novel SAHF module. Our SAHF-LightPoseResNet
approach demonstrates superior performance compared to existing state-of-the-art
methods, achieving PCKh@0.5 a of 90.8 and a Mean@0.1 metric of 41.1, high-
lighting its enhanced accuracy and efficiency. This model has important practical
applications in robotics, gaming, and human-computer interaction, where accurate
and efficient 2D HPE is essential.

Keywords: 2D human pose estimation · SAHF-LightPoseResNet · Global
Context Blocks

1 Introduction

The utilization and advancement of Computer Vision (CV) technology in diverse real-
world environments, including but not limited to smartphones, digital cameras, and
Closed-Circuit Television (CCTV), have led to a persistent flow of extensive data in
the form of images and videos. Information regarding human activities found within
these data is incredibly significant. Human Pose Estimation (HPE) involves identifying
and categorizing the various joints in the human body. Essentially, HPE captures each
joint’s coordinates, including arms, head, and torso, which are commonly referred to
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as key points that define a person’s posture. Over the past few decades, the automatic
understanding of HPE has been a major focus of research in CV. 2D HPE offers a
fundamental base for several complex CV assignments, including predicting 3D HPE,
identifying human actions and motion prediction, parsing human body components, and
retargeting human movements. 2D HPE offers extensive support for a wide range of
applications, human behaviour understanding, identification of crowd disturbances and
riots, detection of violent incidents, recognition of unusual behavior, enhancement of
human-computer interaction, and enabling autonomous car driving [4].

The 2D HPE is considered challenging because it is impacted by several significant
factors, such as the occlusion of keypoints, unfavorable lighting and background condi-
tions,motion blur, and the complexity of implementing themodel in real-world scenarios
due to its extensive parameters [20]. Researchers employed conventional techniques like
probabilistic graphical models in the early stages to tackle these challenges. However,
these methods heavily relied on manually crafted features, restricting the model’s gener-
alization ability and limited performance. The progress of 2DHPE has been significantly
boosted by introducing deep learning methods, which overcome the generalization limi-
tation of hand-crafted features by enabling automatic feature learning from the data. The
remarkable performance of Convolutional Neural Networks (CNNs) in 2D HPE paved
the way for developing many deep learning techniques that rely on their success [3].

The main objective of this paper is to achieve high prediction accuracy while mini-
mizing the number of parameters utilized rather than solely focusing on improving the
prediction accuracy of existing approaches. The simple baseline network [17] accom-
plished the best outcomes compared to other top-down approaches. Its effectiveness and
simplicity make it an appropriate starting point for creating more sophisticated methods
for 2D HPE. In order to accomplish this, we have proposed a unique approach named
SAHF-LightPoseResNet, which builds upon the basic framework network by incorpo-
rating Spatially-aware Attention-based Hierarchical Features. To reduce the complexity
of the model, we have opted to use ResNet18 instead of the more intricate models
like ResNet50, 101, or 152, which contain a more significant number of parameters.
In our implementation of ResNet18, we have discarded the average pooling segment
and the last fully connected segment and exclusively incorporated convolutional layers.
Additionally, we have added two deconvolution layers to improve themodel’s visual pro-
cessing capabilities and overcome quantization distortion resulting from a large output
stride size. We have incorporated Global Context Blocks (GCBs) [2] into the proposed
model to equip down-sampler and up-samplermodules with powerful global context fea-
tures. Our newly developed module, SAHF, merges the feature representations extracted
from multiple down-sampler layers, and then enhances these representations by utiliz-
ing spatial attention. Finally, SAHF allocates the enriched feature representations to
their respective layers in the up-sampler, avoiding conventional skip connections [12,
13]. This approach produced hierarchical representations with spatial awareness and can
more effectively capture finer details.

The threefold contribution of the SAHF-LightPoseResNetmodel can be summarized
as follows:



SAHF-LightPoseResNet: Spatially-Aware Attention-Based Hierarchical Features 45

Fig. 1. The proposed SAHF-LightPoseResNet framework.

• We developed a novel model called SAHF-LightPoseResNet, where ResNet18 was
used instead of more complex models to reduce the model’s complexity. Two decon-
volution layers are utilized to improve the model’s visual processing capabilities and
overcome quantization distortion resulting from a large output stride size. GCBs are
incorporated into the model’s down-sampler and up-sampler modules to augment it
with potent global context features.

• Our proposed SAHF module combines features extracted from different down-
sampler layers, which are then enhanced using a spatial attention mechanism and
distributed to the corresponding up-sampler layers. As a result, hierarchical repre-
sentations with spatial awareness are generated, which can capture finer details more
effectively.

• Experiments were carried out on the MPII dataset to verify the efficiency of the
proposed approach. Evaluation of the quantitative and qualitative outcomes indicated
that our model achieved better accuracy and lower computational cost than existing
2D human pose estimation techniques.

This article follows a structured approach with several sections. Section 2 presents
an overview of prior research conducted in the same field. Section 3 elaborates on the
comprehensive methodology of our Proposed SAHF-LightPoseNet. Section 4 covers
pertinent information regarding the experimental setup and implementation details. An
analysis of both qualitative and quantitative results is exhibited in Sect. 5. The final
section, Sect. 6, draws the conclusion and lays out plans for future exploration.
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2 Related Works

Deep learning approaches are utilized in designing network architectures for 2D HPE to
extract robust features that span from low to high levels. These approaches are typically
categorized into two frameworks: the top-down and bottom-up frameworks. The method
of the top-downparadigm involves a sequential processwhere the initial step is to identify
the human bounding boxes in an image, followed by executing the single HPE for every
identified box. This type of approach is not a suitable method for managing large crowds
as the computational time for the second step increases in association with the number
of individuals present [1, 6]. A. Toshev et al. [15] has made a pioneering contribution to
the field of HPE by introducing CNN for the first time.

They leveraged the CNN’s robust fitting capability to regress the coordinates of
human joints and implemented a cascading structure to refine the outcomes continu-
ously. Though, themodel tends to overfit because theweights of the fully connected layer
depend on the distribution of the training dataset. Convolutional Pose Machine (CPM)
[16] and stacked hourglass networks [12] solved this issue by predicting heatmaps of 2D
joint locations. Two main object detection techniques exist in 2D HPE: the RCNN [7]
series and the SSD series [10]. The RCNN series employs a complicated network struc-
ture that achieves high accuracy. Introduced the Mask-RCNN approach, which builds
upon the faster-RCNN architecture [7] by incorporating keypoint prediction. As a result,
this method achieves excellent results in HPE, demonstrating strong competitiveness in
this domain. Conversely, the SSD series offers an average compromise between precision
and Y. Chen et al. [5] presents the concept of a cascaded pyramid network (CPN) that
uses Global-Net to identify simple keypoints and Refine-Net to handle more challeng-
ing keypoints. To be more precise, Refine-Net includes multiple standard convolutional
layers that merge feature representations from all levels of GlobalNet.

The process of bottom-up methods start with detecting keypoints for every human
instance present in an image. Subsequently, the keypoints of the same individual are
joined to form skeletons of multiple instances. This grouping optimization problem is
crucial in determining the outcome of the bottom-up approach. Some representative
methods utilize this approach, and they are [3, 14]. Open-Pose, as described in [3], uti-
lized two branches - one of which employed a CNN to predict all keypoints based on
heatmaps, and the other used a CNN to acquire part affinity fields. The part affinity fields
represent 2D direction vectors, and they serve as a confidence metric to determine if the
keypoints are associated with the same person. Ultimately, both branches are merged
to generate the concluding prediction. The approach known as associative embedding
[11], derived fromHourglass [12], is end-to-end trainable. The source detected and accu-
mulated keypoints in one step without requiring two separate processes. Implementing
bottom-up approaches can be challenging due to the difficulty of combining informa-
tion from multiple scales and grouping features together. Even with the introduction of
effective grouping procedures, these methods still struggle to contest top-down strate-
gies for pose estimation. In recent times, the majority of cutting-edge outcomes have
been achieved through top-down methodologies. Our research traced the top-down app-
roach and developed a successful 2D HPE model. This addresses the issue of top-down
approaches bymodifying a baseline networkwith Spatially-aware Attention-basedHier-
archical Features. We utilized a simpler ResNet18 model and removed specific layers
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to reduce complexity. We then added deconvolution layers and Global Context Blocks
to improve visual processing and global context features. The proposed SAHF mod-
ule combines and enhances feature representations from various layers, enabling better
capture of finer details through hierarchical representations with spatial awareness.

3 Our Proposed SAHF-LightPoseNet

To formally define the task of estimating human pose, we can state it as follows: when
given an RGB image or video frame I as input, the goal is to estimate pose P of human(s)
present in the data. The pose P can be represented as a set of K’s keypoint positions,
where a two-dimensional coordinate represents each keypoint (xk , yk), and K can vary
depending on the dataset. Therefore, we aim to estimate the pose P = {Pi}ni=1 for all
n individuals in the input data. Our research builds upon the simple baseline network
for 2D HPE that was previously developed. Our proposed SAHF-LightPoseResNet is
shown in Fig. 2. Further information and comprehensive explanations regarding the
components of SAHF-LightPoseResNet are introduced in the following subsections.

Fig. 2. Proposed SAHF Module.

3.1 Enhancing Backbone Model with Modified ResNet and Deconvolution
Module

The structure of the autoencoder network is commonly utilized for dense labeling tasks.
To achieve this, we employed an autoencoder network structure that slowly decreases
the resolution of embeddings to capture extended-range details, which subsequently
increases featuremapswhile recovering spatial resolution.Hourglass and simple baseline
networks create smaller output feature maps than their input feature maps, which are
then resized using a simple transformation technique that can cause quantization errors.
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When data processing is biased, prediction errors can occur due to horizontal flipping
and how the model processes the output resolution [9].

We incorporated two deconvolutionmodules into our approach to tackling the above-
mentioned challenges. These modules were designed to generate a complete output fea-
ture map and were integrated within the architecture of the simple baseline network. We
opted to use ResNet 18 and 34, which have fewer parameters compared to more complex
ResNet models like 50, 101, or 152. We modified ResNet [8] by removing the average
pooling segment and fully connected part and replacing them with four ResNet blocks
after a convolutional and pooling layer. The first set of layers in the network, which
includes a convolutional layer and a pooling layer, reduces the size of the feature maps
by half. As the input passes through each block of the network, additional convolutional
layers are used to decrease the feature maps by two strides while simultaneously increas-
ing the number of filters by a factor of two. We added five deconvolutional modules with
batch normalization and Hardswish activation, each doubling the feature resolution map
until the output matches the input. The proposed architecture is illustrated in Fig. 1. The
4th and 5th deconvolutional layers have channel sizes of 128 and 64, respectively.

3.2 Amplifying Model Performance with Global Context Blocks

In computer vision, a global context block is a module designed to capture the overall
spatial information of an input feature map, aiming to improve object recognition in an
image. In convolutional layers, the association among pixels is only considered within a
local neighborhood, and baseline network.Weopted to useResNet 18 and 34,which have
fewer parameters compared tomore complexResNet capturing long-range dependencies
requires multiple convolution layers. To address this limitation, researchers proposed a
non-local operation [18],which employed a self-attentionmechanism from [19] tomodel
long-range dependencies. Using a global network creates an attention map tailored to
each query position, enabling the collection of contextual features that can then be
integrated into the features of the corresponding position. GCNet is presented as a highly
well-organized and operative method for global context modeling [2]. This method
employs a query-agnostic attention map to generate a contextual representation that can
be globally shared and then incorporates it into the features of each query location in
the network.

Our proposed method uses global context blocks [2] to enhance the spatial infor-
mation of input feature maps. Specifically, as illustrated by blue blocks in Fig. 1 global
context blocks are incorporated into each ResNet block as well as the first three blocks
of the deconvolution modules. We generate a spatially-aware attention heatmap using
a 1 × 1 convolution and SoftMax to produce attention weights, which are then used
in attention pooling to extract a global context feature. Channel-wise dependencies are
obtained using the bottleneck transform technique. Afterward, the resulting global con-
text features are combined with the features of each position in the network, as shown
in the following equation.

fg =
h∑

i=1

w∑

j=1

wijfij (1)
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where in Eq. 1, fg represent the global context feature, h and w are the height and width
of the input feature map, wij is the attention weights at position (i, j) and f (i, j) is the
feature vector at the position (i, j).

3.3 SAHF Module

The Spatially-aware Attention-based Hierarchical Features (SAHF) module overcomes
the limitations of earlier frameworks, such as the simple baseline framework, which
did not integrate skip connections [12, 13]. These connections have proven effective
in U-Net and hourglass networks for retaining spatial information at each feature map,
allowing for an efficient transfer of spatial information across the network, leading to
improved localization.

Our proposed SAHF module, depicted in Fig. 2, is an alternative to traditional skip
connections used in previous works [12, 13]. The SAHF module combines hierarchical
features from different layers, using spatial attention to enhance features. It receives
feature maps from the first three Global Context Blocks, ResNet blocks, and Spatially-
aware attention featuremaps. These featuremaps aremultiplied elementwise to generate
enhanced features, which are then allocated to the deconvolution modules, excluding the
last one. The Spatially-aware attention technique focuses on locations related to pose
estimation and helps generate helpful detail while suppressing background information.
The enhanced features from the SAHFmodule improve the capabilities of related decon-
volution models, leading to an overall improvement in network performance as shown
in table 1 and visualize the performance of SAHF in Fig. 3 (a) and (b).

3.4 Heatmap Joint Prediction

Our model predicts joint positions at the pixel level by converting them into heatmaps
within a bounding box, using a 2D Gaussian function to generate ground truth. The
resulting heatmap represents the probability of a joint being located at each pixel.

Hk(x,y) = exp(
−[(x − yk)

2 + (y − yk)
2]

2σ 2 (2)

In Eq. 2Hk represent heatmap for kth joint where k ∈ {1, 2, . . . ,K}, and (x, y) show
the position of the specified pixel in the heatmap. The kth joints coordinated are denoted
by (xk , yk). The value for spatial variance σ is set to 12 in this experiment.

4 Experimental Setup

4.1 Dataset

Our experimentation to evaluate the effectiveness of our proposed model was carried out
using the extensively recognized MPII (Max Planck Institute for Informatics) Dataset
[21]. This comprehensive dataset comprises more than 25,000 annotated images, captur-
ing over 40,000 individuals, each mapped with 16 distinct key-points. This substantial
data set has been strategically split into two subsets, one for training and the other for
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testing. A total of 28,000 images were employed to build and refine our model in the
training phase. Subsequently, a separate set of 11,000 images was exclusively leveraged
to test the model’s performance, providing an objective measure of model’s robustness
and accuracy.

4.2 Implementation Details

We utilized data augmentation techniques to improve the model’s ability to handle scale
variance and spatial rotation, including random horizontal flip, rotation within -40 to +
40 degrees, and scaling between 0.7 to 1.3 in our approach. Our designed model was
implemented using PyTorch. The training process included a learning rate of 1e-05, a
batch size of 16, a number of workers set to 6, and 150 epochs.

)

Fig. 3. (a) Illustration of PCKh@0.5 Results: Proposed Model and Simple Baseline Models (b)
Graphical Analysis of Mean and Mean@0.1: Proposed Models and Simple Baseline

In our research, we implemented three key components to ensure precise model
training and enhanced model performance: MSE loss function, AdamW optimizer, and
Hard Swish activation function.

The Mean Square Error (MSE) loss function, which has been effectively utilized in
previous works such as [6, 17], was chosen to evaluate the model’s error. The formula
for MSE is presented below.

L =
∑K

k=1 ‖Hk − H
∧

k‖
K

(3)

In Eq. 3,H
∧

k represent estimated heatmap for the kth joint, where asHK is the heatmap
for the kth joint k ∈ {1, 2, . . . ,K}.
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The model optimization process was further enhanced using a variant of the Adam
optimizer,AdamW.Distinct from theoriginalAdamoptimizer,AdamWseparatesweight
decay from the learning rate, enabling independent optimization and significant reduction
in overfitting.

Finally, our research employed the Hard Swish activation function. This superior
function offers significant advantages over the commonly used ReLU function, includ-
ing superior accuracy, efficiency, smoother gradient, and the ability to address the ‘dying
neurons’ issue often seenwith ReLU. UtilizingHard Swish, wewitnessed an overall per-
formance improvement in our neural networkmodel and achieved superior experimental
results, suggesting its potential benefits across various deep-learning applications.

4.3 Evaluation Metrics

Weused PCK (Percentage of Correct Keypoints) andMean@0.1, widely used evaluation
metrics in HPE tasks. PCKh, a variation of PCK, compares the predicted and actual
keypoints using the head bone link length as a reference. The prediction is considered
correct if the distance between the predicted and actual keypoints is less than 50% of
the head bone link length (PCKh@0.5). Mean@0.1, on the other hand, measures the
average distance between predicted and actual keypoints, normalized by the head bone
link length, and is scale-invariant.

5 Experimental Results and Discussion

Our model was trained on different input sizes, namely 256 × 256, 288 × 384, and 384
× 384. The only exception was the simple baseline model, which did not use the 288 ×
384 input size. In Fig. 4, you can observe the inference results of the LightPoseResNet-
18 model on the MPII dataset. To compare the performance of our proposed SAHF-
LightPoseResNet model with that of the basic baseline model, we present their out-
comes in Table 1. We also provide a visualization of each joint with PCKh@0.5 for
our proposed models and the simple baseline models that used the 256 × 256 input
size, as shown in Fig. 3(a). Finally, Fig. 3(b) displays both models’ overall Mean and
Mean@0.1 predictions using the 256 × 256 input size. Initially, we conducted train-
ing on SAHF-LightPoseResNet-18 using input sizes of 256 × 256. As a result, we are
able to obtain PCKh@0.5 values of 89.425 and 90.297, along with mean@0.5 values
of 34.483 and 39.670. These values were found to be higher than the PCKh@0.5 and
Mean@0.1 values of all the basic baseline models. We conducted an experiment on
the LightPoseResNet-18 model using input sizes 288x384 and 384 × 384. Our results
showed that the LightPoseResNet-18 model outperformed the simple baseline. Notably,
despite achieving better results, the LightPoseResNet-18 model used only 21 million
parameters during the training process, which is fewer than all the simple baseline
models.

Some experiments were conducted on LightPoseResNet-34 using the input sizes
mentioned earlier. The outcomes revealed that the model yielded better results in terms
of PCKh@0.5 andMean@0.1, despite having fewer parameters than the simple baseline
model. These findings are presented in Table 1 and visualized in Fig. 3(a) and Fig. 3(b).
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Fig. 4. Qualitative Results on MPII pose estimation result, containing viewpoint change, and
occlusion and self-occlusion.

Therefore, our study demonstrates the effectiveness of the LightPoseResNet-18 and 34
models in terms of both computation and performance.

Table 1. Performance comparisons of our SAHF-LightPoseResNet with simple baseline results
on MPII dataset

Model No.par input Head Shoulder Elbow Wrist Hip Knee Ankle Mean Mean@0.1

Pose_Resnet_50 34.0M 256x256 96.351 95.329 88.989 83.176 88.420 83.960 79.594 88.532 33.911

384x384 96.658 95.754 89.790 84.614 88.523 84.666 79.287 89.066 38.046

Pose_Resnet_101 53.0M 256x256 96.862 95.873 89.518 84.376 88.437 84.486 80.703 89.131 34.020

384x384 96.965 95.907 90.268 85.780 89.597 85.935 82.098 90.003 38.860

Pose_Resnet_152 68.6M 256x256 97.033 95.941 90.046 84.976 89.164 85.311 81.271 89.620 35.025

384x384 96.794 95.618 90.080 86.225 89.700 86.862 82.853 90.200 39.433

SAHF-LightPoseResNet
_18

21.0M 256x256 96.965 95.688 89.398 84.051 90.254 85.029 80.728 89.425 34.483

288x384 97.169 95.788 90.131 84.462 90.341 85.331 81.696 89.766 36.435

384x384 97.203 96.264 90.472 85.489 90.981 86.379 81.890 90.297 39.670

SAHF-LightPoseResNet
_34

30.0M 256x256 97.237 95.805 90.012 84.891 90.064 85.976 81.507 89.846 36.417

288x384 97.271 96.247 90.608 85.642 91.016 86.984 82.712 90.536 38.158

384x384 96.930 96.298 91.188 86.072 91.535 87.668 83.137 90.877 41.137

6 Conclusion and Future Work

In this research work, we proposed SAHF-LightPoseResNet for 2D HPE. The SAHF-
LightPoseResNet model is a novel approach utilizing ResNet18 to reduce complexity
while achieving effective visual processing capabilities. The model’s down-sampler and
upsampler modules are enhanced with GCBs to provide potent global context features.
The SAHF module combines and distributes features with spatial attention to produce
hierarchical representations with spatial awareness that capture finer details effectively.
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SAHF-LightPoseResNet performs better than basic baseline models on theMPII dataset
due to improved features, better activation function, and advanced model optimizer,
as simulation results indicate. In the future, our model can be utilized for 3D human
pose estimation with object recognition and hand pose estimation due to its general
applicability.
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Abstract. Workflow scheduling is a well-known NP-complete research problem
with wide applications and increasing importance. Traditionally, heuristic and
guided random search methods, e.g. genetic algorithm, are the two major cate-
gories of scheduling approaches developed to tackle this challenging problem.
With the rise of deep reinforcement learning (DRL), this paper tries to apply it to
solve theworkflow scheduling problem in twodifferentways. Thefirstway utilizes
DRL as an iterative optimization method to find the best schedule for a specific
workflow. In the second way, DRL is used to train a neural network which could
be adopted to schedule new workflows not in the training set. Our DRL-based
workflow scheduling method is based on the policy gradient (PG) reinforcement
learning algorithmandutilizes a convolutional neural network (CNN). Experimen-
tal results show that our DRL-based method can produce more efficient workflow
execution schedules, compared to the state of the art of heuristic-based schedul-
ing algorithms. The superior performance of the DRL-based method indicates a
promising direction for future research work on workflow scheduling.

Keywords: Deep Reinforcement Learning · Workflow Scheduling · Policy
Gradient · Convolutional Neural Network

1 Introduction

Workflow is a common task-parallel model for parallel computing [5] with various appli-
cations, ranging from instruction scheduling within parallel compilers in earlier days to
modern high performance computing on cloud platforms. A workflow is usually rep-
resented by a Directed Acyclic Graph (DAG), G = (V,E), where V is the set of nodes
representing computational tasks in the workflow, and E is the set of edges describ-
ing precedence relations among tasks. Figure 1 shows an example of workflow DAG
structure. Each node, i.e. a computational task, is annotated with a value indicating the
required execution time. The number next to an edge represents the required data transfer
time between the two connected tasks.

The workflow scheduling problem on a parallel computing platform is to determine
the start time and processor allocation for each task in order to optimize a specific goal,
e.g. the executionmakespan between the start time of the first task to the finish time of the
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last task. Workflow scheduling is a well-known NP-complete problem [5]. Therefore,
instead of finding optimal solutions, various practical algorithms were developed to
produce good-enough schedules in reasonable time.Most previous workflow scheduling
methods can be roughly categorized into two types [1]: heuristic-based and guided
random search approaches, e.g. genetic algorithm.

Fig. 1. Workflow structure represented by a DAG

Recently, deep reinforcement learning (DRL) has shown great achievements and
potential in many application fields, e.g. game playing [6]. In this paper, we try to
apply DRL to the workflow scheduling problem. Reinforcement learning (RL) [7] is a
subfield ofmachine learningwhere an agent learns tomake the best decisions by trial and
error, through interaction with the environment, in order to maximize a specific kind of
cumulative reward. DRL combines reinforcement learning and deep learning, allowing
agents tomake decisions fromunstructured input data and large complex state space. Our
DRL-based scheduling method is based on the policy gradient (PG) [7] reinforcement
learning algorithm and utilizes a convolutional neural network (CNN) [8].

TheproposedDRL-basedworkflowschedulingmethod could beused in twodifferent
ways. The first way utilizes DRL as an iterative optimization method to find the best
schedule for a single workflow from scratch. In the second way, DRL is adopted to train
a neural network based on a set of workflows first. The neural network model could then
be used to schedule new workflows not in the training set. Experimental results show
that our DRL-basedmethod can produce more efficient workflow execution schedules in
terms of makepsan, compared to the most famous heuristic-based workflow scheduling
algorithm HEFT [1] and the state of the art of heuristic-based scheduling algorithms
IPPTS [2]. The superior performance of the proposed DRL-based method indicates a
promising direction for future research work on workflow scheduling.

2 Related Work

Heuristic-based workflow scheduling methods rely on empirical rules or heuristics to
quickly find good schedules, while guided random search methods, e.g. genetic algo-
rithm, usually involve extensive trial and error to search for the best schedules, and thus
generally require more scheduling time. Heuristic-based methods can be further divided
into three categories: list-based, clustering-based, and duplication-based [1]. Among
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them, list-based methods are the most commonly used ones because of their simplicity
and wide applicability.

List-based workflow scheduling methods consist of two major parts: task prioriti-
zation and processor allocation. Different list-based methods differ in the mechanisms
adopted in these two parts. HEFT [1] is the most famous list-based workflow scheduling
algorithm, which prioritizes tasks according to their bottom ranks [1] and allocates pro-
cessors based on the earliest-finish-time principle.Many later algorithmsmade improve-
ment based on it, such as a lookahead variant of HEFT [10] and PEFT [9]. IPPTS [2] is a
most recent state-of-the-art work on list-basedworkflow scheduling,whichwas shown to
outperformmany previous methods, including HEFT [1], its lookahead variant [10], and
PEFT [9]. At the task prioritization stage, IPPTS adopts a Predict Cost Matrix (PCM) to
calculate each task’s rank, and takes into consideration the task’s out-degree in the work-
flow structure. In the processor allocation phase, IPPTS uses a principle called looking
ahead earliest finish time, which is a bi-directional downward and upward approach to
allocating a task and its heaviest successor onto the most optimistic processor.

List-based workflow scheduling blends well with a Markov decision process, i.e. a
series of decisions on selecting a task to schedule and a processor to allocate. Therefore,
in this paper we try to apply DRL to list-based workflow scheduling and compare its
performance to previous typical algorithms, including HEFT [1] and IPPTS [2].

3 Deep Reinforcement Learning for Workflow Scheduling

Reinforcement Learning (RL) [7] is a machine learning approach that learns how to
make optimal decisions by continuously interacting with an environment as shown in
Fig. 2. Its core principle is to establish a state-action-reward model. The state represents
the current environment, the action refers to the operation taken in that state, and the
reward is the feedback provided by the environment. The goal of reinforcement learning
is to maximize the cumulative sum of rewards.

To apply RL to workflow scheduling, we turn the optimization problem of workflow
scheduling, i.e. minimization of execution makespan, into the decision making problem
of a Markov decision process following the list-based scheduling methodology, where
at each step the best selection of both the task to schedule and the processor to allocate
should be made. Specifically, we try to solve the workflow scheduling problem based
on deep reinforcement learning (DRL), which incorporates deep learning into RL, i.e.
representing the learned policy as a neural network. As shown in Fig. 3, the DRL-based
workflow scheduling is an iterative process, which continuously generates new training
data by scheduling a set ofworkflows based on current version of a neural networkmodel,
and then improves the neural network model based on the collected training data. The
iterative processwill continues until the scheduling quality could not be improved further
or the training time limit is reached.

In our DRL-based workflow scheduling method, the RL part is governed by the
Policy Gradient (PG) algorithm [7], whose basic principle is to adjust the policy based on
feedback. Specifically,when receiving positive rewards, the probability of corresponding
actions are increased. On the other hand, the probability of corresponding actions will
be decreased when receiving negative rewards. In PG, it is necessary to define a policy
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function,which generates an action based on the current state. Typically, a neural network
is used to represent the policy function. In our method, a CNN model is adopted, which
accepts current state, including workflow structure and current partial schedule, as input.
In this paper, we assume that each workflow contains 60 tasks at most, and is to be
scheduled onto five processors for execution. Therefore, the neural network input, i.e.
current state, is represented by three matrices of dimension 60× 60, 60× 5, and 60× 2,
respectively. The first matrix contains the inter-task communication costs of a workflow,
while the second matrix represents the computation costs of each task on different
processors in a heterogeneous computing environment. The third matrix records current
partial schedule during the scheduling process.

Fig. 2. Reinforcement learning process Fig. 3. DRL for workflow scheduling

TheproposedDRL-basedworkflowschedulingmethod could beused in twodifferent
manners. In the first manner, the DRL-based method is used to continuously optimize
a single workflow’s schedule, similar to what the traditional guided random search
methods [2] did. On the other hand, in the second manner, the DRL-based method is
used to train a neural network model first based on a training set of workflows. Then, the
neural network model is used as a policy function, i.e. returning how to select tasks and
allocate processors, to schedule other workflows not in the training set in a list-based
way. Both of these two manners will be evaluated in the following section.

4 Performance Evaluation

This section presents the performance evaluation of the proposed DRL-based workflow
scheduling method conducted on the commonly used WorkflowSim [3] platform. The
workflows used in the performance evaluation were randomly generated from Work-
flowGenerator [4]. Each workflow might contain up to 60 tasks to be scheduled onto
five processors. Since our DRL-based method follows the list-based scheduling method-
ology [1, 2], it was compared to the most famous list-based workflow schedulingmethod
HEFT [1] and the state-of-the-art work IPPTS [2] in terms of execution makespan in the
following performance evaluation. In the training process of our DRL-basedmethod, the
reward of each produced workflow schedule is assigned to the makespan improvement
made by our method compared to IPPTS [2].

Tables 1 and 2 show the experimental results where the proposedDRL-basedmethod
was used to optimize a single workflow’s makespan iteratively in speed-heterogeneous
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and speed-homogeneous environments, respectively. Heterogeneous environments were
common for traditional distributed computing, while homogeneous environments could
be created easily on modern cloud computing platforms. The proposed DRL-based
method could produce significantly shorter workflow schedules than HEFT [1] and
IPPTS [2] in both heterogeneous and homogeneous environments.

For Tables 3 and 4, a neural network model was trained with 13 randomly generated
workflows using the proposed DRL-based method first. Then, the neural network model
was used to schedule five new workflows in the list-based manner efficiently. Table 3
shows that the proposed DRL-based method achieves the shortest makespan among the
three scheduling methods in four of the five workflows in a heterogeneous environment,
indicating promising generalization capability. However, for a homogeneous environ-
ment, Table 4 shows that current experimental result is not quite good, where only one of
the five workflows could achieve the best performance under the proposed DRL-based
method. More training data might be helpful to improve the performance further since
current training set contains only 13 workflows whichmight not be enough for achieving
good performance.

Table 1. Optimizing a single workflow’s makespan in a heterogeneous environment

Workflows DRL makespan IPPTS makespan HEFT makespan

1 8700.72 13974.85 11436.44

2 8877.99 11747.95 17260.26

Table 2. Optimizing a single workflow’s makespan in a homogeneous environment

Workflows DRL makespan IPPTS makespan HEFT makespan

1 12892.25 15747.45 16385.63

2 12624.57 14123.23 16252.56

Table 3. DRL-based workflow scheduling in a heterogeneous environment

Workflows DRL makespan IPPTS makespan HEFT makespan

1 10800.56 12301.70 10983.5

2 10971.97 14887.44 22393.05

3 11564.96 11324.79 14287.08

4 11750.57 12054.5 12565.47

5 11204.16 12149.25 11827.92
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Table 4. DRL-based workflow scheduling in a homogeneous environment

Workflows DRL makespan IPPTS makespan HEFT makespan

1 15099.79 14434.20 14619.49

2 15133.12 15816.7 16450.7

3 18869.33 15415 19474.79

4 18382.52 18028.24 18691.32

5 19128.88 13774.70 15790.1

5 Conclusions and Future Work

This paper presents a new workflow scheduling method based on deep reinforcement
learning. The proposed method could be applied in two manners: (1) iteratively optimiz-
ing a single workflow’s makespan from scratch, (2) training a neural network model to
efficiently schedule newworkflows never seen before following the list-based scheduling
methodology without relying on human heuristics. Experimental results show signifi-
cant performance improvement in both manners, compared to the most famous and
state-of-the-art list-based workflow scheduling methods, i.e. HEFT [1] and IPPTS [2].

The preliminary results presented in this paper indicates a promising future research
direction for workflow scheduling based on deep reinforcement learning. In addition,
more research efforts are needed to investigate some issues and improve the scheduling
quality further. For example, it will be interesting to find out why a heterogeneous envi-
ronment could benefit more from the proposed DRL-based method as shown in Tables 3
and 4. Moreover, all of the adopted neural network model, reinforcement learning algo-
rithm, state representation, and reward assignment method, involved in the proposed
DRL-based method, deserve more research work to improve their designs for further
performance improvement in workflow scheduling.
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Abstract. Cancer is one of the deadliest diseases globally. Early detection is
crucial for effective treatment. This paper proposes a new method that adopts
federated learning for skin cancer classification. Experimental results demonstrate
the potential of the proposed method for enhancing the accuracy of skin cancer
classification. The proposedmethod can achieve 98% accuracy on theHAM10000
[1] dataset.

Keywords: Federated Learning · Skin Cancer Classification · Data
Augmentation

1 Introduction

1.1 Background

The traditional method [2] for detecting skin cancer involves visual examination of skin
lesions by dermatologists or experts, with further testing if necessary. However, this pro-
cess is time-consuming and expensive.With the latest advancements inmachine learning
and computer vision, researchers have started exploring methods to automatically detect
skin cancer using deep learning [3] techniques.

1.2 Motivations

By using deep learning techniques, the accuracy of skin cancer classification can be
improved. However, the widespread adoption and application of artificial intelligence
technology in recent years have posed significant challenges to personal privacy. Arti-
ficial intelligence systems require a large amount of data for learning and making pre-
dictions, which often includes sensitive information such as personal identification and
health status. If related data is not protected, it may be illegally accessed or leaked,
resulting in the misuse and infringement of personal information.

Federated learning [4] is a machine learning approach that allows multiple devices
to train cooperatively, each device trains a model on local data, shares the parameters
of the model, and periodically sends model updates to a central server for aggrega-
tion, without sharing their private data (see Fig. 1). The process of federated learning
can be simply divided into three steps: First, clients upload parameters. Second, the
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server aggregates parameters. Third, the server returns parameters. The approach enables
privacy-preservingmachine learning, making it ideal formedical image analysis. Table 1
is a brief comparison of federated learning and traditional machine learning.

Fig. 1. The process of federated learning.

Table 1. Comparing Federated Learning and Machine Learning

Compare Items Federated Learning Machine Learning

Items uploaded to the server parameter data

Privacy yes no

1.3 Goal

This study aims to use federated learning for skin cancer classification and optimize
the performance.

2 Research Method

2.1 Problem Description

In this paper, the performance of using federated learning for training skin cancer classifi-
cation model is studied. Besides, to improve the accuracy of the trained model, the meth-
ods of solving related problems, including overfitting and data imbalance, are figured
out.

2.2 Dataset

The HAM10000 dataset [1] is a publicly available dataset widely used for classifica-
tion and diagnosis of skin diseases. The dataset collects images from 10,015 patients,
including different types of skin lesions [1] (i.e. seven classes in Table 2).
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For testing the performance of federated learning, this dataset is divided into two
clients, client1 and client2. They have almost the same numbers of the images of each
class. The numbers of each class are listed in Table 2.

Furthermore, as shown in Table 2, the number of images of each class is not equal. In
this study, for investigating the effects of data balance, the number of images of client1
and client2 are expanded to 4000 with data augmentation.

Table 2. Used Dataset [1]

skin cancer classification Class ISIC2018 Client1 Client2 Augmented
Client1/Client2

actinic keratosis 1 327 163 164 4000

basal cell carcinoma 2 514 257 257 4000

dermatofibroma 3 115 57 58 4000

melanoma 4 1113 556 557 4000

nevus 5 6705 3352 3353 4000

pigmented benign keratosis 6 1099 549 550 4000

vascular lesion 7 139 71 71 4000

2.3 Model

A Convolutional Neural Network (CNN) [5] is a deep learning neural network archi-
tecture primarily used for image recognition, classification, and other related tasks. For
image processing tasks, CNN is a suitable model. It can effectively capture the local
features in the image, and has a good perception of image details such as edges, textures,
and shapes.

CNN typically consists of multiple modules, including convolutional layers, pooling
layers, and fully connected layers [5]. The proposed design in this study is illustrated in
Fig. 2.

Fig. 2. Basic convolutional neural network
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3 Experiments and Results Discussion

3.1 Experimental Design

To study the performance of federated learning, data augmentation [6], and data balanc-
ing [7]. Related experiments are carried out as follows. The settings of the following
experiments are listed in Table 3.

Table 3. Parameter Settings

Name Value

Learning rate 0.001

Batch size 32

Optimizer Adam

Loss function SparseCategoricalCrossentropy

3.2 The Effects of Federated Learning

Related experiments are implemented here to check the effects of adopting federated
learning in skin cancer classification. As shown in Fig. 3, without compromising the
privacy, the accuracy of federated learning is almost equal to that of machine learning.
It implies that federated learning is viable for skin cancer classification.

Fig. 3. Effect of federated learning

3.3 The Effects of Data Augmentation

As displayed in Fig. 3, in either machine learning or federated learning, the accuracy of
the validation set is obviously lower than that of the training set; that possibly results
from over-fitting. In the proposed system, data augmentation is used for reducing the
over-fitting. In Fig. 4, the difference between the accuracy of the training set and the
validation set is reduced by employing data augmentation.
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Fig. 4. Effect of data augmentation

3.4 The Effects of Data Balancing

As offered in Table 2, the number of images of various classes is not equal; that might
yield bad effects on the accuracy of the trained models. Therefore, data balancing is
adopted in the proposed system to remedy the class imbalance problem. As shown in
Fig. 5, the accuracy of the model trained with balanced data is higher than that of the one
trained with imbalanced data. It suggests that data balancing can improve the accuracy
of model.

Fig. 5. Effect of data balancing

4 Conclusion

In this work, the performance of using federated learning in skin cancer classification
is investigated. Besides, data augmentation and data balancing are adopted for further
promoting the accuracy of the trainedmodels. Experiment results show that the accuracy
of the proposed methods is up to 98%.
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Abstract. A wide range of emerging in-vehicle applications can make the travel
experience better for users. As the amount of vehicles on the road increases, so
does the number of computational tasks that need to be processed, however, dif-
ferent vehicle users may request the same content, resulting in wasted resources.
Therefore, IoV requires better compute offloading and content caching strategies
to improve performancewith respect to time latency and energy consumption. This
paper proposes a joint task offloading and content caching optimization method
based on forecasting traffic stream, called TOCC. First, temporal and spatial cor-
relations are extracted from the preprocessed dataset using FOST and integrated
to predict the traffic stream to obtain the number of tasks in the region at the
next moment. To obtain a suitable joint optimization strategy for task offload-
ing and content caching, the multi-objective problem of minimizing delay and
energy consumption is decomposed into multiple single-objective problems using
an improved MOEA/D via the Tchebycheff weight aggregation method, and a
set of Pareto-optimal solutions is obtained. Finally, experimental results show
the effectiveness of TOCC’s task offloading and task caching strategies and that
TOCC outperforms than other methods with respect to time delay and energy
consumption.

Keywords: Task Offloading · Content Caching · IoV · Traffic Stream
Prediction · Cloud-Edge Environment

1 Introduction

With the rapid advancement of socioeconomic factors and 5G technology, urban areas
are witnessing a significant surge in the number of vehicles. This exponential growth has
transformed the transportation landscape, primarily owing to the emergence of Internet
of Vehicles (IoV) technology, enriching users with an enhanced driving experience.
However, in the context of high-speed vehicle operations, seamless access to a vast
array of internet-based content becomes paramount [1]. For time-critical tasks, failing
to meet completion deadlines can lead to severe consequences. One of the challenges
faced is that vehicles often possess limited computing and storage capacities, potentially
leading to delays or incomplete task processing when handled locally. To cater to the low
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latency demands of IoV, Mobile Edge Computing (MEC) has emerged as a promising
solution. By offloading tasks to resource-intensive edge servers, the driving experience
can be significantly enhanced.

The efficiency of task offloading and content caching can be significantly enhanced
through the utilization of traffic stream forecasting, which offers valuable insights into
the task volume in different areas. In the context of Internet of Vehicles (IoV), the
escalating computational demands of vehicle terminals necessitate effective computa-
tional offloading strategies. To address this challenge, this paper highlights the devel-
opment of task-level offloading methods [2]. We present a novel optimization approach
named TOCC,which integrates traffic stream predictionwith task offloading and content
caching.

Specifically, this work makes the following main contributions:

• UtilizingMicrosoft’s FOST [3] tool, the real dataset BikeNYC undergoes preprocess-
ing to adapt the data structure to the model’s operational requirements. The model
extracts temporal and spatial correlations from the preprocessed dataset and integrates
them to predict future traffic stream.

• We use the predicted traffic stream and an enhanced multi-objective evolutionary
algorithm (MOEA/D) [4] to decompose the multitask offloading and content caching
problem into individual optimization problems. This decomposition helps us to obtain
a set of Pareto optimal solutions, which is achieved through the Tchebycheff weight
aggregation approach. As a result, our approach successfully reduces both execution
time and energy consumption.

• Finally, the performance of the TOCC algorithm is assessed through an evaluation
using a comprehensive simulation dataset.

2 Related Work

In the high-speed mobile environment of IoV, efficient task execution plays a crucial
role in minimizing time delays. However, the limited computing and storage capacity of
automotive systems often necessitate offloading resource-intensive tasks. These tasks are
strategically shifted to edge or cloud servers, enabling efficient execution and ensuring
prompt fulfillment of user requests. Automotive applications frequently involve repeated
content requests, making caching popular content on edge servers highly effective in
reducing latency and energy consumption for subsequent accesses in IoV. Nevertheless,
improper task offloading and inaccurate content caching can lead to increased energy
consumption and latency, mainly due to network congestion and server queuing. To
address these challenges, the joint optimization of task offloads and content caching is
essential. By harmonizing these processes, we can effectively minimize time latency and
energy consumption, enhancing the overall performance and user experience in IoV.

In recent years, significant research efforts have been dedicated to devising effec-
tive task offloading schemes in cloud-edge environments. Zhao et al. [5] proposed an
energy-efficient offloading scheme that utilizes a three-layer architecture: cloud, fog,
and user devices. Their approach compares the energy consumption of offloading tasks
to the cloud and fog, aiming to minimize energy usage. While their algorithm demon-
strates low energy consumption for single tasks, further research is needed to investigate
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its effectiveness for multiple tasks. Chen et al. [6] presented a UT-UDN system model,
showcasing a 20% reduction in time delay and a 30% decrease in energy costs based
on simulation results. Additionally, several studies have also employed heuristic algo-
rithms to tackle task offloading problems. Xu et al. [7], for instance, utilize enumeration
algorithm and branch-and-bound algorithm to address these challenges.

The in-vehicle edge environment synergizes computing resources fromboth the vehi-
cle and the edge, creating a powerful platform for delivering computing services. Yang
et al. [8] propose a location-based offloading scheme that strikingly balances task com-
pletion latency with communication and computational resources, leading to a notable
reduction in system costs. To address challenges related to task latency and constraints in
RSU (Roadside Unit) server resources, Zhang et al. [9] introduce a contract-based com-
puting resource allocation schemewithin a cloud environment. This innovative approach
aims to maximize the benefits of Mobile Edge Computing (MEC) service providers,
enhancing vehicle utility and resource utilization while adhering to latency limitations.
Dai et al. [10] present a novel approach by decoupling the joint load balancing and
offloading problem into two sub-problems, formulated as a mixed-integer nonlinear
programming problem. The primary objective is to maximize the system utility under
latency constraints. In the realm of 5G networks, Wan et al. [11] introduce an edge
computing framework for offloading utilizing multi-objective optimization and evolu-
tionary algorithms. This framework efficiently explores the synergy between offloading
and resource allocation within MEC and cloud computing, resulting in optimized task
duration and server costs. In the pursuit of comprehensive optimization, Zhao et al. [12]
propose a collaborative approach that minimizes task duration and server costs through
joint optimization of offloading and resource allocation in theMEC and cloud computing
domains.

These studies primarily delve into the task offloading problem within edge comput-
ing, cloud computing, and cloud-edge integration environments. However, when con-
sidering the specific context of IoV, these approaches often overlook the influence of
future traffic streams, resulting in a loss of offloading accuracy. Addressing this gap,
Fang et al. [13] proposed the ST-ResNet network for traffic prediction, complemented
by the NSGA-III algorithm for multi-objective optimization. Their method showcased
superior performance in terms of latency and energy consumption, outperforming other
existing methods.

In light of these findings, our research aims to tackle the joint optimization problem
of task offloading and edge content caching. We achieve this by leveraging an improved
multi-objective evolutionary algorithm based on traffic prediction. The overarching goal
is tominimize transmission and computation latencywhile concurrently reducing energy
consumption.

3 System Model and Problem Formulation

3.1 System Framework

Figure 1 illustrates a robust three-tier cloud-edge-vehicular network framework designed
to cater to diverse tasks across different regions. The framework comprises three layers:
the vehicle terminal layer, the Mobile Edge Computing (MEC) layer, and the cloud
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computing layer. In the cloud computing layer, cloud servers cover the entire area,
providing extensive coverage. TheMEC layer consists of edge servers along the roadside,
covering an area. The vehicle terminal layer comprises vehicles traversing the road,
communicating with both the MEC layer and the cloud computing layer via wireless
channels. During operation, the vehicle terminal layer undertakes one ormore computing
tasks with varying probabilities, taking advantage of time gaps to execute the tasks
efficiently. Three possible destinations for task offloading are available: local processing
(i.e., handling tasks on the computing device within the vehicle), processing by the edge
server, or processing by the cloud server. The edge server is equipped with the capability
to cache popular content, further enhancing task offloading efficiency.

A region’s traffic stream is the count of vehicles passing through it in a given time
slot, such as one minute. Let Tr denote the set of vehicle trajectories at the tth time
slot. The vehicle traffic stream in region i during the tth time slot can be determined by
TSi(t) �

∑
tr∈TrI(tr), where tr =< s1, s2, . . . , s|tr| > is an ordered set representing the

discrete trajectory of a user multimedia request over time; si represents the geographical
position of the user’s multimedia request at certain times; and I(tr) is a binary variable
that equals 1 if sk in region i exists in tr. Otherwise, that equals 0. The problem of
predicting the stream of vehicles can be defined as follows: given the historical traffic
stream {TSi(t)|1 ≤ i ≤ I , 1 ≤ t ≤ T }, the goal is to predict the future traffic stream
{TSi(T + 1)|1 ≤ i ≤ I}.

In a partitioned region, we assume N ≥ Q where N is the number of vehicles and Q
is the number of tasks. This assumption accounts for prevalent tasks that are repeatedly
requested and executed. Each vehicle can perform only one task at a time, and multiple
vehicles may request the same task based on their preferences. To simplify notation, we
define qi,n as the task q generated by the nth vehicle in region i.

To characterize different computational tasks, a triple is employed as the compu-

tational task model: qi,n =
(
ci,nq , di,n

q ,DDLi,nq
)
. Task qi,n can be partially offloaded to

either the MEC server or the cloud computing server for processing. The parameter ci,nq
is the amount of CPU cycles required to accomplish task qi,n. The parameter di,n

q rep-
resents the input data size required for processing task qi,n, while DDLi,nq signifies the

maximum deadline for completing the task. It is assumed that the value of ci,nq remains
constant regardless of whether task qi,n is processed locally, offloaded to theMEC server,
or executed on the cloud computing server. Furthermore, MEC servers within the region
are assumed to have limited computation capacity, denoted as cm, and a cache size of
sm.

3.2 Execution Time and Energy Consumption Model

For the task offloading problem, we divide the computational task into multiple parts
and define the offloading decision variable αi

n = (αl
i,n, α

m
i,n, α

c
i,n), where αl

i,n, α
m
i,n, α

c
i,n ∈

[0, 1], denotes the percentage of task qi,n offloaded to the vehicle local, MEC server and
cloud server, respectively. The constraint αl

i,n + αm
i,n + αc

i,n = 1 ensures that the entire

task is accounted for. For example, if αl
i,n = 1, the task is executed l exclusively within
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Fig. 1. Three-tier cloud-edge-vehicle network framework with different tasks.

the vehicle, where αl
i,n = 0 indicates complete offloading to the MEC or cloud server.

The overall offloading decision policy is denoted as A = [α1
1, α

1
2, · · · , αi

n, · · · , αI
N ].

Execution Time and Energy Consumption of Local Task Computation. If the task
qi,n is selected for local processing, then TLi,nq is defined as the local execution time.
Due to the difference in its own computational power brought by vehicle heterogeneity,
the local execution time delay of task qi,n is

TLi,nq (t) = αl
i,n · ci,nq /flin (1)

Energy consumption is calculated as

ELi,nq (t) = αl
i,n · ci,nq ·

(
flin

)2 · ς (2)

where flin is the computational power of the nth vehicle in region i.
(
flin

)2 ·ς is the energy
consumption per CPU cycle.

Execution Time and Energy Consumption of Edge Task Computing. When task
qi,n is offloaded to the MEC server, the process involves the following steps: the nth

vehicle uploads the task’s input data to the MEC server via the BS/RSU. The MEC
server allocates computational resources for task processing and returns the result to the
vehicle. The time of tasks offloaded to MEC server m can be as described below:

TM i,n
q (t) = αm

i,n ·
(
di,n
q /vin(t) + ci,nq /fmi + oi,nq /vm

)
(3)

This means that the energy consumed is

EM i,n
q (t) = αm

i,n ·
(
ci,nq · (fmi)

2 · ς + oi,nq /vm · δm
)

(4)

where fmi is computing capability of edge servers in region i, vin(t) is the data offload
rate from the nth vehicle to the mobile edge server in region i at time slot t, vm is backhaul
transmission rate of edge server m, δm is offload capability for edge server m.
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Execution Time and Energy Consumption of Cloud Server Computing. The cloud
server c is situated at a greater distance from the task source compared to the edge
server, resulting in potential latency. Hence, we opt to incorporate the cloud computing
model for task processing only under specific conditions. These conditions include cases
where the task demands extensive computational resources that surpass the processing
capacity of the edge server or in scenarios where the edge server is already operating at
its maximum capacity due to concurrent multitasking. Hence, the time TCi,n

q of the task
offloaded to cloud server c is defined as

TCi,n
q (t) = αc

i,n ·
(
di,n
q /vinc(t) + ci,nq /fcc + oi,nq /vc

)
(5)

And the energy consumption is:

ECi,n
q (t) = αc

i,n · (ci,nq · (fcc)
2 · ς + oi,nq /vc · δc) (6)

Based on the analysis, the execution time for the task on the nth vehicle in region i
can be calculated according to the equation below:

TT i,n
q (t) = max

(
TLi,nq ,TM i,n

q ,TCi,n
q

)
(7)

And the energy consumption is:

ET i,n
q (t) = ELi,nq + EM i,n

q + ECi,n
q (8)

3.3 Edge Data Caching Model

Task caching refers to the storage of completed tasks and their associated data on the
edge cloud. This paper formulates the content caching problem using a binary cache
decision variable si,nm ∈ {0, 1}. Therefore, the task caching policy is expressed as: S ={
s1,11 , s1,21 , · · · , si,nm

}
.

Considering the joint processing of task offloading and content caching to vehicle
local, edge and cloud servers, the total execution latency of task qi,n generated by the
nth vehicle in region i is

T i,n
q (t) = si,nm oi,nq /vm +

(
1 − si,nm

)
TT i,n

q (t) (9)

And the total consumption of energy is:

Ei,n
q (t) = si,nm EM i,n

q (t) +
(
1 − si,nm

)
ET i,n

q (t) (10)

Therefore, the average execution time of vehicles in the region i is

T
i
(t) = 1/TSi(t)

∑TSi(t)

i=1
T i,n
q (t) (11)

The energy consumption of vehicles in the region i is

Ei(t) =
∑TSi(t)

i=1
Ei,n
q (t) (12)
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The combined size of the data contained in the regional edge servers is:

Si = si,nm
∑TSi(t)

i=1
Oi,n
q +

(
1 − si,nm

) TSi(t)∑

i=1

αm
i,nd

i,n
q (13)

3.4 Problem Definition

In this paper, the aim is to minimize the average time taken to execute and total energy
consumption within each region. This problem is formulated with the consideration of
maximum latency and computing power constraints, and can be described as follows:

minT
i
(t),minEi(t) ∀i = 1, 2, ..., I (14)

St :
C1 : αl

i,n, αm
i,n, αc

i,n ∈ [0, 1]αl
i,n + αm

i,n + αc
i,n = 1

C2 : si,nm ∈ {0, 1}
C3 : T i,n

q (t) ≤ DDLq
C4 : Si ≤ sm
C5 : ∑N

n=1 αm
i,nfmi ≤ cm

4 Joint Optimization for Offloading and Content Caching
with Traffic Stream Prediction

In this section, FOST is first used to solve the problem of predicting traffic stream. The
BikeNYC dataset is preprocessed to provide a dataset format adapted to the model, after
which FOST extracts temporal and spatial correlations on the dataset and integrates
them to predict traffic stream, thus improving the accuracy of predicted traffic stream.
Then, MOEA/D is used to search for the optimal solution for the joint optimization of
task offloading and content caching to determine whether to cache the vehicle-generated
tasks to the edge or offload them to each platform.

4.1 FOST Enabled Traffic Stream Prediction

Data Preprocessing Requirements. Before using the data model for prediction, it is
necessary to provide a data set format adapted to the model, including train and graph,
where train involves time and target values, and graph involves the spatial relationship
weights between nodes. To reflect the spatial relationship weights of multiple regions,
we define wij represents the degree of influence of the region i on the region j in the
space. If wij = 1, region i and region j are adjacent. Otherwise, wij = 0.
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Spatial-Temporal Correlation Extraction. Based on the pre-processed dataset, we
use MLP and RNN to extract temporal correlations in the train dataset and use GNN
to extract spatial correlations of the nodes in the graph dataset. In vehicular traffic
prediction, we have to consider not only the temporal variation but also the spatial
interactions. Because the traffic results of one region will be influenced by other regions,
especially the neighboring regions, the spatial correlation cannot be ignored. Therefore,
it is necessary to extract the temporal and spatial correlations in traffic stream data. First,
the time series data of the recent time gaps, including the total traffic stream in and out
of this region for each time slot, need to be input in the underlying deep temporal neural
networkmodule. After that, the temporal module of themodel will first learn the features
in the historical data and represent them as a set of vectors in the hidden space. Next,
it is necessary to further implement spatial information aggregation by superimposing
information on the timing patterns of adjacent spaces.

4.2 MOEA/D-Based on Joint Optimization

The IoV environment always consists of multiple regions, so the joint optimization prob-
lem of task offloading and content caching with the objective of minimizing the average
execution time and total energy consumption in each region under the constraints of
maximum latency and computational power is a multi-objective optimization problem.
The multi-objective optimization problem is converted to a multi-group single-objective
optimization problem using the Tchebycheff approach. A collaborative approach com-
bined with a population evolution strategy is used to optimize these subproblems
simultaneously using the neighborhood relationship between the subproblems.

Tchebycheff Weight Aggregation Approach. Among the various decomposition
methods ofMOEA/D,we choose to useTchebycheff approach because it can handle rela-
tivelymore complex problemswith high computational efficiency. Then, the decomposi-
tion cost formof the sub-problemoptimizationproblemof computing the content caching
or offloading of tasks in a region is minimize gtche(x|w, z∗) = max

1≤i≤m

{
λi|fi(x) − w∗

i

}
,

where, z∗ = {
z∗1 , z∗2

}
(i ∈ {1, 2, ...,P}) is the optimal value of T

i
(t) andEi(t). wi repre-

sents the weight of the ith objective function for eachx, and P represents the population
size defined byMOEA/D. In this paper, let f1 be the energy consumption of the area, and
f2 be the average time delay of the area. Decompose the multi-objective optimization
problem intom sub problems according to the Chebyshev ray uniform expansion, assign
the objective weight of each sub problem, and obtain the sub problem weight matrix
w = [w1,w2, ...,wi, ...,wm], where wi = (

w1
i ,w

2
i

)
represents the weight vector of the

ith sub problem. Letw1′
i = i× 1

m+1 , w
2′
i = 1−,w1′

i ; w1
i = (1/w1′

i )/

(
1
w1′
i

+ 1
w2′
i

)

,w2
i =

1 − w1
i

Chromosome Coding and Genetic Operators. In this paper, the chromosome encod-
ing for the population evolution strategy uses RI, where each bit on the chromosome
represents the true value of the decision variable. For selection, ETour was used. For
recombination, we use SBX to simulate single point crossover based on binary strings.
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Formutation, we generated a new population chromosomematrix by polynomially vary-
ing each decision variable in the real integer-encoded population chromosome matrix
according to the mutation rate.

4.3 Description of the Algorithm

The algorithm provides an overview of the optimization process. Steps 1–3 involve
the pre-processing traffic stream data and initializing trainable parameters for model
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training. Steps 4–22 focus on joint optimization of task offloading and content caching
using MOEA/D. First, G is denoted as the maximum number of iterations, and T is
denoted as the number of neighbours of each weight vector wi. To initialize the popula-
tion P0, p individuals are randomly generated within the decision space. Each individual

in populationP0 computes the values of T
i
(t) andEi(t) for the objective function defined

in Eq. (15). Initialize the reference point z∗ = {
z∗1 , z∗2

}T and the set of uniformly dis-
tributed individual weight vectors V = {v1, v2, ..., vT }. Next, the Euclidean distance
between every pair of weight vectors is calculated to identify the T nearest weight vec-
tors for each weight vector, denoted as B(i) = {i1, i2, ..., iT }. After that, the evolutionary
process is carried out with updates. Subsequently, the minimum delay and minimum
energy consumption are updated. If the termination condition is met, the computation
is concluded, and the results are generated. Finally, the corresponding set of offloading
policies A and caching policies S are outputted.

5 Experimental Evaluation

This section begins with a description of the experimental setup, after which the
performance of TOCC is evaluated.

5.1 Experimental Setup

The performance of the TOCC was evaluated and compared to three baselines. These
baselines are briefly described below.

• LOCAL: No utilization of edge content cache and MEC, i.e., tasks are processed
locally on the vehicle upon generation.

• TFO: No edge content cache is utilized. The offload destination for the task is
determined by selecting the destination with the lowest execution time.

• F_NSGA-III: An evolutionary algorithm based on FOST traffic stream prediction for
solving multi-objective problems.

In our experiments, we selected and evaluated 128 city center areas with a maximum
traffic stream of 30 in three dimensions. We evaluate the effectiveness of the method in
various environmental situations, including the number of content types ranging from 5
to 30, the size of the input data varying from 1 to 2 times, and the number of CPU cycles
varying from 1 to 6 times. The implementation of the methods was done using Python3
on Ubuntu 18.04 LTS.

5.2 Comparative Experiments

Comparison with Changing of Content Types. As the content type increases, the
average execution time of TOCC is better than that of LOCAL and TFO, as shown in
Fig. 2(a). The cache of TOCC is sensitive to the content type and is greatly affected by
it, which causes the average execution time to continuously increase. In contrast, TFO
and LOCAL are less affected by content type changes and the average execution time
fluctuates within a certain range of higher levels. The average execution time of TOCC is
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46% better than LOCAL and 44% better than TFO. This highlights the effectiveness of
MECand edge content caching in reducing IoV time latency. TOCC is slightlyworse than
F_NSGA-III, 12% lower. Figure 2(b) shows that with the increase of content type, TOCC
has the lowest total energy consumption compared with LOCAL, TFO and F_NSGA-
III. In terms of total energy consumption, TOCC outperforms LOCAL by 60%, TFO by
85%, and F_NSGA-III by 79%.

(a) Average execution time                      (b) Total energy consumption    

Fig. 2. Comparison of average execution time and total energy consumption with changing of
content types

Comparison with Changing of CPU Cycles. Figure 3(a) clearly illustrates the signif-
icant advantage of TOCC over LOCAL and TFO when the number of CPU cycles per
task increases by a factor, and TOCC slightly loses to F_NSGA-III. In terms of average
execution time, TOCC achieves 54% improvement over LOCAL, 53% improvement
over TFO, and 46% reduction over F_NSGA-III. In Fig. 3(b), as the number of CPU
cycles per task increases, TOCC achieves the lowest energy consumption compared to
LOCAL, TFO, and F_NSGA-III. In terms of total energy consumption, TOCC is 78%
higher than LOCAL, 93% higher than TFO, and 94% higher than F_NSGA-III. This is
because the strategy in TOCC can better balance the average execution time and energy
consumption, and does not make one party dominant.

(a) Average execution time (b) Total energy consumption

Fig. 3. Comparison of average execution time and total energy consumption with changing of
CPU cycles
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ComparisonwithChangingof InputDataSize. Figure 4(a) clearly depicts that TOCC
outperforms LOCAL, TFO and F_NSGA-III in achieving the lowest average execution
time when the input data size of a single task is increased by 20%, showing a flat upward
trend. This is because the input data affects the amount of tasks in the edge cache and the
offloadingof computational tasks. TOCC improvedby29%overLOCAL, 28%overTFO
and 1.2% over F_NSGA-III. In Fig. 4(b), the total energy consumption of TOCC is also
the lowest as the number of tasks increases. In terms of total energy consumption, TOCC
exceeds LOCAL by 78%, is 93% higher than TFO, and 94% higher than F_NSGA-III.

(a) Average execution time                       (b) Total energy consumption     

Fig. 4. Comparison of average execution time and total energy consumption with changing of
input data size

6 Conclusion

To address the issue of resource wastage resulting from redundant content requests in
Telematics, we propose an innovative approach that combines task offloading and con-
tent caching optimization. Leveraging the FOST deep learning model, we extract spatial
and temporal correlations to forecast traffic patterns. Building upon this, we divide
the multi-objective problem of optimizing latency and energy consumption into sev-
eral single-objective objectives, employing the Tchebycheff weight aggregation method
through the MOEA/D algorithm. The effectiveness of our approach, named TOCC, is
substantiated through comprehensive experimental demonstrations. Moving forward,
our future work will encompass addressing dynamic changes in factors such as resource
allocation problems in computational offloading. Furthermore, we aim to extend our
approach to more realistic application scenarios, enabling its applicability to diverse and
evolving vehicular environments.
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Abstract. Electronic medical records (EMRs) contain a large amount of highly
private and sensitive information of patients and medical institutions. For privacy
concerns, EMRs are usually encrypted before outsourcing them to the cloud stor-
age platform. However, it is difficult to retrieve the encrypted EMRs accurately
and efficiently. The existing encrypted data retrieval schemes can hardly achieve
the goals of fuzzy multi-keyword search, relevance ranking and high retrieval
accuracy. Thus, this paper proposes a Privacy-preserving Retrieval scheme over
Encrypted Medical Records (PREMR) that can satisfy those goals. We utilize the
Possibility-Levenshtein based Spelling Corrector (PLSC) to support fuzzy multi-
ple input keywords. A homomorphic-based encryption algorithm is proposed for
relevance score encryption and calculation so that the encrypted medical records
can be ranked without leaking private information. We theoretically prove that
our scheme can achieve data confidential and privacy preserving. With the exper-
iments’ evaluation, we analyze the costs and efficiency of our scheme. Finally,
the comparison of PREMR with other related schemes shows that our scheme is
more efficient and secure.

Keywords: Encrypted medical records · Fuzzy multi-keyword search ·
Homomorphic encryption · Relevance ranking · Searchable encryption

1 Introduction

Electronic medical records (EMR) are widely used in healthcare systems as the health-
care industry is moving toward digitization. Many hospitals and medical institutes use
EMRs for online diagnosis, health screening, and new drug development. Since a large
amount of EMRs and images are generated everyday, most hospitals and institutes use
the public cloud storage platform to store these data. However, medical records contain
highly sensitive personal information that should not be outsourced without protection.
A simple way to protect EMRs information is to encrypt them before outsourcing, but
this reduces the accuracy and efficiency of EMR retrieval. Aim to solve this problem,
the first searchable encryption scheme was proposed by Song et al. [1], in which some
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basic search approaches over encrypted data were discussed. Boneh et al. [2] proposed
the first public key encryption scheme. After that searchable encryption becomes an
important technology for encrypted data retrieval with privacy preserving [3–5].

Another issue that affects the retrieval accuracy and efficiency is the correctness of
the input keywords. Errors in the input keywords would cause inaccurate search results
and even retrieval failure. In this paper, we utilize our former proposed Probability-
Levenshtein based Spelling Correction (PLSC) algorithm [6, 7] in recommended key-
words ranking and medical keywords correction. So that PLSC can support fuzzy mul-
tiple keywords input and provide a more accurate search query. Then, we propose a
correlation encryption and calculation algorithm based on homomorphic encryption, so
that the cloud server can securely complete the calculation of the sum of keywords the
relevance scores in the EMR. In addition, proxy is introduced in our scheme to support
multiple EMR owners and multi-keyword relevance score ranking. Finally, we com-
pared our PREMR scheme with the newly published searchable encryption scheme for
performance evaluation. Our contributions can be summarized as follows.

• In order to test the accuracy of PLSC, we build a library that contains 2000 medical
records with more than 3000 medical words. Based on this library, we compare our
work with Norvig’s spelling corrector and edit distance.

• Wedesign a relevance score encryption and ranking algorithmbased on homomorphic
encryption to support secure keyword-based query and retrieval. The algorithmadopts
Paillier-based encryption to sum up encrypted multi-keyword relevance scores.

• We built up an encrypted EMR retrieval system that can support data outsourcing
and dynamic updates for multiple EMR owners. We also implement the performance
comparison among PREMR and several similar searchable encryption schemes.

The rest of the paper is organized as follows. Section 2 is the related work on
searchable encryption. Section 3 introduces the template of EMR and PLSC correction
evaluation. Section 4 presents the constructions and definitions of our scheme. The
detailed description of our PREMR scheme is represented in Sect. 5. Theoretical security
analysis is given in Sect. 6. We give the scheme implementation results and comparison
in Sect. 7. Section 8 is the conclusion of the whole paper.

2 Related Work

Most researches on searchable encryption are aiming at improving accuracy and security
of data retrieval. For improving accuracy, Sun et al. [9] proposed amulti-keyword search
scheme using a vector space model and a cosine measure with TF (word frequency) ×
IDF (inverse text frequency index) to provide order-preserving document retrieval. Kabir
et al. [10] improved Sun’s scheme by writing the plaintext TF values in the index tree
orderly. However, the plaintext TF valuesmay leak information about keywords and doc-
uments. To improve security of encrypted document retrieval, Liu et al. [11] proposed a
verifiable searchable encryption scheme that can verify the correctness of retrieval results
over dynamic data collection. Du et al. [12] proposed a searchable symmetric encryp-
tion scheme that combines access control and boolean queries. Liu et al. [13] adopted
attribute hierarchy with the comparison-based encryption to achieve dynamic access
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control over encrypted personal health records. Those searchable encryption schemes
are usually considered as a way to guarantee data privacy and search efficiency. Also,
there are many researches on searchable encryption schemes with multiple keyword
support [14, 15] and are applied in many other areas [16]. However, these schemes have
some limitations in retrieval efficiency, accuracy or privacy. In cloud computing appli-
cations, especially in medical cooperation projects, the searchable encryption should be
able to support precise and efficient retrieval on outsourced medical records for further
diagnosis.

Another research topic on searchable encryption is fuzzy search for multiple key-
words. Li et al. [13] proposed a scheme that used kNN and Euclidean distance to select
k nearest database records, but the search accuracy is not desirable. Traditional spelling
correction algorithms, such as the Levenstein distance, do not achieve high correction
accuracy if the spelling error is more than two letters. Zhong [8] proposed a fuzzy search
scheme that used k-gram to construct a fuzzy keyword set and Jaccard coefficient to
calculate the similarity of keywords. Gnanasekaran [18] converted keyword into a vec-
tor, and used LSH (Local Sensitive Hash) to support fuzzy keyword search. Aritomo
[19] used simhash to realize the keyword fuzzy search, and the VP-tree to improve
search accuracy. K. Wang [20] used LSH to build index, and used Bloom filter to real-
ize fuzzy search over multiple keywords. However, those schemes did not consider the
misalignment of letters in the keywords, which may lead to less accurate search results.

3 Spelling Correction on Electronic Medical Records

3.1 Electronic Medical Records Templates

In order to support fuzzy search, we adopt our previous PLSC (Probability-Levenshtein
based Spelling Correction) algorithm [6] to correct the ambiguous input search words.
We build a library with 2000 EMRs that contain 3000 common medical terms. The
medical terms are selected from [17]. The format example of EMR is shown in Fig. 1.
This is a typical EMR, which contains private information such as the patient’s name,
address and phone number, and also sensitive information such as the patient’s condition,
diagnosis and prescription.

3.2 Spelling Correction Evaluation of EMRs

We evaluate the PLSC algorithm using our EMRs library. The experiment tests the
correction accuracy of PLSC, Norvig’s spelling corrector, and edit distance. Table 1
gives the correction probability of three spelling correctors, where spelling errors in
each keyword are random. The test result shows that PLSC is able to give more accurate
candidate correction especially when there are more than two random errors in the input
keywords.
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Fig. 1. Medical Record Template

Table 1. Accuracy comparison with random errors

Errors PLSC (%) Norvig’s corrector (%) Edit distance (%)

1 - 2 94.7 89.5 85.1

2 93.2 81.1 73.4

1 - 3 71.6 64.8 60.1

4 System Construction and Preliminaries

This section first introduces our system structure, and then describes threat models,
system goals, notations, and cryptographic preliminaries.

4.1 System Model

There are four principals in the PREMR system. EMR owners is responsible for medical
data encryption and index building. They upload encrypted EMRs to the cloud service
provider (CSP), and send indexes to the Proxy. Proxy merges the indexes from all
EMR owners and encrypts the merged index. Then Proxy uploads the secured index
to the CSP. The encrypted EMRs and index are uploaded by EMR owners and Proxy,
respectively. Meanwhile, EMR owners distribute decryption keys to authorized users
via secure channel.
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In our scheme, the EMR storage server is considered as an “honest-but-curious”
entity. Specifically, the storage server will honestly implement the protocol, but also
curiously analyze the index, stored data and queries to capture more information asso-
ciated with plaintext EMRs. EMR owners are suppose to be honest because they have
the original plaintext records. Proxy is a trustworthy entity who builds up secured index
for outsourced data, and generates trapdoors for users’ searching queries. Users are
untrusted, they may collude with others to get more information about the encrypted
EMRs. Secret keys are uncompromised.

4.2 Notations

• R: plaintext EMR set, R = {R1, R2, …, Rn};
• R′: encrypted EMR set, R′ = {R′

1, R
′
2, …, R′

n};
• ID: EMR identifier in plaintext ID = {id1, id2, …, idn};
• ID′: encrypted EMR identifier, ID′ = {id ′

1, id
′
2, …, id ′

n};
• SW: keywords set in plaintext, SW = {W1, W2, …,Wm};
• SW′: keywords set in ciphertext, SW′ = {W ′

1,W
′
2, …,W ′

n};
• Si,j: plaintext relevance score of keyword Wi in Rj; Sj: sum of relevance score in Rj

in plaintext;
• S ′

i,j: encrypted relevance score of keyword Wi in document Rj; S ′
j : sum of relevance

score in Rj in ciphertext;
• Z

∗
y2

is the set of integers range between 1 and y2.

Our PREMRscheme includes threemajor processes: EMR index building, encrypted
EMR searching and queue-based ciphertext retrieval.

4.3 Cryptographic Preliminaries

In PREMR scheme, we adopt both symmetric key algorithm and homomorphic encryp-
tion to guarantee the security of EMR and the value of relevance scores. The symmetric
key algorithm (SKA) is used to encrypt keywords, EMR identifiers, and EMRs. The
homomorphic encryption (HE) is used to encryption the relevance score of each key-
word in every EMR. The algorithms that are involved in the PREMR system are defined
as followed.

• SKA = (T, K, ENC1, DEC1) is a symmetric key encryption algorithm, where T is
the input data, K is the symmetric key, ENC1 is the encryption algorithm; DEC1 is
the decryption algorithm.

• HE = (RS, PK, SK, ENC2, DEC2) is a Paillier-based homomorphic encryption,
where RS is the relevance score of a keyword, PK is the public key to encrypt RS,
SK is the secret key. ENC2 and DEC2 are the encryption and decryption algorithms.
PK and SK are generated with the followed method:

1. Suppose p, q ∈ Zn are two large prime numbers, and gcd(pq,(p − 1)(q − 1)) = 1,
�(n) = (p − 1)(q − 1). Let n = pq, λ = lcm(p − 1, q − 1).
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2. The multiplicative subgroup Zn × Z∗
n → Z∗

n2
.
∣
∣
∣Z∗

n2

∣
∣
∣ = �

(

n2
) = n�(n). g is some

element of Z∗
n2
, r ∈ (0, n) is a random integer, and gcd(r, n) = 1, r(p−1) ≡ 1(mod

p). rλ = 1 mod n, rnλ = 1 mod n2.
3. Let L(x) = x−1

n , the modular multiplicative inverse μ = (L(gλ mod n2))-1mod n.
4. The public key is PK = (n, g) and the secret key SK = λ.

5 Encrypted EMR Searching with Privacy Preserving

This section introduces the index building process and EMR searching. Then it describes
the relevance score calculation and ranking algorithms.

5.1 EMR Index Building

Before encrypting EMRs, the owners first extract keywords, and build inverted plaintext
indexes. Subsequently, EMR owners encrypt and upload themedical records to the cloud
server, and at the same time send the plaintext index to the Proxy. Proxy collects indexes
from all EMR owners, merges and builds up the secure inverted index.

Plaintext Index Building and EMR Encryption. EMR owners first extract keywords
from EMRs, calculate the TF-IDF value for each keyword as its relevance score, and
then build the plaintext index I. I = {I1,I2,I3…Im}, Ii = (Wi,

⋃

j < idj, Si,j >), Ii is
the inverted index of keyword Wi, idj is the identifier of the EMR that contains Wi, Si,j
denotes the TF-IDF score of keyword Wi, in the EMR with the identifier idj.

Furthermore, EMR owner implements SKA (*, K1, ENC1) to encrypt EMRs.
Equation (1) describes the encryption process.

id ′
j ← KA(idj,K1, ENC1)

R′
j ← (Rj,K1, ENC1)

C = {(

id ′
1,R

′
1

)

,
(

id ′
2,R

′
2

)

, . . . ,
(

id ′
n,R

′
n

)}
(1)

EMR owners then send I to the Proxy, and upload C to the CSP.

IndexesMerging and Encryption. In our system, we support multiple EMR owners to
outsource their medical records. Proxy is introduced to handle multiple indexes merging
and secure index building, so that even though EMRs are encrypted with different keys
the retrieval can still be accurate and efficient. The secure index I′ is generated with the
followed steps.

Step 1. Proxy receives multiple indexes from different EMR owners and merges them
into a new index based on keywords.
Step 2.Proxy implements SKA((∗,K2, ENC1) to encrypt keywords andEMR identifiers.

W ′
i ← SKA(Wi,K2, ENC1)

id
′′
j ← SKA(Wi,K2, ENC1)

(2)

Comparing Eq. (1) and Eq. (2) we can see that different encryption keys(K1, K2)
are used to encrypt the same EMR identifier(idj), so that the linkability of the index and
stored EMR is broken.
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Step 3.Proxy runsHE(RS,PK, ENC2) to encrypt the relevance score S ′
i,j . The encryption

process is defined in Eq. (3).

S ′
i,j = gSi,j × rnmodn2 (3)

At last, Proxy establishes the secure index I′ and upload it to the CSP. The format of
the secure index is defined in Eq. (4).

I’ =
{

I
′
1, I

′
2, . . . , I

′
i

}

, I
′
i =

{

W
′
i ,

⋃

j

〈

id
′′
j , S

′
i,j

〉}

(4)

5.2 Encrypted EMR Retrieval

When user tries to search a set of keywords, the PLSC algorithm will first correct the
misspelled ones. Then user sends the plaintext keywords set SW = {W1, W2,…, Wt}
to the Proxy. Proxy generate the query trapdoor SW′ = {W ′

1,W
′
2,…,W ′

t }, whereW
′
i =

SKA(Wi, K2, ENC1).

Algorithm 1 Ciphertext searching by CSP
Input: = { , , ..., };
Output: EMR identifiers, 
1: function EMR SEARCHING
2: = ;
3: for (i = 1; i≤t; i++) do
4: Search ;
5: if . then = ∩ ;
6: end if
7: end for
8: while ≠ do
9: for each . do

10: . = ;

11: end for
12: end while
13: return ( )
14: end function

CSP Searching Algorithm. SP searches SW′ in I′. The searching algorithm is
described in Alg.1. Search result is the conjunction of EMRs that contain all queried
keywords in SW′. Subsequently, CSP sums the encrypted relevance scores of multiple
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keywords in each EMR. The relevance score calculation is defined in Eq. (5).

S ′
j =

∏

i,j
S ′
i,j = g

∑
Si,j ×

∏

i
rni modn

2 (5)

CSP returns the search result to the Proxy for relevance score decryption and ranking.

Relevance Ranking Algorithm. After receiving the search results from CSP, Proxy
needs to decrypt and rank the summation of relevance scores for each returned EMR.
Proxy implements SKA(∗, K2, DEC1) to get the plaintext keywordsWi and EMR iden-
tifiers idi. Then, Proxy runs HE(S ′

j , SK, DEC2) to decrypt the sum of relevance score.
The decryption process is defined in Eq. (6).

Sj =
L
(

S
′λ
j modn2

)

L
(

gλmodn2
) modn

=
L
(

gλ
∑

Si,j × ∏

i r
λn
i modn2

)

L
(

gλmodn2
) mod n

=
∑

Si,j (6)

where
∏

i
rλni ≡ 1. Proxy ranks the top-k EMRsbased on their

∑
Si,j and returns theEMR

identifiers back to users. Upon receiving the EMR identifiers, users send downloading
requests to the CSP directly.

6 Security Analysis

This section analyzes the data confidentiality and private-preserving of our scheme. We
have proved that our scheme can guarantee the security of ciphertext retrieval by using
the queue-based search strategy, and can protect the EMR privacy through different
encryption algorithms.

Data Confidential. The original EMRs are encrypted before outsourcing to the CSP and
the decryption keys are distributed to users via secure channel. Based on the assumption
we made in the system model in Sect. 4, EMRs can not be compromised without correct
secret keys. Thus, EMR data confidential can be guaranteed.

Indexes are constructed separately by the EMR owners, then merged and encrypted
by the Proxy. EMR identifiers in the index and in the outsourced EMRs are encrypted
with different keys so that CSP cannot get the relationship of the encrypted EMRs
and the encrypted index. Keywords relevance scores of each EMR are encrypted and
calculated with the homomorphic encryption, CSP cannot get any information from the
keywords and their relevance scores. Therefore, as long as the encryption keys are not
compromised, the confidentiality of data, index, keywords and relevance scores can be
guaranteed.
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Possibility of Privacy Leakage. Queries are encrypted by proxy and then forwarded to
CSP. So that, CSP cannot get user information and user privacy is protected. Meanwhile,
the file downloading requests and query trapdoors are sent by users and proxy separately.
It is impossible for the CSP to guess the exact correspondence between the queried
keyword and the downloaded EMRs.

7 Performance Test

The performance test experiments are implemented by C++ programming language on
Windows 7 machines, each of which is with an Intel(R) Core(TM) i5 6500 3.2 GHz
processor and a 2GB RAM. The performance is evaluated with our own EMR dataset.
Our dataset uses more than 3000 medical keywords to generate 2000 EMRs containing
various diseases.Wecompareour schemewith themost relevant researches on searchable
encryption: FMS [13], TBMSM [Error! Reference source not found.] and Zhong’s
scheme [8]. In the experiments, the number of keywords in 2000 EMRs varies from
1000 to 3000, and the number of EMRs varies from 100 to 2000.

7.1 Index Building Efficiency

We compare the index building time and storage cost among four schemes. Figure 2(a)
shows the time overhead required to build an index with the increasing number of
keywords. The index building time of FMS grows exponentially since it needs to create
an index vector for each document. When the number of keywords exceeds 1500 the
index building time of FMS is more than that of other three schemes.While the time cost
on building index with other three schemes are stable and increase linearly. The index
structure of our PREMR scheme is the inverted index based on keywords. Therefore, the
index generation time increases linearly with the increase of keywords. Figure 2. Index
Building Timeshows the index generation time with the increase number of EMRs. Our
PREMR takes less time to build the index than other three schemes. Compared with
other searchable encryption methods, our PREMR is the most efficient one on index
building stage.

Figure 3(a) shows the index storage sizewhen the number of index keywords is 1000,
1500, 2000, 2500, and 3000 respectively. When the number of keywords in the index is
greater than 1000 or the number of EMRs in the data set is greater than 300, the index
storage overhead of our PREMR is less than that of other three schemes. Figure 3(b)
shows the required index storage space with the number of EMRs ranges from 100 to
2000. I It indicates that PREMR scheme has better index generation efficiency and less
index storage overhead than the other three schemes.

7.2 Trapdoor Generation Time

Figure 4 compares the trapdoor generation efficiency of these four schemes when there
are 1000 queries, and the keywords in each query ranging from 10 to 50. Figure 4
shows that the trapdoor generation time of FMS is not affected by the number of queried
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(a)   Number of keywords                                   (b)   Number of EMRs

Fig. 2. Index Building Time

(a)   Number of keywords                               (b)   Number of EMRs

Fig. 3. Index Storage Space

Fig. 4. Trapdoor Generation Time Fig. 5. Search Efficiency Comparison
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keywords. This is because that the trapdoor in FMS is a fixed-length one-dimensional
vector corresponding to the keywords, even though the number of keywords increases,
the trapdoor generation time remains basically unchanged. The trapdoor generation
time of PREMR, TBMSM and Zhong’s scheme grows linearly with the increase of
queried keywords. From comparison result, it shows that the PREMR scheme has a
better performance on trapdoor generation efficiency, especially in supporting multiple
keywords and simultaneous queries.

7.3 Search Efficiency

Figure 5 shows the search efficiency of compared schemes. All schemes are evaluated
with the number of EMRs ranging from 100 to 2000, and the number of keywords in
each query is 5. In FMS, a matrix calculation is carried out between the retrieval vector
and index vector of each EMR, which increases the search time significantly with the
increase of stored EMRs. In TBMSM scheme, a search sequence should be obtained
firstly by matching each search keyword with that in the index. So that, the search time
in TBMSM increases linearly with the number of keywords in the index. The search
efficiency in Zhong’s scheme is mainly affected by the mapping operation of the index
and query vectors with LSH (Local Sensitive Hash) function. Although our PREMR
scheme is also affected by the number of keywords, the search time grows slowly. Form
Fig. 5 we can see that our PREMR scheme has less search time than the other schemes.
The search time of PREMR is less than 1s even though there are 2000 encrypted EMRs
in the database.

8 Conclusion

This paper proposed a privacy-preserving retrieval scheme over encrypted medical
records. The proposed scheme can achieve multi-keyword fuzzy search and relevance
ranking. In this paper, we use PLSC to support the fuzzy input keywords and improve
spelling correction. In addition, homomorphic encryption algorithm is introduced to
support keywords relevance scores calculation and ranking securely. Then, the theoret-
ical proofs show that our PREMR scheme can guarantee the security of query vectors
and stored EMRs. Finally, we experimentally analyzed and compared the PREMR with
three other similar schemes, and the experimental results proved that the PREMR has
better performance in index building, query trapdoor generation and search efficiency.
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Abstract. Scalability is a crucial factor determining the performance of massive
heterogeneous parallel CFD applications on the multi-GPUs platforms, particu-
larly after the single-GPU implementations have achieved optimal performance
through numerous optimizations. A novel Data-Centric hybrid MPI-CUDA CFD
model is proposed in this paper to enable efficient scalability of CFD applica-
tions on large-scale heterogeneous platforms. Based on the Data-Centric app-
roach, Minimum-cost MPI transfer strategy and the code refactoring technique
are realized for a better balance between data transfer and floating-point computa-
tion performance, which could significantly improve the scalability and reduce the
time-to-solution. Subsequently, those approaches are integrated into the industrial
unstructured CFD software, FlowStar, to evaluate their effectiveness. Numerical
results demonstrate thatMinimum-costMPI strategy achievesmore than 2.0 times
performance improvement compared to the traditional Model-Centric implemen-
tation, and the code refactoring technique boosts performance by 40% to 50%
over the minimum-cost MPI version. Moreover, the Data-Centric implementation
on 64 A100 GPUs platform show a speedup ratio of over 120 when compared to
the original MPI implementation with 64 ranks.

Keywords: Data-Centric · massive heterogeneous parallel CFD · MPI-CUDA ·
performance scalability

1 Introduction

Graphics Processing Units (GPUs) have revolutionized the HPC landscape in the past
decades [1] and offer tremendous potential for applications in Computational Fluid
Dynamics (CFD) [2]. Over the past decade, many CFD codes have been formulated
MPI-X hybrid programming models for expressing parallelism to run as efficiently as
possible on the modern heterogeneous systems [3]. Here, X refers to the programming
model designed specifically for GPUs, such as CUDA, HIP or OpenCL. To run CFD
codes on such heterogeneous platforms efficiently, some fine-grained parallel models
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have been developed. For example, kernels based on the optimized decoupling strategies
[4] which can provide better data locality and make use of the share memory on GPU
would hand over higher performance. In the same way, the CFD codes with fine-grained
and fast convergent iteration solver [6]would spend less time to reach the solution of fluid
flow. Those optimization strategies actually represent theCFDperformance optimization
directionwhich aims to reduce time consuming of computational kernels. However, there
is a notable disparity in the performance of CFD solver with optimization algorithms
when comparing their performance on a single-GPUs machine versus a multi-node and
multi-GPUs platform. That is, the algorithm has not shown good scalability when scaled
to larger systems or multiple computing units.

Many literatures have reported the issue of poor scalability in CFD applications,
which is mainly attributed to the additional data communication overheads that arise
when solving CFD problems on multi-node computing systems [6, 7]. Especially on
supercomputers, the cost of data transfer is prohibitively high compared to numerical
computations, and it is desirable that an efficient application should achieve a better bal-
ance between data transfer and floating-point computation performance. However, due
to convergence and robustness considerations, the real and large-scale industrial CFD
applications require broadcasting the latest information to neighboring zones after each
module calculation [8]. This frequent and extensive communication often leads to poor
overall performance of CFD applications, especially for the one on multi-GPU hetero-
geneous platform, which involves the data transfer between the device memory and the
host memory, and the communication throughout different host nodes. Due to the strong
negative impact of communication on performance, the optimization algorithms for com-
putational kernels mentioned above cannot effectively improve the overall performance
of CFD on multi-GPU platform. Currently, there is no effective way to address the weak
scalability issue of industrial CFD applications on large-scale multi-GPU platforms.

Data-Centric model is a programming paradigm that emphasizes data as the cen-
tral element of software design and development [9]. This model emphasizes generat-
ing the appropriate data structure and organizing the data itself to build applications.
With this approach, developers can create efficient workflows with the help of data
sources and data-driven features [10]. Data-Centric model is a powerful approach for
high-performance software development [11]. In contrast, Model-Centric methodology
emphasizes creating models or functions as the primary focus of the application devel-
opment process. CFD software are a typical example of Model-Centric development
paradigm, where the codes encompass Euler/NS solver and turbulent RANS/LES/DNS
module, each of which contain models such as Gradient, Limiter, Flux, and Linear
Equation Solvers. These models, taken as a whole, construct the CFD application from
Model-Centric perspective. Thus Model-Centric mode is suitable for CFD develop-
ment and code collaboration, but for the high-performance and scalable implementation,
Model-Centric modemay exhibit some performance bottlenecks. AData-Centric design
of CFD may be a potential way to address the scalable problem. However, there is no
literature proposing Data-Centric model to improve the overall performance of CFD and
Model-Centric mode is still the predominant development method for CFD applications.

In this paper, a Data-Centric CFD focusing on MPI-CUDA framework is invented
for the scalable and efficient realization of industrial unstructured CFD on multi-GPU
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clusters. The contribution of this work is reflected in several aspects. Firstly, this work
is the first to employ Data-Centric model to develop and design CFD codes, which has
resulted in significant performance improvement compared with Model-Centric one.
Secondly, this paper focuses on proposing a feasible and general method to address
the current weak scalability issues of industrial CFD on large-scale heterogeneous plat-
forms. ThroughData-Centric reorganization of the original codes, a newCFD framework
have been developed for a balance between data transfer and floating-point computa-
tion. Thirdly, this work introduces a Data-Centric API to focus on high-performance
implementation of CFD while retaining the conventional Model-Centric one which is
more suitable for the model development and functionality expansion of CFD software.
This dual-mode implementation is a first in high-performance CFD, and significantly
improves the computational performance and functionality of CFD codes.

The paper is organized as follows. Section 2 describes the numerical foundations and
the parallel strategies in CFD. Section 3 presents the techniques of Data-Centric analysis
and redesign of MPI-CUDA CFD codes. Results are given in Sect. 4. Conclusion is
included in Sect. 5.

2 Numerical Foundations

The general conservative equation of fluid flow can be written as following:

∂
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Here
−→
W=[ρ, ρu, ρv, ρw, ρE]T represents the conservative variables, where
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FV stand for the inviscid and viscous flux respectively, and
−→
Q is the source item. And ρ

is the fluid density, u, v and w refer to the velocity component at x, y and z coordinate, E
stands for the internal energy, and t is the time item. After the discretization of Eq. (1),
one can get the discretize conservative equation:
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Using special numerical algorithms to solve above discrete equations can give us the
numerical solution of fluid flow. Here the cell-centered FVM discretization is selected
while the implicit linear iteration, Lower-Upper Symmetric Gauss-Seidel (LUSGS), is
employed to solve compressible laminar or turbulent problems with Venkatakrishnan’s
Limiter function and Spalart-Allmaras one-equation model (SA). The gradient informa-
tion is evaluated with Node-Based Green-Gauss approach while the Roe scheme and the
central discretization are used for the convective solution reconstruction process and the
viscous flux calculation respectively.

The coarse-grained parallel framework has been developed throughMPI framework.
In order to achieve strong robustness and fast convergence in CFD computation, MPI
implementation introduces multiple information exchange modules among the ghost
cells within neighbor domains, such as the update of ghost node data for Node-based
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Green-Gauss gradient, the update of ghost limit and gradient information. To further
obtain acceleration on heterogeneous platform, fine-grained parallel models should be
developed. For the face-based loops in right-hand side(RHS) calculation, the reduction
strategy [15] is used here to process the face data races while the balancing cell-color
decoupling model [16] is employed for the implicit left-hand side(LHS) iteration. After
the fine-grained remolding of those computational tasks, like gradient terms, and the
application of some optimization strategies, such as the mesh renumbering [17] and the
share memory model, researchers could develop an efficient single-GPUs implementa-
tion. Combining the coarse-grained MPI framework and the fine-grained single-GPU
CUDA implementation results in the original MPI-CUDA parallel implementation, as
shown in Fig. 1.

Fig. 1. Framework for MPI-CUDA implementation of CFD codes

3 Data-Centric MPI-CUDA CFD Implementation

The originalMPI-CUDA implementation that develops fromModel-Centric prospective
would result in the weak scalability problem attributed to the additional data commu-
nication overheads that arise inside or at the end of computational models, including
gradient, limit, flux and SA model. In this section, the Data-Centric viewpoint would be
used to analyze and reconstruct MPI-CUDA CFD codes with a better balance between
data transfer and floating-point computation performance.
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3.1 Minimum-Cost MPI Transfer Strategy

Data-Centric analysis of MPI modules is presented firstly. The schematic diagram of
the domain decomposition for MPI framework is presented in Fig. 2, where the original
computational domain is divided into the sub-regions and the ghost cells’ arrays are set
to transfer the latest information among the neighbor sub-regions. Typically, each ofMPI
ranks would process the computation in one of sub-regions and employ the MPI_Isend
and MPI_Irecv functions to accomplish those ghost layers’ information exchange. In
Model-Centric MPI-CUDA implementation, the existence of above data transfer would
put a negative effect on the whole parallel performance sinceMPI_Isend andMPI_Irecv
functions must be carried out at the host-node side, which bring the idle time of GPUs’
cores.

In the original MPI-CUDA implementation, almost all computational tasks are
designed to perform on GPUs and thus the calculating data, such as the flow fluid
variables and etc., are all stored in the device memory, namely the video memory of
GPUs. The calculating variables, such as the fluid flow velocity, the gradient and the
limit, are set to equal N = nTCell + nBFace, where nTCell is the number of the real
cells to be solved and nBFace is the length of the ghost cells’ array. The ghost cells’
array is set to store the latest boundary information from the neighbor rank. Since all
computational tasks are finished on GPUs, thus only the ghost cells’ array needs to be
transferred back to the host node for the MPI information transfer, while the data in
the real cells always stay on GPUs side. After the transfer of nBFace array to the host
memory, the host node would run MPI-bqs module to assemble the bqs array from the
nBFace ghost cells’ array for MPI_Isend function. Similarly, MPI-bqr module would
process the bqr data received byMPI_Irecv function from the neighbor ranks to get the
updated nBFace array. Thus the MPI module in MPI-CUDA implementation contains
three sub-modules, the cudaMemcpy operation for the exchange of the nBFace array,
the assembly between the nBFace array and the bqs/bqr array and the MPI_Isend and
MPI_Irecv communication, both mainly finished by the host node.

Fig. 2. Domain Decomposition for Parallel Implementation of MPI

For the host side MPI_Isend and MPI_Irecv function, the nBFace array is a crude
data where only after finishing the assembly of the bqs array from the nBFace array,
MPI_Isend function can start their communication among ranks.Oneway to decrease the
running time of those MPI modules is to parallel assemble bqs/bqr array on GPU. There
are two types of kernels to assemble bqs/bqr array, including of the information process
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on the ghost cells and the ghost nodes. The bqr/bqs of the ghost cells can be processed
parallel since only numerical exchange happens in those modules while for MPI transfer
of the ghost nodes for the Node-based Green-Gauss approach, the AtomicAdd operation
would be employed to process the accumulation for the node value. ThenMPI_Isend and
MPI_Irecv function could see the processed ready data after the cudaMemcpy operation
and startMPI_Isend and MPI_Irecv immediately.

Another way to improve the MPI transfer performance from data level is the transfer
merging of the assembly of the bqs/bqr array for multiple variables in the fluid flow.
Since the ghost cells indirectly stay in q [5] [N] and the merging assembly collects those
indirect data into a continuous bqr/bqs array. Those data encapsulation process is also
finished on GPUs and the host node only calls one cudaMemcpy and one subsequent
MPI_Isend and MPI_Irecv to accomplish all MPI information transfer. For the fluid
variables q [5] [N] and the similar data, this transfer merging can reduce the number
of calls of MPI module from five to one, while for the gradient data, the reduction is
from fifteen (five gradient variables multiple three coordinate components) to one. The
parallel data processing and the data transfer merging make up the Minimum-cost MPI
Transfer Strategy.

3.2 Code Refactoring Strategy

TheMinimum-cost MPI Transfer Strategy focuses on reducing time comsuming of MPI
modules in CFD and the coresponding Data-Centric reconstruction is confined to MPI
modules. This section would give a global Data-Centric analysis and attempt to create
efficient CFD workflows for a better balance between data transfer and floating-point
computation performance with the help of global data relationships.

The Model-Centric programming flowchart in Fig. 1 could reveal some data rela-
tionships in CFD. For the NS solver, after the update of the fluid flow variables q [5] [N],
those variables would keep unchanged in the NS solver until the program has obtained
the new DQ [5] [N] values through the LUSGS iteration and updated q [5] [N] again, as
shown in Eq. (3):

q[j][i] = q[j][i] + DQ[j][i], 0 ≤ i < nTCell, 0 ≤ j < 5 (3)

The time step array dt[N], used in the LUSGS iteration, is evaluated from q [5] [N],
as presented in Eq. (4):

dt[i] = ftime(q[5][N ]), 0 ≤ i < nTCell (4)

The gradient information dqdx [5] [N], dqdy [5] [N] and dqdz [5] [N] are also
calculated from q [5] [N], while the limiter array Limit [5] [N] depends on q [5] [N],
dqdx [5] [N], dqdy [5] [N] and dqdz [5] [N], as shown in Eq. (5) and Eq. (6):

(dqdx[j][i], dqdy[j][i], dqdz[j][i]) = fgrad (q[5][N ]), 0 ≤ i < nTCell, 0 ≤ j < 5
(5)

Limit[j][i] = flimit(q[5][N ], dqdx[5][N ], dqdy[5][N ],
dqdz[5][N ]), 0 ≤ i < nTCell, 0 ≤ j < 5

(6)
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Then based on q [5] [N], dqdx [5] [N], dqdy [5] [N], dqdz [5] [N] and Limit [5] [N],
the inviscid flux on the faces, Invisflux [5] [N], is calculated through Eq. (7):

Invisflux[5][i] = fInvflux(q[5][N ], dqdx[5][N ], dqdy[5][N ],
dqdz[5][N ], Limit[5][N ]), 0 ≤ i < nTCell

(7)

If the flow problems are involving of the viscous force, the viscous effect would
be added into Visflux [5] [N], where the temperature T [N] and its gradient dTdx[N],
dTdy[N] and dTdz[N] should be evaluated from q [5] [N] firstly before Visflux [5] [N]
calculation, as shown in Eq. (8) and Eq. (9):

(T [i], dTdx[i], dTdy[i], dTdz[i]) = ftemp(q[5][N ]), 0 ≤ i < nTCell (8)

Visflux[j][i] = fvisflux(q[5][N ], dqdx[5][N ], dqdy[5][N ],
dqdz[5][N ],Limit[5][N ], T [i],
dTdx[i], dTdy[i], dTdz[i]), 0 ≤ i < nTCell, 0 ≤ j < 5

(9)

After the accumulation of Invisflux [5] [N] andVisflux [5] [N] into flux [5] [N] through
Eq. (10), NS solver would run LUSGS iteration module to obtain a new DQ [5] [N], as
shown in Eq. (11).

flux[j][i] = Invisflux[j][i] + Visflux[j][i], 0 ≤ i ≤ nTCell, 0 ≤ j < 5 (10)

DQ[j][i] = LUSGS(DQ[5][N ], q[5][N ], dt[5][N ],
flux[5][N ]), 0 ≤ i < nTCell, 0 ≤ j < 5

(11)

Above formulae briefly summarize the data relationships among the main variables
occurred in the NS solver while the more specific knowledge is not presented here for
due to the limited space and one could find those complex formulae, such as f grad and
f limit from CFD books [12].

Those data relationships indicate that the computation of NS solver must follow
the order shown in Fig. 1 since the later module needs the front one’s data. However,
this restriction of computational order may hinder the further performance improvement
for MPI-CUDA CFD while the flowchart of the solver here solidifies into the cycle
of the computation on GPUs, the MPI information transfer between GPUs and the
host node and between the host nodes, and the computation on GPUs again. Those
serial executions would bring the result that GPUs computing cores would keep inactive
when cudaMemcpy, MPI_Isend and MPI_Irecv are in their busy time. This will cause
a strong imbalance between communication units and computation cores and lead to an
inefficiency of multi-GPUs platform.

Further exploration of above data relationships may lead to new discoveries. Actu-
ally, the most noteworthy feature of above data relationships is that the main variables,
including of q [5] [N], dqdx [5] [N], dqdy [5] [N], dqdz [5] [N], Limit [5] [N], flux [5]
[N], DQ [5] [N] and etc., only change their values in one certain range in CFD and then
keep their values constant until the next nonlinear iteration of CFD enters into this range
again. And another feature is that almost all variables to be computed in the flowchart of
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CFD all have a direct dependency on q [5] [N]. Based on the Data-Centric analysis, the
working range of computational modules in NS solver can be zoomed to some extent,
where the solver can run at a different way to finish its communication and computation
tasks. Firstly, the time step module to calculate the array dt[N] can be carried out at the
range from the start of the NS solver to the end of the flux calculation. Secondly, the
limit module is divided into two parts, Limit-1 and Limit-2, and the data relationships
are shown in Eq. (7) and Eq. (8) respectively:

(qmax[j][i], qmin[j][i], esp[j][i]) = f (q[5][N ]), 0 ≤ i < nTCell, 0 ≤ j < 5 (12)

Limit[j][i] = f (qmax[5][N ], qmin[5][N ], esp[5][N ], dqdx[5][N ],
dqdy[5][N ], dqdz[5][N ]), 0 ≤ i < nTCell, 0 ≤ j < 5

(13)

Limit-1 part can be performed at larger range from the start of NS solver to the start of
Limit-2 calculation and only depends on q [5] [N] data. The inviscid flux calculation can
be processed in the same way. Thirdly, based on the Eq. (8), the temperature information
can be calculated at the range from the start of the NS solver to the start of the viscous
flux calculation. Finally, the gradient computation for each variable is independent with
others and can be processed parallel. Those relationships constitute final Data-Centric
data relationships.

Fig. 3. Data-Centric Code Refactoring for NS Solver in CFD

The Data-Centric data relationships make it possible for the code refactoring for NS
solver in CFD as shown in Fig. 3. TwoMPI rankX andY are depicted where themodules
are designed to process parallel for the balance of communication and computation. For
example, the first part of limit calculation, Limit-1, is shifted forward to carry out parallel
with MPI transfer for the latest gradient values. In this way, the communication in MPI
transfer module, including of cudaMemcpy and MPI_Isend and MPI_Irecv functions,
would go parallel with the computation in Limit-1. With the multiple adjustment, MPI
transfer process at the end of q [5] [N], dqdx [5] [N], dqdy [5] [N], dqdz [5] [N], Limit
[5] [N], dTdx[N], dTdy[N] and dTdz[N] calculation all can be performed parallel with
the computation running on GPUs. Another strategy of the code refactoring in NS solver
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is developed for the Node-based Green-Gauss gradient module for overlap of the MPI
transfer of the ghost nodes. The computational streamwould change fromStreamDefault
to the stream allocated by the fluid flow variables and the communication in one fluid
flow variable would be covered up by the computation from other fluid flow variables.

SA solver in CFD employs above method to develop Data-Centric data relationships
and the corresponding code refactoring has been organized in the same way. Actually,
the flowchart of SA solver is similar to the one in NS solver, while the solving variable
changes from the fluid flow q [5] [N] to the single SA variable sa[N]. Due to the limit
space this work will not go into details of the code refactoring in SA solver here.

3.3 Dual-Mode API for CFD Solver

The program structure of heterogeneous parallel CFD can be generalized into following
parts, where the geometric topology information refers to the mesh and the boundary
conditions and the computational kernels stand for the main computational modules
in CFD, such as the gradient and the limit and etc. The application API calling layer
would determine the organization of solver and MPI information transfer among ranks
would be accomplished by MPI kernels. Above Minimum-cost MPI Transfer Strategy
would build a new set ofMPI kernels besides the original one, while the code refactoring
strategy would introduce a more efficient application API calling layer for multi-GPUs’
implementation. The main body of CFD, including of the computational kernels and
the geometric topology information will keep unchanged all the time. Therefore, two
running API would be established in CFDwhere the original Model-Centric API is used
to develop and debug new codes to expand the function of CFD while Data-Centric API
is appropriate for high-performance execution.

4 Results and Discussion

In this section, numerical experiments will be carried out using industrial CFD software,
FlowStar, to verify the optimization effect of above Data-Centric CFD models. Flow-
Star is a CFD framework that utilizes mathematical models and numerical algorithms to
simulate and analyze fluid mechanics and heat transfer phenomena. It provides a com-
prehensive suite of tools for solving complex problems related to turbulence, multiphase
flows, combustion, and more. And all above parallel models have been integrated into
FlowStar. Two industrial cases, the full-aircraft CHN-T1 airplane [13] and the Army-
Navy Basic Finner(ANF) missile [14], are selected to test the performance of different
parallel CFD implementations. The geometry of CHN-T1 and ANF are presented in
Fig. 4-a and Fig. 4-b respectively, and the mix-element unstructured grid is used to
match the complex geometric profile in those models. Results are computed by the GPU
server configured with 64 Intel Xeon 8268 CPU and 64 A100 80G GPUs.

The weak scaling test is carried out firstly. Since the practical industrial unstructured
grid is rather than difficult to generate a set of grid in proportion, each GPUs card would
handle with approximately equaling cells to test the weak scaling. Table 1 gives the
configuration of the weak scaling test with a series of grids of CHN-T1, 6.5, 17.3, 49.4
and 162.2million. Three versions ofMPI-CUDA implementations are performed, where
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the primitive refers to the one developed fromModel-Centric CFD codes. The time costs
for the first 100 iterations are recorded to compare the performance difference. Results
show that with the increase of the computing GPUs cards and keeping the constant
computing load on eachGPUs, the difference among time-consuming results for a certain
MPI-CUDA strategy, like the code refactoring, was rather small, which proved the fine
weak scaling for the MPI-CUDA implementation. What’s more, those results among
different MPI-CUDA implementations show that the minimum-cost MPI strategy could
improve about 2.0 times performance compared with the primitive one and the code
refactoring can further bring 40% to 50% performance improvement compared with the
minimum-cost model. For example, the 6.5 million CHN-T1 computed on 2 A100 nodes
and the 162.2 million on 52 A100 nodes would spend almost the same time, 32.2 ms,
for the first 100 iterations and the Data-Centric optimizations can decrease the running
time dramatically, from about 95 ms to 45 ms and further 32 ms.

(a)                                                              (b)

Fig. 4. Geometry and Grid for CHN-T1 aircraft and ANF missile

Table 1. Weak Scaling Test with Different Strategies on CHN-T1 Grids (100 iterations)

GPUs Numbers 2 6 16 52

CHN-T1 Grid/million 6.5 17.3 49.4 162.2

Cells per GPUs/million 3.25 2.88 3.08 3.11

Primitive MPI-CUDA(ms) 95.27 82.46 92.43 97.51

Minimum-Cost MPI Strategy(ms) 46.51 41.37 50.42 45.75

Code Refactoring Strategy(ms) 32.18 28.34 33.19 32.22

The CHN-T1 case with 162.2 million grid is employed to carry out the strong scaling
test with the range of 8 to 64 A100 nodes. The speedup results are presented in Fig. 5
where the performance benchmark is set to the primitive MPI-CUDA running on 8
A100 nodes. The results on 64 A100 node show that for the primitive MPI-CUDA
implementations, only the 46% parallel efficiency could be obtained compared with
the benchmark on 8 A100 nodes. This poor scalability could be ameliorated by the
Data-Centric models. For example, the Data-Centric MPI-CUDA version on 64 A100
nodes can increase the parallel efficiency to 158% compared with the benchmark or
the primitive MPI-CUDA running on 8 A100 nodes. In other words, the Data-Centric
optimization could bring the super linear acceleration over the primitive MPI-CUDA



A Data-Centric Approach for Efficient and Scalable CFD Implementation 103

implementation. Meantime, the performance improvement in the implementation of the
minimum-cost strategy and the code refactoring model also can be observed from the
results presented in Fig. 5 (a).
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Fig. 5. (a) Strong Scaling Test with Different Strategies on CHN-T1 162.2 million Grids and (b)
Speedup Ratio of MPI-CUDA Strategies Compared with MPI Implementation on Different Grid
Sizes

After the assessment of the scalability of the Data-Centric optimization, various
parallel versions are employed to the large-scale test with the ANF grid. Figure 5 (b)
presents the speedup ratio of the ANF case on 64 A100 nodes with three set of ANF
grids, including of 6.4, 33.5 and 619.3 million cells, compared to the original MPI
parallel implementation with 64 ranks running on Intel Xeon 8268 CPU. The results
show that with the increase of grid cells computed on GPUs, the application could
obtain a higher speedup ratio. And the maximum speedup ratio could be found in ANF
case with 619.3 million cells, which is about three times parallel performance of the
primitive MPI-CUDA implementation.

5 Conclusion

This paper introduces a Data-Centric approach to develop efficient and scalable MPI-
CUDA CFD applications on large-scale multi-GPUs platforms. The Data-Centric app-
roach includes Minimum-cost MPI strategy and the code refactoring technique for a
better balance between communication and computation. The industrial unstructured
CFD software, FlowStar, is employed to verify the performance. Results exhibit impres-
sive speedup improvements and better scalability of CFD codes when compared to
traditional Model-Centric CFD implementations. Tests show that Minimum-cost MPI
strategy can bring about 2.0 times performance improvement over the Model-Centric
MPI-CUDACFD and the code refactoring technique can further take 40% to 50% faster
acceleration than the one based on the minimum-cost MPI strategy. The large-scale test
displays that Data-Centric implementation on 64 A100 GPUs platform could produce
over 120 speedup ratio compared to the original MPI parallel implementation with 64
ranks and 3 times faster than the Model-Centric MPI-CUDA one.
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Abstract. P300 is a commonly used indicator for testing the psychology of crimi-
nal suspects, but it has problems such asweak signal and large amount of processed
data. Aiming at such problems, based on experiments to simulate real case data, a
psychological test method for criminal suspects based on multi-feature extraction
of EEG signals in time domain, frequency domain, and time-frequency domain
was proposed. In order to achieve psychological testing of criminal suspects in
public security investigations, used the existing data to test and adjusted themodel.
In the time domain, the signal-to-noise ratio was improved by superimposing and
averaging, and P300 was extracted. The amplitude and latency of the components
were taken as the time domain features. In the frequency domain, the relation-
ship between the EEG power and frequency reflected by the power spectrum
estimation was used as the frequency domain features. In the time and frequency
domain, the wavelet approximation coefficients of the corresponding frequency
band extracted by the Mallat algorithm was used as the frequency domain fea-
tures. Time-frequency domain features were selected through F-score. Finally,
SVM was used as the classifier. The optimal penalty factor and kernel function
were selected through cross-validation and dynamic grid. The results show that
the method of multi-feature extraction can reflect the essential characteristics of
the suspect’s EEG signal, reduce the amount of data processing, and have a higher
classification accuracy.

Keywords: P300 · feature extraction · ICA ·Mallat · F-score · SVM

1 Introduction

The P300 is an EEG indicator that is commonly used in psychological testing techniques
for criminal suspects. The P300 is an event-related potential (ERP), an evoked potential
associated with human attention to events. It reveals the subject’s response to an external
stimulus with a relatively low probability of occurrence, and is called P300 because it
generally occurs about 300 ms after the stimulus occurs [1].
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It was shown that P300 was not influenced by the physical properties of the stimulus,
but related to the frequency of the stimulus, the meaning of the information contained
in the stimulus, the subject’s expectations, and therefore can be used as an important
psychometric test for criminal suspects indicator [2]. In P300-based tests, researchers
select photographs of crime scenes, crime tools, and other case-related objects as detec-
tion stimuli [3]. Since P300 and spontaneous EEG signals are slightly different in terms
of generation and characteristics, they both have bioelectric signal characteristics and
can be studied using the same signal processing methods.

Therefore, this paper is based on the EEG signal data processing method. With
the help of machine learning techniques, based on laboratory simulated case data, we
study and construct a new rapid detection of deception features based on brain cognitive
potential and adjust the model by applying the existing data to test and to realize the
psychological testing of criminal suspects in public security investigation,which is useful
for This is of great theoretical significance and practical value to prevent and combat
crimes, and to quickly identify suspects in unexpected situations. This has important
theoretical significance and practical value for preventing and combating crime, and for
rapid identification of suspects in unexpected situations.

2 Related Work

In the research related to the psychological testing of criminal suspects, feature extraction
is a crucial aspect, and scholars have proposed many methods for EEG signal feature
extraction methods, which are usually divided into the following the methods are usually
divided into the following aspects:

Time Domain Feature Extraction. Geometric parameters of the time domain wave-
form of EEG signals, such as peak, wave area, latency, and signal energy, are often
extracted. For example, Liang Zhou et al. [4] used wave amplitude, wave area and
latency as P300 features for lie detection experiments, and Junfeng Gao et al. [5] used
F-score to select time-domain features and found that amplitude and peak difference had
a more positive role in classification.

Frequency Domain Feature Extraction. The EEG signal has strong frequency char-
acteristics, and its frequency information can be extracted as features. The frequently
used extraction methods are Fourier transform and power spectrum estimation. Mu et al.
[6] have used AR model for power spectrum estimation to achieve frequency domain
feature extraction of EEG signals.

Time-Frequency Domain Feature Extraction. EEG signals are non-stationary ran-
dom signal, its transient changes contain both time domain and frequency domain
information, if only EEG signals are non-stationary random signals, and the transient
changes contain both time and frequency domain information. Therefore, the combined
time-frequency feature analysis method is often used. The commonly used The wavelet
transformalgorithm,wavelet packet decomposition transformation,Hilbert yellow trans-
form algorithm and other methods are often used to extract time-frequency features. The
wavelet transform algorithm, wavelet packet decomposition transform, Hilbert yellow
transform algorithm, etc. are often used to extract time-frequency features. YangL. C. [7]
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proposed P300 recognition algorithm based on wavelet decomposition and support vec-
tor machine, andWuT. et al. [8] proposed the spontaneous EEG signal feature extraction
based on EMD and Hilbert transform method.

In addition, there are many feature extraction methods, and A. Moura [9] concluded
that different methods should be chosen in different situations by comparing the advan-
tages and disadvantages of several of the most popular EEG signal feature extraction
methods today.

Based on the above research, this paper proposes a multi-feature extraction method
using P300 as the basic basis of the psychological test for criminal suspects. The wave
amplitude and latency of P300 are used as time domain features, and the power spec-
trum estimation and Mallat algorithm are used to extract the frequency domain features
and time-frequency domain features. The existing features are combined into a time-
frequency-time-frequency fusion feature vector, and the SVM is used as the classifier to
select the optimal penalty factor and kernel function by cross-validation and dynamic
grid. Finally, the effectiveness of the classification model in suspect identification is
verified based on the existing EEG data. The overall model architecture is shown in
Fig. 1.

Fig. 1. Model architecture diagram.

3 Psychological Testing for Criminal Suspects

In this paper, the study of psychological testing methods for criminal suspects was
developed in the form of a simulated crime [10]. All subjects in the test were randomly
divided into three groups. Subjects in the innocent group took the memory test directly.
Subjects in the informed group were asked to determine the correct answers to the four
topics by means of questioning and subjects to ensure that the subjects in that group
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were indeed informed. Subjects in the implementation group performed a simulated
crime before the test began. The mock crime was conducted in an elaborate room, where
the subject was instructed to enter the room and steal something he or she thought was
valuable, without being told what the item would be. After the subjects had “stolen” the
items, they were given an EEG test.

Subjects first read and signed an informed consent form, after which the test proce-
dure was explained to them. There were four sets (blocks) of tests with three breaks. The
first and second sets of tests were about what the stolen item was (envelope) and what
was inside the stolen item (check), while the third and fourth sets of tests were about the
value of the stolen item ($800) and the location of the stolen item (in the drawer). Each
set of tests began with a prompt about the problem involved in that set of words. The
stimulus sequences were referenced to the DPCTP paradigm [11].

EEG data were acquired using Neuroscan’s 64-conductor ERP recording system,
with electrode positions referenced to the international 10–20 system. Horizontal elec-
trooculography (HEOG) was recorded with an electrode located 1.5 cm lateral to the left
and right orbits, and vertical electrooculography (VEOG)was recordedwith an electrode
located approximately 1 cm superior and inferior to the left eye. The average electrode
of the bilateral mastoid was used as the reference electrode, and the midline of the scalp
was grounded between Fz and Cz. The scalp resistance at each electrode was adjusted
to less than 5 k�. The signal was amplified by AC, and continuous EEG and EOG were
recorded with an A/D sampling frequency of 1000 Hz (Fig. 2).

Fig. 2. Simulated Criminal Mind Test.

4 Data Pre-processing Methods

4.1 ICA De-artifacting

In this paper, the artifacts are separated from the EEG signal by the signal separation
algorithm-Independent Component Correlation Algorithm (ICA) [12]. The linear hybrid
ICA model is shown in Fig. 3.
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Assume that there are M source signals and N observed signals can be obtained
through N electrodes, i.e., N leads, each of which is a linear combination of M source
signals. For simplicity, assume thatM=N, i.e., the number of electrodes and the number
of dissociated source signals are the same. In matrix terms, let S = (S1,S2, . . . ,SM)T,
X = (X1,X2, . . . ,XM)T, A be the mixing matrix, then X = AS.ICA is to find the
transformation matrix B, also known as the unmixing matrix, and the N-dimensional
output vector Y =WX = WAS is obtained by linear transformation of X.

Fig. 3. Linear mixed ICA model.

4.2 Wavelet Transform Filtering and Denoising

In this paper, the Mallat algorithm [13, 14] is used to complete the decomposition
of the EEG signal. Assuming that the signal to be decomposed is, the finite N-layer
decomposition shown in Eq. (1):

x(t) = A1 + D1

= A2 + D2 + D1 = AN + ∑N
j−1 Dj

(1)

where AN is the approximate component of the low-frequency part of the signal, and Dj

is the detail component of the high-frequency part under the j-layer decomposition.
The detail and approximate components of the corresponding frequency bands can

be obtained through layer-by-layer decomposition, and each frequency band has its own
wavelet coefficients, i.e., the detail coefficient corresponding to the detail component D1
is cD1, and the approximate coefficient corresponding to the approximate component
A1 is cA1. The decomposition and reconstruction of the signal x(t) can be completed by
processing the wavelet coefficients of each layer after decomposition. The single-step
decomposition process is shown in Fig. 4.

Mallat algorithm signal decomposition formula [15]:

cjk =
∑

n
h0(n− 2k)cj−1,n (2)

djk =
∑

n
h1(n− 2k)cj−1,n (3)
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Fig. 4. Single-step decomposition process of wavelet decomposition.

In the equation, cjk , djk are the signal scale coefficients and wavelet coefficients,
respectively, and j is the number of signal decomposition layers.

The Mallat reconstruction formula is [15]:

cj−1,k = ∑
n h0(k − 2n)cj,n + ∑

n h1(k − 2n)djn (4)

5 Feature Extraction Methods

5.1 Peak-To-Peak Time Domain Feature Extraction

The peak-to-peak is used to extract the amplitude and latency of P300 by searching for
the most positive 100 ms on average from 300 ms to 900 ms, and the midpoint of this
100 ms determines the latency of P300. The distance between the most positive 100ms
and the most negative 100 ms is the p-p wave amplitude of P300 [16].

Due to the low signal-to-noise ratio and high randomness of the EEG signal, the
P300 signal is not easily determined by the influence of adjacent stimuli. In order to
reduce the random noise and improve the signal-to-noise ratio, the EEG signal can be
processed by superimposed averaging method before using peak-to-peak extraction of
wave amplitude and latency.

Assume that the EEG signal generated in a single session is:

x(n, i) = p(n, i) + u(n, i)
i = 1, 2, . . . ,N

(5)

N is the total number of stimuli, x(n, i) is the original mixed EEG signal with power
P, p(n, i) is the pure EEG signal containing P300, and u(n, i) is the noise with variance
σ2, mean 0; the signal-to-noise ratio of a single stimulus is P/.

Averaged over N superpositions:

1
N

∑N
i=1 x(n, i) = 1

N

∑N
i=1 p(n, i) + 1

N

∑N
i=1 u(n, i)

= p(n) + 1
N

∑N
i=1 u(n, i)

(6)

p(n) is the EEG signal containing P300 averaged over N times. The power of p(n) is
still P after superposition averaging, and the variance of the noise becomes σ2/N, and
the power signal-to-noise ratio is N · P/, which improves the signal-to-noise ratio by a
factor of N [14].
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5.2 Welch Power Spectrum Estimation for Extracting Frequency Domain
Features

The Welch algorithm minimizes the variance of the spectral estimate without affecting
the resolution by segmenting the data and adding windows [17].

Based on the probability statistical theory, it is known that if the data of length
N is divided into L segments, the length of each segment is M = N / L, and each
segment is independent of each other, the estimated variance will be only 1/ L before
the segmentation, which can be consistently estimated [18]. The algorithm is given in
Eq. (7):

GL
M (ω) =

∑L

l=1
GM ,l(ω)/L (7)

Finally, the power spectrum is calculated for each segment of the data and the results
are averaged for each segment.

5.3 Mallat Extracts Time-Frequency Domain Features

Due to the complexity of EEG signals, the essential features of EEG signals cannot
be obtained from time domain or frequency domain alone, and the features can be
extracted by using time-frequency analysis method combining time domain and fre-
quency domain. The wavelet transform has good time-frequency properties, and the
time-frequency information of the effective frequency band can be obtained after the
signal decomposition by Mallat algorithm, and the wavelet approximation coefficients
and detail coefficients calculated by the decomposition can be used as time-frequency
domain features [19]. Among them, the wavelet approximation coefficients respond
to the low-frequency information and the wavelet detail coefficients respond to the
high-frequency information.

Mallat is decomposed at each layer to obtain the wavelet coefficients corresponding
to the detail and approximation components of the corresponding frequency bands: the
detail coefficients cDj and the approximation coefficients cAj, where j is the number of
corresponding layers (Fig. 5).

Fig. 5. Wavelet decomposition.
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6 EEG Signal Processing Process

6.1 Pre-processing

In this paper, the experimental environment is Matlab2016b, and in addition, EEGLAB,
ERPLAB, LIBSVM and other toolboxes are installed for EEG data processing and
classification. The main steps of data pre-processing are segmentation, artifact removal,
filtering and noise removal.

According to the principle of P300 applied to the psychological test for criminal
suspects, the EEG signals generated by the suspect and the innocent person in response
to the probe stimulus can be analyzed to distinguish the two. Therefore, by extracting
the EEG signals of subjects in response to the probe stimuli in segments, 100 epochs
can be extracted from a single subject per experiment.

The process of artifact removal by ICA is as follows: first find the unmixing matrix B
to complete the separation of independent signals; identify the artifact components; set
the rows representing the artifact components in the output signal (independent source
estimation signal) Y to zero and correct Y to Y’; correct the observed signal X’ = AY’
to obtain a relatively clean EEG signal.

As shown in Fig. 6, the artifacts of the blue EEG signal were well corrected by the
above operation well corrected by the above operation.

Fig. 6. Artifact removal

After removing the artifacts, the signal is filtered and denoised usingMallat algorithm
for wavelet decomposition and reconstruction.

The data in this paper are sampled at a reduced sampling rate of 500 Hz, and the
highest frequency of the EEG signal is 250 Hz. The general frequency range of P300 is
1–10 Hz [1], and the signal needs to be decomposed in 5 layers to reach this frequency
range. 5 layers of decomposition are in the frequency range of 0–7.8125 Hz. As shown
in Fig. 7.

The reconstruction is performed based on the obtained layer 5 approximation coef-
ficients, and the same time-domain superposition averaging process is applied to the
obtained reconstructed signal. As shown in Fig. 8, it can be seen that a good filtering
and denoising effect is achieved after wavelet transform processing.
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Fig. 7. EEG signal decomposition process

Fig. 8. Denoising results of wavelet decomposition and reconstruction

6.2 Multi-feature Extraction

According to the above, the segmentation process has been completed in the pre-
processing. Every 10 identical detection stimulus responses of each subject are super-
imposed and averaged in 1s length. In this paper, we use 41 sets of experimental data,
and each experiment generates 100 epochs for a single subject, and 410 probe stimulus
waveforms are obtained after superimposed averaging.

It has been shown that not all electrodes induce significant P300 components. In
addition, the amount of data to be processed can be appropriately reduced by electrode
selection. In this paper, the PZ, FZ, and CZ electrodes that induce the P300 component
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are selected by comparison. The wave amplitude and latency of P300 were extracted by
peak-to-peak method.

Welch power spectrum estimation of EEG signals from the FZ channel. Figure 9
show the power spectrum estimates of EEG signals with and without P300 components,
respectively. It can be seen from the coordinate plots that the power spectrum estimates
of EEG signals with P300 components are significantly larger than those of EEG signals
without P300 components in the low frequency band, and the low frequency power
spectrum density values are extracted as the frequency domain features.

Fig. 9. Estimation of suspect power spectrum (left) and Innocent power spectrum estima-
tion(right)

The general frequency range of P300 is from 1 to 10 Hz, which corresponds to the
frequency band in which the approximation coefficients are located in the fifth layer
wavelet preprocessing. The EEG signal was subjected to a 5-layer wavelet transform
during preprocessing, and the segmentation of theEEGwas completed before thewavelet
transform, so the 5th layer approximation coefficients cA5 of each epoch could be
extracted and averaged. Each subject can obtain 31 approximate coefficients as time-
frequency domain features. However, the number of these 31 approximate coefficients
is large and not all of them are favorable for classification, so the F-score method is used
for feature selection.

F-score is a category separability evaluation index based on intra-class spacing,
mainly used for dichotomous classification. The essence is to select the validity features
with small intra-class variation and large inter-class variation. The F-score value of the
i-th feature is calculated as:

Fi =
(
x+i − xi

)2 + (
x−i − xi

)2
/[

1
N+−1

∑N+
k=1

(
x+k,i − x+i

)2+
1

N−−1

∑N−
k=1

(
x−k,i − x−i

)2
]

(8)

N+ and N− are the sample numbers of positive and negative classes, xi, x
+
i , x

−
i are

the average values on the whole dataset, on the positive class dataset, and on the negative
class dataset, respectively, and x+k,i and x−k,i are the feature values of the i-th feature of
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the k-th positive class sample point and the negative class sample point, respectively.A
larger Fi indicates that the feature has a stronger discriminative power [7].

The 12 features were extracted by F-score feature selection, as shown in Fig. 10.
The cA5 approximation coefficients with and without the P300 component can reflect
the difference to some extent, and are used as the time-frequency domain features of the
EEG signal.

Fig. 10. Approximation coefficient

After extracting the features in time domain, frequency domain, and time-frequency
domain and filtering the F-score features, each multi-feature set has 23-dimensional fea-
tures, including 6-dimensional time domain features, 5-dimensional frequency domain
features, and 12-dimensional time-frequency domain features.

6.3 SVM-Based Classification

In this paper, SVM algorithm is used to classify the extracted features, and the algorithm
is implemented based on LIBSVM toolbox. Since the informants theoretically belong
to the innocents, this paper divides the three groups of subjects into two categories,
the innocent group and the informed group belong to the innocent category, and the
experimental group belongs to the suspect human. TheRadial Basis Function (RBF) [20]
is chosen as the kernel function with low complexity and simple operation. The feature
values were normalized to between 0 and 1 before classification. The SVM classification
model was trained with a combination of a penalty factor c and a kernel parameter σ to
optimize the performance of the SVM. 10-fold cross-validation and dynamic grid search
were used, and the initial values of the grid search parameters were 2–4, the termination
values of the parameters were 24, and the step size was set to 0.1. Finally, the total
classification accuracy was 83.4146%. The accuracy of suspect classification is 87.5%.

7 Summary

In this paper, we propose amulti-feature extractionmethod, in which the wave amplitude
and latency of P300 are used as the time domain features, the power spectrum estimation
is used as the frequency domain features, and the approximate coefficients after wavelet
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decomposition are used as the time-frequency domain features in the time-frequency
domain. Through multi-feature extraction, the P300 essential features are comprehen-
sively reflected, and the data volume is greatly reduced to guarantee the classification
effect of SVM. In addition, in the process of data processing, this paper adopts the meth-
ods of denoising and improving the signal-to-noise ratio, such as ICA to remove eye
movement artifacts, wavelet decomposition reconstruction, and superposition averaging,
etc., which makes the features of P300 more prominent and improves the classification
accuracy.
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Abstract. Insider trading behavior is becoming increasingly prevalent with the
rapid development of the industrial chain. Insider trading refers to the illegal behav-
ior of conducting insider trading by obtaining insider information. The existing
insider trading detection methods of industrial chain do not consider the prob-
lems of inefficient industrial chain data characteristics and long trading time span,
resulting in poor algorithm effect. Therefore, in order to solve the above problems,
this paper proposes an algorithm for detecting insider trading in the industrial
chain based on logistics time interval characteristics. Firstly, aiming at the prob-
lem of inefficiency of industrial chain data characteristics, this algorithm proposes
a logistics index construction method for describing the whole process of insider
trading behavior; Secondly, aiming at the problem of long time span of transac-
tion, a dynamic sliding window method is proposed; Finally, the isolation forest
algorithm is improved to identify the abnormal data. Verified under the real data
set, the results show that compared to using the isolation forest methods, the F1
value of the insider trading behavior detection problem of the industry chain can
be improved by 20.68% by using the logistics time interval feature.

Keywords: Industrial chain · Insider trading detection · Anomaly detection

1 Introduction

With the development of the global supply chain, the safe and stable operation of the
industrial chain plays a vital role in the economic development of a country. At present,
the environment of the industrial chain trading market is complex, and there are various
trading risks [1]. Insider trading behavior is one of the risks. Insider trading refers
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to traders directly or indirectly using inside information to buy and sell commodities
and obtain improper economic benefits. Inside information refers to the non-public
information obtained by the staff of some financial institutions or regulatory departments
of the industry chain due to the convenience of their position or position. Since insider
information can affect the price in the trading market, users who have access to insider
information can spread it to others [2], thereby indirectly obtaining excess profits. This
behavior affects the fairness of the industrial chain trading market and threatens the
healthy development of the industrial chain trading market. In the supervision process
of insider trading, it shows the characteristics of strong concealment of insider trading
[3]. Therefore, this paper designs an insider trading behavior detection algorithm of
industrial chain based on the characteristics of logistics time interval to mine the hidden
insider trading behavior.

At present, the detection of insider trading behavior of industrial chain usually uses
the regularized abnormal indicators of dealer trading patterns and the data-driven model
methods [4] to identify the abnormal behavior of dealers. For the methods of regularized
abnormal indicators, due to the characteristics of physical delivery of the industrial
chain, commodities can be traded not only online but also offline, so the whole process of
circulation of commodities cannot be supervised, which leads to the inapplicable income
measurement indicators based on informed trading. For the data-driven model methods,
the direct use of logistics features has a high dimension and themodel learning is difficult,
whichmakes the detection effect of insider trading behavior not good. Therefore, in order
to help regulators efficiently supervise the insider trading behavior in the industrial chain
tradingmarket, this paper studied the problemof insider trading behavior detection based
on logistics characteristics in the industrial chain trading market.

The main contributions of this paper are summarized as follows:

1) Firstly, aiming at the problem of low efficiency of industrial chain data characteristics,
the algorithm proposed a construction method of logistics indicators to describe the
whole process of insider trading behavior according to the three dimensions of own
trading mode, commodity trading mode and dealer mode;

2) Secondly, aiming at the problem of long time span of transaction, a method of using
dynamic sliding window is proposed to extract the logistics characteristics within the
time interval, and then judge whether the time interval is abnormal;

3) Finally, the isolation forest algorithm is improved to identify the abnormal data in
the abnormal window. The experimental results show that compared to using the
isolation forest methods, the F1 value of the algorithm in this paper is increased by
20.68% in identifying the insider trading behavior of traders in the industrial chain
trading market.

2 Related Work

In terms of methods, insider trading detection in the industrial chain market can be
divided into model-based and data-driven insider trading detection methods [4].

For the model-based insider trading detection methods, Fama et al. proposed the
event studymethod tomeasure the normal returns and abnormal returns before and after a
certain event [5], which can be used to judge insider trading. Easley et al. mathematically
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described the trading process of informed and uninformed people, and proposed a model
to estimate the probability of informed trading, which is used to estimate the probability
of whether a transaction is an informed trader [6]. Mienna proposed a statistical model
based on long time series data sets [7] in view of the complex trading strategies of insider
traders and the difficulty of calculating additional returns in traditional econometrics
models. Cline et al. considered the partial observability of insider trading and proposed
a bivariate probability model to detect the behavior of illegal insider trading [8].

For data-driven insider trading detection methods, Deng et al. proposed a Gradi-
ent boosted decision tree (GBDT) based approaches for insider trading detection with
differential evolution (DE) for parameter initialization [9, 10]. Esen et al. proposed a
clustering-based insider trading detection method, which takes the outlier value of trad-
ing behavior as the suspicion degree of insider trading behavior through K-means and
hierarchical clustering method and verifies it through the event study method [11]. Islam
proposed themethod of using Long Short-TermMemory network (LSTM) in deep learn-
ing to learn the structured and unstructured features of illegal insider trading events [12].
Seth et al. proposed a multi-stage insider trading detection method including deep neu-
ral network, consensus model and statistical methods to identify illegal insider trading
behaviors through event analysis and detection of unstructured and structured data [13].
Lauar et al. proposed to build a training data set based on news events before insider
trading events and proposed an augmentation method to expand the size of the data set,
and used XGBoost to predict insider trading events [14].

However, the abovemethods donot consider the problemsof inefficiencyof industrial
chain data characteristics and long transaction time span, so that the previous index
modeling cannot be applied, resulting in poor algorithm effect. Therefore, this paper
designs an insider trading behavior detection algorithm of industrial chain based on the
characteristics of logistics time interval to mine the hidden insider trading behavior.

3 Problem Formulation and Analysis

In this section, the problem of insider trading detection in the industrial chain trading
market is formally defined. The trading of industrial chains is different from other elec-
tronic transactions, which involves the transportation of goods logistics and has a large
time span, so it is necessary to combine the characteristics of logistics to detect insider
trading behavior. Next, the insider trading detection problem based on the characteristics
of logistics time interval in the industrial chain is defined in detail.

Suppose there are a number of dealers that have traded during the time inter-
val [ta, tb), and we use sets A = {a1, . . . , ai, . . . , aN } to represent these trading
accounts. A trader ai ∈ A, trading in M types of commodities, we define it as

Ci =
{
ci1, . . . , c

i
j, . . . , c

i
M

}
. Among them, where K transactions on the j -th com-

modity are represented as Ri
j =

{
rij,1, . . . , r

i
j,k , . . . , r

i
j,K

}
, then the k -th transaction can

be represented as rij,k =
〈
sij,k , e

i
j,k , p

i
j,k , v

i
j,k , f

i
j,k

〉
, where f ij,k = 1 represents the selling

transaction behavior and f ij,k = −1 represents the buying transaction behavior.
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The problem of insider trading behavior detection [15] is defined as: judgingwhether
the trading behavior rij,k in the trading behavior data Ri

j of dealers is insider trading
behavior. The variables involved are listed in Table 1.

Table 1. Variable description

variables Description

ai Trading account ai

rij,k
The the k -th transaction made by trading account ai on the trading behavior of j -th
commodity categories

sij,k
The start time of the k-th transaction of the transaction account ai on the j -th
commodity

pij,k
Commodity price of the k -th transaction of the transaction account ai on the j -th
commodity

vij,k
The number of items of the k -th transaction of the transaction account ai on the j
-th commodity

eij,k
The completion time of the k -th transaction of the transaction account ai on the j
-th commodity

L Sliding window time length

H Detecting sequence length

4 Algorithm Design

4.1 Interval Logistics Index Construction Algorithm

The main function of interval logistics characteristic index construction is to use indi-
cators [16] under different dimensions to describe insider trading behavior and normal
trading behavior in the industrial chain trading market. The specific steps of interval
logistics characteristic index construction algorithm are as follows:

Using Sliding Window to Divide the Logistics Behaviour. The logistics behavior of
the trading account ai that detects the time interval of [ta, tb) on the j-th commodity is
divided into N segments using the unit time interval length T, where T is expressed as
the Eq. 1:

T = tb − ta
N

(1)

Therefore, the time interval sequence obtained by partitioning is expressed in Eq. 2:

S = { [ta, ta + T ), [ta + T , ta + 2T ), . . . , [ta + (N − 1)T , tb)} (2)
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According to the characteristics that the logistics interval will span multiple units of
time T, a sliding window of length L is used to extract the logistics characteristics of this
logistics behavior, and the time interval of the sliding window is expressed as Eq. 3:

SS = { [ta, ta + L), [ta + T , ta + T + L), . . . , [ta + NT − L, tb)} (3)

According to different types of logistics behaviors of traders, logistics behaviors
related to logistics characteristics in the sliding window within [tx, tx+L) can be divided
into buying logistics behaviors and selling logistics behaviors, in which logistics behav-
iors entering the warehouse are represented by Btx in formula 4, and logistics behaviors
exiting the warehouse are represented by Stx in Eqs. 4 and 5.

Bi
j,tx = { (tij,k , e

i
j,k , p

i
j,k , v

i
j,k , f

i
j,k)|tx ≤ eij,k < tx + L, f ij,k = 1} (4)

Sij,tx = { (tij,k , e
i
j,k , p

i
j,k , v

i
j,k , f

i
j,k)|tx ≤ sij,k < tx + L, f ij,k = −1} (5)

CalculatingLogistics Indicators of IncomingWarehouse andOutgoingWarehouse.
The total value of goods corresponding to logistics behaviors of incoming warehouse
and outgoing warehouse are expressed as Eqs. 6 and 7:

Ui
j,tx =

∑

Rij,k∈Btx
pij,k ∗ vij,k (5)

V i
j,tx =

∑

Rij,k∈Stx
pij,k ∗ vij,k (7)

For different types of logistics behavior, the contributions to the logistics index are
different. Therefore, the commodity value of logistics behaviors of incoming warehouse
and outgoing warehouse accounting for their total logistics behaviors are defined as
Eqs. 8 and 9, respectively.

αi
j,tx = Ui

j,tx

U i
j,tx

+ V i
j,tx

(8)

β i
j,tx = V i

j,tx

U i
j,tx

+ V i
j,tx

(9)

Calculating the Characteristic Indicators of Three Dimension. Next, in order to
better describe the indicators proposed, we have made the following definitions:

Definition 1. Total value of goods in interval: it represents the total value of goods in
and out of warehouse on the logistics characteristics within the sliding window, and the
outlier of the timing relationship of the trader’s logistics behavior on this kind of goods.
The logistics behavior in this time zone, the total value of the goods that are shipped out
and shipped into the warehouse are expressed as Eq. 10:

Oi
j,tx = Ui

j,tx + V i
j,tx (10)
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In the formula, the first item represents the total value of all goods entering the
warehouse in the time range of [tx, tx+L), which is expressed as the commodity price
pij,k multiplied by the quantity vij,k of all purchasing logistics behaviors, and the second
item represents the total value of all goods exiting the warehouse.

Definition 2.Ratio of interval commodity trading to all traded commodities: it represents
the ratio of the value of commodities in the sliding window to the sum of the value of
commodities traded by all users in the sliding window and is expressed as Eq. 11:

Pi
j,tx = αi

j,tx

U i
j,tx∑

j U
i
j,tx

+ β i
j,tx

V i
j,tx∑
j V

i
j,tx

(11)

In the formula, αi
j,tx

and β i
j,tx

represent the proportion of logistics activities of incom-
ing warehouse and outgoing warehouse respectively; In the first term, the numerator
represents the total value of the goods j of the incoming warehouse in the time range
[tx, tx+L), and the denominator represents the sum of the total value of all the goods of
the incoming warehouse in the time range. In the second term, the numerator represents
the total value of the goods j of the outgoing warehouse in the time range [tx, tx+L), and
the denominator represents the sum of the total value of all the goods of the outgoing
warehouse in the time range.

Definition 3.The ratio of interval commodity trading to all dealers: it represents the ratio
of the sum of commodity values of the logistics behavior of the dealer and all dealers
on this commodity, which is expressed as Eq. 12.

Qi
j,tx = αi

j,tx

U i
j,tx∑

i U
i
j,tx

+ β i
j,tx

V i
j,tx∑
i V

i
j,tx

(12)

In the formula, the numerator represents the total value of goods stored in the ware-
house within the time range. The denominator represents the sum of the total value of
the inventory of all the traders who traded in the commodity during the time period.

4.2 Interval Anomaly Detection Algorithm for Logistics Characteristics

Themain functionof abnormal interval detectionbasedon interval logistics characteristic
indexes is to detect abnormal interval according to the logistics characteristic indexes
and the surrounding normal indexes. The specific steps of the algorithm are given in
Algorithm 1, and we describe its detailed process as follows:

1) Construct index sequence composed of sliding window and surrounding time
interval. For the r-th index Fi

j,r,tx
of the j-th commodity logistics of the i-th trader in the

time range [tx, tx+L], the logistics index within the detection time intervalH is expressed
as Eq. 13:

FSij,r,tx =
{
Fi
j,r,tx−H

2 L
,Fi

j,r,tx−H
2 (L−1)

, . . . ,Fi
j,r,tx , . . . ,F

i
j,r,tx+H

2 (L−1)
,Fi

j,r,tx+H
2

}
(13)

When detecting whether each sliding window is abnormal with the surrounding
sliding window, the length of L time interval is used to select in turn, so as to ensure
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that the sliding window to be detected does not overlap. During sequence exploration,
it is necessary to ensure that it does not exceed the boundaries of the original indicator
sequence [17].

2) Calculate the anomaly index corresponding to the sliding window. For the r-th
index outlier of the j-th commodity logistics of the i-th trader in the time range [tx, tx+L]
is expressed as Eq. 14:

Sij,r,tx =
Fi
j,r,tx

− median
(
FSij,r,tx

)

MADFSij,r,tx

(14)

The function of median represents the Median of samples in the time series, and
represents the Median Absolute Deviation (MAD) of samples [18].

3) Determine whether the sliding window is abnormal. For each feature, its outliers
are calculated, and its total outliers are expressed as Eq. 15. ρr represents the parameters
of this indicator:

Sij,tx =
∑
r

ρrS
i
j,r,tx (15)

Whether the interval is abnormal is judged according to the relationship with thresh-
old δs. The robustness of the anomaly detection algorithm is enhanced by weighted
fusion of abnormal degrees of multiple dimensional indicators [19].

4.3 Abnormal Logistics Feature Detection Based on Isolation Forest

In this paper, the method based on isolation forest [20] is used to perform anomaly
detection on the data in the detected anomaly interval, which can improve the effective-
ness of the whole anomaly detection algorithm and enhance the interpretability of the
algorithm [21]. The specific steps of the abnormal logistics feature detection algorithm
based on isolation forest are given in Algorithm 2, and we present its specific description
as follows:

1) The newly constructed feature vector for each transaction is expressed as〈
pij,k , v

i
j,k , f

i
j,k ,An

i
j,k

〉
;

2) Mark the transactionRi
j,k =

〈
sij,k , e

i
j,k , p

i
j,k , v

i
j,k , f

i
j,k

〉
to determine whether it is within

the m-th anomaly interval [tms , tme ], and if so, it is marked as:

Anij,k =
{
1, ts ≤ sij,k < tef ij,k = 1orts ≤ eij,k < tef ij,k = −1

0, otherwise
(16)

The feature vector is input into the isolation forest algorithm to determine whether
each logistic behavior of the user is abnormal.
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5 Experiments

5.1 Experimental Environment

The experiments were run on a PC with windows10 operating system, the Processor
was AMD Ryzen 7 3800X 8-Core Processor 3.89 GHz. The experimental code was
implemented using Python 3.8.13.

The experimental data comes from the real industry chain data. Due to the risk
of leakage of logistics data for traders’ privacy, therefore, all the data provided were
desensitized according to the industry chain electronic transaction sensitive information
desensitization and encryption regulations. All traded commodity names and dealer
names in this paper are represented using a post-desensitized string.

5.2 Performance Indices and Benchmark Algorithms

Experimental Indicators. For classification problems, the following indicators are
usually considered [21]:

1) Accuracy rate: all predicted dealer associations are consistent with the actual user
associations.

2) Precision rate: the proportion of actual transactions that are abnormal among all
transactions that are predicted to be abnormal.

3) Recall rate: the proportion of actual transactions predicted to be abnormal among all
transactions that are abnormal.

4) F1 value: Considering the above two indicators.
5) Running time.

Comparison Algorithm. We have chosen the following three comparative algorithms:

1) Using the Isolation Forest algorithm (IForest) for detection [20], randomly selecting
features from the original features to construct an isolated tree, and calculating the
outliers of the sample through the path length of the sample. The shorter the path
length, the greater the outlier value;

2) The Histogram Based Outlier Score (HBOS) method [22] is used to divide each
dimension of the data into intervals, and the outlier value of the sample is calculated
through the density of the interval where the sample is located. The lower the density,
the greater the outlier value;

3) The anomaly detectionmethod ofKNearestNeighbor (KNN) [23] is used to calculate
the outliers by calculating the distance between the sample and the surrounding points.
The larger the distance, the larger the outlier.

Parameter Settings. The effectiveness of the algorithm was verified by randomly sam-
pling the original data set from 50% to 100% to obtain different sizes of data sets. 50
abnormal transactions are generated per day,where the number of items in each abnormal
transaction is set to 100. Sequence detection length H = 6.
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Table 2. Experimental index results under different transaction sample numbers

Datasets size % Algorithm name Accuracy rate Recall rate F1 value Running
time/second

50% ITD-LTIF 0.9277 0.9062 0.9168 4.419

IForest 0.8438 0.8438 0.8438 4.291

HBOS 0.7158 0.6250 0.6673 1.454

KNN 0.8401 0.7812 0.8096 22.185

70% ITD-LTIF 0.8934 0.8750 0.8841 6.484

IForest 0.8517 0.8438 0.8477 6.311

HBOS 0.6485 0.6250 0.6365 1.473

KNN 0.7682 0.7188 0.7427 30.172

100% ITD-LTIF 0.9488 0.9373 0.9430 9.956

IForest 0.7817 0.7812 0.7814 9.817

HBOS 0.6498 0.6250 0.6372 1.503

KNN 0.7550 0.6875 0.7197 44.129

5.3 Experimental Result

As shown in Table 2 and Fig. 1(a)(b)(c), the insider trading detection method based on
time interval characteristics proposed in this paper is superior to other comparison algo-
rithms in terms of precision, recall rate and F1 value on transaction data sets of different
sizes. Compared with the isolation forest algorithm, the proposed algorithm improves
the accuracy index by 9.94%, 15.74%, 4.89%, 11.84%, 11.37%, 21.37% respectively.
In terms of the recall rate, the proposed algorithm improves by 7.39%, 15.38%, 3.69%,
15.34%, 11.12%, 19.98% respectively; In terms of F1 value, the algorithm proposed in
this paper improves by 8.65%, 15.55%, 4.29%, 13.59%, 11.24%, 20.68% respectively.

As shown in Table2 and Fig. 1(d), the proposed insider trading detection algorithm
based on logistics time interval characteristics is not significantly different from the
isolation forest method in terms of time, and the algorithm execution time shows an
increasing trend with the increase of transaction datasets size. The histogram based
anomaly detection algorithm takes the least time, and with the increase of the size of the
transaction data set, the execution time of the algorithm has little effect. The anomaly
detection method based on k-nearest neighbor method takes the longest time and the
execution time of the algorithm increases significantly with the increase of the size of
the transaction data set.

Results Analysis. In terms of precision, recall rate and F1 index, the insider trading
detection algorithm based on logistics time interval characteristics proposed in this paper
is superior to other comparison algorithms, but there is no obvious change in the trend,
which is due to the randomness of sample sampling, and different sizes of transaction data
sets are different in the distribution of normal trading behavior. As for the running time
of the algorithm, the insider trading detection algorithm based on the characteristics
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(a)Accuracy rate (b)Recall rate

(c)F1value (d)Running time

Fig. 1. Variation of experimental indicators with the proportion of datasets size

of logistics time interval proposed in this paper has little difference. This is because
although the algorithm proposed in this paper needs more time to detect the additional
time interval, the isolation forest method has a higher time dimension and requires
more time. Therefore, the running time of the two algorithms is not greatly different.
Histogram-based anomaly detection takes the least time due to its simple detection
method and fast computation, so the increase of its dataset size is not enough to have a
noticeable effect on it. The k-nearest neighbors algorithm takes the longest time, because
it takes a lot of time to calculate the distance between its K neighboring points. With
the increase of the proportion of the datasets size, the algorithm needs to spend more
running time on transaction detection.

6 Conclusions

This paper studies the detection of insider trading behavior based on logistics charac-
teristics in the industrial chain trading market, and proposes an insider trading detection
algorithm based on logistics time interval characteristics. Firstly, according to the char-
acteristics of long logistics time span, the dynamic sliding window is used to extract the
logistics transaction behavior in the time interval. Secondly, three characteristics under
the dimension of own trading mode, commodity trading mode and dealer mode are used
to describe. Then, after the abnormal logistics time intervals are identified, the over-
lapping abnormal time intervals are optimized into non-overlapping abnormal intervals
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by using the method of reducing the sliding window to improve the accuracy of the
algorithm. Finally, the method based on isolation forest was used to judge the abnormal
transaction behavior of the extracted effective logistics features, so as to improve the
effect of the algorithm. Through the experiments on the logistics data sets of real trading
behavior of dealers, the results show that the proposed algorithm improves the F1 value
by 20.68% compared with the direct using of isolation forest.
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Abstract. Satellite networks are the potential complementary of terrestrial net-
works, which are expected to provide full-coverage and broadband access any-
where, anytime. As satellite networks scale up, Software-Defined Satellite Net-
work (SDSN) is a promising paradigm due to its higher flexibility in network
management. However, in the SDSNwith highly time-varying characteristics, the
traditional terrestrial routing strategy can hardly meet the QoS requirements for
diverse services. In this paper, we propose a Link-Attributes-based multi-service
On-Demand Routing (LAODR) algorithm under SDSN architecture. It quantifies
the reliability of the Inter-Satellite Links (ISL) and provides a fine-grained state
description of the dynamic topology. Furthermore, we select the K-shortest path
as the solution space and reasonably allocate link resources based on LAODR to
meet the diverse service demands of users. We implement LAODR and conduct
experiments by using real network topologies. The results validate that LAODR
not only satisfies the QoS requirements of different types of services but also out-
performs other routing algorithms in terms of mean end-to-end latency, packet
loss ratio, throughput and node congestion degree.

Keywords: Software-Defined Satellite Network · Link attributes · Multi-service
routing · Reliable routing

1 Introduction

As the world welcomes its 8 billion inhabitants, the Internet is penetrating people’s
daily lives [1]. Despite the convenience the Internet offers, 34% of the global population
still does not have access to it, particularly those in remote or disadvantaged areas [2].
Clearly, global coverage cannot be solved by terrestrial networks alone. Fortunately,
satellite communication is an ideal long-distance communication technology with wide
coverage, lowaffect by terrain, landscape, andnatural disasters. Satellite networks,which
are the convergence of satellite communication and Internet technology, are expected to
be a high-capacity transmission solution providing seamless global coverage. They can
not only improve ubiquitous access to global networks, but also respond quickly to emer-
gency communication needs. How to efficiently exploit their potential for applications
becomes an important issue.

To ensure reliable communication, satellite network routing design is a fundamental
technology. The traditional offline routing algorithms lack the dynamic self-adaptive
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capability for satellite networks. As the satellite network expands and the ISLs become
increasingly intricate, the restrictions of these algorithms become increasingly apparent.
By obtaining the state information of satellite networks, it is possible to design dynamic
routing strategies that are suitable for network topology changes. But the frequent sig-
naling exchanges between satellites are likely to cause additional network burdens.
Furthermore, the range of service types in satellite networks creates different Quality of
Service (QoS) requirements. To efficiently utilize the limited resources on board, it also
poses challenges for multi-QoS routing design [3, 4] in satellite networks.

In traditional satellite distributed network architectures, the control and data planes
are unified. Satellite nodes must not only forward data packets, but also implement
network control functions such as traffic state monitoring, link state maintenance, and
route calculation, thus consuming valuable on-board payload and inter-satellite link
resources. To meet rising traffic demands and network heterogeneity, Software Defined
Network (SDN) can be used to simplify themanagement of communication networks for
future satellite Internet architectures. The Software Defined Satellite Network (SDSN)
architecture is a promising solution for monitoring and managing the network more
flexibly and facilitating network expansion [5–12].

Currently, researches on SDN-based satellite network routing are focused on the net-
work architecture. However, hierarchical-based SDNs need to consider the reliability of
routing policies. On the one hand, the timeliness of routing tables, where the higher-level
satellites need to accurately capture the network topology of the lower-level satellites
promptly. On the other hand, the robustness of routing policies, where the inter-layer
links need to be stable to ensure the effective update of the routing policies of the higher-
level satellites. In addition, the SDSN routing algorithms proposed by researchersmainly
focus on the guarantee of different QoS. For example, the Software-Defined Routing
Algorithm (SDRA) obtains the optimal routing path through a centralized routing policy
with only a single QoS goal as the optimization point, while most of the literature does
not study the differentiated services for different service requirements deeply enough.

In this paper, we propose a Link-Attributes-based On-Demand Routing (LAODR)
scheme in SDSN to enhance the adaptiveness and reliability during data transmission.
Specifically, we refer to the typical two-layer architecture in the design of the SDSN
framework, consisting of a GEO satellite and a ground computing center acting as the
controller. In the LAODR, we take service adaption as the main goal to achieve on-
demand routing. Meanwhile, by quantifying the dynamic attributes of links, the control
plane can sense the dynamic changes of the network topology in time to ensure the
reliability of the routing strategy and achieve dynamic topology adaption. To evaluate
the performance of the LAODR algorithm, we developed a satellite network simulation
platformbased onSTKandOMNeT++. Simulation results demonstrate that the proposed
algorithm in this paper outperforms the basic algorithms in terms of latency, packet loss
ratio, and throughput.

The contribution of this paper is the proposal of the LAODR algorithm under the
SDSN architecture, which quantifies the reliability of Inter-Satellite Links, provides a
fine-grained state description of the dynamic topology, and efficiently meets diverse
service demands while outperforming other routing algorithms in terms of QoS metrics.
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The rest of this paper is organized as follows. The framework of the Software-Defined
Satellite Network is constructed in Section 2. In Section 3, a link-attributes-based multi-
service on-demand routing algorithm is proposed. In Section 4, we give the simulation
results and performance analysis. In Section 5, we conclude this paper.

2 SDN-Enabled LEO/GEO Satellite Network Model

Software Defined Network (SDN) will play an important role in the future develop-
ment of satellite Internet by decoupling the control plane and data plane and simplifying
the management of the network. We use a typical multilayer SDSN centralized control
framework in this paper, which contains GEO control plane, ground control plane and
LEO data plane [13]. The control plane consists of GEO satellites and Ground Comput-
ing Center (GCC), where GEO satellites can take advantage of their natural coverage
characteristics to collect global traffic information and formulate routing policies, and
GCC can take advantage of computing power resources to process the acquired infor-
mation and mine the routing laws. The data plane is composed of LEO satellites, which
only need to provide data transmission services based on the routing table issued by
GEO satellites. The architecture is shown in Fig. 1.

Fig. 1. Software-Defined Satellite Network Architecture.

Control Plane: GEO satellites and GCC. Their main functions are traffic scheduling
and access user’s path assignment. GEO satellites are responsible for collecting the link
traffic state of LEO satellites, such as time slot, satellite location, link load, remaining
capacity, etc., tomakemulti-service routing decisions based on link attributes, and further
send network topology information and routing decision results to GCC continuously.
The GCC trains the routing model based on the data sent by GEO, predicts the future
routing paths from the past traffic and routing laws, and uploads the routing results to
GEO satellites with a certain frequency. Then, the GEO satellites integrate its own and
the received GCC routing scheme to get a unique routing result that adapts to the state of
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the satellite network, and sends it forward to the data plane. Based on this architecture,
the GEO satellites are used as the primary controller and the GCC as the secondary
controller to ensure the timeliness and accuracy of routing decisions, and alleviate the
limitation of on-board computing resources.

Data Plane: LEO satellites. Their main functions are request upload, network traffic
status upload and data transmission. The LEO satellites periodically upload the network
link status information and transmission request to the GEO satellites, and transmits the
packets according to the routing table returned from the GEO satellites. Since the LEO
satellites transfer the decision of routing to the GEO satellites, it greatly reduces the
demand for onboard computing resources.

On the one hand, the GCC utilizes the periodic predictability of satellite topology
change and collects the routing decision results of GEO satellites in the early stage
for regular analysis; in the later stage, the regular routing forwarding strategy can be
uploaded to GEO satellites to assist GEO satellites’ routing decision. On the other hand,
the data forwarding of LEO is still dominated by GEO’s decision, which ensures the
timeliness of the routing strategy and reduces the impact of long-distance ISL on routing
reliability. In addition, since the routing decisions are made at the GEO satellites, the
data forwarding of the LEO satellites, the training and updating of the GCC model, and
the routing strategy formulation by the GEO satellites can occur in parallel, minimizing
the impact of the model update on the routing performance.

3 Design of LAODR

In this section, a satellite network description is given to analyze the properties of ISN
first. Then, linkutilities are quantified toportray the reliability of links,which are used as a
decision metric for target optimization in the routing model. Finally, a Link-Attributes-
based multi-service On-Demand Routing (LAODR) algorithm is designed to achieve
adaptive routing for dynamic topologies and multiple services.

3.1 Description of the LEO Satellite Network

Satellites often establish communication links with surroundings via microwave/laser
Inter-SatelliteLinks (ISLs).Generally, eachnode is interconnectedwith four surrounding
satellites to establish ISLs. Among them, the satellite establishes two ISLs in the same
plane, called Intra-plane ISL, and the two other interplanetary links with satellites in
different planes, called Inter-plane ISL. If a satellite enters the polar region, its Inter-
plane ISL will be disconnected due to antenna tracking limitations, while the Intra-plane
ISL mostly remains connected. The Inter-plane ISL is also temporarily broken when
the angle of view or distance between two satellites changes too rapidly, which happens
between two counter-rotating orbits when two planes are close or crossed.

We use Iridium constellation as the study object for LEO satellite routing, and a
network topology schematic is established as shown in Fig. 2. The Iridium constellation
consists of 6 orbits, each containing 11 LEO satellites. It should be noted that the polar
region boundary is assumed to be 70° in this paper, and once the satellites enter the
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polar region, the Inter-plane ISLs are broken, while the Intra-plane ISLs continue to
be maintained. Therefore, the Inter-plane ISLs in the red region do not exist. Also, the
Inter-plane ISLs between Plane 1 and Plane 6 do not exist due to the reverse seam.

Fig. 2. Satellite Network Topology.

3.2 Quantification of Dynamic Link Attributes

Due to the dynamic nature of satellite networks, the ISL’s state changes with the motion
of satellites, and ISL’s attributes such as Signal-to-Noise Ratio (SNR) [14], link duration
[15] and buffer queue [16] affect the reliability of routing paths. Existing studies only
describe the link states as simply on and off, which can easily cause unreliability of
routing paths due to untimely and incomplete updating of link state information. These
dynamic attributes can be quantified as the utility of ISLs to improve the adaptability
of satellite routing to dynamic topologies [17]. We define these dynamic link attributes
(SNR, link duration and buffer queue) as {US ,UL,UB}, respectively.

First, to ensure the correct reception of data, the SNR of the receiving satellite
should be greater than the reception threshold, as in (1). Second, to ensure the stability
of transmission, ISLs with longer link duration should be selected as much as possible,
as in (2). Third, satellites must have sufficient buffer queues to store and process packets,
as in (3). Therefore, the dynamic characteristics of ISLs can be characterized to further
quantify the impact of link attributes on communication quality.

US = Pr
(
SNRij > γ0

) = ∞∫
γ0

SNRijdx = ∞∫
γ0

∣∣hij(t)
∣∣2L−γ

ij (t)G

N0
dx (1)

where SNRij is the SNR of ISL between satellite i and j, the SNRij threshold is γ0, hij
is the channel characteristic, Lij is the ISL’s length, G represents the state of satellite,
which is constant if it works normally, otherwise 0, and N0 is the link noise power.

After a satellite enters the polar region, the Inter-plane ISL will be broken and only
the Intra-plane ISL will continue to be maintained. Therefore, the duration of the link
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depends greatly on the latitude position of the satellite in the absence of sudden satellite
failure. Let the starting moment of the link connection be tonij , the disconnection moment

be toffij , and the current moment be t, with tonij � t � toffij . From the maximum link

duration lmax
ij = toffij − tonij and the link duration l�ij = toffij − t, we can obtain:

UL =
⎧
⎨

⎩

l�ij
lmax
ij

i, j in different orbits

1 i, j in the same orbit
(2)

Based on the queuing theory M/M/1/N/∞ model, where N is the capacity of the
satellite buffer queue, assume that the arrival of packets obeys Poisson distribution, and
set the packet flow rate λ, the satellite processing rate μ, the existing queue length ned ,
the current service packet sizem, service capacity ρ. From the sojourn time of the service
WS , theminimum sojourn time of the serviceWmin and the packet loss ratio of the service
PB, we can calculate:

UB = Wmin

WS
(1 − PB) =

(
m

μ

)
/

(
ned + m

μ

)
·
(
1 − (1 − ρ)ρN

1 − ρN+1

)
(3)

The above three link dynamic attribute utilities are combined into a link utility Uij

to characterize the link reliability. The link utility Uij can be expressed as follows:

Uij = Uwij
s

Sij
· Uwij

l
Lij

· Uwij
b

Bij
(4)

where ws,wl,wb are the contribution weights of each attribute utility to the link utility
calculated by the entropy value method, with wij

s + wij
l + wij

b = 1.
The link utility calculated in this part can well evaluate the dynamic properties of

ISLs. It can predict the trend before link disconnection, reconstruction or node congestion
occurs, which evaluates the reliability of the link to reduce the retransmission problem
caused by packet loss and realize the self-adaptation to dynamic topology.

3.3 Link-Attributes-Based Multi-service On-Demand Routing

With the increasing number of satellites, the Satellite Internet will carry a richer range
of services, which have different needs for Quality of Service (QoS). So how to design
a differentiated routing scheme for services has become a key issue.

Table 1. QoS requirements for different services.

Category Bandwidth Latency Reliability Applications

Voice Stream Low High Medium IP Phone

Video Stream High Low Medium Video on Demand

Data stream Medium Medium High FTP, File Transfer
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The service or QoS classifications defined by various standardization organizations
are not the same, and it is difficult to achieve interoperability of multiple QoS routes
without uniform classifications. We mapped the typical classifications and completed a
brief service classification based onQoS requirements, as shown in Table 1. For example,
voice and calls belong to delay-sensitive services; video belongs to bandwidth-sensitive
services; and file transfer belongs to reliability-sensitive services.

Three-dimensional vectors (B,D,R) are used to indicate the comprehensive sen-
sitivity of each type of service, where they represent path bandwidth, delivery delay,
and path reliability, respectively. If the available bandwidth of each link is denoted as
Bij, the bandwidth occupied by the task B cannot exceed the minimum value of Bij,
B � min

(
Bij,Bjk , · · · ,Bmn

)
. If the link delay between two adjacent satellites is dij, the

path delivery delayD = ∑
dij. The link utilityUij is obtained from the previous section,

and the reliability of the path R = Uij × Ujk × · · · × Umn.

Algorithm 1: LAODR
Input: satellite latitude and longitude, network information (traffic, available bandwidth, 
queue length, packet loss rate, service requirements).
Output: next-hop nodes of different business types ( ).

1: Initialize satellite network environment and network load;
2: for do
3:     for do

4:         Calculate the link attributes of the link ;

5:         Get the link utility ;
6: Quantifying link latency , link available bandwidth , and link reliability 
7:     end for
8: end for
9: for do
10: for do

11:        Compute the optimal set of paths ;

12:        for do
13:          Calculate the path delay , path bandwidth , and path reliability ;
14:            Define optimization goals ;

19:       Choose the that minimizes ;
20:        end for
21:       Get the next hop node of ;

22:     end for
23: end for
Store the of all satellite node pairs;



Link Attributes Based Multi-service Routing 137

To achieve on-demand routing of services and full utilization of resources, theMulti-
Objective Planning (MOP) model can be established, where the bandwidth, delay and
reliability requirements of a service are bn, dn, rn, as well as the ideal bandwidth, delay
and reliability of the path are BI ,DI ,RI We use the eigenvector method to solve the
MOPmodel by assigning different weights w = [WB,WD,WR] to different types of ser-
vice QoS metrics. And transforming the MOP problem into a single-objective planning
problem:

min Z = WB · ZB + WD · ZD + WR · ZR
s.t.

{
ZB = BI − B, ZD = D, ZR = RI − R

B � bn, D � dn, R � rn

(5)

Finally, to achieve a trade-off between reducing the computational complexity and
ensuring the adaptation to the satellite topology, the paths are selected optimally, i.e.,
K shortest paths. The Dijkstra algorithm is used to calculate the set of the first optional
paths between the source and destination nodes. The optimal paths satisfying (5) are
solved iteratively to obtain on-demand routing policies for different service types. The
designed LAODR algorithm implements adaptive routing for dynamic topologies and
multiple services, and the overall algorithm pseudo-code is as Algorithm 1.

4 Evaluation

4.1 Experimental Setup

Wefirst use the Standard Object Database (SOD) in the STK11.2 simulator to construct a
satellite topology thatmeets the practical application and obtain the real-time latitude and
longitude data of each satellite. In the control plane, four GEO satellites are deployed
at equal intervals for global control and one GCC is located at Beijing for routing
algorithm training and updating. In the data plane, the Iridium system, which is widely
used in simulations, is deployed. Then, based on OMNeT + +5.6.2, we establish the
algorithm simulation and verification platform, import the scenario of STK simulation by
Python, build the control node and forwarding node, and control the disconnection and
reconstruction of the ISL. Each packet generation rate is set to obey uniform distribution
from 200Kbps to 2000Kbps and different tasks are labeledwith sensitivity labels, where
the percentages of delay-sensitive, bandwidth-sensitive and reliability-sensitive services
are 0.2: 0.3: 0.5, respectively. Theweightmatrix of different servicesw = [WB,WD,WR]
in (5) is calculated by the eigenvector method. The main simulation parameters in this
paper are shown in Table 2.
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The designed algorithm LAODR results are compared with existing algorithms (e.g.,
classical Dijkstra’s algorithm, IADR algorithm considering only link utility [17]) to
verify and analyze five performance metrics. To ensure the reliability of the results, the
average value of five experiments is taken as the simulation result.

Dijkstra: packets are calculated based on dijkstra algorithm to get the shortest path
between node pairs, which has the minimum number of hops, but the performance is
significantly degraded due to congestion when the traffic load is high.

IADR (ISL Attributes-based Dynamic Routing): To improve the adaptability and reli-
ability of LEO satellite network routing, IADR quantifies the link utility based on ISL
attributes such as SNR, link duration and buffer queue. A routing path optimization
model is constructed based on the multi-attribute decision scheme.

Table 2. Simulation parameters setting.

Parameter Value Parameter Value

Polar region boundary 70° Laser beam divergence
half-angle

5e–3 rad

ISL Bandwidth 20 Mbps Tracking error angle θ 1 mrad

ISL propagation delay 15 ms SNR threshold γ0 20 dB

Packet length 2 Kbytes Transmitting power G 4 dBm

Buffer queue size 800 packets Noise power N0 1e–14 dBm

Switch processing latency 0.1 ms Simulation time 100 s

Traffic generation rate 200–2000 Kbps Routing calculation time
step

1 s

4.2 Performance Evaluation Under Different Traffic Loads

Figure 3 (a) gives the comparison curves of the time delay for different traffic loads.
Both IADR and LAODR algorithms increase slowly as the traffic increases, while the
latency of Dijkstra’s algorithm increases and then decreases. Dijkstra is prone to network
congestion when the traffic is high, resulting in packet drops. The IADR and LAODR
take the "buffer queue" attribute of the link into account, which can better balance the
traffic across the network. LAODR algorithm has the lowest latency and compare to
Dijkstra and IADR with 94.07% and 89.74% latency reduction. Figure 3 (b) shows
the average hop count for different traffic loads. Dijkstra has a large instability on hop
under different traffic sizes, and when the traffic volume increases, there is a sharp
decay in the hop count, which is due to the large packet loss. The proposed LAODR
algorithm has the most stable hop count with 59.02% and 57.27% reduction compared
to Dijkstra and IADR. Figure 3 (c) compares the throughputs under different traffic
loads. Since the three algorithms do not deliberately pursue network load balancing
under low traffic, all have similar network throughput in the early stage. LAODRmakes
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full use of LEO satellite resources to improve the data transmission efficiency of the
satellite network, so the data transmission per second is improved by 8.25% and 10.13%
compared with Dijkstra and IADR. Figure 3 (d) compares the packet loss performance.
All three algorithms have a low packet loss ratio when the traffic is small. Since the
Dijkstra scheme pursues the smallest transmission delay, all tasks are assigned to the
shortest distribution path, which easily causes link overload and increases burst link
congestion and causes packet loss. Thus, with the increase of traffic, the packet loss
performance of Dijkstra decreases significantly. The IADR algorithm can select links
with long link durations, and therefore, the packet loss ratio grows slowly and with
smaller values. It is worth noting that the proposed LAODR algorithm not only considers
the link stability, but also optimizes the traffic distribution of the network in multi-
service on-demand routing. As a result, a low packet loss ratio can still be guaranteed
when the traffic is high. The satellite congestion is evaluated in Fig. 3 (e). As the traffic
increases, the node congestion degrees show an increasing trend. It is observed that
Dijkstra has the largest congestion, IADR is the second and the proposed LAODR
scheme has the smallest. LAODR takes each node load into account, thus alleviating the
traffic imbalance problem. Compared with other algorithms, LAODR can utilize more
nodes for pathfinding and thus has the best congestion performance. LAODR reduces
node congestion by 99.26% and 98.59% compared to Dijkstra and IADR.

Fig. 3. Performance comparison of each algorithm under different traffic loads.

4.3 Performance Evaluation of Different Services

Meanwhile, the performance of theLAODRalgorithm for different services is compared.
The followingClassA represents delay-sensitive services,ClassB represents bandwidth-
sensitive services, and Class C represents reliability-sensitive services.
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Figure 4 (a) shows the latency of different services in LAODR. It can be found that
Class A has higher delay requirements and therefore have lower routing delay compared
to other types of services. Class C services have lower delay requirements and therefore
have a higher delay, and they choose paths with larger hop counts to provide more
choice for Class A. Figure 4 (b) shows the packet loss performance of different services.
When the traffic is small, Class A has the smallest number of packets and higher priority
making the packet loss performance excellent, while Class B does not require a high
packet loss ratio, so the packet loss performance is poor. As the traffic load increases, the
overall packet loss performance of Class C is gradually inferior to that of other services
because the traffic volume of class C services is larger. Overall, the packet loss ratio of
Class C is less than 0.015%, which has good routing reliability. Figure 4 (c) shows the
bandwidth satisfaction for different services. This performance metric provides a good
representation of the bandwidth enhancement space for different service routing paths.
Class B is bandwidth-sensitive service, which requires more bandwidth and has better
bandwidth satisfaction than other types of services.

Fig. 4. Comparison of routing performance of different services of LAODR.

In summary, the paths assigned by the LAODR can better meet the QoS require-
ments of users and have good sensing capability for the link on/off and node failure. In
contrast, the Dijkstra and IADR methods rarely consider user requirements and show
poor identification ability for delay-sensitive and reliability-sensitive services.

5 Conclusion

This paper focuses on the problem of designing adaptive routing algorithms under the
Software-Defined Satellite Networks (SDSN) architecture. Considering the dynamic
characteristics of satellite network topology and the differentiated service demands of
users, the LAODR scheme provides a fine-grained portrayal of link reliability attributes,
based on which a multi-objective on-demand routing model is established to realize
adaptive routing for dynamic topology and multiple services. The SDN framework is
fused with the routing model to achieve efficient ISN traffic control and load balancing.
Simulation results demonstrate that the proposed LAODR routing algorithm has superior
traffic control performance and flexibility in routing, enabling efficient utilization of
network resources to fulfill the varying service requirements of users. In the future,
further investigation into the design of the routing prediction algorithm of the auxiliary
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controller GCC in the SDSN framework can be conducted to explore how to extract
relevant regular big data and generate periodic routing policies.
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Abstract. Mobile communication systems are witnessing an ongoing-increase in
connected devices and new types of services. This considerable increase has led to
an exponential augmentation in mobile data traffic volume. The dense deployment
of small base stations and mobile nodes in traffic hotspots is considered one of the
potential solutions aimed at satisfying the emerging requirements in 5G/Beyond
5G wireless networks. However, the ultra-densification poses challenges for the
mobility management, including frequent, unnecessary and ping-pong handovers,
with additional problems related to increaseddelay and total failure of the handover
process. In this paper, we propose a new handovermanagement approach using the
Software Defined Networking (SDN) paradigm to overcome performance limi-
tations linked to handover taking place at dense femtocell environments. With
the exploitation of SDN, data plane and control plane are separated thus the HO
decision can be made at the SDN controller. In addition, in order to reduce the
complexity and delay of handover process, a Fuzzy logic system is used to decide
whether a target candidate is suitable for handover. Simulation results validate the
efficiency of our proposal.

Keywords: 5G · Macrocell · Femtocell · SDN · MIH · Handover · RAT
Selection · Fuzzy logic

1 Introduction

Nowadays, there is an exponential deployment of radio networks characterized by an
increasing number of users and panoply of services. Next GenerationWireless Networks
(NGWNs) will combine existing and new technologies such as GPRS, UMTS, LTE,
WiMAX and other backbone internet to provide high throughput anytime, anywhere for
multimedia services. Mobile users will be able to communicate through different radio
access technologies (RAT) and roam from one RAT to another by using multimode user
equipement. This newmobile broadband technology is characterized by networks having
different coverage ranges such as macro-cell, small-cell and atto-cell [1, 2], and diverse
technologies interacting with varied types of entities. Although this new technology
will bring several advantages in many areas, issues regarding mobility management are
still a big challenge that needs to be solved in the future B5G/6G mobile networks. The
outstanding issues include the challenges related tomobility routing, handover decisions,
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handover authentication and control parameters settings, andmore other mobility issues.
So, to manage such a network and overcome these drawbacks, flexibility will be the
key feature of this mobile generation. This architectural flexibility will be released by
implementing the Software Defined Network (SDN) in the 5G mobile network [3].
SDN is based on the separation between the control plane, and the data plane allowing
the handling of the traffic by means of software [4]. This separation helps improve
scalability, flexibility, reliability, and simplification of network management [4, 5]. SDN
architecture transforms network devices (e.g. switches) into dummy devices with no
intelligence functions such as routing, major processing, and mobility management [6].
On the other hand, the IEEE 802.21 standard proposes a media independent handover
(MIH) [7] specification for achieving seamless handover for mobile users in the same or
in different networks. The main functionality offered by MIH is a seamless connection
to different RATs. The control messages are relayed by the Function (MIHF) located in
the protocol stack between the layer 2 wireless technologies and IP at layer 3. The MIH
Information Service (MIIS) offers a variety of criteria and services that can be used
to avoid network scanning. But sometimes scanning avoidance leads to inconsistent
handover, that is, increased handover failure rates.

While there are many open challenges in 5G HetNets, our focus here is on iden-
tifying a solution to the problem of handover management. Understandably, handover
procedures for existing networks are needed to support the macrocell/femtocell inte-
grated network. Understandably, this situation may result in a large accumulation of
unnecessary and frequent handovers, and also increase the risk of handover failure. In
this paper, we propose a solution to optimize the handover in5G HetNets. In order to
avoid unnecessary handoff and reduce the excessive interference, we present a handover
strategy between Femtocell and Macrocell base on QoS level under SDN/MIH based
5G network. Our solution resides in creating a novel multi-criteria network selection
mechanism. RSSI of Base Station, mobile user’s movement direction, and base station
available capacity are factors used in this work to improve handover decision while
sustaining perceived network performance.

The main contributions of this work are as follows: i) Proposal of an interwork-
ing architecture that integrates MIH and SDN paradigms and enhances the handover
procedure. The optimized architecture involves new components for the management
of the handover. (ii) Proposal of an optimized network selection process divided into
two stages, which are pre-selection and network selection. The pre-selection eliminates
the non-potential candidate networks dependent on the mobility profile of the mobile
node. The network selection process is based on multiple parameters using fuzzy logical
model. (iii) The feasibility of the proposed RAT selection scheme in handover manage-
ment is verified by extensive numerical simulations. The HO performances are evaluated
in terms of average throughput of UE, average ping-pong HO rate, average handover
failure HOF rate, and average HO delay. Compared with the performance of other exist-
ing HO strategies, our algorithms are more significant. The rest of the paper is organized
as follows. Section 2 provides a background on the related research topic. Section 3
presents the system model. In Sect. 3.1, the MIH/SDN optimized handover scheme is
described in detail. Section 4 presents simulation settings and provides the results and
discussion. Finally, Sect. 5 concludes our study.
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2 Related Works

In the conventional RSS-based solutions, HO is triggered when the user obtains a higher
SINR from a nearby network while its current signal quality is degrading. In [8], the
authors propose to use macro-assisted small cells based on the split of Control and User
planes where small cells are considered as data only carriers. This solution improved
the HO failure and energy consumption; however, it has a scalability problem at the
macro cell level as this latter is expected to handle the control plane of a big number of
femtocells. More intelligent techniques, such as Fuzzy rule-based algorithms, have been
used in order to determine the best network, to reduce unnecessary HOs and improve
throughput, taking into account bit error rate, delay, jitter and bandwidth as QoS param-
eters for HO decision [9]. However, the existing Fuzzy TOPSIS solutions deal with only
QoS parameters and were not used in the case of HOD algorithms for HetNets with D2D
communications. Other study has been carried out on the channel scanning method. In
[10], the authors proposed an algorithm for vertical handover decision-making able to
choose the best-optimized access network. This algorithm uses two major approaches
namely the Bio-geographical Based Optimization (BBO) method and the Markov chain
method. The proposed algorithm uses the IEEE 802.21 standard to acquire different
handover decision information. It was proved via the simulation that this algorithm is
able to select the best network candidate accurately based on the requirements of the
connection in accordance with the requirements of the application and the preferences
of the users.

Wang et al. [11] proposed an SDN-based architecture for future wireless networks.
The proposed SDN controller is able to predict a user’s movement path such that the
relevant point of attachment is able to do handover in advance. Then, they proposed
a novel self-healing approach to mitigate different failures occurring in backhaul to
boost the robustness and reliability of future wireless networks. Experimental results
verified that the proposed SDN-based architecture reduces handover latency compared
to conventional scheme. However, in this paper, the authors don’t provide details of their
proposed handover scheme. Monira et al. in [12], proposed an SDN-based 5G handover
solution to optimize handover delay by addressing the diversity of 5G networks with the
help of SDN. In this work, the authors developed an authentication mechanism where a
centralized authentication server establishes mutual trust among the domain controllers
to ensure the credibility of the connected network components. However, this study did
not deal the handover decision and network selection algorithms. Meanwhile, in [13–
15], the researchers suggested various SDN-basedHOalgorithms for LTE-Advanced/5G
HetNets. In [15], the authors proposed an SDN-based QoSVHDwhere the network with
highest RSS and highest QoS score is selected for HO in dense HetNets. In this proposed
solution, network context information such as RSS, Bandwidth, BLER, Jitter and Delay,
user context information such as the user speed and service context information such
as the application type are taken into consideration in the decision. Simulation results
indicated that the proposed approach could reduce the signaling overhead, handover
delay and handover dropping probability. However, additional decision parameters are
required to ensure better QoS.

Hocine et al. in [16], dealt with the problemof energy saving during vertical handover
in 5G communication systems. The proposed approach is based on MIH framework
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including modifications to make MIH more collaborative in energy saving. However, in
this proposal the study of mobility management aspects is absent specially the handover
decision and the best network selection. Khitem et al. in [17], proposed a new solution
that involves resource allocation and vertical handover process based on MIH. In this
solution, new elements are added in the core network to enhance the vertical handover
procedure and to support the resource management process in next-generation wireless
networks. Simulation results indicated that the proposed scheme could optimize the
vertical handover process and improve the overall network performance, such as the
fairness index, call blocking rate, etc. However, the handover decision strategy does not
consider the users’ preferences. Moreover, the execution of this scheme takes a lot of
time, which causes long handover latency

3 Handover Approach in 5G HetNets

3.1 The Integrated 5G MIH-SDN Controller Architecture

In our approach, we focus on the adoption of the Logically Centralized Physically
Distributed (LC-PD) [6] control plane architecture with MIH cooperation, as shown in
Fig. 1, into the 5G mobile network. Our proposed framework incorporates an additional
functional unit into SDN to assist in handover discovery, and the decision of candidate
networks based on the networks’ QoS parameters.

Fig. 1. SDN-based 5G Network Architecture

The proposed software-defined handover architecture is based on MIH and SDN to
optimize handover in 5Gnetworks. In addition, this architecture involves newcomponent
for the management of the handover. Figure 2 shows the proposed architecture, which
consists of four units:

• MIH Enable Multi Interface Mobile Node MN: This logical device can use any of
the available wireless networks supported by its interfaces. It consists of all func-
tionalities necessary for an end user to access B5G network. The Negotiator Service
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Monitor (NSM) define a mapping between the terminal context of the WiFi and LTE
that enables the translation function to define values for WiFi context information-
elements (resp., for LTE context information exchange) based on values related to a
LTE association (resp., for WiFi association).

• SDNController withMIHF extension:We have introduced extensionHandoverMan-
agement Unit (HMU) for handover decision-making and network selection. HMU is
introduced between the MIH layer and the upper layer in the protocol stack of the
SDN controller. It can sense the MN’s conditions in real time. Thus, it can use switch
to collect the QoS information calculated by the network side before MN’s compu-
tational capacity cannot support the services. Based on collected information, HMU
determines in advance the need for the handover and chooses the best access network
among heterogeneous networks, leading to the success of the handover process.

• Information Server (IS): providing static information about RATs like MAC address,
location, and service provider’s name.

• OpenFlow switches: associate diverse types of PoAs to the SDNcontroller. OpenFlow
switches are responsible for the data forwarding. They consist of one or more flow
tables. A flow entry consists of the source address, destination address, session id,
port number, time, etc. [18]. An OpenFlow switch updates its flow tables based on
instructions that are provided via an OpenFlow protocol from the SDN controller.

Fig. 2. Proposed Vertical Handover Framework

3.2 A Proposed Multi-criteria RAT Selection Scheme

The core idea behind the proposed architecture is based on mobility management to
accommodate more calls while reducing the ping pong effect, handover delay and han-
dover failure ratio and satisfying at the same time applications expectations. Thus,
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our proposed QoS management approach has been designed based on the following
foundations:

Pre-selection Network: In this phase, the HMU performs the pre-selection process.
The SDN controller first calculates the QoS score of the qualified networks. To judge
whether the performance meets the user’s requirement, QoS is quantitatively measured
by some important parameters for user experience. Nonetheless, to define a cost function
that takes into accountMN’s requirements, we involve another important metric which is
the application type-based priority (P). Indeed, according to the temporal characteristics,
the data in 5G can be divided into three categories [19]: Complex real-time data (CRT):
whose time requirements are strict and have the highest priority, Soft real-time data
(SRT)are more tolerant to changes in the timeout and Non-real-time data (NRT): non-
real-time data is not time-sensitive and have the least priority. So, Q the denotation of
QoS score can be computed as:

Qi,j = wRSRP ∗ lnRSRPi,j + wd ∗ ln
1

di,j
+ wB ∗ lnBi,j

+wp lnPi,j + wBER ∗ lnBERi,j + wjit ∗ ln JITi,j

(1)

With:

wRSRP + wd + wB + wP + wBER + wJIT = 1

where WRSRP, Wd, WB, WP, WBER and WJIT are the weighting factors of reference
signal received power (RSRP), delay, bandwidth, application type-based priority, block
error rate (BLER) and jitter, respectively. In (1), specially, factors that have negative
effects on QoS are expressed in the form of reciprocal in “ln” function to reduce the QoS
value.

After QoS calculation, a RAT is considered to be a candidate if it has a QoS score
greater than the QoS score of the current RAT.

Network Selection and Fuzzy Logic Controllers: The SDN controller needs to
select only the potential candidate based onmulti-criteriametrics. The considered criteria
are as follow. On the one hand, the network conditions which refer the characteristics
of each RAT such as RSS and load. The RSS for non-3GPP networks or RSRP for
3GPP networks of the available RATs: is a measurement used for evaluating the signal
quality of the neighbor base stations. The traffic load of the network: the traffic load
of the cellular base stations and/or Wi-Fi Access Points (APs) (in terms of available
bandwidth). It is the ratio between the number of resources used in the network and the
total number of resources in the network for a period of time t. On the other hand, the
mobile node conditions which refer to the parameters of each MN such as velocity and
the requested type of service (ToS). To identify the ToS, we consider the two principles
variables, requested Tolerated delay and Data-Rate (bit rate). The speed of the vehicle
is a crucial decision parameter. Fast moving vehicle may cross over WLAN coverage
rapidly. Thus, handing it over from a cellular network to a WLAN could cause quick
successive handovers which may result in high signaling overheads and delays.

To identify the best suitable radio access network, we adopt fuzzy logic algorithmin
our proposed scheme. Fuzzy logic is an ideal tool for dealingwith uncertainty cases,when
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the inputs are rough estimated values [12]. The fuzzy logic controller is composed of four
elements. These are fuzzification, rule base, inference mechanism and defuzzification.
The proposed block diagram of a fuzzy logic control system is shown in Fig. 3. The
fuzzifier under takes the transformation (fuzzification) of the input values to the degree
that these values belong to a specific state (e.g., low, medium, high, etc.) as shown in
Table 1. After that, the inference mechanism correlates the inputs and the outputs using
simple “IF…THEN…” rules. Then, the output degrees for all the rules of the inference
phase are being aggregated. The output of the decision making process, comes from the
defuzzification procedure.

In the proposed scheme, fuzzy logic controller is applied on the following criteria:
speed, type of service and network load.We assume three types of networks such as LTE-
A macro cell, LTE-A femtocell and Wi-Fi. Every time that the algorithm is triggered,
all the available eNB, Home eNB (HeNB) and APs are evaluated.

Fig. 3. Block diagram of fuzzy logic control system

For each output, there is a set of four triangular membership functions that represent
the four following linguistic variables: “not acceptable NA”, “probably not acceptable
PNA”, “probably acceptable PA” and “acceptable A”. The fuzzy controller of the pro-
posed scheme takes four inputs: (i) load factor, ld; (ii) Signal Strength factor, RSS; (iii)
speed factor, SP; and (iv) data rate, DR; v) Tolerated delay, TD to identifying the type
of service factor and output the selection decision, Sd. Below is the description of the
structure of the proposed fuzzy logic controller.

Table 1. Values of decision variables.

Decision variables Low Medium High

MN Speed (Km/h) <40 From 40 to 60 From 80 to 140

RSS (dBm) From −140 to −70 From −70 to −60 From −60 to −44

Load (%) <30 From 30 to 70 From 70 to 100

Data rate (Mb/s) <0,5 From 0,5 to 1,4 From 1,5 to 2

Tolerable delay (ms) <150 From 150 to 30 From 300 to 500

MembershipFunctions:Trapezoidal and triangularmembership functions are chosen
for simplicity. The membership functions for input and output linguistic parameters are
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shown in Fig. 4. The values of the membership functions have been chosen based on
commonly used values of membership functions in various literatures. For the fuzzy
controller, the term sets for ld, SP, DR, TD, and Sd are defined as follows:

i) U(ld) = {Low, Medium, High}
ii) U(RSS) = {Low, Medium, High}
iii) U(SP) = {Low, Medium, High}
iv) U(DR) = {Low, Medium, High}
v) U(TD) = {Low, Medium, High}
vi) U(Sd) = {NA, PNA, PA, A}

Fig. 4. Membership functions for (a) Data rate, DR (b) Tolerated delay, TD (c) Speed, SP (d)
load factor, lc (e) selection decision (sd)

Examples of fuzzy inference system (FIS) rules:

(a) If D-R is low and T-D is medium then eNB is PA, HeNB is PA and AP is PA
(b) If D-R is high and T-D is high then eNB is A, HeNB is PA and AP is PNA
(c) If Speed is high then eNB is A, HeNB is PNA and AP is PNA

The strategy of the rules is the following. The RAT, which is characterized by high
RSS and low load, is advantageous for the MN with high speed and QoS requirements
choice. On the other hand, high mobility MN are preferably placed in larger cells and
small cells are avoided to minimize the unnecessary handover. On the contrary, MN
characterized by low or medium speed will be served by femtocells, in order to offload
the traffic of the macro cells. Finally, the defuzzification process aggregates all the
outcomes of all the rules and ends up to a certain degree of the output value, i.e., RAT
suitability. The network with the highest RAT suitability will be selected. The suitability
value ranges from 0 to 1 (0 to 100% respectively).
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4 Performance Evaluation

In this section, the performance of the proposed handover management scheme is eval-
uated through a simulation analysis using MATLAB tool. This software is a suitable
environment for our simulations because it has basic functions already present and nec-
essary to evaluate the process of various traffic models. We adopt the conventional used
hexagonal cells. The total number of macro cells is 24, and the radius of each is 1 Km.
For the smaller cells, the total number equal to 500 APs distributed randomly in the
network, and the radius of each varies from 50 to 200 m. Mobile Nodes are distributed
randomly around AP, and they move randomly with a velocity varies from 5 km/h to 140
km/h. More details on the configuration parameters used in this simulation are given in
Table 2. In order to make the simulation more accurate, we ran the simulation 10 times
and averaged the results. To evaluate the performance of the proposed MIH/SDN-based
vertical handover approach, we compare it by our previous handover mechanism based
on utility function [17].

Table 2. Simulation Parameters.

Parameters Values

Number of macrocells 24

Macrocell coverage 1000 m

Number of small cells 50–500

femtocell coverage 250

LTE BW/Data rate 20 MHz/100 Mbps

LTE range of RSRP From −140 dBm to −44 dBm

Resource blocks (RBs) 100 RBs and 180 kHz per RB

802.11p BW/Data rate 10 MHz/6 Mbps

802.11p range of RSS From −90 dBm to −30 dBm

Number of MN 125–1250

Vehicles speed (km/h) 20–140

Mobility model Random walk model

Minimum association RSRP −112 dBm

First, we measure the handover delay according to the increase of handover request
arrival rate for the proposed and the existing solutions. Handover delay is the time it
took from the disconnection of the MN from the ancient PoA until the MN correctly
receives the first packet from the new PoA. Then, we measure the handover failure rate
and ping-pong effect for all types of traffic classes.

Figure 5 presents the impact of the handover request arrival rate (request/second)
and the delay occurred following the proposed and the existing handover approaches.
We remark that our proposed handover algorithm gets significantly lower delay than the
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Fig. 5. Comparison of handover delay versus call arrival rate

other handover procedure. By analysing Fig. 5, we note that MIH/SDN-based vertical
handover approach provides a 26% decrease in handover delay compared to the previous
handover approach. This best result can be justified by the fact that the utilization of the
SDN technology, when the density of networks is significantly important, reduces the
complexity of the handover process.

Fig. 6. Comparison of HO Failure Rate versus all Traffic Classes

Figure 6 depicts the handover failure ratios of the proposed andour previous handover
mechanism. We observe from this figure, that the MIH/SDN-based vertical handover
solution outperforms the previous approach by having less handover failure ratio. We
show that the novel approach registers a decrease of 30% compared to the other solution.

5 Conclusion

In this work, we focus on proposing a solution to the problem of handover management
in 5G HetNets. We have proposed a novel multi-criteria network selection mechanism.
The objectives of the proposed approach are to decrease handover failure and delay
and to distribute traffic load uniformly among available network to improve the average
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system resource utilization. The proposed algorithm is based on fuzzy logic scheme
to support the decision making process. Simulation results demonstrate that, compared
to existing works, the proposed approach significantly reduces the handover delay and
failure.
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Abstract. As an important part of the recommendation system, movie recom-
mendation system can recommend movies to users accurately according to their
preferences. Traditional movie recommendation systems simply treat user-movie
interactions as a time-ordered sequence, without considering the time intervals
between movies of the same genre. The genre time interval can reflect the user’s
preference for a particular genre and determine whether the algorithm can fully
capture the user’s interests and the time characteristics of the movie, which plays
an important role in the accuracy of the movie recommendation. Therefore, in
this paper, we propose a Self-Attention Sequential Recommendation algorithm
based onMovieGenre Time Interval (SSR-MGTI). Specifically, amulti-head self-
attention mechanism is used to model the same genre time interval information.
Then, an absolute position is added to the multi-head self-attention mechanism
model to solve the problem that multi-head self-attention mechanism does not
consider the sequence. In addition, the convolutional neural network is used to
convert the model from linear to non-linear and extract local information of user-
movie interaction sequences. It is interesting to show that the proposed SSR-MGTI
can accurately predict the movie that the user will watch next time. Experimental
results on MovieLens and Amazon datasets demonstrate the superiority of our
SSR-MGTI over state-of-the-art movie recommendation methods.
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1 Introduction

Personalized recommendation is one of the most popular recommendation methods
at present, which can tailor the recommended content to the users according to their
unique preferences. Personalized recommendation algorithm mainly includes collabo-
rative filtering-based recommendation algorithm, content-based recommendation algo-
rithm, and sequential recommendation algorithm. The collaborative filtering-based rec-
ommendation algorithm [16] can recommend items according to a certain similarity (sim-
ilarity between users or similarity between items) through the behavior of groups. The
content-based recommendation algorithm [7] only utilizes the basic information (e.g.,
gender, age) of the user and the user-item interactions to forecast the user’s preferences
without taking into account the information of other users. The sequential recommen-
dation algorithm [2, 19] attempts to predict the user’s next new item by exploiting their
historical behavior sequences. The sequential recommendation algorithm is particularly
important in movie recommendation, since it can model the relationship between his-
torically watched movies as a dynamic sequence to find the hidden information between
movies.

Most of current sequential recommendation algorithms rank movies by interaction
timestamps. However, these sequential recommendation algorithms only model the time
series, ignoring the temporal information hidden in the timestamp itself. For example,
Markov chain [9, 21, 22] assumes that the next movie is related to the previous movies,
which only considers the time sequence, without considering time itself. Convolutional
Neural Network (CNN) and Recurrent Neural Network (RNN) [21] model time series
through hidden states. However, both CNN and RNN only compress temporal informa-
tion intofixedhiddenvectors, thus ignoring the temporal relationship between the various
movies. The recently emerged “self-attention” mechanism (Self-Attention) can allocate
different weights to the information according to their importance [1], but Self-Attention
does not take the sequence of the series.

In this paper, we propose a Self-Attention Sequential Recommendation Algorithm
basedonMovieGenreTime Interval (SSR-MGTI). Specifically,we add absolute position
to the multi-head self-attention mechanism to provide the sequential position of the
movie. Then, we use the time interval between movies to represent the time information,
and model the same genre of time interval of the user-movie interaction sequence to
predict the next movie. In order to improve the model’s fitting ability and highlight the
importance of local preferences, we add CNN to improve the model’s prediction ability.
Finally, our contributions are summarized as follows:

• We model the same genre of time interval information in the user-movie interaction
sequence.

• We use the multi-head self-attention mechanism to train the same genre of time
interval by adding the absolute position information of the movie.

• We add the CNN to improve the stability and generalization ability of the model
structure and capture the local information of user-movie interaction sequences.

• We carry out extensive experiments on MovieLens and Amazon datasets, which
shows that our algorithm outperforms the state-of-the-art algorithms.
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2 Related Work

During the past decades, extensive algorithms based on sequential recommendation
have been proposed in the recommendation systems area. In general, existing methods
can be categorized into three groups: general sequential recommendation method, deep
learning-based sequential recommendation method, and self-attention-based sequential
recommendation method.

General sequential recommendation algorithms include sequential pattern mining
andMarkov chain models. Yap et al. [23] proposed a recommendation framework based
on personalized sequential pattern mining, which effectively learned important knowl-
edge of user sequences. The FPMC model [15] proposed by Rendle et al. combines
Matrix Factorization with the Markov Chain model, which incorporates both the com-
mon Markov chain and the normal matrix factorization model. It introduces modifica-
tions to the Bayesian personalized ranking framework recommended for the sequential
basket. However, the Markov chain model can only capture the local information of the
sequence, ignoring the global information related to the sequence.

In deep learning-based sequential recommendationmethod, RNN andCNN aremost
commonly used algorithms. RNN is inherently capable of processing sequence data. In
order to solve the long-term dependency problem in RNN, two variants of RNN are
generated, namely Long Short-Term Memory Neural Network (LSTM) [12, 17] and
Gated Recurrent Unit (GRU) [5]. Duan et al. [6] proposed a new architecture based
on LSTM for RNN ignoring collective dependencies due to the monotonous temporal
relationship between items. The model adds the “Q-K-V” triplet to the recurrent unit
to enhance the memory ability of LSTM, and proposes a “recovery gate” to solve the
memory loss problem caused by the “forget gate”. However, RNN is only suitable for
long-term sequences. CNN can treat sequence as one-dimensional space and extract
features from local sequence convolution. Tang et al. [18] proposed a convolutional
sequence embedding model (Caser) to embeds recent sequence items into the “image”
of time and latent space,which can use a convolutionfilter to turn the sequence into a local
feature of the image. However, CNN is only good at capturing short-term sequences,
which is not suitable for long-term sequences.

In recent years, self-attention mechanism has attracted great attention in the fields of
natural language processing and computer vision. Chiang et al. [4] proposed a stacked
attention network model, which stacks contextual item attention modules with multi-
head attention modules and improves recommendation performance by using additional
time information to model contextual items. Kang et al. [13] proposed a sequence model
based on self-attention (SAS-Rec), which can be used to balance its sparse and dense data
sets. Li et al. [14] proposed time interval-aware self-attention sequential recommendation
(TiSAS-Rec), which models time intervals in user interaction sequences and uses the
time interval information to predict the next item.

Although all the abovemethods can use timestamps tomodel time series, they seldom
use the time information of timestamp itself, and do not take into account the time interval
characteristics of the same genre. However, the genres of movies watched by users are
different, and the time interval between them can better reflect the interests of users.
In this paper, we will model the same genre time interval information of movies as the
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relationship between movies, and add absolute position information to the multi-head
self-attention mechanism.

3 Problem Description of Movie Genre Time Interval

Since our recommendation algorithm is based on the movie genre time interval, we give
the definition of movie genre time interval firstly in this section, followed by the problem
description.

Movie Genre Time Interval (MGTI) refers to the time length between movies with
the same category in the user-movie interaction sequence. The time interval between the
same type of movies in the user-movie interaction sequence can reflect the user’s recent
preference for this type of movie. The smaller the time interval between two movies of
the same type indicates that the user likes this type of movies more recently.

The MGTI can be modeled as following: Let U = {ui|1 ≤ i ≤ N }, V ={
vj|1 ≤ j ≤ M

}
and G = {gk |1 ≤ k ≤ H } represent the user set, the movie set and

the genre set, respectively. Each movie in the movie set has a corresponding times-
tamp, which can be represented by T = {

tq|1 ≤ q ≤ M
}
. For a user ui, the user-

movie interactive sequence can be denoted by Si =
(
sg1i1 , sg2i2 , . . . , sgkij , . . . , sgHiM

)
,

i ∈ [1,N ], j ∈ [1,M ], k ∈ [1,H ].MGTI canbe denoted by ruicd = sgaid −sgbic ,wherega and
gb represent type set and ga ∩ gb �= ∅. The absolute position sequence refers to the posi-
tion of the movie in the user-movie interaction sequence, defined as P = (1, 2, . . . ,M ).
At the time t, the model predicts the next movie based on the previous t − 1 movies
and ruicd . The input of our model is a user-movie interaction sequence (Si), an absolute
position of the movie in the user-movie interaction sequence (P) and a genre time inter-
val matrix of user-movie interaction sequence (Ri). The genre time interval matrix of
user-movie interaction sequence can be denoted as below.

Ri =

⎡

⎢⎢⎢⎢⎢
⎣

ri11 r
i
12 . . . ri1n−1 r

i
1n

ri21 r
i
22 . . . ri2n−1 r

i
2n

ri31 r
i
32 . . . ri3n−1 r

i
3n

. . . . . . . . . . . . . . .

rin1 r
i
n2 . . . rinn−1 r

i
nn

⎤

⎥⎥⎥⎥⎥
⎦

(1)

4 Multi-head Self-attention Mechanism Based on Movie Genre
Time Interval

The overall framework of themodel is shown in Fig. 1. Thismodel includes three parts: 1)
Embedding Layer: This layer vectorizes the sequence (Si) and genre time interval matrix
(Ri), and the absolute position of the movie in the user-movie interaction sequence (P),
and embeds them in a low-dimensional space. 2) Multi-Head Self-AttentionMechanism
Layer: This layer focuses onmore relevantmovies (i.e., genre time interval is shorter) and
gives more weight to these movies. By assigning different weights to the movies, the
recommendation results can be more personalized. 3) Convolutional Neural Network
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Layer: This layer can convert the model from linear to non-linear and capture local
information of user-movie interaction sequences. So it can improve the fitting ability of
the model and the stability and generalization ability of the model structure.

Fig. 1. Overall framework ofMulti-Head Self-AttentionMechanism based onMovie Genre Time
Interval.

4.1 Embedding Layer

We use the embedding layer to map the user-movie interaction sequence (Si) to a lower
dimensional space. The embedding layer uses the user interaction movie ID (the serial
number of the movie in the dataset) as a numerical index to create an embedding matrix
ES ∈ Rc×d, where c is the dictionary size and d is the potential dimension. It maps user
interaction movie ID to fixed-size vectors by embedding matrix (ES), where S represents
user-movie interaction sequence. So we will get the mapped low-dimensional matrix
OS ∈ Rn×d, where n is the maximum length of the sequence.

Similar to the user-movie interaction sequence, we use an embedding layer to map
absolute position (P) to a lower dimensional space. The difference is that we will use
two different embedding matrices to generate the keys and values in the multi-head
self-attention mechanism without requiring additional linear transformations. Because
the absolute position is a number, we use it as the numerical index to create embedding
matrix EK

P ∈ Rc×d and EV
P ∈ Rc×d and map absolute position to fixed-size vectors

by embedding matrix
(
EK
P ,EV

P

)
, where P, K and V represent absolute position, keys

and values of multi-head self-attention mechanism. Therefore, we can get the mapped
low-dimensional matrices OK

P ∈ Rn×d and OV
P ∈ Rn×d.

Likewise, we use genre time interval matrix (Ri) as numerical indexes to create
embedding matrix EK

R ∈ Rc×d and EV
R ∈ Rc×d and map genre time interval matrix

to fixed-size vectors by embedding matrix
(
EK
R ,EV

R

)
, where R represents genre time

interval matrix. Therefore, we can get the mapped low-dimensional matrices OK
R ∈

Rn×d and OV
R ∈ Rn×d.



SSR-MGTI 159

4.2 Multi-head Self-attention Mechanism Layer

The multi-head self-attention mechanism can give different weights to the movies
according to the importance information in the time sequence, whichworks as following.
Firstly, we calculate the attention weight αij by the following softmax function:

αij = ev
ij

∑n
k=1 e

vik
, (2)

where vij is calculated using low-dimensional matrices
(
OS ,OK

R and OK
P

)
.

vij = OSWQ
(
OSWK + OK

R + OK
P

)

√
d

, (3)

where WQ ∈ Rd×d and WK ∈ Rd×d are calculated by a fully connected layer, andWQ

and WK are the coefficients of query and key. d is the dimension of the hidden layer.√
d is used to avoid large values of softmax.
Secondly, according to the attention weight αij, we calculate the final result of the

multi-head self-attention mechanism model, that is, the weighted sum of value:

Zi =
n∑

j=1

αij

(
OSW

V + OV
R + OV

P

)
, (4)

where WV ∈ Rd×d is calculated by a fully connected layer and WV is the value of
coefficient.

4.3 Convolutional Neural Network Layer

In order to improve the model’s fitting ability and highlight the importance of local
preferences, we add CNN to improve the model’s prediction ability.

Firstly, we use a layer of 1D convolutional neural network for feature extraction:

F1
i = W 1Zi + b1 (5)

Secondly, The ReLU activation function is used after the first layer of convolutional
neural network as follows:

F2
i = ReLU

(
F1
i

)
(6)

Finally, we use a layer of 1D convolutional neural network:

F3
i = F2

i W
2 + b2 (7)

whereW1 ∈Rd×d andW2 ∈Rd×d are the parameter matrices of the first and the second
convolutional neural network layers, respectively. b1 ∈ Rd and b2 ∈ Rd are the bias
terms. F 1, F 2 and F 3 are the output of each layer.
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5 Model Prediction

5.1 Prediction Layer

In the multi-head self-attention mechanism layer and the convolutional neural network
layer, the increase in the number of model layers will lead to problems of overfitting,
gradient disappearing and long training time. Sowe use layer normalization andDropout
regularization techniques to solve these problems:

g(x) = x + Dropout(g(LayerNorm(x))) (8)

where g(x) is multi-head self-attention mechanism layer or the convolutional neural
network layer, and x is the input. We use the layer normalization technique on the input
(x). Then we use the Dropout technique on the output of the multi-head self-attention
mechanism layer or the convolutional neural network layer (g(x)). At last, we incorporate
the input (x) into this result.

5.2 Loss Function

The binary cross-entropy loss function is commonly used in recommendation systems,
which measures the predictive accuracy of the model by calculating the difference
between the real label and the predicted label. It allows the model to converge fast
and can be updated in real time without retraining the entire model. Therefore, we adopt
the binary cross-entropy loss function as following:

−
∑

Su∈S

∑

t∈[1,2,...,n]

[
log

(
σ
(
rot ,t t

)) + log
(
1 − σ

(
ro′

t ,t

))]
+ λ‖Θ‖2F (9)

where rot represents positive output, ro′
t

represents negative sampling, Θ =
{
OS ,OK

P ,OV
P ,OK

R ,OV
R

}
is a low-dimensional matrix set of mapping, ‖·‖F represents

Frobenius norm, and λ represents regularization coefficient.

6 Experimental Evaluation

In this section,we evaluate SSR-MGTI through extensive simulations. Firstly,we present
the experimental setup, datasets and evaluation metrics in Sect. 6.1. Then, the results of
SSR-MGTI and 7 recommendation baselines (GRU4Rec+ [11], NCF [10], Caser [18],
SASRec [13], TiSASRec [14], LSPM [3], SSE-PT [20]) on Movielens and Amazon
datasets are presented in Sect. 6.2. Finally, we also show the results of comparison under
3 different hyperparameters settings of SASRec, TiSASRec, and SSE-PT.

6.1 Experimental Configuration

Experimental Setup. All the following experiments were performed on NVIDIA
RTX3090Ti GPU, and the code was implemented based on the Pytorch. The dropout
rate of the Movielens dataset is 0.2 and the dropout rate of the Amazon dataset is 0.8.
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Datasets. Weevaluate ourmethod on two datasets from two platforms.Dataset statistics
of two datasets after preprocessing are shown in Table 1. MovieLens is the dense dataset
which has more average actions with fewer users and movies. Amazon is the sparse
dataset which has the fewer actions per user and movie.

• MovieLens: This dataset is often used in the recommendation systemcompetition.We
will use a version with 1,000,209 anonymous ratings of approximately 3,900 movies
made by 6,040 MovieLens users who joined MovieLens in 2000. (MovieLens-1M).

• Amazon: This dataset records users’ comments on Amazon website. It is the classic
dataset of the recommendation system and Amazon has been updating this dataset.
Wewill use theVideo_Games dataset from the 2014 release. (AmazonVideo_Games)

Table 1. Dataset statistics (after preprocessing)

Dataset #Users #movies avg.actions/user avg.actions/movie

Movielens 6040 3416 163.50 289.09

Amazon 31013 23715 7.26 9.50

Evaluation Metrics. We use two common Top-N metrics to evaluate the performance
of our method: Hit Rate@10 and NDCG@10 [8, 10]. Hit Rate@10 is mainly concerned
about whether the movie that users like is recommended, which emphasizes the “accura-
cy” of prediction. NDCG@10 is more concerned about the “order”, which emphasizes
whether the recommended movie appears in a higher position in the recommended
sequence.

6.2 Results and Analysis

Results on Different Recommendation Methods. We study the performance of our
proposedmodel SSR-MGTI with all baselines on two real-world datasets. Table 2 shows
the experimental results of all the methods. It can be observed that:

(1) SSR-MGTI can always achieve the best performance regardless of datasets and eval-
uation metrics, which can gain 20.13% Hit Rate and 41.06% NDCG improvements
on average compared with other methods.

(2) SSR-MGTI has a significant improvement in the NDCG metric on both sparse and
dense datasets, which can achieve performance up to 25.65% on dense dataset and
up to 56.46% on sparse dataset.

Ablation Study. We conduct experiments by removing position, CNN, dropout and
layernorm separately to demonstrate the role of each component of our model. Table 3
shows the performance of the two datasets with the best set of hyperparameters.

For the Movielens dataset, removing the added components clearly shows that the
recommendation performance has declined, especially for the dropout component. The
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Table 2. Performance of different recommendationmethods. The best performance in each row is
boldfaced (higher is better), and the second best method in each row is underlined. Improvements
are shown in the last column.

Dataset Metric GRU4Rec
+

NCF Caser SASRec TiSASRec LSPM SSE-PT SSR-MGTI Improvement

Movielens Hit
Rate@10
NDCG@10

0.6522
0.4334

0.6954
0.5193

0.7517
0.5011

0.8174
0.5786

0.8311
0.6108

0.8303
0.6240

0.8371
0.6160

0.8760
0.6970

13.24%
25.65%

Amazon Hit
Rate@10
NDCG@10

0.3971
0.2321

0.6642
0.4632

0.4474
0.2661

0.7551
0.5425

0.7327
0.5256

0.6157
0.4210

0.7466
0.5448

0.7909
0.6695

27.01%
56.46%

Table 3. Ablation analysis (NDCG@10) on two datasets. Performance better than the default
version is boldfaced. ‘↓’ indicates performance drop.

Dataset Default Remove Position Remove CNN Remove
Dropout

Remove
Layernorm

Movielens 0.6970 0.6846 ↓ 0.6865 ↓ 0.6521 ↓ 0.6890 ↓
Amazon 0.6695 0.6795 0.6714 0.5530 ↓

(overfitting)
0.6410 ↓

position, CNN and layernorm components canmodify themodel to some extent. Adding
the absolute position of the user-movie interaction sequence can be combined with the
relative position of the type time interval to better capture the connection betweenmovies.
Adding the CNN component can not only convert the linear model into a non-linear
model, but also extract short-term preferences. Removing the layernorm component will
reduce the generalization ability of themodel andmay also cause gradient disappearance
and gradient explosion problems, so it is lower than the default model metric. Removing
the dropout component will cause the recommendation metric of the model to drop
sharply, which shows that the dropout component greatly affects the recommendation
performance of themodel. It can also be seen from the output results of themodel that the
evaluation metric fluctuates around 0.6500, which indicates that the model overfitting
problem is not obvious on the dense dataset.

For the Amazon dataset, removing the dropout and layernorm components will
cause a severe performance drop, especially removing dropout will cause overfitting
problems (evaluation metric gradually decrease). Removing the layernorm component
will seriously hurts model performance for sparse datasets. Removing the position and
CNN components is more suitable for sparse datasets. Since the sparse data interaction
sequence is less, the absolute position plays a little role and there is little difference
between the short-term feature and the long-term feature. Adding position and CNN
may easily increase the noise of the data, so the recommendation performance of the
model will be improved.

Comparison of 3 Different Hyperparameters Settings. We compared 3 hyperparam-
eters (i.e., maximum genre time interval, maximum sequence length n and number of
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heads of attention) based on the SASRec, TiSASRec, SSE-PT and SSR-MGTI models,
and the maximum movie genre time interval was only compared with TiSASRec.

(1) Influence of themaximum genre time interval. Themaximum genre time interval
refers to the maximum value of the set genre time interval. Since maximum genre time
interval may replace the computed movie genre time interval for training, it has a great
impact on the recommendation performance. Figure 2 shows the effect of maximum
time interval between TiSASRec and SSR-MGTI on the two datasets. From Fig. 2, we
can see that SSR-MGTI can always achieve better performance than TiSASRec under
different datasets, which can gain 7.41% Hit Rate and 22.16% NDCG improvements
on average. This is because our method adds movie genre features to the time interval,
which enables the model to accurately capture temporal information between movie
genres in user-movie interaction sequences.

(a) (b) (c) (d)

Fig. 2. Effect of maximum genre time interval on ranking performance

(2) Influence of maximum sequence length n. Themaximum sequence length n refers
to the length of the user-movie interaction sequence, which determines the number of
data that can be added to the model for training. From the results, we can see that
SSR-MGTI gains 7% Hit Rate and 18.99% NDCG improvements on average in the
Movielens dataset. As shown in Fig. 3 (a) and (b), the recommendation performance of
the TiSASRec, SSE-PT and SSR-MGTI models increases with the increase of n. But the
SASRec rises firstly and then declines. It may because SASRec uses fewer features. So
a large number of 0 are filled with n increases, resulting in a decline in recommendation
performance. For the Amazon dataset, SSR-MGTI gains 8.95% Hit Rate and 28.04%
NDCG improvements on average. As shown in Fig. 3 (c) and (d), the recommendation
performance of the four models decreases slightly with the increase of n.

(a) (b) (c) (d)

Fig. 3. Effect of maximum sequence length n on ranking performance
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(3) Influence of the number of heads of multi-head self-attention. Since number of
heads of multi-head self-attention can enable the network to capture the user’s interests
from multiple aspects, it has a great impact on the recommendation performance. As
shown in Fig. 4 (a) and (b), the recommendation performance of the SASRec andSSE-PT
model increases significantly. But the recommendation performance of the TiSASRec
andSSR-MGTImodels firstly increases then decreases. This is becausewhen the number
of heads is too large, a large number of parameters will be generated to cause overfitting
problems. For the Movielens dataset, SSR-MGTI gains 8.21% Hit Rate and 21.74%
NDCG improvements on average. For the Amazon dataset (Fig. 4 (c) and (d)), SSR-
MGTI gains 7.37% Hit Rate and 25.12% NDCG improvements on average.

It can be seen that the performance of SSE-PT is slightly improved. But the per-
formance of SSR-MGTI, TiSASRec and SASRec decreases as the number of heads
increases. This is because the dataset is relatively sparse, the hidden information of the
data is relatively fewer.

(a) (b) (c) (d)

Fig. 4. Effect of the number of heads of multi-head self-attention on ranking performance

7 Conclusion

In this paper, we proposed a Self-Attention Sequential Recommendation Algorithm
based on Movie Genre Time Interval (SSR-MGTI). Firstly, we give the definition of
Movie Genre Time Interval (MGTI), based on which a multi-head self-attention mech-
anism is modeled. Then, we add the absolute position of the movie in the user-movie
interaction sequence to make up for the deficiency of the multi-head self-attentionmech-
anism. In addition, we use a convolutional neural network to convert the model to non-
linear and extract local information of user-movie interaction sequences. The experi-
ment results show that our proposed recommendation scheme can achieve 20.13% and
41.06% improvement inHR@10 andNDCG@10 respectively over other state-of-the-art
schemes in terms of dense (MovieLens) and sparse (Amazon) datasets.
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Abstract. As the industrial division of labor becomes increasingly specialized,
various collaborative relationships between industrial chains develop, forming
complexmulti-networks. In the task processing system ofmultiple network indus-
trial chains, there are dynamic online tasks. The arrival and deadline of these tasks
cannot be accurately predicted. Therefore, it is necessary to divide the scheduling
into finer time granularity to improve the response speed, efficiency, and timeli-
ness, while ensuring the task completion rate and minimizing the task cost. In this
paper, we study the characteristics of online tasks in multiple networks industrial
chains and design a corresponding online scheduling framework. We analyze the
arrival of online tasks in real-world scenarios and propose a passive scheduling
algorithm based on the characteristics of different scenarios. The algorithm is
tested on several sets of simulated data. Compared with previous heuristic algo-
rithms, our algorithm can achieve better results in terms of task completion time,
energy cost, and task completion rate in scenarios with fine time granularity.

Keywords: Multiple networks industrial chains · Task allocation · Fine time
granularity

1 Introduction

With the development of industrial intelligence and information technology, the division
of labor in the industrial chain is becoming finer. There are various collaborative rela-
tionships among product agents, which have the characteristics of multiple networks.
In actual industrial scenes, sudden tasks often occur in the upstream and downstream
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networks of product agents, such as urgent orders or product repairs, which need to be
responded to in a short period of time [1]. Therefore, it is necessary to adopt a fine time
granularity task assignment method that decomposes the task assignment calculation
into short time slots. Fine time granularity task allocation optimization can effectively
address the uncertainty of dynamic task arrival and optimally meet the requirements of
online task allocation and efficiency [2].

This paper proposes an optimal strategy for task allocation at the fine time granularity
level in multiple networks industrial chains, and presents a corresponding allocation
strategy for online task scenarios. By adopting a passive allocation strategy, the existing
tasks can be executed without interference while optimizing the task allocation, thus
reducing the impact of online tasks on the system allocation results, and minimizing the
system task waiting time. The application of this strategy can improve task completion
rates and optimize electricity costs.

The main contributions of this paper are summarized as follows:

1) This paper establishes a systemic model for the online allocation optimization prob-
lem of multi networks industrial chains task processing systems at the fine time
granularity time granularity and proposes an online allocation framework based on
multiple networks industrial chain task processing systems. The framework con-
sists of three components: the task preprocessing module, task layer calculation and
allocation, and task execution and product agent information feedback;

2) This study conducts a systematic analysis of real-world scenarios. In this paper, we
propose a passive online scheduling algorithm based on the task’s latest allowable
start time andoffset error tominimize the impact of online tasks on system scheduling;

3) In this paper, the performance of the proposed algorithmhas been tested and compared
with other scheduling algorithms. The experimental results show that the algorithm
proposed in this paper performs better in this scenario.

2 Related Work

This paper studies the problem of task allocation optimization in multiple networks
industrial chains task processing systems under dynamic costs. According to the research
perspective, related work can be divided into the following aspects: optimization of
energy cost and research related to task and resource allocation.

Energy Cost Optimization: Currently, the world is facing an energy resource crisis,
with increasing energy costs. Improving energy efficiency to reduce energy utilization
costs has become a popular research area [3–5]. In multi-departmental collaborative
industrial production, how to balance production efficiency and energy costs is the
mainstream research topic [6–8].

Traditionally, research has mainly focused on task allocation optimization in a sin-
gle system or network structure [9–11]. However, this paper focuses on an online task
processing system in a multiple networks industrial chain [12], which is composed of
multiple interlaced, related, or overlapping industrial chains. There are complex relation-
ships [13] and interactions between these industrial chains, including mutual influence
characteristics in data and energy.
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Task Resource Scheduling: The problem of task and resource allocation has a wide
range of applications in real life, such as product agent allocation planning [14, 15],
project schedule allocation and arrangement [16–18], and cloud computing workflow
allocation and distribution [19, 20].

In summary, traditional research in the field of task and resource allocation has
considered optimizing the task execution time under various constraints, but it has paid
less attention to modelling and analyzing the power cost changes of task allocation and
fine time granularity task execution across systems and network layers, which is not
entirely suitable for the multi-networked environment with dynamic cost and time-of-
use electricity pricing studied in this paper. It cannot fully reflect the impact that multiple
networks have on task allocation.

3 Problem Formulation and Analyses

3.1 Fine Time Granularity Online Task Scheduling Model

In a multiple networks industrial chain task processing system, there are many fine
time granularity real-time tasks that arrive online, and the system will not know the
characteristics of the tasks, such as the task arrival time, deadline, and task execution
structure, before they arrive. When a task arrives, its relevant characteristics are made
available to the current system. Different tasks have different time characteristics, so
fine time granularity assignment is needed to deal with the dynamics of online tasks.

For the task processing system of multiple networks industrial chains, the fine time
granularity dynamic online task set can be expressed as W = {w1,w2, . . . ,wn}, and
wj ∈ W represents the j-th online task in this online task set, which can be described as
wj = {

aj, dj,Gj
}
by a triple, where aj, dj,Gj are the arrival time, deadline and network

structure of the online task wj respectively. An online task is successfully executed only
if all its subtasks finish before their deadline.

For the task execution network structure, it is further modelled as a directed acyclic

graph (DAG), such as Gj = {
Tj,Ej

}
. Where Tj =

{
tj1, tj2, . . . , tj|Tj|

}
represents the set

of subtasks of online task wj, tjk = {
ujk , ptimejk

}
represents the k-th subtask of online

task wj that needs to be executed on industry chain u with execution time ptimejk , and

Ej ⊆ Tj × Tj represents the set of directed edges of online task j. ejpk ∈ Ej means that

there is a task dependency between two subtasks
(
tjp, tjk

)
in the online task wj, where

subtask tjp is called the direct predecessor of subtask tjk , and subtask tjk is called the
direct successor of subtask tjp.

3.2 Task Execution Product Agents’ Model

In the current task processing system, there are usually multiple sub-task processing
systems with different functions [21]. These task processing systems with different
functions are coupled and associated to form a task processing system under multiple
industrial chains. For any sub-task processing system, it contains a certain number of
isomorphic product agents used to perform tasks, and these product agents together
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constitute an industrial chain of task processing. ski represents the product agents with
label k of industrial chain i, and the parameter m is used to represent the number of
industrial chains in themultiple networks industrial chain task processing system, and the
parameter i ∈ {1, 2, . . . ,m} represents the index label of the industrial chain. Machines
of product agents in different industrial chains usually have different functions and
different powers, that is, the product agent’s machines in different industrial chains
have different energy consumption per unit time when performing tasks. Parameter
l ∈ {1, 2, . . . ,mQi} represents the number of product agents in industry chain i, where
mQi denotes the number of product agents in this industry chain i.

3.3 Problem Formulation

The purpose of scheduling optimization is to allocate tasks to specific product agents in
the corresponding industrial chain according to demand so that tasks can be completed in
order and within the deadline while reducing the power cost required for task execution.

Πj =
{
π1, π2, . . . , π|Tj|

}
is used to represent the scheduling result of online task wj,

where πk = 〈
tjk , sli, STjk ,ETjk

〉
represents the mapping between the subtask tjk of online

task wj and the specific product agents executing the task, meaning that the subtask tjk
of online task wj is executed on the l-th product agents in industry chain i, and the start
execution time is STjk and the end time is ETjk .

The fine time granularity online scheduling optimization problem of multiple indus-
trial chain task processing system (FTGOSO) can be defined as follows: given amultiple
industrial chain task processing system G in a fine time granularity environment, tasks
arrive online dynamically, and a real-time task scheduling policy Π is designed to min-
imize the power cost of task execution and improve the success rate of task execution
while satisfying constraints. The problem is formally defined as follows:

Minimize
n∑

j=1
ECj (FTGOSO) (1)

s.t.

xiljk =
⎧
⎨

⎩

1,Task tjk is executed on the l − th firm
of industry chain i
0, others

(2)

m∑

i=1

mQi∑

l=1
xiljk = 1,∀tjk ∈ wj (3)

ECjk = ∫ ETjk
STjk

e(t) · Pi (4)

ECj =
|Tj|∑

k=1
ECjk (5)

STjk = max
{
MTl

i ,ETjp
}
,∀ejpk ∈ Ej (6)
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ETjk = STjk + ptimejk (7)

ETj ≤ dj,∀wj ∈ W (8)

STj ≥ aj,∀wj ∈ W (9)

Among them, (FTGOSO) represents the optimization objective,which is tominimize
the execution energy cost of the task. Constraint (2) is used to represent the mapping
relationship between the task and the executing product agents. A value of 1 indicates that
the task is executed on the product agents. Constraint (3) indicates that only one product
agents can be selected to execute the subtasks in a single industrial chain. Constraint (4)
shows the cost calculation of a single task,where e(t) represents the electricity price in the
current period, which shows periodic fluctuations over time, and Pi represents the power
of the product agents in the industrial chain i when performing the task. Constraint (5)
indicates the calculation of the total cost of the entire online task; Constraint (6) indicates
that the start time of the online task needs to meet the product agents availability time
constraint and task arrival time constraint, task tjk is executed on the l-th product agents
in the industrial chain i,MTl

i represents the earliest idle time of the product agents, ETjp
denotes the end time of the precursor task tjp of task tjk . Constraint (7) represents the
actual end time constraint of the task; Constraint (8) and (9) indicate that the start time
and end time of a task should satisfy its arrival time and deadline constraints.

4 Algorithm Design

4.1 Online Scheduling Framework

The fine time granularity online scheduling system cannot accurately know the arrival
time and execution structure of the task set, so it cannot allocate the task set in advance.
It needs to dynamically allocate the task set in real time according to the work situation
of the task executing product agents. In this section, referring to previous research on the
online scheduling framework [22], a fine time granularity online scheduling framework
under multiple networks industrial chains is defined, which is used to execute fine time
granularity real-time online tasks in the task processing system of multiple networks
industrial chains. The online scheduling framework is shown in Fig. 1, which can be
divided into three modules: Task preprocessing module, task calculation and scheduling
module, task processing and product agents’ information feedback module.
Definition 1 Ready Task. : An online task consists of multiple subtasks, and a subtask
is ready if it does not have any predecessor task, that is, pre

(
tij

) = ∅, or its predecessor
task has completed execution. A task is marked as ready means that the task can start
execution at any time.
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The operation process of the online scheduling framework under the multiple
networks industrial chains is as follows:

1) Online tasks arrive;
2) calculate the scheduling interval of each sub-task of the task, and allocate the sub-tasks

to each industrial chain;
3) Subtasks are added to the task pool of each industry chain and sorted and waited

according to the scheduling rules;
4) When the product agents are idle, select tasks to execute according to the rules;
5) Feedback the task execution time and update the adjustable interval of the next

subtask;
6) The task is completed, the cost is calculated and the result is output, and the end is

reached.

Fig. 1. Online scheduling framework.

4.2 Passive Scheduling Strategy

In view of the online arrival of fine time granularity tasks with low priority, it is nec-
essary to design relevant algorithms to determine the deadline of each sub-task for the
task and arrange the execution product agents according to the industry chain required
for the execution of the sub-task. In order to reduce the impact of dynamic online
task arrival on the existing scheduling, based on the online scheduling framework in
Sect. 4.1, this section proposes a passive online scheduling algorithm based on the latest
start time [23] (AS-Late-As-Possible, ALAP) and offset error. The algorithm is mainly
divided into multiple networks industrial chain online task scheduling analysis module
and hierarchical sub-task execution scheduling module.
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4.3 Online Task Allocation Analysis Module

ALAP represents the latest start execution time of a subtask that can be delayed without
affecting the critical path [23]. It can be used to measure the adjustable time range of a
task. The alapjk of subtask tjk of task Tj can be calculated as follows:

alapjk =
⎧
⎨

⎩

dj − ptimejk , suc
(
tjk

) = ∅
min

tjs∈suc(tjk)
alapjs − ptimejk , suc

(
tjk

) �= ∅ (10)

Definition 2 Critical Path: The critical path in the online optimization problem of task
scheduling in the task processing system of multiple networks industrial chains (Multi-
Chains-Critical-Path, MCCP) is defined as the longest path from the start task to the
end task of online task Ti.

Let bljk denote the longest path from task tjk to task tjexit , then:

bljk =
⎧
⎨

⎩

ptimejk , suc
(
tjk

) = ∅
max

tjs∈suc(tjp)
bljs + ptimejk , suc

(
tjk

) �= ∅ (11)

Therefore, the critical path of Tj in the task online scheduling optimization problem
of task processing system with multiple networks industrial chains is as follows.

MCCPj = blj1 (12)

By using the critical path, the deadline of the subtask can be assigned according to
the length of the execution time of the subtask to the critical path. The deadline djk of
the subtask tjk of the task Tj is:

djk = dj × alapjk+ptimejk
MCCPj

(13)

This method will result in the subtasks at the top of the sequence having more
adjustable time. To solve this problem, this paper introduces an offset error �.
Definition 3 Offset Error �: The offset error in the task online scheduling optimization
problem of multiple networks industrial chain task processing system is defined as the
difference between the online task deadline and the critical path time, and is calculated
as follows:

�j = dj − aj − MCCPj (14)

The sub offset error �jk of the subtask tjk of task Tj is as follows.

�jk = �j · ptimejk
MCCPj

(15)
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Through the offset error of the subtask, we can obtain the �−alapjk value of the
subtask tjk , which is used to represent the latest start time of the subtask tjk to perform
the scheduling optimization. It is calculated as follows:

�−alapjk =
⎧
⎨

⎩

dj − ptimejk − �jk , suc
(
tjk

) = ∅
min

tjs∈suc(tjk)
alapjs − ptimejk − �jk , suc

(
tjk

) �= ∅ (16)

It can be concluded that the left boundary lrjk and right boundary rrjl of the adjustable
interval of subtask tjk are:

{
lrjk = �−alapjk
rrjk = �−alapj(k+1) − ptimejk

(17)

The pseudocode of the online task scheduling algorithm is shown in Algorithm 1.

Algorithm 1: Online task scheduling analysis

1. The online task arrives
2.    for to do
3.        if is then
4.            
5.        else:
6.            for
7.          
8.            end for
9.         end if
10. end for
11.
12.  Calculate the value of all subtasks according to formula (10)
13. for in do
14.

.15 Calculate according to formula (16)
16. if then 
17.
18. 
19.      end if
20. end for
21. return 

The pseudo-code of the hierarchical task execution scheduling algorithm is shown
in Algorithm 2.
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Algorithm 2: Multi-chain subtask scheduling

1. 
2.   
3. Sort the executive product agents in the industry chain according to the ear-

liest available time, and get the sequence 
4.  for in do
5.       // indicates schedulable time range
6.       for in do
7.           Calculate the cost according to Equation (4)
8.           if then
9.               
10.             
11.             
12.          end if
12. end for
13. end for
14.  Update corporate availability time
15. return

5 Experiments

5.1 Experimental Settings

The experimentswere conducted on a single PC equippedwith a 3.6GHzCPUprocessor,
8 GB of RAM, and Windows 10 operating system. The test code was implemented
using Java11, and the data was obtained from the PSPLIB (PROJECT SCHEDULING
PROBLEM LIBRARY) dataset [24], which can generate task structures with different
dependencies.

During the experiment, task dependencies were generated using the complexity
parameter of its industrial chain [24]. As stipulated in this paper, the average online task
is comprised of 8 sub-tasks with dependencies in multiple networks industrial chains.

5.2 Benchmark Algorithms

To confirm the efficacy of the proposed algorithm, it is necessary to compare and anal-
yse its experimental results with those of a suitable comparison algorithm. This paper
employs the following comparison algorithm:

Greedy algorithm based on the latest start time (ALAP) [23], which is introduced in
Sect. 4.1. Subtasks are sorted based on their latest start time, and the subtask with the
smallest latest start time is scheduled to execute first;

Improved fast Non-dominated Sorting Genetic Algorithm-II (NSGAII): NSGAII
algorithm iswidely used inmulti-objective optimization solutions. In this paper, referring
to previous cloud computing deployment, the algorithm is improved and applied to
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multiple networks industrial chains scenarios, the solution set size is set to 50, and the
number of iterations is set to 200 [25];

Heuristic rule prioritization algorithm: Referring to different heuristic rules defined
in previous works of literature, the scheduling priority of tasks is calculated according
to the defined rules, and the scheduling requirements of high-priority tasks are met
first. In this paper, the Arrival Time First (AT) strategy, the Emergency Task First (ET)
Algorithm, and the Deadline Greedy Algorithm (DGA) [26] are adopted.

5.3 Optimization Objective

The experimental performance of the algorithm is evaluated from the following four
aspects:

Runtime: The time it takes for the algorithm to run; TaskCompletionRate: represents
the proportion of successful online task execution times to the total number of tasks,
which is used to measure the usability of the algorithm; Task execution Energy Cost: the
energy cost required for online task execution. Different power costs can be obtained
when tasks are executed in different periods, which is used to measure the effectiveness
of the algorithm in executing task scheduling optimization; Runtime Rate: the ratio of
the time required by an online task to the difference between its deadline and arrival
time. A lower ratio means that the task has a shorter waiting time and can be executed
quickly after its arrival.

5.4 Experimental Results of Passive Scheduling

Different deployment outcomeswill arise for online tasks under different deadline coeffi-
cients. This section will provide experimental verification of the specific impact relation-
ship between the ready task pool, resource load, deadline coefficient, and respective task
experimentally verified.
Parameter Settings: In the experiment settings of Fig. 2 (a)–(d), the initial load of the
system (the proportion of non-idle product agents in the total number) was set to 40%,
and the average deadline ratio of the tasks (the minimum time required to complete the
task accounted for the total time ratio) was 0.4. In the experiment settings of Fig. 2
(d)–(h), the system’s average number of tasks in the ready queue was set to 4, and the
average deadline ratio of the tasks was 0.4. In the experiment settings of Fig. 2 (i)–(l),
the initial load of the system was set to 60%, and the average number of tasks in the
ready queue was 6.
Phenomena and Reasons: As the number of executable tasks increases, the waiting
time of the task queue also increases, while the scheduling time of online tasks shortens.
The success rate of the task execution time selection algorithm decreases, resulting in
an increase in task running rate. PSA algorithm can allocate deadlines according to task
paths, so its success rate, operational rate and cost are closest to offline optimization,
which has good effects in this scenario. With the increase of system resource load, the
execution time of the algorithm is affected and ultimately leads to the increase of the
running rate. PSAalgorithmcalculates the task execution timebasedon the available time
of the product agents.When the resource load increases, the complexity of available time
remains unchanged and has no direct relationship with the resource load. PSA algorithm



Fine Time Granularity Allocation Optimization of Multiple Networks Industrial Chains 177

(a) Completion Rate (b) Energy Cost (c) Running Rate (d) Running Time

(e) Completion Rate (f) Energy Cost (g) Runtime Rate (h) Running Time

(i) Completion Rate (j) Energy Cost (k) Runtime Rate (l) Running Time

Fig. 2. Online scheduling framework.

optimizes energy cost based on task adjustable time. However, with the increase of
adjustably schedulable tasks, the adjustably schedulable time of online tasks gradually
decreases, which may reduce the possibility of executing tasks at the lowest electricity
prices, ultimately leading to an increase in cost. Reducing the task adjustable time may
also reduce the success rate of the task execution time selection algorithm, leading to
further delays in task execution and increase in task running rate. In summary, PSA
algorithm has good effects in this scenario and has advantages such as success rate,
operational rate, and closest operational cost to offline optimization.

6 Conclusions

This paper explores strategies for optimizing tasks that dynamically arrive and are not
available in advance in fine time granularity scenarios, within multiple networks chain
task processing systems. We propose a general framework for online dynamic assign-
ment, based onwhichwe propose a passive assignment algorithm. This algorithmutilizes
the critical path and offset errors of tasks and reduces the impact of dynamic allocation
on production scheduling tasks. The algorithm is designed to balance allocation effec-
tiveness and efficiency and is particularly suitable for scenarios involving fine-grained
time tasks arriving online. Through simulation experiments and theoretical analysis,
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we demonstrate that our proposed algorithm better optimizes task completion time and
execution cost compared to other comparative algorithms.
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Abstract. In Multi-Agent Reinforcement Learning, the agents are vulnerable to
the other agents and the training environment, which can lead to agents’ policy
achieving a local optima easily and poor convergence efficiency. To tackle the
above challenges, we propose a novel algorithm, g-Maximum Critic Multi-Agent
Deep Deterministic Policy Gradient algorithm (g-M2DDPG), which leverages a
new critic technique called g-Maximum Critic to balance the exploitation and
exploration in updating Q-value function. We empirically evaluate our algorithms
in three kinds of mixed cooperative and communication environments. These
experimental results demonstrate that our algorithms significantly accelerates the
learning process and outperform existing baseline algorithm MADDPG.
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1 Introduction

With the help of deep learning, deep reinforcement learning (DRL) has emerged as
a powerful approach for sequential decision-making problems, achieving a number of
impressive results in many real-world applications such as playing go chess [1], Atari
games [2], manipulating robots [3–5] and so on. Various successful algorithms have been
proposed, like deep Q-network (DQN) [2], asynchronous advantage actor-critic (A3C)
[6], Trust-Region Policy Optimization (TRPO) [3], Proximal Policy Optimization (PPO)
[7] and deep deterministic policy gradient (DDPG) [4].

Recent advances in single agent scenarios of DRL havemade it possible to transfer to
multi-agent RL (MARL) problems [8], which has been used to model a lot of important
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situations involving more than one single agent, for example, multi-scenario recommen-
dation [9, 10], multiplayer games [11–13], traffic control [14, 15], autonomous driving
[16] and the analysis of social dilemmas [17]. However, different from the single agent
RL problems, MARL addresses the decision-making problem of multiple agents that
operate in a shared environment, and each agent aims to optimize its own long-term
return by interacting with the environment and other agents [18, 19]. The main chal-
lenge in MARL is training instability [19–21], if each agent just improve its policy
according to environment feedback but not the other agents’ actions, the changes caused
by the other agents in the whole system are inexplicable. For example, policy gradient
algorithms would suffer from exponentially large variance as the number of the agents
increases. To tackle these challenges, many algorithms have been developed under dif-
ferent settings. Matignon, Laurent, and Le FortPiat [22] proposed the Hyper-Q Learning
algorithm for multi-agent systems by inputting other agent’s policy parameters to the
Q function. Foerster et al. [23] leveraged a centralised critic to estimate the Q-function
and designed Counterfactual Multi-Agent (COMA) Policy Gradients algorithm to solve
multi-agent credit assignment in cooperative settings. Jiang and Lu [24] proposed an
attentional communication model called ATOC inspired by recurrent models of visual
attention for large-scale multi-agent environments.

Recently, Lowe et al. [20] proposed a Multi-Agent Deep Deterministic Policy Gra-
dient (MADDPG) algorithm based on the actor-critic learning framework by utilizing a
centralized critic formixed cooperative-competitive environments. Li et al. [21] extended
the algorithm by the minimax idea in game theory and proposed MiniMax Multi-agent
Deep Deterministic Policy Gradient (M3DDPG) for competitive environments. In spite
of the introduction of the centralized critic strategy, the learned policies can still get
stuck in a poor local optima easily and converge in a slow rate. In fact, their critic value
is updated based on the global view information, which consists of the observation and
actions of all agents. However, this might not always be the best choice to obtain a good
policy. For example, in an multiple landmarks environment, the speaker sends out a
message, and the listener understands the speaker’s information and then moves to the
landmark. The reward in this setting is defined by the distance between the landmark and
the listener. Sometimes the multiple landmarks are gathered together, and even become
a landmark due to clustering. When we just consider to make use of the global informa-
tion, the listener would spend a lot of time to understand this information. As a result,
the agent’s policy will achieve a local optima at the end of the episode. Furthermore,
such an problem also can lead to the poor convergence rate.

To deal with the above difficulties of MADDPG algorithm, in this paper, we focus
on the MARL cooperative environment setting, in which all agents collaborate with
each other to achieve some shared goal. We propose a novel algorithm ε-Maximum
Critic Multi-Agent Deep Deterministic Policy Gradient algorithm (called ε-M2DDPG
for short). To the best of our knowledge, this is the first work that introducing this novel
ε-Maximum Critic strategy to make a trade-off between exploitation and exploration,
and then such a technique can improve the convergence efficiency and overcome the
local optima dilemma. Specifically, our major contributions can be summarized in the
following three aspects:
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– ε-Maximum Critic: To address the drawbacks of MADDPG in updating Q value
given all the other agents’ information, which can cause that the agent’s policy gets
stuck into the local optima, we introduce an ε-maximum critic technique during the
updating Q-value process to balance the exploration and exploitation and accelerate
the learning process.

– Algorithms:Based on thisε-maximum critic technique, we propose the ε- M2DDPG
algorithm, which is an extension ofMADDPG, and ε-M2DDPG becomesMADDPG
algorithm when ε = 0.

– Effectiveness:We empirically evaluate our proposed algorithm in three mixed coop-
erative and communicate multi-agent environments and these experimental results
prove the effectiveness of our methods. The agents utilized our method significantly
outperforms existing baselines.

2 Analysis of MADDPG Algorithms

Multi-agent Deep Deterministic Policy Gradient (MADDPG) [20] utilizes a centralized
critic to overcome the non-stationary training problem of MARL.

Specifically, consider a game with n agents with policies that are parameterized by
θ = [θ1, . . . , θn], and let μ = [

μ1, . . . ,μn
]
be joint-policy of the agents. Then the

gradient of the expected reward of agent i with policy μi is

∇θi J (θi) =
Ex,a∼D

[
∇θiμi(oi)∇aiQ

μ
i (x, a1, . . . , an)

∣∣
ai=μi(oi)

]
, (1)

where Qμ
i (x, a1, . . . , an) is a centralized action-value function which takes as input the

actions (i.e. a = (a1,…, an)) and the observations of all agents (i.e. x = {o1, , on}). Let x′

denote the next state from x after taking actions a1,…, an, the experience replay buffer
consists of the tuples (x, x

′
, a1,…, an, r1,…, rn). Then Qμ

i is updated according to the
gradient of

L(θi) = Ex,a,r,x′
[(
Qμ
i (x, a1, . . . , an) − y

)2]
(2)

where y = ri + γQμ′
i

(
x′, a′

1, . . . , a
′
n

)∣∣∣
a′
i=μ′

i(oi)
and μ′ =

[
μθ ′

1
, . . . ,μθ ′

N

]
is the set of

target policies with delayed parameters θ i
′
. Note that the centralized Q function is only

used during training. During decentralized execution, each policy μθi only takes local
information oi to produce an action.

In the MADDPG algorithm, the critic value is updated based on the global informa-
tion, which consists of the observation and actions of all agents. However, this might not
always be the best choice to obtain a good policy. For example, in a multiple landmarks
environment, the speaker sends out a message, and the listener understands the speaker’s
information and then moves to the landmark.

The reward in this scenario is defined by the distance between the landmark and the
listener. Sometimes themultiple landmarks are gathered together, and even become one a
landmark due to clustering, when we just consider to make use of the global information,
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the listener would spend a lot of time to understand this information. As a result, the
agent’s policy will achieve a local optima at the end of the episode. Furthermore, such
an problem also can lead to the poor convergence rate. In the remainder of this paper,
we present a novel algorithm ε-M2DDPG to deal with this challenge.

3 Algorithms

In this section, we propose the ε-Maximum Critic Multi-Agent Deep Deterministic
Policy Gradient algorithm (ε-M2DDPG) to overcome the drawbacks of MAD-DPG
mentioned in Sect. 2.

In the training process, the goal of each agent i is to maximize its accumulative return
J (θi) = Es∼pμ [Ri]. Then we have

max J (θi) = maxEs∼pμ[Ri] (3)

= maxEs∼pμ

⎡

⎣
T∑

t=0

γ tri
(
st, at1, . . . , a

t
n

)
∣∣
∣∣∣
ati=μi(o

t
i)

⎤

⎦ (4)

= Es0∼pμ

[
maxQμ

i

(
s0, a01, . . . , a

0
n

)∣∣∣
a0i =μ0

i

(
o0i

)

]
(5)

In Eq. 4, state st at time t depends on this distribution pμ and the actionμi
(
oti

)
. To get

a bigger expectation of reward, we use the current information to maximize Es∼pμ[Ri].
In Eq. 5, we derive the modified Q function maxQμ

i (s, a1, . . . , an).
Here we consider updating the centralized action-value function Qμ

i . It is naturally
centralized and can be rewritten in this form:

Qμ
i (s, a1, . . . , an) = ri(s, a1, . . . , an)+

γEs′
[
Qμ
i

(
s′, a′

1, . . . , a
′
n

)∣∣
a′i=μi(o

′
i)

]
(6)

Critically, Qμ
i

(
s′, a′

1, . . . , a
′
n

)
conditions on the current state s as well as the current

actions a1,…, an, and represents the current reward plus the discounted future return
starting from the next state, s’. We can naturally apply off-policy Temporal Difference
learning to update Qμ

i .
So we can directly leverage the deterministic policy gradient theorem to compute

∇θi J (θi) and use off-policy Temporal Difference method to update the Q function.
Thanks to the centralized Q function inMADDPG (i.e., Eq. 1), which takes in the actions
from all the agents, our derivation naturally can be suited and is perfectly aligned with
the MADDPG formulation (as shown in Eq. 1):

∇θi J (θi) =
Ex∼D

[
∇θiμi(oi)∇ai maxQμ

i (x, a1, . . . , an)
∣
∣
ai=μi(oi)

]
(7)
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Correspondingly, we can obtain the new Q function update rule by combining Eq. 5,
Eq. 6 and Eq. 2:

L(θi) = Ex,a,r,x′∼D
[(
maxQμ

i (x, a1, . . . , an) − y
)2] (8)

where y = ri+γQμ′
i

(
x′, a′

1, . . . , a
′
n

)
,μ

′
denotes the target policy of agent iwith delayed

parameters θ ′
i , and Q

μ
i denotes the target Q network for agent i. In this way, we increase

the value of Q by seeking a maximum Q, which in turn improves the exploration.
To get this max Qμ

i , we try to look at this problem from multiple views (multi-view
refers to individual view information (current agent’s information), global view infor-
mation (all n agents’ information), combined view information (the combined view also
contains multiple views, which are the combination of the current agent’s information
and other agents’ information)). So there are

∑n−1
k=0 C

k
n−1 kinds of information, we use

this multi-view information as the input of the network to generate Q, and then get a
maximum Q value. This can be formalized as follows:

maxQμ
i (x, a1, . . . , an) = max

[
Qμ
i (O1,A1)

∣∣
ai=μi(oi)

,

· · · , Qµ
i

(
O∑n−1

k=0 C
k
n−1

,A∑n−1
k=0 C

k
n−1

)∣
∣∣
ai=µi(oi)

]
(9)

whereOi andAi is the i-th combination of observation and action information, in thisway,
the algorithm will be more exploratory and it can remove some negative information.
Because in this case the maximum Q that we choose is not necessarily generated by the
global view information.

However, an increase in explorationmay lead to a decrease in exploitation. Therefore,
how to balance the exploration and exploitation becomes a very important problem. We
try to use a new perspective to look at the exploitation and exploration in reinforcement
learning.Weuse the ε-greedymethod to update the critic instead of theway inMADDPG.
In the beginning of training, for each agent, we generate a probability. Then we divide
the agents according to these probabilities εi generated for each agent: agents with a
probability greater than ε always performQupdate as inMADDPGalgorithm, and agents
with a probability less than ε always performmaximumQupdate, which advantageously
solves the problem of robustness of the algorithm when the experimental environment
changes. Our algorithm can still guarantee its exploratory and convergence properties.
The experimental results also prove that when we do not use this, we cannot obtain better
rewards in some environments, and the convergence speed is not fast enough. Finally,
combining Eq. 7, Eq. 8 and ε-update method, we can get our ε-MaximumCritic method.
This can be formalized as follows

maxQμ
i =

{
maxQμ

i if εi ≤ ε

Qμ
i otherwise.

(10)

Final, our proposed ε-Maximum Critic Multi-Agent Deep Deterministic Policy
Gradient algorithm as shown in Algorithm 1.
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4 Experiments

In this section, the ε-M2DDPG algorithm are applied in mixed cooperative and commu-
nication scenario, compared with MADDPG as a baseline. We use one scenario from
MADDPG, cooperative navigation, with the same configuration as MADDPG [20]. For
our proposed algorithms, ε is selected from 0.7, 0.8 and 0.9.

4.1 Environments

In this subsection we mainly explain the environments we used in this paper. The
environment consists of N agents and L landmarks in a two-dimensional world.

Cooperative Navigation. In this scenario, the number of agents is as same as the number
of landmarks, and each agent is required tomove to one landmark. The agent can observe
the relative positions of other agents and the landmark, and its rewards are calculated
based on the shortest distance between all agents and each landmark. Thus the agent
must learn to “cover” all landmarks. Meanwhile, since agents occupy physical spaces,
they will be punished if they collide with each other. So they need to not only infer which
landmark one must cover but also move there while avoiding the others.

Cooperation Obstacle Avoidance. In this scenario, the cooperative navigation envi-
ronment has been upgraded by adding obstacles, meanwhile agents, landmarks and
obstacles are of the same size. The agent must learn to reach the target point while
avoiding obstacles and other agents.
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4.2 Results Analysis

We compare the MADDPGmethod with our algorithms, the experiment proves that our
methods have good performance in the cooperative scenario. The following is the results
analysis. The results are shown in Fig. 1. We note that in environment, ε-M2DDPG is
superior to the MADDPG training agent, and the rewards obtained by ε-M2DDPG can
reach a position that cannot be reached by the MADDPG algorithm, which implies that
the strategy quality of ε-M2DDPG training is better than MADDPG. To better compare
our method to the original method, in the cooperative navigation experiments, we use
four indicators to measure whether the agent can arrive at all the landmarks by using a
certain strategy. We train our models until convergence, and then it is evaluated by the
following indicators: Collisions are the average agent collisions of 300,000 iterations.
Average dist is the average distance between the agent and the landmark in 300,000
iterations. Full occupied is the percentage of at least one landmark taken up in 300,000
iterations. Occupied is the percentage of at least one landmark taken up in 300,000
iterations. Time is the earliest moment when the agent reaches the maximum reward of
the MADDPG algorithm in 300,000 iterations. The results in Table 1 further verify the
effectiveness of our proposed algorithm.

In the cooperative navigation environment, the size of the agent is three times that of
the landmarks. This means that the agent can more easily reach the landmarks as it may
only need to place part of the agent on the landmark to achieve the goal. Experimental
simulation results show that the agent exhibits a certain level of laziness under the
MADDPG algorithm, where it tends to complete the task by only partially placing the
agent on the landmark instead of fully placing it. The ε-M2DDPG algorithm overcomes
this issue. The ε-M2DDPG algorithm aligns the center of the agent with the center of
the landmark. Therefore, in the experimental results shown in Fig. 1(a), the final reward
of ε-M2DDPG is significantly higher than that of the MADDPG algorithm. This also
indicates that the proposed ε-M2DDPG algorithm is more exploratory than the MAD-
DPG approach. Moreover, according to the time metrics in Table 1, it can be observed
that the ε-M2DDPG algorithm indeed converges faster.

(a) (b) (c)

Fig. 1. ExperimentalResults. The x-axis represents the number of training episodes (in thousands)
and the y-axis represents the reward for averaging a single agent.

To further investigate the exploratory nature of the algorithm, this study makes the
environment more complex and practical. The study also considers whether the limited
improvement in experimental results is due to the large size of the agent or the simplicity
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Table 1. Cooperative Navigation

collisions Average dist full occupied occupied time

MADDPG 1.025 0664 33.6% 71.6% 205

g-M2DDPG 1.014 0.623 33.7% 74.6% 139

of the environment. Therefore, in the cooperative navigation environment, the size of the
agent is reduced and obstacles of different multiples relative to the number of agents are
introduced. In two different difficulty experiments of cooperative obstacle avoidance,
the performancemetrics of ε-M2DDPG are better than those of theMADDPG algorithm
(as shown in Fig. 1(b),1(c) and Table 2).

Table 2. Cooperative obstacle avoidance (1X obstacles)

collisions Average dist full occupied occupied time

MADDPG 1.059 0762 15.2% 67.4% 268

g-M2DDPG 1.058 0.643 42.8% 74.9% 95

Table 3. Cooperative obstacle avoidance (2X obstacles)

collisions Average dist full occupied occupied time

MADDPG 1.098 0.856 4.5% 56.2% 299

g-M2DDPG 1.102 0.676 28.2% 72.2% 98

Based on the experimental results with 1X obstacles (as shown in Fig. 1(b)), it is
found that the ε-M2DDPG algorithm is more exploratory. For example, when multiple
agents pass between two obstacles, from a global perspective, the agentsmay not directly
pass through the gap between the obstacles (which reduces the chance of collision).
Instead, when using the multi-view evaluation method, the agents pass directly between
the two agents (using individual views without considering the information of other
agents, thus passing directly). This is also the reason why the ε-M2DDPG approach has
a higher collision rate (as shown in Table 3), and even when obstacles are added, the
experimental results remain the same (as shown in Table 3). The reason for this may
be that the ε-M2DDPG algorithm encourages exploration by adopting the multi-view
approach.

5 Conclusions

In this paper, we propose a novel algorithm, ε-MaximumCriticMulti-Agent DeepDeter-
ministic Policy Gradient (ε-M2DDPG) by introducing a ε-MaximumCritic technique to
MADDPG, which can make a trade-off between exploitation and exploration during the
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updating Q-value process. Specifically, we randomly selecting several agents to update
with a global view with a probability of 1−ε, instead of all agents using the maximum
Q value to update. The experimental results show that our new proposed algorithms
outperformMADDPG algorithm in five kinds of mixed cooperative and communication
environments in terms of the final agent average reward and convergence efficiency.

For the future work, there are many important and interesting directions: (1) the
computation efficiency in the calculation of ε-maximum critic when the number of
agents grows requires further investigation; (2) theoretical analysis of ε-M2DDPG is
also important problems in need of discussion; (3) generalizing the ε-Maximum Critic
into the cooperative and competitive mixed environments is another intriguing problem.
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Abstract. Concept drift is a common phenomenon appearing in evolving data
streams of a wide range of applications including credit card fraud protection,
weather forecast, network monitoring, etc. For online data streams it is difficult to
determine a proper size of the slidingwindow for detection of concept drift,making
the existing dataset-distance based algorithms not effective in application. In this
paper, we propose a novel framework of Density-based Concept Drift Detection
(DCDD) for detecting concept drifts in data streams using density-based cluster-
ing on a variable-size sliding window through dynamically adjusting the size of
the sliding window. Our DCDD uses XGBoost (eXtreme Gradient Boosting) to
predict the amount of data in the same concept and adjusts the size of the sliding
window dynamically based on the collected information about concept drifting. To
detect concept drift between two datasets, DCDD calculates the distance between
the datasets using a new detection formula that considers the attribute of time as
the weight for old data and calculates the distance between the data in the cur-
rent sliding window and all data in the current concept rather than between two
adjacent windows as used in the exiting work DCDA [2]. This yields an observ-
able improvement on the detection accuracy and a significant improvement on the
detection efficiency. Experimental results have shown that our framework detects
the concept drift more accurately and efficiently than the existing work.

Keywords: Data Mining · Machine Learning · Data-Stream Clustering ·
Concept-Drift Detection

1 Introduction

Data stream clustering has been successfully applied for detection of concept drift [11]
which is an important problem arising in a wide range of applications including credit
card fraud protection, theweather forecast, network intrusion detection, etc.. The concept
of interest may depend on some hidden context, not given explicitly in the form of
predictive features [3]. In other words, the concepts drift with time fromwhat we analyze
from current data. For example, the buying preferences of customers may change with
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time, depending on the day of the week, availability of alternatives, discount rate, etc.
[3]. If we do not detect the concept drift in time, we may end up with taking the wrong
concept, which not only decreases the quality of clusters but also can lead to unexpected
clustering results. Hence, dealing with concept drift is crucial in many applications.

Typically, concept drift detection is done by calculating the distance of two datasets
between adjacent sliding windows of fixed size using the rough-set theory. The detection
effectiveness depends heavily on the size of slidingwindows.Both too small and too large
windows are undesirable, because the former may be unable to capture a single concept
and the latter may contain multiple concepts. However, because of the fast evolution
property of online data streams, it is difficult to determine a proper size of the sliding
window for effective detection of concept drift. Thismakes the existing algorithms based
on this approach difficult to be used in real application.

In this paper, we present a new framework for concept drift detection, named density-
based concept drift detection (DCDD). It is based on density-based clustering [15] with
a variable-size sliding window which is formed by dynamically adjusting the size of the
sliding window based on the prediction model trained by XGBoost(eXtreme Gradient
Boosting) [4] to adapt to the changes of the data stream. We extend the formula used in
the existing drift detection algorithm DCDA [2] by incorporating the time attribute in
calculating the distance of two datasets to find the concept drift.

2 Related Work

Concept drift, which was first introduced by Schlimmer andGranger in [11], refers to the
phenomenon that data points are subject to different distribution models in different time
periods. There is a rich literature on concept drift detection in which many algorithms
are based on classification relying on error rate of classification prediction, such as [17].
While the classification-based algorithms are simple and efficient, they need data with
class labels as training data set which is difficult to obtain for time-evolving data streams.

To address this issue, concept drift detection based on clustering was proposed.
Stream-detect [10], detects concept drift through analyzing the clustering results to
identify changes in data streams by measuring deviation of clustering result online.
Chen et al. [3] proposed a framework to perform clustering on the categorical time-
evolving data by comparing the distribution of the clusters and the outliers from the last
and the current slidingwindows. Because thewindow size is fixed, it does not adapt to the
change of data streams. [2], proposed a concept drift detection algorithm (DCDA) based
on the rough-set theory [13] and sliding window technique to improve the efficiency,
which calculates the distance between the last and the current windows to detect concept
drift before starting the clustering process.

To find arbitrarily shaped clusters and handle noises efficiently, numerous density-
based clustering algorithms have been developed, such as D-Stream I [5], DD-Stream
[12], D-Stream II [18], GDC-Stream [7] and PKS-Stream [14], and Relative Density-
Based [9], These algorithms process the raw data only once and do not need to set the
number of clusters. Recently, concept drift detection has been applied to high-speed
streams [16] and also finds application for multi-label classification of IoT data steams
[19]. They suffer from the difficulty of effectively adapting to dynamic changes of online
data streams.
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3 Preliminaries

3.1 Density-Based Clustering

From the Fig. 1(a), we can see the framework of density-based clustering. It uses a two-
phase scheme [1], which consists of an online component and an offline component.
In the online component, density-based clustering maps each input data record into a
corresponding grid and updates the density of grid which is the sum of all data points in
the gird. In the offline component, it uses an incomplete partitioning strategy to cluster the
density grids. We take advantage of this process and design our framework for concept
drift detection that is shown in Fig. 1(b).

Fig. 1. Density-based Clustering and Concept Drift Detection

3.2 Definitions

In this section,we introduce the relevant concepts used in our framework.We assume that
the input data stream has d dimensions and define the data space S = S1×S2×· · ·×Sd ,
where Si is the definition space for the ith dimension.

Definition 3.2.1 (Grid Cell). For data space S = S1×S2×· · ·×Sd , each Si(1 ≤ i ≤ d)

is divided into pi parts evenly, we define the intersection of Si(1 ≤ i ≤ d) as the grid
cell g. That is, gj1j2...jd = S1,j1 ∩ S2,j2 ∩ . . .

⋂
Sd ,jd , 1 ≤ jt ≤ pt, 1 ≤ t ≤ d .

When a data record X = (x1, x2,…, xd) arrives, it can be mapped to a density grid
g(x) as follows: g(x) = ( j1, j2, ···, jd), where xi ∈ Siji , 1 ≤ i ≤ d, 1 ≤ jt ≤ pt, 1 ≤ t ≤ d ;

The grid density of a grid cell is the sum of all the data points in the grid cell. That
is, the density of grid cell g at t is:

D(g, t) =
∑

x∈g
D(x, t)

At time t, the average density of the non-empty grid cells is Denavg =
K∑

i=1
D(g,t)

K ,
where the D(g, t) is the grid density of the non-empty grid cell g and K is the number of
non-empty grid cells.
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Definition 3.2.2 (Dense Grid and Sparse Grid). Grid cell g is a dense grid if D(g, t)
≥ αDenavg, and a sparse grid if D(g, t) < αDenavg, where α is a parameter controlling
the threshold.

In paper [5], the boundary between dense grid and sparse grid is defined as a fixed
value that is not flexible and hard to set. In comparison, our above definition on the
boundary can effectively adapt to the unknown data stream.

Definition 3.2.3 (Grid Characteristic Vector). The characteristic vector of grid cell
g is defined as (D, label, status, t), where D is the last updated density of g, label is
the class of g, t is the time that the last data came in, and status (either SPORADIC or
DENSE) is used to mark the status of g.

In our framework, in order to get the distance between two data sets, we use two
density grids: temporary density grids and old density girds. The temporary density grids
store the grid characteristic vectors of the data in the current sliding window. The old
density girds store the grid characteristic vectors of all data in the same concept.

In order to predict the next concept and the amount of data stream in the next concept,
we need to collect and store the feature vector of the concept that we call concept-feature
when the concept drift is detected. We use the XGBoost (eXtreme Gradient Boosting)
[4] to train the concept-features and the trained model to predict. How to extract the
attributes of the concept-feature will be explained in Sect. 4.4.

3.3 Concept Drifting Detection

Concept drift detection algorithm for data streams (DCDA) was proposed in [2] that
works by calculating the distance between the current sliding window and the last sliding
window based on the rough membership function and the sliding-window technique [1,
6, 8, 10].

The distance between two datasets is measured as follows:
For the current subset STi and the last subset STj , the distance between STi and STj

is defined as

dA
(
STi , STj

)
= 1

|A|
∑

a∈A
d{a}

(
STi , STj

)
=

∑
a∈A

∑
x∈S[Ti ,TJ ]

∣
∣
∣μ

{a}
STi

(x) − μ
{a}
STj

(x)
∣
∣
∣

∣
∣
∣S[Ti,Tj]

∣
∣
∣|A|

,

where A is a non-empty set of attributes, and μ
{a}
STi

(x) is a rough membership function.
If the distance between two datasets is larger than the threshold, the data in the

current sliding window will perform re-clustering to capture the emerging new concept.
In contrast, if the concept is steady, each object of the current window will be allocated
into the corresponding cluster according to distance comparison [2].
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4 The Proposed Algorithm

4.1 Overall Framework

Our density-based concept drift detection (DCDD) framework follows the density-based
clustering framework [15] composedof anonline component and anoffline component as
illustrated in Fig. 1(b). In the online component, we use a variable slidingwindow to read
new data records. When the variable sliding window is full, the data stream is mapped
into the temporary density grids and the characteristic vector of the corresponding grid
cells is updated. Then we calculate the distance between the old density grids and the
temporary density grids to detected concept drift (initially the old density grids was
empty). If the distance is smaller than a certain threshold, no concept drift is detected,
and the temporary density grids are merged into the old density grids and cleared. Then
the variable sliding window is adjusted by our strategy described in Sect. 4.3. Otherwise,
if the distance is greater than the threshold, concept drift is detected, the old density grids
are copied and clustered in the offline component and cleared. The temporary density
grids are copied to the old density grids and cleared. In the offline component, our DCDD
forms clusters based on the copy of the old density grids. Besides, it extracts the concept-
feature of this concept and adds it into the concept-list. In addition, when the size of
concept-list is enough large, it uses the XGBoost (eXtreme Gradient Boosting) [4] to
train the dataset of concept-list and then uses the trained model to predict the message
of the next concept to adjust the variable sliding window.

4.2 Time-Weighted Concept Drift Detection

For the online component, to detect concept drift in a data stream, we apply an extended
concept drift detection model of DCDA [2] to calculate the distance between the old
density grid and the temporary density grid as follows, observing the deficiencies of
DCDA:

We assign all grids in the old density grids a weight 1
δtnow−t−1 , where tnow is present

time, t is in the Grid Characteristic Vector and δ ∈ (0, 1) is a constant called the weight
factor.

For dense grids in the temporary density grids T and dense grids in the old density
grids O, the distance between T and O with respect to S is defined as

dA(T ,O) = 1

|S|
∑

s∈S
d{s}(T ,O) =

∑
s∈S

∑
g∈T∪O

∣
∣
∣μ

{s}
T (g) − 1

δtnow−t−1μ
{s}
O (g)

∣
∣
∣

|T ∪ O||S| , (1)

where δ ∈ (0, 1) is a constant, tnow is the present time, t is in the Grid Characteristic
Vector of g, 1

δtnow−t−1 is the weight for grid in the old density grids, S is the dimension

of the defined data space, μ{s}
G (g) is a rough membership function.

4.3 Sliding Window Size Calculation

To improve efficiency, our detection scheme uses a variable-size sliding window whose
size is dynamically adjusted according to the framework in Fig. 2. Firstly, we initialize
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a sliding window size N = Ninit and set a maximum size NMAX based on the memory
capacity. We detect the concept drift between the temporary density grids and the old
density grids based on the detection formula of Eq. (1). If the old and temporary density
grids present the same concept, we determine whether the temporary density grids have
new dense grids that are not in the old density grids, and calculate the density of all these
dense grids M. We then adjust the sliding window size to N = N + M (N = NMAX if
N + M exceeds NMAX ); If the old and temporary density grids present concept drift,
we revert the size of sliding window to the initial value in the next step (N = Ninit). If
our prediction model that is described in Sect. 4.4 has created, we set N based on the
predicted value. Using the above strategy, our algorithm is described in algorithm 1.

Fig. 2. Dynamic Adjustment of Sliding Window Size

4.4 Prediction on Concept-Feature Classification

Whenwe collect certain amount of concept-feature,we useXGBoost [4] to train concept-
feature to obtain a prediction model. Before running XGBoost, three parameters are
set for xGboost: general parameters, booster parameters and task parameters. General
parameters control the booster which are either tree model (tree) or linear model (linear)
commonly.

We set 5 types of attributes for concept-feature, our prediction model with 5 trees is
defined below:

model : ŷi =
5∑

k=1

fk(xi), fk ∈ F

The objective is defined as:

Obj =
n∑

i=1

l
(
yi, ŷi

) +
5∑

k=1

�(fk),

where
∑n

i=1 l
(
yi, ŷi

)
is the training loss.
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This prediction model is based on concept-feature of the current concept drift to
predict the amount of data stream in the next concept. When the current concept is over,
we get the concept-feature and add concept-feature into concept-list. When the size of
concept-list reaches β, the concept-list is trained by XGBoost. Using the model, we
obtain the predicted value PN. So at the fastest detection speed, PN is divided into two
parts, which effectively sets the size of variable sliding window to PN

2 .

4.5 Algorithm Description

Thewhole algorithmof our density-based concept drift detection (DCDD) is presented in
Algorithm3.The algorithm for computinggrid density distance is presented inAlgorithm
2. Our DCDD algorithm can be simply summarized below: we use the detection formula
of Eq. (1) to detect concept drift. If concept drift occurs, we use the prediction model
to adjust the size of the sliding window. Otherwise, we use the strategy in Sect. 4.3 to
adjust the size of the sliding window.

The time complexity of our detection algorithm is O(|T ∪ O| |S|), where T is the
number of dense grids in the temporary density grids, O is the number of dense grids in
the old density grids and S is the dimensions of the defined data space. Compared with
DCDA [2], the time complexity of our detection is greatly reduced. It is easy to see that
the time complexity of our detection algorithm is linear with respect to the number of
dense girds.
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5 Experimental Results

We evaluate the precision, recall and efficiency of our DCDD and compare it with
DCDA [2]. We use the synthetic data that contains 15% noisy data and a real data
set KDD CUP-99 that is network intrusion detection data set and has been cited by
many articles of data stream clustering. It collected 9 weeks of TCPdump (*) network
connection and system audit data by the MIT Lincoln laboratory which contains the
simulation of various types of users, a variety of network traffic and attack means, and
it like a real network environment and the network intrusion detection data stream. It
contains a total of 41 dimensional properties, of which 34 are continuous attributes. Each
data stream of network connection is marked as normal or abnormal, and the abnormal
type is subdivided into 4 main categories that are DOS, R2L, U2R and PROBING. We
test the DCDD on KDD CUP-99 data set one hundred times persistently and test the
accuracy of clustering results.

5.1 Performance Evaluation

In order to compare our proposed DCDD with the existing DCDA, we use the popular
evaluation metrics of precision and recall. If a is the number of drifting concepts in
the data set, b is the number of drifting concepts that we detect and c is the number of
drifting concepts that are correctly detected. The precision and recall of the detection
are defined as Precision = c

b and Recall = c
a , respectively.

Firstly, we test DCDD under our detection formula Eq. (1) and DCDAwith different
initial sizes of the sliding window on the same synthetic dataset, and we set parameters
θ = 0.3, α = 0.5 and set δ = 0.5. From the result of the 3, although the recall of DCDD
is slightly worse than the recall of DCDA, DCDD gives a much better precision than the
DCDA (Fig. 3).
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Then we test our DCDD using the real data set KDD CUP-99, we set the parameters
of XGBoost: booster is gbtree and others are default and set β = 10000, δ = 0.5. In
our experiment, we use the strategy in Sect. 4.3 to adjust the size of the variable sliding
window in the first ten thousand concept drifts that are used to train and we use the
prediction model to adjust it afterwards. From the result in Fig. 4(a), it is obvious that
the number of detected drifting concepts by our DCDD decreases with the increase of
α. The precision and recall of DCDD are presented in Fig. 4(b). In these experiment, the
threshold value θ is set to 0.1 and the size of the sliding window is initialized to 100.
The parameter α is set from 0.2 to 1 with a step length of 0.2.

With the increase in the number of detected concept drifts, the precision and recall
of DCDD with model 1 are shown in Fig. 4(c), where the threshold value θ is set to 0.1.

5.2 Result Comparison

We compare the experimental results of our DCDD with DCDA on F1-measure, where
F1 = 2×Precision×Recall

Precision+Recall , and time consumptionwrt the number of concept drifts. Firstly,
the threshold value θ is set to 0.1 and α is set to 0.5. The results are shown in Fig. 5. We
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Fig. 3. Precision and recall of our DCDD and DCDA on synthetic dataset.

Fig. 4. Number of drifting concepts, precision and recall wrt to α and drift direction

can see from Fig. 5(a) that F1-measure of DCDD is slightly better than DCDA at the first
ten thousand concept drift, and then it grows to a more significant level as the number
of concept drifts increases. For comparison of time consumption shown in Fig. 5(b), it
is clear that our DCDD has a much lower time cost than DCDA and runs about 8 times
faster than DCDA.

Fig. 5. Comparison between DCDD with DCDA on KDD-CUP dataset.

The accuracy of clustering results of our DCDD on KDD-CUP dataset is shown in
Fig. 6 (a) and the F1-measure of clustering results in Fig. 6 (b). From the clustering results
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Fig. 6. Performance of DCDD on KDD-CUP dataset

at different times, DCDD achieves not only good accuracy but also good F1-measure at
different times that are better than the results of DCDA [2].

6 Conclusion

In this paper, we proposed DCDD, a new framework for concept drift detection based on
density-based clustering [15]. It improves the DCDA algorithm [2] both in terms of the
F1-measure and computational cost (quite significantly). Our algorithm depends only
on the number of grids rather than the number of data points in the grids, which makes it
much more efficient. In addition, we proposed a strategy and prediction model to adjust
the variable-size sliding window to adapt to the changes of data streams and to further
improve the efficiency. In the future we will address the periodicity of concepts in data
streams to gain improvement in detection accuracy.
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References

1. Aggarwal, C.C., Yu, P.S., Han, J.,Wang, J.: A framework for clustering evolving data streams.
In: International Conference on Very Large Data Bases, pp. 81–92 (2003)

2. Cao, F., Liang, J., Bai, L., Zhao, X., Dang, C.: A framework for clustering categorical time-
evolving data. IEEE Trans. Fuzzy Syst. 18(5), 872–882 (2010)

3. Chen, H.L., Chen, M.S., Lin, S.C.: Catching the trend: a framework for clustering concept-
drifting categorical data. IEEE Trans. Knowl. Data Eng. 21(5), 652–665 (2009)

4. Chen, T., He, T., Benesty, M.: Xgboost: extreme gradient boosting (2015)
5. Chen, Y., Tu, L.: Density-based clustering for real-time stream data. In: Proceedings of the

13th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 133–142 (2007)

6. Chi, Y., Song, X., Zhou, D., Hino, K., Tseng, B.L.: Evolutionary spectral clustering by incor-
porating temporal smoothness. In: ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, San Jose, pp. 153–162 (2007)



Effective Density-Based Concept Drift Detection for Evolving Data Streams 201

7. Cai, B., Hu, C., Ren, J.: Clustering over an evolving data stream based on grid density and
correlation. ICIC Exp. Lett. 45(A), 1603–1609 (2010)

8. Corne, D., Handl, J., Knowles, J.: Evolutionary clustering. In: Twelfth ACM SIGKDD Inter-
national Conference on Knowledge Discovery and Data Mining, Philadelphia, pp. 332–337
(2006)

9. Cui, Z., Shen, H.: The framework of relative density-based clustering. In: Chen, G., Shen,
H., Chen, M. (eds.) PAAP 2017. CCIS, vol. 729, pp. 343–352. Springer, Singapore (2017).
https://doi.org/10.1007/978-981-10-6442-5_31

10. Gaber, M.M., Yu, P.S.: Detection and classification of changes in evolving data streams. Int.
J. Inf. Technol. Decis. Mak. 05(5), 659–670 (2006)

11. Granger, R.H., Schlimmer, J.C.: Beyond incremental processing: tracking concept drift.
In: Proceeding of the Twenty-Second International Conference on Very Large Databases,
pp. 502–507 (1986)

12. Jia, C., Tan, C.Y., Yong, A.: A grid and density-based clustering algorithm for processing data
stream. In: International Conference on Genetic and Evolutionary Computing, pp. 517–521
(2008)

13. Pawlak, Z.: Rough sets. Int. J. Comput. Inform. Sci. 11(5), 341–356 (1982)
14. Ren, J., Cai, B., Hu, C.: Clustering over data streams based on grid density and index tree. J.

Converg. Inf. Technol. 6(1), 83–93 (2011)
15. Sander, J., Ester, M., Kriegel, H.P., Xu, X.: Density-based clustering in spatial databases: the

algorithm gdbscan and its applications. Data Min. Knowl. Disc. 2(2), 169–194 (1998)
16. Souza, V.M.A., Chowdhury, F.A., Mueen, A.: Unsupervised drift detection on high-speed

data streams. In: 2020 IEEE International Conference on Big Data (Big Data), pp. 102–111
(2020)

17. Tsymbal, A., Pechenizkiy, M., Cunningham, X.: Dynamic integration of classifiers for
handling concept drift. Information Fusion 9(1), 56–68 (2008)

18. Tu, L., Chen, Y.: Stream data clustering based on grid density and attraction. ACM Trans.
Knowl. Discov. Data 3(3), 167–176 (2009)

19. Wang, P., Jin, N., Fehringer, G.: Concept drift detection with false positive rate for multi-label
classification in iot data stream. In: 2020 International Conference on UK-China Emerging
Technologies (UCET), pp. 1–4 (2020)

https://doi.org/10.1007/978-981-10-6442-5_31


An End-to-End Multiple Hyper-parameters
Prediction Method for Distributed Constraint

Optimization Problem

Chun Chen1(B), Yong Zhang2, Li Ning3, and Shengzhong Feng4

1 Shenzhen Institute of Information Technology, Shenzhen, China
chun.chen@siat.ac.cn

2 Shenzhen Institute of Advanced Technology, Shenzhen, China
3 University of Electronic Science and Technology of China, Chengdu, China

4 National Supercomputing Center in Shenzhen, Shenzhen, China

Abstract. Distributed Constraint Optimization Problem (DCOP) is an important
model for multi-agents, has been widely used in various fields. When a large scale
of DCOP implement on the supercomputer, various parameters need to choose,
and the complement time vary widely for different combinations of parameters.
Automatically provided accurate operating parameters for DCOP can improve the
operation speed and enables the rational use of computational resources. However,
the number of hyper-parameters of DCOP is huge, and correlation exists between
hyper-parameters, thus make the prediction of multiply hyper-parameters diffi-
cult. In this paper we propose a new framework combine graph neural network
and recurrent neural network. The performance shows that our framework can
outperform the SODA method.

Keywords: multiply hyper-parameter · DCOP · Graph neural network ·
recurrent neural network

1 Introduction

The rapid development of artificial intelligence has attracted researchers’ attention on
multi-agent systems. The Distributed Constraint Optimization Problem (DCOP), as an
important research direction on multi-agent, has been widely used in various fields
in recent years. With the exponential growth of scale for DCOP, supercomputers have
become the primary choice to copewith large-scaleDCOPdue to the storage and comput-
ing capacity of traditional computers. Nowadays, the common way to solve DCOP is to
calculate the operating parameters by users whomasters the domain knowledge and pro-
vide them to the supercomputing platform, which time-consuming and labor-intensive.
So automatically provided accurate operating parameters for DCOPs can improve the
operation speed and enables the rational use of computational resources.

The prediction of DCOP hyper-parameters is difficulty. First, DCOP involves many
hyper-parameters, such as the DCOP algorithm and the corresponding parameters, the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. S. Park et al. (Eds.): PDCAT 2023, LNEE 1112, pp. 202–214, 2024.
https://doi.org/10.1007/978-981-99-8211-0_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-8211-0_19&domain=pdf
https://doi.org/10.1007/978-981-99-8211-0_19


An End-to-End Multiple Hyper-parameters Prediction Method 203

graph partitioning algorithm. Second, correlation exists between hyper-parameters of
DCOP. The performance under a single optimal parameter do not guarantee the overall
optimal.

The multiply hyper-parameter prediction of DCOP can be simply considered as a
multi-label recognition problem [3, 10]. However, the data of both image [4–9] and text
problem are [11–14] regular, while the graph representation of DCOP is irregular data,
so it is not possible to directly apply the present multi-label classification methods to the
prediction for the hyper-parameter set of DCOP.

This paper addresses the difficulties of DCOP multiply hyper-parameter prediction
and proposes a multiply hyper-parameter prediction framework combining graph neural
network and recurrent neural network, whose contributions include the following:

(1) As there is no research on multi-parameter prediction for DCOPs, this paper
gives the basic definition of the optimal parameter set and turns the DCOP multiply
hyper-parameter prediction problem into a multi-label classification problem.

(2) For the multiply hyper-parameter prediction problem, this paper proposes a
GRNN (Graph Recurrent Neural Networks) frameworks combining graph neural net-
works and recurrent neural networks, which considering the correlation of each param-
eter. The framework learned the features of the DCOP constraint graph by graph neu-
ral networks and handled the higher order parameter correlations by recurrent neural
network.

(3)The extraction accuracy of graph feature vectors can affect the prediction accuracy
of multiply hyper-parameter. This paper explores the influence on the number of layers
of the graph neural network.

This paper is organized as follows: Sect. 2 introduces the basic theory of DCOPmul-
tiply hyper-parameter prediction and transforms the DCOP multiply hyper-parameter
prediction problem into a multi-label classification problem, Sect. 3 introduces the mul-
tiply hyper-parameter prediction framework--- GRNN in detail, Sect. 4 analyzes the
experimental results and discusses the experimental results and summarizes in Sect. 5.

2 Background

The performance of DCOP on supercomputing platforms are often associated with
multiply hyper-parameter, such as graph partitioning algorithm [15], the DCOP algo-
rithm, and the parameters corresponding to that algorithm. Before to predict the optimal
hyper-parameter set, the definition of the optimal set of parameters OPTpara is given.

2.1 Definition of Optimal Set of Parameters

Given an DCOP instant and the overall sets of parameters for the instance Ppara =
{Para1,Para2, . . . ,ParaN }. For each set of parameters Parai, which includes the exe-
cution method Em, the algorithm A and the parameters corresponding to that algorithm
PA = {PA1 ,PA2 , . . . ,PAf }, the graph partitioning algorithmGp and the number of cores

k, where Parai = [Em,
{
PA1 ,PA2 , . . . ,PAf

}
,Gp, k]. The goal for this paper is to search

the optimal set of parameters Paraopt with the minimization completion time.
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Firstly, we give a definition for the completion time of any instance under the set of
parameters Parai. If the Parai is selected, the instance implement the graph partitioning
algorithm Gp to divide the DCOP’s constrained graph into k parts and call the DCOP
algorithm A and the parameters under the algorithm A to run the instance (synchronously
or asynchronously) on k processes for a total of n rounds. Define the effective running
time of the i_th round under the parameter Parai to be tpij , which is the time for the
cost function of DCOP to reach 0. This paper assumes that each instance of DCOP is
solvable, i.e., there exists an effective time for the cost function to reach 0.

As the law of large numbers (LLN) in probability theory, where the average obtained
frommultiple experiments should be close to the expectation when performing the same
experiment with multiple times, and the average will be closer to the expectation as the
number of experiments increases. So, in this chapter, the completion time of any instance
under the set of parameters is defined as the average completion time.

tpi =
∑n

j=1 tpij
n

(1)

where tpi is the completion time of the j_th round of DCOP under the parameter set
Parai and n is the total number of rounds run.

when the completion time of any instance under the set of parameters is defined then
this paper defines the optimal set of parameters as follows:

Paraopt = argmin(tp1, tp2, . . . , tpN ) (2)

where N is the total capacity of the parameters Ppara.

2.2 Comparison with Different Sets of Parameters

This paper introduces a small example, graph coloring problem, to compute Paraopt ,
and gives a representation of the completion time under different parameters sets. The
example divides the constrained graph of DCOP into 1–4 subgraphs by the Giran-
Newman algorithm or the METIS algorithm for graph partitioning. Each subgraph is
then placed on the corresponding core to implement using the DCOP algorithm (DSA)
either synchronously or asynchronously.

The result under some sets of parameters is showed in Fig. 1, which the example
contains a total of 6 cases, and 10 rounds are executed for each set of parameters. The
completion time is calculated by Eq. (2) and the optimal parameter for this example is
obtained from Eq. (2) which is Ppara = {sy,Giran − Newman,DSA, p = 0.7, 3}.

As shown in Fig. 1, the results under different sets of parameters are different and
irregular, thus it hard to find the optimal parameters according to the traditional statistical
methods. With the rapid development of neural networks, the multi-label classification
solution problem has matured. In this paper, we will transform the multiply hyper-
parameter prediction problem into a multi-label classification problem which using the
optimal parameters as labels.

This paper gives the definition of multiply hyper-parameter prediction. For Each
DCOP instance Gi ∈ Rm, which owns L subsets y in the parameter label space Y . The
multi-parameter prediction task is to learn a function $h: h : Rm → 2YD = {(xi, yi)|1 ≤
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Fig. 1. The completion time under sets of parameters for graph coloring problem

i ≤ N}, where N is the total amount of training data, xi is the vector in the input feature
Rm of the i_th instance and yi ⊂ Y is a subset of the label space Y . Unlike the multi-
classification problem where each instance is assigned only one label, the generalization
of the multilabel problem provides multiple label assignments for each instance at the
same time.

3 Multiply Hyper-parameter Prediction Model

In this section, a neural network framework---GRNN is proposed to predict the multiply
hyper-parameters set, as shown in Fig. 2. The framework consists of three modules,
the preprocessing module, the graph representations feature extraction module, and the
multilabel predictionmodule. The preprocessingmodule converts theDCOP into a graph
representation and extract the fixed-length feature vectors by the graph representations

Fig. 2. Multiply hyper-parameter Prediction Framework Diagram
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feature extraction module. Then, according to these feature vectors, the higher-order
correlations between parameters are modeled in the multi-parameter prediction module.

3.1 Preprocessing Module

The DCOP cannot be solved directly in a graph neural network, [1, 2, 17] it needs to con-
vert the DCOP into a graph representation. Since this paper may involve multiple graph
representations, where different algorithms correspond to different graph representa-
tions. To ensure consistency, this paper uniformly converts the DCOP into a constraint
graph.

3.2 Graph Feature Extraction Module

For the feature vector extraction of the DCOP, the GraphSNN is chosen in this paper.
This network maps the local structure into the aggregation, considering not only the
features of the neighbors but also the overlapping subgraphs. The feature extraction of
DCOP includes node feature extraction as well as graph feature extraction.

3.2.1 Node Feature Extraction

Regarding node feature extraction, to better describe the neighborhood relation-
ship between vertex v and its neighbors u, GraphSNN defines structural coefficients
ω(Sv, Suv) for each vertex v, ω : S × S∗ → R.

ω(Sv, Suv) = |Evu|
(|Vvu||Vvu − 1|)|Vvu|λ

(3)

where ω(Sv, Suv) is the structure coefficient of vertex v and its neighbors. Sv is the
neighborhood subgraph of vertex v and Suv is the set of overlapping subgraphs of vertex
v with λ > 0. ω(Sv, Suv) satisfies the properties of local compactness, local denseness,
and isomorphism invariance. Let its adjacency matrix be A = (Auv)uv∈V , where Auv =
ω(Sv, Suv).

GraphSNN also defines a weighted adjacency matrix A = −
(Auv)uv∈V , where Auv

is the normalized value of Auv, Auv = Auv∑
u∈N (v)Auv

. So, the node eigenvectors of v are

updated as

mt
a = AggregateN ({Avu, h

t
u)|u ∈ N (v)

mt
v = AggregateI (Avu|u ∈ N (v))htv (4)

hvt+1 = Combine(mt
v,m

t
a)

AggregateN (∗) and AggregateI (∗) are two different parameterized cumulative func-
tions. Where mt

a is the information aggregated from the neighbors v and their structural
coefficients, mt

v after performing the multiplication between the cumulative function



An End-to-End Multiple Hyper-parameters Prediction Method 207

AggregateI (∗) and the multiplication between the eigenvectors, the “adjusted” message
from v to account for the structural effects of its neighbors.

Specifically, the update function of GraphSNN for each vertex v ∈ V , whose node
feature vector at t + 1 layer is

ht+1
v = MLPθ γ

t(
∑

v∈N (u)
Auv + 1)htv

∑
u∈N (v)

Auv + 1)htu) (6)

where γ t is a scalar parameter that can be learned. N (v) refers to the one-hop neighbors
v, and multiple layers can be stacked to handle more than one-hop neighbors. Note that
to ensure the Monolicity of feature aggregation in the presence of structural coefficients,
add 1 to the first and second terms of Eq. (6).

3.2.2 Graph Feature Extraction

For the graph classification problem, all node features in the graph need to be transformed
into graph features, and the whole graph is represented as hG .

hG = Readout(hk |v ∈ G) (7)

where hG is the graphGdenotes the vector andReadout denotes the substitution invariant
function, which can also be a graph-level pooling function.

The Readout function of the GraphSNN framework is single-shot. To consider all
the structural information, the GraphSNN framework utilizes the information from all
iterations of themodel and uses an architecture similar to JumpingKnowledgeNetworks.
The graphs represent connections in all iterations/layers and the Readout function sums
all node features from the same iteration.

hG = Concat(
∑

u∈N (v)
hkv |k = 0, 1, . . . ,K) (8)

3.3 Hyper-parameter Prediction Module

After graphSNN obtains the representation graph vector of DCOP, the parameter pre-
diction module uses the output graph vector of graphSNN as the initial state input for
label prediction. Because there is some correlation before the parameters, for this reason
LSTM is chosen in this paper to predict multiple parameters.

Despite the existenceof severalLSTMvariants, this paper selects the standardLSTM,
and applies an additional word embedding layer for the labels. The LSTM consists of
three gates: an input gate i, an output gate o, and a forgetting gate f . The three gates work
in concert to control what is read on the input, what is output, and what is forgotten,
allowing some complex long-term relationships to be modeled.

i = σ(W (i)xt + U (i)ht−1 + b(i))

o = σ(W (o)xt + U (o)ht−1 + b(o))

f = σ(W (f )xt + U (f )ht−1 + b(f ))

u = tanh(W (u)xt + U (u)ht−1 + b(u))

ct = i � u + f � ct−1

ht = o � tanh(ct)

(9)
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where σ(∗) denotes element-by-element multiplication, which is a sigmoid function.
xt ∈ Rd is the input of the lower layer at time step t. If the lower layer is a word
embedding of parameters, then d can be the dimension of the labeled word vector or
can be the hidden state dimension of the lower layer, if the lower layer is an LSTM.
If there are q LSTM units, then for all types (i, o, f , u), ht ∈ Rq,W (∗) ∈ Rq × d and
b(∗) ∈ Rq.The memory cell ct is the key in the LSTM, which maintains long-term
dependencies while getting rid of the gradient disappearance/explosion problem. The
forget gate f is used to erase some parts of the memory cell, while the input gate i and
the output gate o control what is read from and written to the memory cell.

LSTM by linear transformation as Eq. (9) in each type (i, o, f , u) with additional
termsW (T )T , where T is the output constraint graph feature from GNN with fixed
dimensiont,W (T ) ∈ Rq × t, q is the hidden dimension of LSTM, e.g. input The formula
for the gate reads.

i = σ(W (i)xt + U (i)ht−1 + W (T )T ) (10)

The label sequence prediction always starts with the tag < START >. At each time
step, there is a SoftMax layer on top of the LSTM top layer. The probability of each
label is calculated by first applying a linear transformation to the hidden state of the top
LSTM layer.

Then, the tag with the highest probability is predicted. The prediction of the tag ends
with the< END> tag. Therefore, for each input DCOP, a sequence of labels of different
lengths is predicted. Ideally, the label sequence for each input DCOP matches exactly
with the subset of labels belonging to that input DCOP.

4 Experimental Results and Analysis

4.1 Experimental Data

In the paper, we choose the graph coloring problem, a typicalmodel ofDCOP, to generate
the corresponding dataset of this experiment. The datasets consist of two main parts, one
part is the description of the DCOP and the corresponding constraint graph, and the other
part is the label set which correspond to the multiply hyper-parameter. In this chapter,
these two parts are introduced separately.

4.1.1 DCOP Problem Description

The graph coloring problem is a typical DCOP that has been widely used in coordination
algorithms for sensor networks as well as benchmark, and many DCOP algorithms have
also used it for performance comparisons.

In the distributed graph coloring problem, variables are located at the nodes of the
constraint graph and choose a color (i.e., xi ∈ (1, ..., c) to avoid conflicts (i.e., choosing
the same color) with other variables(nodes) connected to themselves through edges.
Thus, the cost of each variable is expressed as

Um(xm) = γm(xm) −
∑

i∈N (m)
m

xi ⊗ xj (11)
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where, xi⊗xj =
{
10 if xi == xj
0 otherwise

, γm(xm) 	 1, reflecting the preference of the variable

for any color in the absence of conflict. Consistent with the DCOP definition, the goal
is to find the state of each variable that minimizes the conflict. In this experiment, this
paper sets γm(xm) = 0 and sets the edge conflict cost, i.e., two nodes with edges in the
constraint graph choose the same color, xi ⊗ xj = 10.

4.1.2 Random Graph Generation Based on Graph Coloring DCOP

In this experiment, three kinds of undirected, unweighted and connected random graphs
are generated by network further four datasets are selected which cover the basic random
graphs, etc.

1) dataset contains 438 random graph instances of 11 colors generated by the Erdős -
Rényi model, which 316 instances are generated by the gnm function with 200 nodes
and 200–400 edges, and 122 instances are generated by the gnp function with an link
probability from 0.1–0.2.

2) The second dataset has 29 instances of 11-color random graph coloring, which
consists of instances generated by the Small wolrd model.

3) The third dataset has 100 instances of 11-color random graph coloring. The instances
are generated by the Barabasi Albert model. The random graph degree generated by
this model has a power-law distribution.

4) The fourth dataset are assembled the above three datasets.

4.1.3 Hyper-parameter Set Generation and Validity

Since the goal of this paper is to find the set of optimal hyper-parameters, and the frame-
work is a supervised learning framework, this section starts by labeling each random
graph with the original label. To ensure the accuracy of the prediction, this chapter
needs to ensure the validity of the labels and that the initial assignment is robust. To
verify the validity of the framework, this paper selected DCOP algorithms such as DSA,
MGM, etc., and the Giran- Newman algorithm as well as the METIS graph partitioning
algorithm.

To ensure the validity of the labels, this paper conducts 10 trials for each set of hyper-
parameters and hopes that the results of each set of hyper-parameters on experiments
are stable, i.e., the variance is not large. In this paper, we analyze the results of each set
of hyper-parameters as shown in Fig. 3.

From Fig. 3, we finds that the variance of the fitted curve coefficients is low, about
0.26 times the mean. The expected time can be considered as the label of the constrained
graph.
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Fig. 3. The relationship between expected running time and variance

For the label distribution, we run multiple DCOP problems in this paper and find a
more uniform parameter distribution, as shown in Fig. 4. The figure shows the optimal
parameter distribution of the dataset DCOPBA after multiple rounds of experiments.

Fig. 4. The distribution for BA parameter

4.1.4 Dataset Description

For this purpose, the structural information of the four datasets trained and the labeling
information are described in this paper as follows, as shown in the Table 1, Where
DCOPER is dataset 1, a random graph generated for the Erdős - Rényi model, DCOPBA
is dataset 2, a random graph generated by the Barabasi Albert model, DCOPSW is dataset
3, a random graph instance generated for the SW model, DCOPALL is data set 4, which
is the merge of the above four data sets.
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Table 1. Dataset description

data number Degree of nodes Number of edges Number of
hyper-parameters

DCOPER 438 3.6/1.94/1/15 359.88/81.96/200/546 3

DCOPBA 100 1.99/2.81/1/51 199/0/199/199/199 4

DCOPSW 29 5.56/1.44/4/12 556.28/1.44/4/12 3

DCOPALL 567 3.42/2.24/1/51 341.55/110.07/199/737 4

4.2 Experimental Results and Analysis

4.2.1 Evaluation Index

To fairly compare the results of other methods, the average precision (CP) is reported in
this section for performance evaluation.

CP = 1

c

∑
i

N c
i

Np
i

(12)

4.2.2 Parameter Setting and Running Platform

All experiments were performed on a server with an Intel Xeon CPU 4110 equippedwith
20 2.20 GHz cores. The system was Linux 3.10.0 and all DCOPs were implemented in
the PyDCOP library. All multiclassification graph neural networks were implemented
in pytorch.

This paper uses the Adam optimizer [16] with λ = 1. For all datasets of DCOP, the
model was trained for 500 periods with a learning rate of 0.01, a loss rate of 0.5, a hidden
layer of 256, and γ = 0.1. This chapter select the random division method, i.e., the graph
is randomly divided into 60\%, 20\% and 20\% for training, validation, and testing.

4.2.3 Analysis of Experimental Results

Since this paper is required to calculate the optimal parameters, in order to verify the
effectiveness of the algorithm, two commonmethods are compared: 1) ordinary dichoto-
mous GNN, i.e., GNN is used to generate the graph features of the DCOP constraint
graph, for each label, which is treated as a one-by-one dichotomous classification in this
chapter. (2) Since this paper does not involve many parameters, the multi-classification
method graphSNN is chosen as a comparison experiment. Since the parameters involved
in this chapter are less, the method converts the multi-parameter prediction into a multi-
classification method and puts it into the graphSNN network. The results are shown in
Table 2.

Table 2 lists the accuracy results ofmultiply hyper-parameters prediction for different
datasets. The results show that the accuracy of both the multiclassification algorithm-
--GraphSNN and the GRNN algorithm on all the datasets is higher than that of the
ordinary binary classification algorithm GNN. For the GraphSNN algorithm and GRNN
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Table 2. The accuracy for the prediction

dataset Algorithm Accuracy

DCOPER GNN 76.53 ± 3.12

GraphSNN 93.84 ± 2.28

GRNN 84.74 ± 4.34

DCOPBA GNN 42.31 ± 4.58

GraphSNN 46.0 ± 11.13

GRNN 58.67 ± 2.66

DCOPSW GNN 70.75 ± 2.94

GraphSNN 91.16 ± 5.49

GRNN 86.4 ± 10.88

DCOPALL GNN 73.17 ± 1.38

GraphSNN 81.13 ± 2.44

GRNN 93.52 ± 2.47

algorithm, the accuracy of the recurrent neural network does not play a larger role when
there are few labels, and its accuracy is not as good as that of the GraphSNN, and its
ER dataset and WS dataset both perform less well than the GraphSNN when there are
only three labels. In the ER dataset, the accuracy of GraphSNN is 10.7% higher than
that of GRNN method, and in the SW dataset, the accuracy is 5.8% higher. However,
the accuracy of GRNN improves as the number of labels increases, and it improves by
27.54% in the BA dataset and 14% in the total dataset compared to the GraphSNN.

4.2.4 The Effect of Graph Neural Network Depth on Performance

The exaction of graph features is one of the most important factors affecting multi-
parameter prediction, and different graph neural network embedding operations have
an impact on the performance of experimental results. Specifically, different layers of
graph neural networks have different obtained graph features. For this reason, this section
explores the effect of different neural network layers on the prediction results, as shown
in the Table 3.

Table 3. The accuracy on different neural network layers

Dataset 2 layers 3 layers 4 layers

DCOPER 84.74 ± 4.34 82.36 ± 3.74 81.47 ± 7.41

DCOPBA 58.67 ± 2.66 57.49 ± 4.51 55.16 ± 2.73

DCOPSW 86.4 ± 10.88 83.14 ± 7.29 82.46 ± 5.29

DCOPALL 93.52 ± 2.47 91.45 ± 4.28 89.54 ± 6.85
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It finds that the accuracy of the prediction results to decrease to some extent when
increasing the number of layers of the convolutional layers. The possible reasons for
this are mainly due to the following two points. One is that the number of parameters
will also become dramatically larger due to the increase in the number of layers of the
convolution of the graph which will cause the overfitting phenomenon to some extent.
Second, although themethod in this paper greatly alleviates the over-smoothing problem,
but it does not avoid the over-smoothing problem, and the deepening of the convolutional
layer will add the over-smoothing problem leads to performance degradation.

5 Summary

Multiply hyper-parameter prediction of DCOP is an important subject, and its high
accuracy can be an effective guarantee of DCOP. This paper first demonstrates experi-
mentally that DCOP has large differences in its operation results under multiple sets of
parameters and that traditional methods cannot effectively predict multiple parameters
accurately. Then transforms the multiply hyper-parameter prediction problem of DCOP
into a multi-label prediction problem and proposes a novel neural network-based multi-
label classification method. Experiments demonstrate the effectiveness of the methods
from both qualitative and quantitative perspectives, respectively.

However, the GRNN is a supervised prediction models, which require multiple runs
of DCOP to generate the corresponding training data, and the data acquisition cost is
relatively expensive. In the future, we will learn new techniques such as semi-supervised
graphical neural networks to solve the problem.
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Abstract. OCS (Optical Circuit Switch) is increasingly popular for accelerating
data transmission of coflows due to its higher bandwidth and lower power con-
sumption compared with EPS (Electronic Packet Switch), where a coflow is a col-
lection of related parallel flows between two computation stages in data-intensive
applications. However, the extra port constraints and reconfiguration delay of
OCS obstruct the efficiency of OCS operations. This paper studies the problem
of coflow scheduling in the OCS of datacenter networks to minimize the total
CoflowCompletionTime (CCT).Wepropose aDynamic PriorityCoflowSchedul-
ing Algorithm that schedules coflows preemptively by considering coflow trans-
mission time and OCS reconfiguration delay jointly to dynamically update each
coflow’s priority, which can significantly reduce the waiting time of small coflows
and reduce head-of-line blocking. Extensive simulations based on Facebook data
traces show that our approach outperforms the state-of-the-art scheme OMCO
[19] significantly, and transmits multiple coflows 1.30× faster than OMCO.

Keywords: Optical Circuit Switch · Coflow Scheduling

1 Introduction

Coflow [3] is proposed as the collection of related parallel flows between two compta-
tion stages to handle the communication requirements of data-parallel applications like
MapReduce [7]. Recent works have shown that the intermediate data transmission in
a datacenter network (DCN) accounts for more than 50% of applications’ completion
time [5], and scheduling flows at coflow-level can significantly reduce the completion
time of the communication stages. Nowadays, there are two main types of switches
in DCNs, Electronic Packet Switch (EPS) and Optical Circuit Switch (OCS). With the
growing demand for data transmission in DCNs, OCS is increasingly deployed in the
next generation data center due to its advantages such as higher bandwidth and lower
power consumption [14].

We study the online multiple coflow scheduling problem in OCS, aiming at mini-
mizing the total coflow completion time (CCT) which is defined as the duration from its
arrival to the completion of all its flows [23]. While OCS offers much higher bandwidth
than EPS for data transmitting, it suffers from the deficiency of less flexibility than EPS

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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for accommodating flow dependency due to the non-blocking requirement that only a
single path can be established between any pair of ingress and egress ports in the OCS.
Worse still, it will take a non-negligible delay to reconfigure new circuits in OCS [13].
Reducing from the open-shop problem, it has been shown that scheduling a single coflow
in OCS is NP-hard [8], letting alone the multi-coflow online scheduling problem this
paper studies.

Researchers have proposed many algorithms [6, 17, 18] to minimize the total CCT
in EPS. For example, Varys [6] schedule coflows based on the Smallest-Effective-
Bottleneck-First principle. By calculating all flows’ largest ratio of size to the bandwidth
of corresponding ports, which is defined as the bottleneck completion time, Varys greed-
ily choose the coflow of the minimum bottleneck time to be scheduled first. Adopting
Multi-level Feedback Queue Algorithm, Aalo [4] prioritize each queue by the volume
of sent data bytes to schedule coflows without prior knowledge of their size. In contrast
to the deep learning methods [17], which are quite not robust, all the above mentioned
works greedily give higher priority to coflows with smaller data size. Inspired by them,
researchers also employ a greedy algorithm of scheduling the coflows with the small-
est volume to be sent in a specific port in OCS [19]. However, this work neglects the
reconfiguration delay of coflows and thus violates the principle of shortest coflow first.

Recent work has found that preemption plays an important role in coflow scheduling
in OCS [9] and proposed a preemptive multi-coflow scheduling algorithm. However, it
only works when all coflows arrive in the network at the same time, which contradicts
with the practical situation that requests of transmitting coflows generate from time to
time. To meet the requirements of online scheduling, OMCO [19] orders all the pending
coflows and transmits them one-by-one in the non-preemptive way, but it still faces
the challenges of Head-of-line (HOL) blocking, which increases the waiting time of
newly-arrived small coflows.

To overcome these drawbacks, we propose an online algorithm to schedule multiple
coflows in OCS preemptively for minimizing the total CCT. Our design is described as
follows. We first decompose the demand matrix of each coflow into a series of configu-
ration plans by the classic Birkoff-von Neumann (BvN) decomposition algorithm [20],
and then we prioritize the coflows by their transmission time (determined by coflow size)
and reconfiguration delay of OCS jointly. We schedule the coflows according to their
priorities following SJF (Shortest-Job-First), update each coflow’s priority when new
coflows arrive, and preempt the current executing coflow if a new coflow has a higher
priority. We summarize our contributions below:

– We mathematically formulate the online mutiple-coflow scheduling problem.
– We propose a novel algorithm for online multi-coflow scheduling in OCS by jointly

considering coflow transmission time andOCS reconfiguration delaywith preemption
enabled to decrease the overall blocking time.

– We conduct extensive simulation experiments to verify the performance superiority
of our algorithm, i.e., transmitting multiple coflows is 1.30× faster than OMCO.
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2 Motivation

Prior work [19] only prioritizes coflows according to each coflow’s demand matrix
diameter (maximum sum of row or column elements, reflecting the coflow transmission
time), and then irrevocably one-by-one schedules these coflows following the given
priority. This evidently brings two problems:

1. How to prioritize coflows a small demand matrix’s diameter but a large number of
OCS configuration plans?

2. How to adjust in-system coflow priorities when new coflows arrive online?

To solve these two problems, we schedule coflows preemptively by jointly consid-
ering the coflow transmission time (diameter of the demand matrix) and the reconfigu-
ration delay of OCS to best utilize the bandwidth of OCS and decrease the total CCT. In
the following, we will summarize the drawbacks of existing online coflow scheduling
algorithms in OCS and detail the necessity of our designs.

2.1 Drawbacks of diameter-based scheduling

Let the diameter of the coflow’s demand matrix be ρ. The existing algorithm Online
Multiple Coflow Scheduling (OMCO) [19] greedily schedules the first coflow with the
smallest ρ repeatedly without taking into consideration of the switch reconfiguration
cost for realizing non-blocking flow-transmission of all coflows in this order. As shown
in Fig. 1. AMotivating Example, there are three coflowsC1,C2 andC3 arrive simultane-
ously, of which diameters are ρ = 20/21/30, respectively. When we schedule coflows
one by one, the OMCO schedules the coflows in the order of < C1,C2,C3 >, and the
corresponding total CCT is 37 + 62 + 98 = 197, as shown in Fig. 1. A Motivating
Example. However, if we schedule the coflows in the order of < C2,C1,C3 >, the total
CCT decreases to 25 + 62 + 98 = 185, as shown in Fig. 1. A Motivating Example.
In OCS, the coflow completion time (CCT) consists of the transmission time and the
configuration delay, where the diameter ρ can reflect the transmission time. The OMCO
algorithm only runs coflows of the smallest diameter first, ignoring the effect of the
number of configurations on the CCT, which will violate the shortest-coflow-first policy
and increase the total CCT. To mitigate this issue, we design a prioritization strategy to
further decrease the total CCT by taking the impact of ρ (the diameter) and τ (the max-
imum number of non-zero elements in demand matrixes rows or columns) into account
jointly, where τ can reflect configuration delay.

2.2 Drawbacks of Head-of-line blocking

The existing non-preemptive online coflows scheduling algorithms inOCS, such as Reco
[20], OMCO [19], cannot schedule the newly-arrived small coflows in time, which may
cause Head-of-line (HOL) blocking and further violates the shortest first policy in online
task scheduling.

To illustrate this drawback, we assume a simple scenario, where a long coflow A and
a short coflow B arrive at moment 0 and 10 respectively. If preemption is prohibited,
coflow B cannot start to transmit until coflow A has been completed. Hence the coflow
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B is blocked by A, which means the completion time of B has to be postponed for extra
waiting time and therefore increases the total CCT. By contrast, we transmit coflow B at
once to preempt coflow A’s transmission, ensuring little blocking time. The preemptive
scheduling strategy is presented in Sect. 5.

Fig. 1. A Motivating Example

3 System Model

3.1 Switch model

We assume that the data center network is a non-blocking optical circuit switch with N
ingress ports and N egress ports [13, 15, 20, 22], where each port is linked to a group
of hosts via Top of Rack switches. The data flows are buffered at sending-hosts and
wait to be transmitted by switches. Any data from input port pin(0 ≤ pin ≤ N) to output
port pout(0 ≤ pout ≤ N) can be transmitted only when a circuit has been established
between pin and pout . OCS network requires any input port can not share the same
circuit with each others and the same idea applies to output port, which means we can
not transmit data from one input port to two or more output ports simultaneously. When
we need to change the data transmission routes (i.e. the mapping between input ports
and output ports), it is expected to reconfigure the optical circuit. The cost of circuit
reconfiguration is a non-negligible fixed delay denoted as δ, and during this time period
of δ, the two ports involved in circuit reconfiguration cannot transmit any data. Currently,
the reconfiguration mechanism of OCS is divided into two types, All-Stop and Not-All-
Stop. The All-Stop model, adopted by most previous works [12, 13, 15, 16], assumes
that when one circuit is reconfigured, all other circuits are affected and torn down. In
contrast, Sunflow [9] proposes Not-All-Stop model, which assumes that when a circuit
is reconfigured, other unchanged circuits are unaffected and can continue to transmit. In
this paper, we adopt the All-Stop circuit switch model.
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3.2 Coflow Model

We denote the demand matrix of coflow i byDMi, i ∈ {1, 2, 3 . . .m}, which reflects both
the amount of data in each flow and its transmission route [13, 20]. The element Ai

pin,pout
in DMi indicates that there is a flow of size Ai

pin,pout to be transmitted on the circuit from
port pin to port pout for coflow i.

We represent the set of pending coflows as C, where each coflow CTi
i , i ∈

{1, 2, 3 . . .m} is to be transmitted through the OCS after it arrives at time Ti. Simi-
lar to related works [2, 11, 23], We assume all flows of the same coflow arrive at the
same time and the coflows’ information (i.e., the demandmatrixes) is a priori knowledge.
We conclude two characteristics of DMi as follows:

1. Diameter: The diameter of the DMi is defined as the maximum of the sum of each
row/column of the matrix, denoted as ρi.

2. Least reconfiguration times: For coflow i, it has at least τi reconfiguration times,
where τi denotes the maximum number of non-zero elements per row or column in
DMi.

4 Problem Formulation

In the OCS system, we consider the problem of online scheduling the pending coflows
to minimize the total CCT. Inspired by the existing work [12, 20], we can complete a
coflow’s transmission in OCS by configuring a series of optical circuits to realize non-
blocking data-transmission of all flows in the coflow. That is, we can transform each
coflow i ‘s demand matrix DM i into the sum of li weighted permutation matrices as
follows:

DMi =
∑

αi
jQ

i
j,∀i (1)

where Qi
j is a N ×N binary matrix encoding which ports are connected to each other in

the circuit switch (i.e. circuit configuration) and αi
j denotes how long the circuit switch

should remain in this configuration (i.e. configuration duration) for the j-th matrix in
coflow i.

In the scheduling strategy P, the completion time of j-th configuration plan in coflow

i is defined as T
(
Pi
j

)
, where Pi

j includes αi
j and Qi

j , and hence the CCT of coflow i is

calculated as:

CCTi = maxj∈[1,li]T
(
Pi
j

)
− Ti,∀i (2)

And we define the configuration plan ahead of the j-th one as Pi′
j′ , which is described

as below:

i∗, j∗ = argmaxi′ ,j′T
(
Pi

′

j′
)
xi,i

′

j,j′ (3)

In addition to configuration strategy P, another main decision we need to make is
the order of all these configuration plans Pi

j ∈ P. We introduce binary variables xi,i′j,j′ to
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indicate whether Pi′
j′ precedes Pi

j or not.

xi,i
′

j,j′ =
{
1 if Pi′

j′ precedes P
i
j

0 otherwise
(4)

And the reconfiguration delay between Pi∗
j∗ and Pi

j is denoted as

δ
i,i∗
j,j∗ =

{
0 if Qi∗

j∗ = Qi
j

δ otherwise
(5)

which means that if the circuit configuration of Pi∗
j∗ and Pi

j are the same, the
reconfiguration overhead can be dismissed.

The completion time of j-th configuration plan in coflow i is calculated as:

T
(
Pi
j

)
= T

(
Pi∗
j∗

)
+ δ

i,i∗
j,j∗ + αi

j (6)

As a result, we formulate our problem as below:

min
P

m∑

i=1

CCTi

s.t. (1), (2), (3), (4), (5), (6)
When we cannot preempt any configuration plan Pi

j , our problem reduces to the
classic NP-hard problem of open-shop scheduling [9], which establishes our problem’s
NP-hardness.

5 Algorithm Design

Wepresent in this section a heuristic algorithm composed of two stages of pre-processing
coflows’ demand matrix, which generates a series of configuration plans, followed by
one-by-one online configuration plan ordering. Coflow pre-processing transforms each
coflow’s demand matrix to a series of weighted permutation matrices, where the permu-
tation matrix represents a configuration of OCS and the weight (coefficient) means the
corresponding duration. Given every OCS configuration and the corresponding duration
(we consider them together as a configuration plan), we order these plans by consecu-
tively prioritizing coflows and the configuration plans decomposed from the coflow of
top priority. In online settings, our scheduling algorithm will dynamically update each
coflow’s priority when OCS configuration is changed and then re-schedule a configu-
ration plan of minimum duration from the most prioritized coflow over and over again.
The procedure of coflow pre-processing and scheduling coflows with dynamic priority
will be detailed as follows.
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5.1 Coflow Pre-processing

In order to transmit coflows in the optical circuit switch, following the previous work
[12, 19, 20], we apply the Birkoff-von Neumann decomposition (BvN) to decompose
theDMi into li weighted permutation matrices. Since The BvN only accepts bistochastic
matrix as the input, we convert the demand matrix to a bistochastic matrix DMi′, whose
each row and column sums to the same value, in three steps: regularization, filling and
Birkoff-von Neumann decomposition (BvN).

Regularization: Since optical circuit reconfiguration requires a non-negligible delay,
the performance of coflow scheduling algorithm declines sharply under frequent recon-
figurations. To avoid such problem, we regularize each entry Apin,pout ∈ DMi to

�APin,pout
δ

� · δ, which can greatly reduce the reconfiguration times at the cost of slightly
more transmission time.

Filling: We go through each elements in regularized matrix DMi and increase its value
until all row/column sums are ρi, which ensures the least link usage waste in OCS. In
this process, we make every effort to avoid increasing the number of zero elements, as
otherwise more reconfigurations will occur. After applying the above two operations,
we obtain a bistochastic matrix DMi′ and then use BvN algorithm to transform DMi′ to
a series of configuration plans.

Birkoff-vonNeumannDecomposition (BvN): Given a doubly stochasticmatrixDMi′,
we decompose it into permutation matrices with specific coefficients (we consider them
together as configuration plans), which satisfies the port constraints. We can map BvN
decomposition of a coflow demand matrix into OCS, where each permutation matrix is
the OCS circuit reconfiguration status and coefficient of permutation matrix is the circuit
duration time.
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5.2 Coflow Scheduling on Dynamic Priority

Given a number of configuration plans,we nowdiscuss how to arrange themand schedule
one-by-one.

In the light of the problem we discussed in Sect. 2.1, the diameter ρi and the number
of permutationmatrices τi, which reflect the transmission time and reconfiguration delay
of coflowCTi

i respectively, are both dominating factors of high-performance scheduling.
Therefore,wemeasure the coflow’s priority by 1

(ρi+τiδ)
,whereρi+τiδ is clearly the lower-

bound of coflow completion time. The larger the 1
(ρi+τiδ)

value is, the higher priority
coflows have.We precede the configuration plans of the shortest duration from the coflow
of the highest prioritywith others. Considering that newly arrived coflowswill be blocked
in online non-preemptive scheduling, we allow the small coflows preempt the large
coflows from relentlessly transmitting data, and thus we need to dynamically update the
coflow’s priority when this configuration plan has been completed. The aforementioned
procedures will iterate until all coflows complete.

According to the above idea, we propose a Dynamic Priority Coflow Scheduling
Algorithm,which ensures no additional reconfiguration delays by allowing preemptions.
The details are elaborated in Algorithm 1.

When a new coflow CTi
i arrives, with deci representing the set of uncompleted con-

figuration plans from CTi
i , we pre-process the coflow i’s demand matrix DMi to a bis-

tochastic matrix DMi′ through regularization and filling and we insert all the plans to
deci(line 1 to line 4). Let UC be the set of uncompleted coflows in waiting queue (line
5), our algorithm repeats iteration over and over again untilUC is empty (line 6). In each
iteration, we name the coflow inUC with the highest priority as the candidate coflow Cs

and call algorithm 2 to schedule the configuration plans in decs (line 11). In Configura-

tion Ordering Algorithm, we sort the series of configuration plans
{
P1
s ,P

2
s ,P

3
s · · ·Pls

s

}

in the ascending order of duration and determine the plan with minimum duration Pmin

is the first one to be scheduled (line 1). Note that we can select suitable flows from
UC to fill the under-load circuits to improve the bandwidth utilization, which is called
Back-Filling [19] in line 2. Last, we update UC and decs when Pmin has completed and
re-call Algorithm 1 to schedule coflows.
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6 Experimental Evaluations

In this section, we use the traces of Facebook [1] to test the performance of the proposed
method and provide simulation results and detailed performance analysis.

6.1 Simulation Settings

For the simulation environment, we create an online coflow scheduling simulator with
Python 3.7.

Workload: Our workload is generated based on Facebook traces [1], collected from a
3000-machine, 150-rackMapReduce cluster at Facebook. The Facebook trajectories are
widely used in simulation [4, 10, 21], which contains 526 coflows that are scaled down
to a 150-port fabric with exact inter-arrival times. For each coflow, the Facebook trace
contains sendermachines, receivermachines, and transmitting bytes at the receiver level,
not the flow level. Thus we partition the bytes in each receiver to each sender pseudo-
uniformly to generate flows.We randomly selectedPmachines from the trace as servers.
The arrival time of each job obeys a Poisson distribution P(λ).

Evaluation Metric: Our metric is the Normalized CCT of a scheme compared with
our method.

• The Normalized CCT of Algorithm A is defined as

NormalizedCCT = the CCT of Algorithm A

the CCT of our method

Intuitively, our method is faster if the Normalized CCT is greater than one.

Baseline solutions: We compare the performances of our method with the following
baselines in minimizing the total CCT.

1) First In First Out (FIFO): prioritizes coflows based on their arrival time.
2) OMCO [19]: prioritizes coflows based on the traffic threshold, which represents the

diameter of their demand matrices.

Fig. 2. Norm. CCT in Different Schemes
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6.2 Simulation Results

In our simulations, we consider the OCS with 8 ports (i.e.,P = 8), each link in the
OCS with a bandwidth of 100 Gbps. The reconfiguration delay, denoted δ, varies from
20 μs to 100 μs, and the default reconfiguration delay is 20 μs. In order to analyze
the characteristics of the demand matrix, its sparsity was investigated. The sparsity of
a matrix is determined by the proportion of non-zero elements in the matrix, expressed
as a density value from 0 to 1. In this study, we classify coflows into three types based
on the density of the demand matrix: sparse, normal and dense. A demand matrix is
considered sparse when its density is less than or equal to 0.3. When a matrix has a
density in the range of 0.3 to 0.6, it is classified as normal. Finally, when a matrix has a
density greater than or equal to 0.6, it is labeled as dense.

Figure 2 Norm. CCT in Different Schemes illustrates the performance of our pro-
posed method and different schedulers in terms of minimizing the total CCT at different
density levels while keeping the reconfiguration time fixed at 20 μs. To establish a
benchmark, we normalize the CCT of our method and compare it with the performance
of various other schemes. Compared to FIFO and OMCO [19], which schedule coflows
in OCS in a non-preemptive manner, our method allows for preemption and schedule
coflows based on extra attributes of the demand matrices, thereby reducing the total
CCT. Specifically, OMCO requires 1.33×, 1.14×, 1.12× and 1.30× more time than
our method to schedule the demand matrices with sparse, normal, dense and mixed
coflows, respectively. FIFO requires 1.40×, 1.24×, 1.17× and 1.38× more time than
our method to schedule the demand matrices with sparse, normal, dense and mixed
coflows, respectively.

Fig. 3. Norm. CCT in Sparse Density Fig. 4. Norm. CCT in Normal Density

The variation of δ, which is determined by the hardware characteristics of the OCS,
plays a key role in the total CCT. Analyzing Figs. 3, 4, 5 and 6, we find that the total
CCT of all schemes decreases as δ decreases, which is reasonable. Furthermore, it is
noteworthy that the performance gap between these schemes widens as δ increases. The
reason behind this observation is that as δ increases, reconfiguration delay becomesmore
dominant in determining the total CCT. In this case, the advantages of our proposed app-
roach become more prominent. Our approach takes into account the maximum number
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Fig. 5. Norm. CCT in Dense Density Fig. 6. Norm. CCT in Mixed Density

of non-zero elements in the rows or columns of the demand matrix when generating the
coflow priorities, allowing for more efficient scheduling and reducing the overall CCT.

7 Conclusion

This paper studies the problem of scheduling online coflows in Optical Circuit Switched
(OCS) datacenter networks. We propose a Dynamic-Priority Coflow Scheduling Algo-
rithm, which prioritizes coflows by coflow transmission time and OCS configuration
delay combined, and generates the configuration plans of the coflows following their
priorities by employing the BvN decompostion algorithm. In the future, we will study
further how to schedule coflows in OCS-EPS-Hybrid environments.
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Abstract. As the growing network deployment of Unmanned Aerial Vicheles
(UAVs), traffic offloading has been widely used to mitigate UAV’s problem of
limited bandwidth in communications due to limited battery capacity. Existing
work on traffic offloading has focused on reducing the average delay of the system
without considering the fairness issue, and assumed that data transmission follows
line-of-sight propagation which contradicts with the realistic situations in both
urban and suburban areas. Achieving both fairness and system efficiencywith non-
line-of-sight user-UAV communication requires to solve a complex non-convex
optimization problem. This paper proposes an effective algorithm (NAPPO) for
joint UAV navigation and user traffic allocation by applying deep reinforcement
learning (DRL). Our NAPPO applies DRL to collect user information (position,
data rate and traffic demand) and dynamically adjusts the UAV position and traffic
allocation ratio to minimize the maximum delay and hence improve the fairness
(i.e., variation in delay between users). We show that our proposed approach of
minimizing maximum delay is more effective than minimizing average delay for
achieving fairnesswhile preserving the total delay at a reasonable level. The results
of the simulation experiments show that NAPPO achieves an impressive perfor-
mance on the maximum delay, i.e., 49. 82% better than the heuristic algorithm
and only 0.1536s worse than the optimal solution.

Keywords: UAV · Traffic offload · Deep reinforcement learning · Cellular
networks

1 Introduction

Recent years have seen an unpreceded development in the deployment of Unmanned
Aerial Vehicles (UAVs) as base stations to provide wireless communications in emer-
gency cases such as earthquakes and forest fires, and large events such as music festivals
and sports events. With easy and fast communication deployment, low cost, and adapt-
ability, UAVs canmake up for the shortcomings of traditional base stations in unexpected
situations and remote areas to provide additional bandwidth. To resolve traffic conges-
tions in bandwidth-limitedUAVcommunication, offloading of traffic inUAVbase station
wireless networks to WiFi networks with small coverage but high bandwidth and capac-
ity, namely traffic offloading, becomes a preferred option to improve communication
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quality. We investigate the problem of minimizing the maximum latency for multi-WiFi
offloading of UAV base station user traffic over non-line-of-sight (nLos) links. This
is motivated by the observation that reducing the maximum latency of the network can
effectively reduce the latency difference between users and hence enhance fairness while
keeping an acceptable overall network latency, and adoption of nLos links rather than
the more restricted Los as assumed in the literature is closer to practical application
scenarios. For nLos links, the signal-to-noise ratio (SNR) between UAV and user is not
any more inversely proportional to the square of their distance as in Los, making the
min-max problem under this constraint a non-convex optimization problem. To solve
this problem, we propose to apply Deep Reinforcement Learning (DRL) technique that
relies on dynamic information about the real environment to make real-time decisions.
Our contributions are as follows:

• We define the maximum delay minimization problem as that of joint UAV navigation
and user traffic allocation on nLos links and formulate the problem as a Markov
Decision Process.

• We propose a joint UAV navigation and traffic allocation algorithm (NAPPO) apply-
ing Deep Reinforcement Learning with Proximal Policy Optimization (PPO [1])
for gradient updating, which provides an efficient solution to the maximum delay
minimization problem.

• We conduct extensive simulation experiments and the experiment results demonstrate
that NAPPO has a lower delay than the heuristic algorithm of minimizing average
delay.

2 Related Work

Shanza Shakoor et al. [2] investigated the maximum user access rate for UAVs as cel-
lular base stations. Adjustment of UAV location by the k-means clustering algorithm to
maximize user access rate by cyclic search. Cheng Zhan et al. [3] studied the problem
of maximizing the number of service nodes in a multi-UAV IoT edge computing sce-
nario. The UAV trajectory, offload ratio, and resource allocation are optimized by the
SCA method, respectively. The service nodes are maximized by cyclically updating the
variables. Yong Zeng et al. [4] studied the navigation problem of maximizing the com-
munication quality of UAV-connected ground networks, and proposed a DDQN-based
navigation algorithm to adapt to complex channels by discretizing the action space.
Xuanheng Li et al. [5] studied the UAV data acquisition and transmission problem for
heterogeneous networks, and maximize the spectrum efficiency of the UAV transmis-
sion chain by controlling the UAV trajectory, data acquisition and transmission ratio,
frequency band selection, and transmission power through the DQN method. Muntad-
her A. Ali et al. [6] investigated the problem of traffic offloading from UAVs as cellular
base stations by optimizing the traffic allocation ratio, UAV location, and band alloca-
tion ratio to minimize the average delay using the block coordinate descent method.
The assumption that the transmission channel is a line-of-sight link is the basis of their
research. However, due to the demand for WiFi, the traffic offload scenarios are often
densely built cities, and it is not reasonable to assume that the channel is a line-of-sight
channel in such a complex environment. As an improvement to this, our study uses a
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non-line-of-sight probabilistic model to [12] describe the communication channel. In
addition, since their optimization objective is the average latency, this may result in a
large variation in latency between different users. And we set the optimization objective
to minimize the maximum latency. If the maximum latency is small enough, the latency
for each user will not be high. This also ensures that the latency difference between users
is low.

3 Network model

We are given an area containing one UAV as the cellular base station, a set of stationary
Access Points (APs) for WiFi networks, a set of Cellular Subscribers (CSs) accessing
network through the UAV, and a set of WiFi Subscribers (WSs) accessing network
through APs, as shown in Fig. 1. To minimize the communication delay of all the CS’s,
we need to decide (allocate) an appropriate portion of CS’ traffic to go through a WiFi
via a reachable AP to share WiFi bandwidth with the WS’s, and that to go through the
UAV according to UAV’s position. For fairness, our adopt the approach of minimizing
themaximum delay. For practical considerations, we assume that the links betweenUAV
and CSs are nLos. So our problem is how to minimize the maximum delay of CS’s by
joint UAV navigation and CS traffic allocation.

Fig. 1. WiFi AP offloads UAV traffic

More specifically, the UAV serves as the base station to provide cellular network
services to NCS CS uniformly distributed in a square area with the side length of 2r, CSi
subscribers with horizontal positions of qi(i = {1, 2 . . . .NCS}). The UAV’s horizontal
position is w, moving horizontally to find the best position to provide network services
and maintaining height at H , avoiding collision with buildings as the UAV moves. At
the same time, NAP APs provide WiFi services to WSs and CS within their coverage
area. The coverage radius of APs are all rAP , and the coverage areas do not overlap. The
number of WSs served by each AP is fixed and denoted as NWS

i (i = {1, 2, . . . ,NAP}).
All WSs are within the coverage area of some APs and can access WiFi network only
through AP, and all CS are connected to cellular network through UAV. The N CSs are
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within the coverage area of an AP and can access the WiFi network through the AP and
offload some of its traffic demand to theWiFi network. This reduces the load on the UAV
and lowers the overall system latency. The traffic demand of CSi is λCS

i . If CSi is within
the AP coverage and its traffic offload is proportional to μi(μi ∈ [0, 1]), then its traffic
demand transmitted through AP is λAP

i = μiλ
CS
i , and its traffic demand transmitted

through UAV is λUAV
i = (1 − μi)λ

CS
i . If CSi is not in the AP coverage, then its traffic

demand through AP is λAP
i = 0 and its traffic demand through UAV is λUAV

i = λCS
i .

χ denotes the mapping relationship from CS to AP. If CSi is within the coverage of
APj, then χi,j = 1, otherwise χi,j = 0(i ∈ {1, 2 . . . ,N }, j ∈ {1, 2 . . . ,NAP}), and χi,j

satisfy
∑NAP

j=1χi,j = 1
(
χi,j ∈ {0, 1}). The number of users access to APj is the sum of

the number of WSs and the number of CS accessed, i.e., NAP
j = NWS

j + ∑N
i=1χi,jε(μi).

If x ∈ [0, ε] then ε(x) = 0, otherwise ε(x) = 1. Here ε is a sufficiently small number
and ε(x) indicates that if the allocation ratio μi is less than ε, the CS is regarded as not
accessing WiFi. The total throughput of APj is denoted as �j, so the transfer rate of

CSi within its accessed APj is RAP
i = �j

NAP
j

. The authorized bandwidth of UAV is B. The

spectrum is allocated to each CS according to its actual traffic demand transmitted by

UAV(i.e., the spectrum allocation ratio of CSi is ϕi = λUAV
i

∑NCS
i=1 λUAV

i

. The channel between

UAV and CS is a nLos channel [13], which results in a channel gain gi that depends on
the UAV position w and the angle between the transmission channel and the ground in a
complex way, which then leads to the failure of traditional convex optimizationmethods.

According to Shannon theory, the spectral efficiency ofCSiisSi = log2
(
1 + Pgi

N0

)
, where

P is the UAV transmit power, and N0 is the Gaussian noise power. So the rate of CSi

in transmission through the UAV is RUAV
i = ϕiBSi = BλUAV

i log2
(
1+ Pgi

N0

)

∑NCS
i=1 λUAV

i

. The service

arrival time of each user is exponentially distributed and independent, and the service
provided by UAV and AP to users obeys the M/M/1 queuing model. The delay of CSi
on the UAV is δUAVi = 1

(
RUAVi −λUAV

i

)+ . If CSi is within the coverage of APj, the delay

of CSi on AP [7, 8] is δAPi = 1+0.5RAPj λAP
i vi

(
RAPj −λAP

i

)+ . WiFi services are based on probabilistic

contention, and channels are acquired by performing carrier sensing, where each CSi
has a quiescent period Vi, whose mean and variance depend on the interference intensity
of other competing nodes. And vi = E

[
V 2
i

]
is the expectation of the quiescent period

Vi for WiFi contention [8]. If CSi is not in the AP coverage, then δAPi = 0. Therefore,

the average delay of CSi is δi = max
(
λUAV
i δUAVi ,λAP

i δAPi

)

λCS
i

. The maximum delay in all CSs is

δmax = max
(
δ1, δ2, . . . , δNCS

)
.

4 Problem Formulation

We give a formulation of the maximum delay minimization problem for multi-WiFi
offloading of UAV base station user traffic over a non-line-of-sight link:

min
w,μi

δmax (1)
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s.t.λUAV
i ≤ RUAV

i ,∀i ∈ NCS

λAP
i ≤ RAP,∀i ∈ Nc

Here, constraint (a) indicates that the transmission rate of CS on the UAV should be
greater than the traffic demand transmitted by the UAV, and constraint (b) indicates
that the transmission rate of CS on the AP should be greater than the traffic demand
transmitted by the AP. The non-line-of-sight channel causes the channel gain gi to
depend on the position of the UAVwand the angle between the transmission channel and
the ground in a complex way, making Formulation (1) non-convex which invalidates
the traditional convex optimization techniques. Therefore, we propose to apply Deep
Reinforcement Learning to solve the problem.

5 NAPPO Algorithm

In this section, we first build a Markov Decision Process (MDP) model of the problem
to lend it for deployment of Deep Reinforcement Learning (DRL), and then propose a
PPO-based DRL algorithm for solving the problem.

5.1 MDP Model Design

We model the problem as an MDP, which can be defined by defining the state, action,
and reward as follows:

State: To make decisions when the channel model is nLos, define the state as:

st = {�w,RUAV ,RAP,λUAV ,λAP}
where �w is the position of the CS relative to the UAV, which is useful for determining
the UAV’s position. RUAV denotes the transmission rate of CS to UAV, RAP denotes the
transimission rate of CS to WiFi. λUAV denotes the traffic demand of CS to UAV and
λAP denotes the traffic demand of CS toWiFi. The real-time transmission rate and traffic
demand can help the agent to decide the traffic allocation ratio correctly.

Action: The action controls the UAV movement and traffic allocation:

at = {|v|,−→v ,�μ}
where |v|,−→v , respectively denote the velocity magnitude and direction of the UAV. The
�μ denotes the allocated proportional increment of CS within the AP coverage. For
CSi, the traffic allocation ratio of the next time slot is μi

t+1 = μi
t + �μi.

Reward: The reward is for delay reduction and penalty for violating constraints, i.e.,

rt = −δmax − α

(∑NCS

i
I
(
RUAV
i − λUAV

i

)
+

∑N

j
I
(
RAP
j − λAP

j

))

where I(x) denotes the number of constraint violations, if x ≥ 0 then I(x) = 1, otherwise
I(x) = 0. α is the penalty factor that is much larger than 1 and it ensures that the transfer
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Fig. 2. MDP model

rate is higher than the traffic demand before the action is chosen.Notice thatwe transform
(a) and (b) into penalties in the reward, which can satisfy the constraint whileminimizing
the maximum delay.

Our MDP model is shown in Fig. 2. In slot t, the agent first gets environment state
information st which includes �w,RUAV ,RAP,λUAV and λAP in slot t. The best action
at which includes |v|,−→v and �μ is choosen based on state information st . Then the
UAVmoves to next position wt+1 = wt +|v|×−→v , and the traffic allocation ratio of CSi
in the next slot t + 1 changes into μi

t+1 = μi
t + �μi. After executing the action at , the

agent receives the reward reflecting the maximum delay and the number of constraint
violations which will be used for updating policy, i.e.,

rt = −δmax − α
(∑NCS

i I
(
RUAV
i − λUAV

i

) + ∑N
j I

(
RAP
j − λAP

j

))
.

In the next slot t + 1, the agent repeats the above operations. Eventually, the agent
gets the best policy which can choose the best action to minimize the maximum delay
while satisfying constraints.

5.2 Algorithm Design

DRL solves the MDP by finding the optimal policy π. The policy π(at |st) : S × A →
[0, 1] gives the probability that the agent chooses at in the state st , and the optimal policy
π∗ makes the value functionVπ(s) = Eπ[Gt |st = s]maximum, i.e.,π∗ = argmax

π
Vπ(s).

InDRL, the value function-based algorithmoutputs action directly,which is only suitable
for discrete action space. In contrast, the policy gradient algorithm outputs the action
distribution and samples the actual action in this action distribution, which is more
suitable for the high-dimensional continuous action space.

To increase the probability of actions leading to greater final return and decrease
that of smaller final return, the policy gradient algorithm maximizes the payoff function
J (πθ) = Eπθ∼τ[G(τ)], where G(τ) = ∑T

t=0γrt is the total return, γ ∈ [0, 1] is the
discount factor, and τ is the trajectory with total time step T based on the policy πθ. The
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parameters θ of the neural network are optimized by gradient ascent, i.e.,

θ ← θ + α∇J (πθ)

where ∇J (πθ) = Eπ∼τ

[∑T
t=0∇θlogπθ(at |st)G(τ)

]
.

The policy gradient algorithm is strongly influenced by the step size α when execut-
ing gradient ascents. A too-small or too-large α will respectively lead to slow conver-
gence and excessive updates, whichmay ultimatelymake the resulting policy unsuitable.
Classical algorithms such as Natural Policy Gradient (NPG) [9] and Trusted Domain
Policy Optimization (TRPO) [10] restrict the update step size by the Kullback-Leibler
divergence constraint. However, the high computational complexity of Kullback-Leibler
divergence leads to slow convergence Proximal Policy Optimization (PPO)[1] discards
the Kullback-Leibler Divergence constraint and redefines the alternative advantage to
limit the update magnitude to the expected, and uses a first-order stochastic gradient
ascent optimizer to improve the convergence speed. Because the action space in our
problem is high-dimensional and continuous, which requires rapid decision-making
based on state information, we deploy PPO for gradient updating about the proportion
of UAV localization and traffic allocation.

Algorithm 1 PPO-based navigation and allocation algorithm(NAPPO)
1: Initial policy parameter ,discount factor , GAE pa-
rameter ,clipping threshold
2: Initial Replay buffer, orthogonal initial Actor and
Critic network
3: for k=0,1,2… do
4: while Replay buffer not full do
5: Get observation from environment
6:
7: Normalization
8: Store in replay buffer
9: end while
10: Recursion compute all by

11: Normalization
12: Compute policy update

13: by taking K steps of minibatch SGD(via Adam), where

14: end for

The PPO algorithm redefines the surrogate advantage by the clip function, i.e.,

LCLIP
πθ

= Eτ∼πθ

[∑T

t=0

[
min

(
ρt

(
πθ,πθk

)
Aπθ
t , clip

(
ρt

(
πθ,πθk

)
, 1 − ε, 1 + ε

)
Aπθ
t

)]
]
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where the advantage function is defined as Aπθ(st, at) = E(Qπθ(s, a) − Vπθ(s)), and
ρt(θ) = πθ(at |st)

πθk (at |st) is the importance sampling. When the importance sampling exceeds

the prescribed upper or lower limit, the truncation function clip will return the upper
bound (1 + ε)Aπθ

t or lower bound (1 − ε)Aπθ
t that does not depend on θ and so excessive

update magnitude is avoided.
The detailed description of our algorithm is shown in Algorithm 1. Unlike the clas-

sical PPO algorithm, we apply the generalized advantage function estimation (GAE)
[14].

AGAE(γ,λ)
t

∧

=
∑∞

l=1
(γ λ)l(rt + γV (st+l+1) − V (st+l))

GAE can improve stability and enhance discountability with its large variance. In
addition, we regularize the advantage function, state function, and reward function to
avoid too much variation between each sample to affect the training effect. In order
to ensure that the agent can adequately explore the different UAV positions w and
the allocation ratio μ, we add the policy entropy to improve the randomness of the
policy. Larger policy entropy results in amore uniform distribution of action.We linearly
decay the learning rate to make the later training more stable and avoid the gradient
explosion during the neural network learning by gradient cropping. Finally, the gradient
disappearance is prevented by the orthogonal initialization of the neural network.

6 Simulation Experiments

In this section, numerical results are presented to evaluate the performance of the
proposed algorithm.

6.1 Simulation Environment Setting

As shown in Fig. 3, we consider an area of 600m × 600m, a standard UAV height of
H = 200m, and a total bandwidth of B = 100Mhz. The total throughput of each AP is
54 Mbps and the coverage radius is 200m, while the number of CSs within each AP is 1,
2, 3, 4 and 5, and the dormant period expectation for all CSi is vi = 0.0025. The traffic
demand of each CS is set to 3Mpbs, and the number of CSs is 20, and the total number
of CSs in the coverage area of AP is 12. The UAV transmission power is 10dBm, and the
Gaussian noise power is −100dBm. The complexity of the channel model calculation
method defined in [13] is high, so we choose the method Akram Al-Hourani et al. [11]
proposed to calculate channel gain. The path loss is calculated by referring to [12]. The
max step of training is set to 3 × 106, the batch size is 2048, the mini batch size is 64,
both actor and critic networks have two hidden layers, each layer has 200 neurons, the
learning rate is set to 10−4, the discount factor is 0.99, the GAE parameter λ is 0.9, and
the penalty factor α is 100.
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Fig. 3. The distribution of AP and CS, and the radius of AP

6.2 Performance Comparison

Since the complicated nLos channel causes the traditional convex optimization-based
approach to fail, we design a plain heuristic algorithm to compare our proposed algo-
rithm. The heuristic first initializes the UAV position and ratio, then searches for nearby
positions and ratios. If a lower delay is found, the position and ratio are updated, and
so on until convergence is reached. The comparison results of the heuristic algorithm
and NAPPO with different position initialization are shown in Table 1. The delay of
NAPPO in the table is the mean of the rewards of 500 episodes at final convergence. To
avoid the excessive effect of constraint-violating reward values (reward ≤ −100) on the
mean, we discard the constraint-violating values in the statistics. Position initialization
heavily affects the heuristic algorithm, making it difficult to detach from the local opti-
mum. Improper initialization (e.g., w = (300, 300)) even leads to constraint violations.
The application of heuristics to practical communications is limited by the difficulty of
correct initialization in complex environments. In contrast, NAPPO converges for every
initialization and the probability of violating the constraint is only 0.657%. In addition,
the convergence delay of NAPPO is lower than that of the heuristic algorithm for all
given position initialization.

Figure 4 is the experimental data initialized with the CS geometric center, and Fig. 5
and Fig. 6 are the median and the harmonic mean of multiple experiments, respectively.
Violation of the constraint is a low-probability event, but has a significant impact on the
mean of the reward, which can be avoided by using the median and harmonic mean.
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The horizontal axis is the trained episodes, the vertical axis is the negative logarithm of
the reward (i.e., log10(−reward)), the blue line is the NAPPO delay, the yellow line is
the lowest known delay obtained from 10 million random searches, and the green line is
the optimal delay of the heuristic algorithm. Note that we use rewards instead of delays
because the rewards include both delays and penalties for violating the constraints. The
early training period has a very small reward value, on the order of −103, because the
constraints are often violated. In the late training period, the reward value is almost equal
to the actual delay, because the constraints are hardly ever violated. As shown in Fig. 4,
NAPPO needs only 500 episodes of training to outperform the results of the heuristic
algorithm. For Fig. 5, the mean value of the delay for the last 500 episodes is 0.6179s,
with a difference of 0.1536s from the best delay. For Fig. 6, the average delay for the
last 500 episodes is 0.5980s, with a difference from the best delay of 0.1337s. Thus,
NAPPO can stably find a UAV navigation and traffic allocation scheme that does not
violate the constraint and keep maximum delay low.

Table 1. The comparison results of the heuristic algorithm and NAPPO with different position
initialization.

Initial position Heuristic algorithm NAPPO

CS geometry center(-18.6, 130.45) −0.899295968 −0.560426381

AP geometry center(-80.0, 0.0) −0.898504235 −0.710564609

Location1(-150.0, -150.0) −1.014797255 −0.893817321

Location2(0.0, 0.0) −0.8711138425 −0.775873092

Location3(300.0, 300.0) −303.49405935 −0.75646694

Fig. 4. The initialization position is the CS geometry center

Toverify the efficiencyof ourmaximumdelayminimization algorithm,weconducted
simulated experiments forminimizing the average delay and experiments forminimizing
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the maximum delay. The average maximum delay in the former is 0.6007s which lower
than the latter’s 1.3650s as we expected. In addition, we find that the average delay in
the former is 0.2757s, and the average delay in the latter is 0.3269s, which means that
minimizing the maximum delay is effective in not only reducing the maximum latency
of users but also maintaining the average latency at an acceptable level.

Fig. 5. Median of 5 experiments

Fig. 6. Harmonic mean of 5 experiments

7 Conclusion

We proposed a deep reinforcement learning based algorithm NAPPO to solve the max-
imum delay minimization problem for multi-WiFi offloading of UAV base-station user
traffic under non-line-of-sight links. In NAPPO, the agent obtains the transmission rate,
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traffic demand, and relative position information of the CSs, selects the best velocity and
direction of the UAV in the current state based on this information, and properly adjusts
the traffic allocation ratio of each CS. Finally, the agent determines the optimal location
of the UAV and the optimal traffic ratio of the CS that will minimize the maximum
average delay of the CS. The simulation results demonstrate that NAPPO produces an
effective UAV positioning and traffic allocation scheme for minimizing the maximum
delay.

Acknowledgment. This work is supported by Macao Polytechnic University Research Grant
RP/FCA-14/2022 and Key-Area Research and Development Plan of Guangdong Province
#2020B010164003. The corresponding author is Hong Shen.

References

1. Schulman, J.,Wolski, F., Dhariwal, P., Radford, A., Klimov,O.: Proximal PolicyOptimization
Algorithms. CoRR. abs/1707.06347 (2017)

2. Shakoor, S., Kaleem, Z., Do, D., Dobre, O., Jamalipour, A.: Joint optimization of UAV 3-D
placement and path-loss factor for energy-efficient maximal coverage. IEEE Internet Things
J. 8, 9776–9786 (2021)

3. Zhan, C., Hu, H., Liu, Z., Wang, Z., Mao, S.: Multi-UAV-enabled mobile-edge computing for
time-constrained IoT applications. IEEE Internet Things J. 8, 15553–15567 (2021)

4. Zeng, Y., Xu, X., Jin, S., Zhang, R.: Simultaneous navigation and radio mapping for cellular-
connected UAV with deep reinforcement learning. IEEE Trans. Wirel. Commun. 20, 4205–
4220 (2021)

5. Li, X., Cheng, S., Ding, H., Pan, M., Zhao, N.: When UAVs meet cognitive radio: offloading
traffic under uncertain spectrum environment via deep reinforcement learning. IEEE Trans.
Wirel. Commun. 22, 824–838 (2023)

6. Ali, M., Zeng, Y., Jamalipour, A.: Software-defined coexisting UAV andWiFi: delay-oriented
traffic offloading and UAV placement. IEEE J. Sel. Areas Commun. 38, 988–998 (2020)

7. Tian, N., Zhang, Z.G.: Vacation QueueingModels Theory and Applications. Springer, Boston
(2006)

8. Zhou, Z., Guo, D., Honig, M.: Licensed and unlicensed spectrum allocation in heterogeneous
networks. IEEE Trans. Commun. 65, 1815–1827 (2017)

9. Kakade, S.: A Natural Policy Gradient. NIPS, pp. 1531–1538 (2001)
10. Schulman, J., Levine, S., Abbeel, P., Jordan, M., Moritz, P.: Trust region policy optimization

altitude for maximum coverage. ICML 37, 1889–1897 (2015)
11. Al-Hourani, A., Sithamparanathan, K., Lardner, S.: Optimal LAP altitude for maximum

coverage. IEEE Wirel. Commun. Lett. 3, 569–572 (2014)
12. 3GPPTechnical SpecificationGroupRadioAccessNetwork: StudyonEnhancedLTESupport

for Aerial Vehicles. 3GPP (2017)
13. ITU-R Propagation Data and Prediction Methods Required for the Design of Terrestrial

Broadband Radio Access Systems Operating in a Frequency Range From 3 to 60 GHz (2012)
14. Schulman, J., Levine, S., Abbeel, P., Jordan, M., Moritz, P.: High-dimensional continu-

ous control using generalized advantage estimation. International Conference On Learning
Representations (ICLR) (2016)



Triple-Path RNN Network:
A Time-and-Frequency Joint Domain Speech

Separation Model

Yu-Huan Zhai1, Qiang Hua1(B), Xiao-Wen Wang1, Chun-Ru Dong1, Feng Zhang1,
and Da- Chuan Xu2

1 College of Mathematics and Information Science, Hebei University, Baoding 071002,
People’s Republic of China
huaq@hbu.edu.cn

2 Beijing Institute for Scientific and Engineering Computing, Beijing University of Technology,
Beijing 100124, People’s Republic of China

Abstract. Studies in speech separation have achieved significant success in recent
years. To correctly separate the mixture signals, it is critical to encode the signals
into an appropriate latent space. Existing speech separationmethods include trans-
forming mixed signals into frequency domain space or time domain space. The
frequency domain features (spectrogram) are generated by STFT, which is closely
related to speech articulation and reflects the energy of speech directly. The time
domain features are learned from a latent embedding space, and the separation
effect is facilitated by the end-to-end structure. However, these methods are based
on the representations from only one domain, which is insufficient for providing a
speech separation encoding space that is completely separable. Therefore, a Triple-
Path Recurrent Neural Network (TPRNN) that fuse features from two domains is
proposed. It employs a spectrogram as auxiliary information to improve the per-
formance of speech separation. Experimental results on the Wall Street Journal
(WSJ0) dataset show that this approach is beneficial to improve speech separation
performance.

Keywords: Speech separation · deep learning · waveform · spectrogram

1 Introduction

Humans can easily pay attention to the speaker we want to hear in a noisy environment.
However, this is a complicated problem for a computer. Monaural speech separation is
split into two categories: frequency domain methods [1–8] and time domain approaches
[9–19]. The former uses a short-time Fourier transform (STFT) to obtain a spectrogram
and subsequently creats the origin waveforms using inverse STFT by separating the
time-frequency (T-F) bins corresponding to each source (iSTFT). This way can restore
the input audio nearly perfectly due to the reversibility of the STFT and iSTFT. However,
this approach has several drawbacks: (1) As a general signal transformation, STFT is not
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the ideal option for speech separation tasks. (2) The separation performance is upper-
bounded by the oracle masks during the training process. (3) The main drawback is that
phase information is not fully utilized in the separation process.

These problems are attributable to formulating the separation problem in the fre-
quency domain. Therefore, a more straightforward way of tackling these obstacles is
to separate the signal in the time domain directly. The benefit of this approach is that
the separation processes, including the encoder, separator, and decoder, can be inte-
grated into an end-to-end model. Such as Tasnet [9] modeled the mixture waveform
with encoder-decoder architecture and replaced the STFT stage with a real-valued and
trainable module. In addition, current time domain approaches focus on improving the
performance of the separator layer. For example, Conv-TasNet [11] replaced the sep-
arator layer with temporal convolutional networks (TCNs). DPRNN [12] used a dual-
path strategy to model long sequences. GALR [16] combined the advantages of the
attention mechanism and recurrent neural network (RNN), which was used on low-
resource devices. DPTNet [14], SepFormer [17], and Transmask [18] utilized improved
transformer layers as separators.

These time domain methods have greatly improved the performance of speech sepa-
ration. However, compared to approaches using spectrograms in the frequency domain,
the waveform may more accurately describe the various speech realizations, since it can
reflect the structure of the input signal. Both methods have advantages and disadvan-
tages: The frequency domain method is to decompose the signals into each sub-band
space, which has stable internal properties and constant frequency, and distinguish the
sub-band space in the separation stage. The time domain method distinguishes the chan-
nels in the separation phase. However, for speech separation tasks, the space represented
by a single latent domain only is insufficient to provide a completely separable represen-
tation. In addition, it remains a problem whether we can obtain an accurate separation
by proper latent space. This motivates us to develop a model that incorporates different
separation spaces. The main contributions of this study are summarized as follow:

• To obtain a better separable encoding space for speech separation, a new model
(TPRNN) is proposed to allow features from two different domains to be fused.

• Frequency domain features is employed as auxiliary information to help time domain
separation methods improve the separation performance.

• Model effectiveness is verified on WSJ0-2mix and WSJ0-3mix datasets.

2 Triple-path Recurrent Neural Network

TPRNN consists of three parts: a encoder, a separator, and a decoder. The overall frame-
work is illustrated in Fig. 1. The encoder layer includes two parallel procedures, gener-
ating feature maps of both domain. The separator layer employs three RNNs, with the
dual-path RNN used to obtain the information from the time domain features, and the
single-path RNN employed to process the frequency domain feature. The decoder layer
restores the original waveforms using masks. In the following sections, we will describe
the encoder and the separator layer in detail.
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Fig. 1. Framework of speech separation with a triple-path RNN network. The encoder layer
generates both time and frequency domain features. Each feature is processed in different way
and fused in the separator layer. The decoder layer utilizes only the time domain feature as input.

2.1 Encoder

Let the mixture signal be x(t) ∈ R1×T , representing C sources s1(t), . . . , sC(t) ∈ R1×T

captured from the samemicrophone. For brevity, we use x instead of x(t) in the following.
In most current methods [12–15, 17–19], the encoder layer employs 1-D convolution to
obtain representations of embedding features. However, to fully leverage the informa-
tion from frequency domain, TPRNN introduces an additional processing path for the
frequency domain features. As shown in Fig. 1, in the encoder layer, the input mixture x
is fed into two branches separately. The time domain representation Hconv ∈ RN×L by
1-D convolution with N filters of lengh L. And the magnitude spectrogram Ĥstft ∈ RE×L

with E frequency channels of length L is obtained by STFT. By a linear transformation,
the Ĥstft expands to the N dimension layer to get the spectrogram Hstft ∈ RN×L.

STFT assumes that a nonstationary signal can be treated as stationary during brief
time periods defined by a window. By adjusting the window along the time dimension
and examining the signal segment by segment, a group, local magnitude spectrogram of
the signal is obtained [20, 21]. This process is analogous to moving a 1-D convolution
kernel along a single directionwith a specified stride. In our experiments, we set the same
window size and stride for both approaches while aligning the time frames to integrate
both representations from different domains. To effectively utilize the information of
the magnitude spectrogram, we align the f conv and f stft channels by using Eqs.(1)–(3).
In this manner, both domain features will have the same shape:

Hconv = f ( conv−1D(x)). (1)

Ĥstft = Re[STFT (x)]. (2)

Hstft = W1

(
Ĥstft

)
+ q1. (3)
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where f (·) is an activation function, conv_1D(·) is 1-D convolution operation, STFT (·) is
the short-time Fourier transform, and Re[·] is an absolute value operation. W1 ∈ RN×E

and q1 ∈ RN×L forms a linear layer.

2.2 Separator

The separator layer is composed of three stages: segmentation, estimation of the source
mask, and feature fusion process.

1) Segmentation: The segmentation stage creates S equal sized chunks Dconv
s ∈

RN×K , s = 1, . . . , S and Dstft
s ∈ RN×K , s = 1, . . . , S by dividing two features into

chunks of length K and hop size P. Every sample in Hstft and Hconv only appears in K/P
chunks as a result of zero padding in the start and last chunks. These chunks are then
concatenated together to obtain a 3D tensor Tconv = [

Dconv
1 , . . . ,Dconv

S

] ∈ RN×K×S

and Tstft =
[
Dstft
1 , . . . ,Dstft

S

]
∈ RN×K×S .

2) Triple-path RNN block for estimation of the source mask: The TPRNN block
employs threeRNNs,where the information from the time domain is processed by a dual-
path RNN and frequency domain features are obtained by a single-path RNN. Frequency
domain procedure gets the frequency domain information of the input sequence. We use
a bi-directional LSTM(Bi-LSTM) with H hidden nodes [16] to let the input segment
be Tstft

b ∈ RN×K×S , b = 1, . . . ,B, where B is the number of blocks. The subscript b is
omitted for the convenience of expression:

Rstft = [
W2RNN

((
Tstft[:, :, s]

)) + q2, s = 1, . . . , S
]
. (4)

where Rstft ∈ RN×K×S is the output of the RNN(•) and Tstft[:, :, s] ∈ RN×K is the sth

segment. The output Rstft will pass a layer normalization operation LN(•) with a residual
connection [16] to the input Tstft :

Rstft = LN
(
Rstft

) + Tstft . (5)

where Rstft ∈ RN×K×S is the output of the single-path RNN. When the information
comes from time domain, RNN submodule is used to learn local dependencies at a
lower context level:

Rintra = [
W3RNN ((Tconv [:, :, i])) + q3, i = 1, . . . , S

]
. (6)

Rintra = LN (Rintra ) + Tconv . (7)

where Tconv [:, :, i] ∈ RN×K is the ith segment. The output Rintra ∈ RN×K×S is normal-
ized by a layer and connected to the input with residuals. Similarly, the output Rintra

served as the input for the followingRNNmodule to learn long-termglobal dependencies
by Eqs.(8)–(9):

Rinter = [
W4RNN

((
Rintra [:, k, :])) + q4, k = 1, . . . ,K

]
. (8)

Rinter = LN (Rinter ) + Rintra . (9)



Triple-Path RNN Network: A Time-and-Frequency Joint Domain 243

where Rintra [:, k, :] ∈ RN×S is the kth segment. Rinter ∈ RN×K×S is the output of the
dual-path RNN.

3) Feature fusion process: The outputs of both paths Rstft and Rinter are obtained
separately from these two processing paths, which need to be operated by an addition
operation. Then the result T ∈ RN×K×S is used as input for the next cycle of two parallel
procedures. It is worth noting that the first input of the two processing paths is the feature
map of the corresponding domain respectively. The subsequent input is the fused result
based on Eq. (10):

T = Rstft + Rinter . (10)

2.3 Signals Reconstruction

The overlap-addmethodwas described inDPRNN [12] to transform the output of the last
TPRNNblock back to a sequence and obtain themaskMc ∈ RN×L, c = 1, . . . ,C, for cth

source. The source c’smaskMc and the encoderHconv output aremultiplied elementwise
to create the input Mc to the decoder. Therefore, the following is an expression for the
decoder’s transformation:

M̂c = Hconv ⊗ Mc. (11)

Sc = Tr−conv1D
(
M̂c

)
. (12)

where ⊗ denotes the dot product operation, Tr_conv1D(·) is 1-D transpose convolution
and Sc ∈ R1×T is the sequence of the cth speaker.

3 Experimental Setup

3.1 Datasets

In our experiments, we use the WSJ0-2mix and WSJ0-3mix [5] datasets, derived from
the Wall Street Journal (WSJ0) corpus. These datasets consist of 30 h of training data
at 8 kHz, generated from si_tr_s set. Additionally, there are 5 h of test dataset collected
from 16 different speakers in the si_dt_05 and si_et_05 directories of the WSJ0. For
consistency, all data were resampled at a sampling rate of 8 kHz.

3.2 Experimental Setup and Training Details

For a fair comparison, we use the same experimental setup with DPRNN [12]. The
encoder layer consists of 256 convolutional filters with a kernel size and stride setting
as DPRNN. The STFT window size matches the kernel size of the 1-D convolution, and
a Hann window is utilized for the STFT. The decoder layer also shares the same kernel
size and stride as the encoder layer. Regarding the Separator layer, the TPRNN block
size B = 6. The number of hidden nodes H is set to 128. All models are trained for 100
epochs [12]. During training, the learning rate is decayed by 0.98 every two epochs,
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starting from the original value of 1e-3. In case no significant improvement is observed
on the validation set for ten consecutive epochs, early halting is applied. The Adam
optimizer [22] is used, and gradient clipping is employed with a maximum L2-norm of
5 to stabilize the training process. All the models were trained using PyTorch [23] on a
single NVIDIA GEFORCE 3090 GPU with 24G of memory devices.

4 Results And Discussions

To evaluate the separation performance of the suggested model, the SI-SNR improve-
ment (SI-SNRi) and signal-to-distortion ratio improvement (SDRi) are used in each
experiment [24], where K in the table is the block length during segmentation and win
is the kernel size of 1-D convolution.

Table 1. DPRNN and TPRNN performances in WSJ0-2MIX with various configurations.

Model win K Param SI-SNRi SDRi

DPRNN [12] 2 250 2.6M 18.8 19.0

4 200 17.9 18.1

8 150 17.0 17.3

16 100 16.0 16.2

TPRNN 2 250 3.9M 18.4 18.7

4 200 19.0(6.15%) 19.2(6.08%)

8 150 18.4(8.24%) 18.6(7.51%)

16 100 16.0 16.2

4.1 Results on WSJ0-2MIX

DPRNN [12] is used as a baseline method because it is a SOTA method and it is quite
similar to the proposed method in this study. In our experiment, TPRNN uses the same
window length and the same segment size as DPRNN. As shown in Table 1, we observe
that compared with DPRNN, TPRNN achieves 1.1 dB absolute improvements in SI-
SNRi and SDRi with 6.15% and 6.08% improvement when win = 4. When win = 8,
it reaches 1.4 dB and 1.3 dB total improvements in SI-SNRi and SDRi with 8.24% and
7.51%. From the Table 1, we can see that the best result obtained by TPRNNwith win=
4 is 0.2dB higher than that obtained by DPRNN when win = 2. However, it can be seen
from Fig. 2 that when win = 2, the performance of TPRNN starts to decline, because
the spectrogram generated in the frequency domain is extremely compressed. Overall,
the experimented results indicate that the structure of TPRNN improves the separation
performance.

Table 2 shows the results of several well-known methods and TPRNN on the WSJ0-
2mix dataset. TPRNN in stride = 2 is implemented, achieving an SI-SNRi of 19.0 dB
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Fig. 2. Performance evaluation of the various configurations in Table 1.

and an SDRi of 19.2 dB, respectively. Sepformer in the table achieves better performance
at the cost of a large model size by using a more deep and wider transformer layer. The
model size of TPRNN is only 0.15 of Sepformer.With the same stride, TPRNN improves
by 7.34% on SI-SNRi and 7.26% on SDRi compared with GALR, 6.15% on SI-SNRi,
and 6.08% on SDRi compared with DPRNN.

Table 2. Comparison of separation performance on WSJ0-2MIX Dataset.

Method Param Stride SI-SNRi SDRi

DPCL++ [5] 13.6M 64 10.8 -

uPIT-BLSTM [6] 92.7M 128 - 10.0

BLSTM-Tasnet [9] 23.6M 20 13.2 13.6

Conv_Tasnet [11] 5.1M 10 15.3 15.6

Two-step [25] 8.6M 10 16.1 -

DeepCASA [26] 12.8M 1 17.7 18.0

SuDoRM-RF [13] 2.7M 10 17.0 -

GALR [16] 1.5M 2 17.7 17.9

DPRNN [12] 2.6M 1 18.8 19.0

DP-RCNet [19] 9.2M 8 17.7 18.0

DPTNet [14] 2.6M 1 20.2 20.6

SepFormer [17] 26M 8 22.3 22.4

TPRNN 3.9M 2 19.0 19.2
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Table 3. Comparison of separation performance on WSJ0-3MIX Dataset.

Method SI-SNRi SDRi Param

ConvTasnet [11] 12.7 13.1 5.1M

DPRNN[12] 14.7 - 2.6M

TPRNN 15.5 15.8 3.9M

4.2 Results on WSJ0-3MIX

Themodels performwell on theWSJ0-3mix dataset, as shown in Table 3. For theWSJ0-
3mix dataset, we utilized the TPRNNmodel with the best-performing architecture from
Table 1. The results in Table 3 indicate that TPRNN achieved an SI-SNRi of 15.5 dB and
an SDRi of 15.8 dB, demonstrating its capability to enhance separation performance.
Overall, the results presented in Table 3 demonstrate the effectiveness of TPRNN in
enhancing the separation performance on the WSJ0-3mix dataset.

5 Conclusion

In this paper, we propose a triple-path recurrent neural network (TPRNN) that fuses
time domain and frequency domain features to improve the performance of speech
separation. Experimental results on WSJ0-2mix and WSJ0-3mix datasets indicate that
the proposed TPRNN enhances separation performance by using frequency domain
features as auxiliary data on time domain techniques. On the WSJ0-2mix dataset, SI-
SNRi is improved by 6.15% compared to the baseline method. In the future, we would
like to expand this studywith information frommore frequency domain feature to further
improve the separation performance.
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Abstract. Person search is a challenging computer vision task that aims to simul-
taneously locate and identify a query person from panoramic images. To address
the issue of scene similarity and its impact on search accuracy and efficiency, we
propose a query based gallery selector module that employs cosine similarity to
calculate the similarity between candidate images in the gallery and the query
persons feature embedding, then selects and reorders images in the gallery based
on their similarity to the query person, thus improving the accuracy and efficiency
of searching. Furthermore, we introduce a mask-aware mechanism that improves
the localization loss function for predicted bounding boxes. During training, the
network is guided to increase its robustness in occluded scenarios. Experimental
results on public person search datasets PRW and CUHK-SYSU demonstrate the
effectiveness of our proposed method.

Keywords: Person Search · Query-Based Gallery Selector · Mask-aware loss

1 Introduction

Person search is a challenging computer vision problem, where the task is to locate and
identify a given target person from a gallery of real-world scene images, which is widely
applied in many applications, such as intelligent surveillance and assisted driving.

As a joint task of person detection and re-identification (re-id), person search not
only requires dealing with the challenges existing in these two individual sub-tasks, but
also needs to jointly optimize the diverse objectives of both sub-tasks together. Existing
methods can be mainly divided into two classes: one-step [1–3] and two-step [4–9]
approaches.

Two step approaches usually adopt two independent networks for detection and re-
id, respectively. First use a detection network to detect persons from the images, then
use another re-id network to perform re-id based on the detected persons. Different from
two-step approaches, one-step approaches aim to perform detection and re-id in a single
network. As shown in Fig. 2, proposal from dense anchors using a RPN sub-network
followed by separate detection and re-id steps.
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In summary, our contributions are as follows:
We propose aQuery-BasedGallery Selector (QBGS) for selectingmore valued scene

in gallery and then do person search stage.
Wepropose a similaritymeasurementmethod for pedestrian searchbasedon themask

reward mechanism called Mask-Aware IoU (MAIoU) and MAIoU Focal loss(MAIF) is
proposed, which suppresses the anchor boxes with higher similarity in the positioning
regression task, further improving the search results. Experimental results demonstrate
the effectiveness of our proposed method in enhancing person search performance, see
as Fig. 1.

Fig. 1. Experimental results for different gallery size settings on the CUHK-SYSU dataset.

2 Related Work

2.1 Pedestrian Detection

The goal of pedestrian detection is to locate and identify people within a scene and
draw a bounding box around them. It is a critical task in the field of computer vision,
particularly in the context of person search.

Recent years, many deep learning methods have been proposed for pedestrian detec-
tion. One of the most widely used methods is the Region-based Convolutional Neural
Network (R-CNN) family [10]. These methods use a two-stage detection approach, first
generate region proposals and then classify them as pedestrian or non-pedestrian.

Pedestrian detection in person search is a more challenging task than generic pedes-
trian detection, as the aim is to identify a specific individual among a large number
of pedestrians. Therefore, many methods have been proposed to integrate pedestrian
detection into person search.

In summary, pedestrian detection is a crucial step in person search, and variousmeth-
ods have been proposed for this task. Both deep learning-based and traditional computer
vision methods have been explored, and techniques for integrating pedestrian detec-
tion with person re-identification have been developed. The incorporation of contextual
information is a promising direction for future research in this area.
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2.2 IoU design

IoU stands for Intersection over Union, it is a commonly used evaluation metric in
computer vision and object detection tasks[10]. It measures the overlap between the
predicted bounding box and the ground truth bounding box.

The IoU is calculated as the ratio of the intersecting area between the predicted and
ground truth bounding boxes to the union of the two bounding boxes. It is expressed as
a value between 0 and 1, where a value of 1 indicates perfect overlap, and a value close
to 0 indicates little to no overlap, it used to evaluate the performance of object detection
algorithms, as well as for tuning their hyper-parameter.

A detection result with IoU > 0.5 is generally considered to be reliable. Existing
pedestrian search methods based on Faster R-CNN do not design the corresponding
intersection-over- union based on the characteristics of the pedestrian detection task,
which limits their assistance to the subsequent re-identification task.

3 Methods

3.1 Base Model

Our baselinemodel is an end-to-end architecture based on SeqNet [11].Wemakemodifi-
cations to the model backbone, simplifying the two-stage detection process and improv-
ing the training flow to achieve better performance. The architecture of our model is
depicted in Fig. 2.

Following SeqNet usage of the first four CNN blocks (conv1–4) from ResNet50 for
backbone features, we use the analogous layer after RPN called global RCNN layers
and copy an embedding head for re-id. After adaptive max pooling and the similarity
measurementmethodof the detection box and theGTbox are replacedby themask-aware
IoU based on the mask reward mechanism.

Fig. 2. Ours baseline model, modules modified from SeqNet are colored red, new modules are
colored green. (Color figure online)

Our proposed network incorporates another branch dedicated to learning scene
embedding for the gallery images while performing pedestrian feature embedding
through RoI-Align. Since the gallery scenes have a larger view compared to individual
pedestrian bounding boxes, the corresponding feature map size is set to 56 × 56.
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3.2 Query Based Gallery Selector

The goal of query based gallery selector is to design a module that can re-rank the
gallery scenes based on the cosine similarity scores sqbgs of the gallery-scene feature
embedding. When pedestrian appear in their scenes, the optimization of QBGS is to pull
the pedestrian feature embedding as close as possible to the scene feature embedding,
as shown in Fig. 3.

Fig. 3. a, b refers different person appear in different scenes, blue connectors represent attraction,
meaning two embedding are pushed together, red connectors represent repulsion, meaning two
embedding are pulled apart.

During the inference stage, a subset of images is selected from the gallery, and the
gallery images with higher scores are re-ranked, as shown in Fig. 4. Images with scores
lower than the hard threshold λqbgs (chosen as 0.5) are discarded, leaving behind a subset
of gallery images to be used for pedestrian detection and re-id tasks.

Fig. 4. Illustration of QBGS module, G1 discard because sore of G1 lower than 0.5.

Let xi ∈ R
d be the feature embedding obtained from the network for the query

pedestrian qi and correspondingly, sj be the scene in the gallery where the pedestrian
appears. Let yj ∈ R

d denote the scene feature embedding obtained from the network.
The set of all query embedding xi is denoted by X and the set of all scene embedding
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yj is denoted by Y, where N = |X |,M = |Y |. The indicator function for a positive
query-scene pair is defined as follows:

IQi,j =
{
1, if qi in sj
0, otherwise

. (1)

The index set for further selection of negative sample pair defined as KQ
i,j ={

k ∈ 1, . . . ,M |Ii,j = 0
}
, which cosine similarity calculation formula is defined as:

sin(u, v) = uT v

‖u‖ ‖v‖ , u, v ∈ R
d . (2)

Loss function for calculating the positive sample pairs of query-scene using cross-
entropy is as follows:

�
Q
i,j = − log

⎛
⎝ exp

(
sim

(
xi, yj

)
/τ

)
∑

k∈KQ
i,j
exp

(
sim

(
xi, yj

)
/τ

)
⎞
⎠. (3)

where τ is temperature coeffiicient. In summary, the overall loss function of the QBGS
module considers all query-scene pairs and sums up the losses for all positive sample
pairs as:

Lqbgs =
N∑
i=1

M∑
j=1

Ii,j�i,j (4)

3.3 Mask Aware Design

In real world pedestrian search, lower parts of pedestrian are often heavily occluded, as
shown in Fig. 5. The annotated GT box cannot capture the complete information of the
pedestrian while avoiding redundant information caused by occlusion. Therefore, the
predicted boxes generated from such GT boxes may suffer from poor quality.

Fig. 5. (a), (b), (c) represent the occlusion issues of pedestrians in the real world, while (d), (e),
(f) represent the occlusion issues of pedestrians captured by different cameras in the PRW dataset.

To address the aforementioned issues, we propose a mask-aware intersection over
union (MAIoU) metric based on a mask reward mechanism. By designing masks with
different coverage ratios, we improve search performance without introducing any
additional parameters or network structures.



254 Q. Hua et al.

Mask Over Box: Inspired by the article [12] we adopted the Mask-over-box (MOB)
as an evaluation metric to measure the proportion of masked region on the anchor box.

MOB
(
BGT ,M

)
=

∣∣BGT ∩ M
∣∣∣∣BGT

∣∣ ∈ [0, 1]. (5)

Here, BGT refers to the GT box and M represents a manually designed mask used to
cover a certain part of the GT box. The MOB value is a hyper-parameter, in our study,
we set MOB in {0.5, 0.6, 0.7, 0.8, 0.9, 1.0} (Fig. 6).

Fig. 6. Mask visualization with differentMOB, from left to right: 0.5, 0.6, 1.0

MAIoU: Based on the previouslymentionedMOBevaluationmetric, we have designed
and proposed MAIoU mechanism. MAIoU replaces the intersection area between the
detection box and the ground truth box with the intersection area between the detection
box and the mask region and using MOB−1 as the scaling factor. The mathematical
expression for MAIoU is as Formula (6), a clearer comparison is shown as Fig. 7.

MAIoU = 1

MOB
(
BGT ,M

) ·
∣∣Bdet ∩ M

∣∣∣∣Bdet ∪ BGT
∣∣ (6)

Fig. 7. Different visuals of IoU design, left: IoU, right: MAIoU

3.4 Loss Function

As shown in Fig. 2, the overall architecture of the network utilizes a combined loss
function consisting of six individual loss functions. These loss functions are used to
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supervise the training of pedestrian detection, re-id, and QBGS tasks. The pedestrian
detection component employs a two-stage Faster R-CNN approach. The formulation of
Ldet as follows:

Ldet =
∑
m∈M

Lmcls + Lmreg,M = {RPN ,RCNN1,RCNN2} (7)

The regression loss for detection boxes generated in the second stage of the network
is specifically designed to improve the accuracy of box localization LRCNNreg we refers
to RetinaNet [13] by using MAIoU as scale factor to re-design regression loss function
named (MAIoU Factor, MAIF), as LRCNNMAIF in Eq. (8).

LRCNNMAIF = μ · LRCNNreg , μ = −(1 − MAIoU )γ log(MAIoU ). (8)

Here, γ is hyper-parameter, chosen as 0.4 in our study, the commonly chosen of LRCNNreg
is the smooth L1 loss defined as:

LRCNNreg =
{
0.5x2, if |x| < 1
|x| − 0.5, otherwise

. (9)

For re-id, we adopt the Online Instance Matching (OIM) loss[14] as a supervision for
training the re-identification task, denoted as Loim.

Lreid = Loim = −Ex
[
log(pt)

]
, t = 1, 2, . . . L. (10)

Here pi as (11), τ use to smooth the probability distribution, 0.1 is used in our study.

pi =
exp

(
vTj x/τ

)
L∑

j=1
exp

(
vTj x/τ

)
+

Q∑
k=1

exp
(
uTk x/τ

) . (11)

The final loss function of the entire model consists of three components: the detector
loss, the re-identification loss, and the QBGS module loss.

L = Ldet + Lreid + Lqbgs. (12)

4 Experimental Comparisons

4.1 Datasets and Evaluation

For our experiments, we use the two standard person search datasets, CUHK-SYSU
[14], and Person Re-identification in the Wild (PRW) [9].

CUHK-SYSU comprises a mixture of imagery form hand-held cameras, and shots
from movies and TV shows, resulting in significant visual diversity. It contains 18,184
scene images annotated with 96,143 person bounding boxes form known and unknown
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persons, with 8,432 known identities. The standard test retrieval partition for CUHK-
SYSU dataset has 29, 00 query persons, with a gallery size of 100 scenes per query.
PRW comprise video frames form six different cameras. It contains 11,816 scene images
annotated with 43,110 person bounding boxes from unknown and known persons, with
932 known identities. The standard test retrieval partition for PRW dataset has 2, 057
query persons, and use all 6, 112 test scenes in the gallery, excluding the identity.

As in other works, we use the standard re-id metrics of mean average prediction
(mAP), and top-1 accuracy (top-1). For detection metrics, we use recall and average
prediction.

4.2 Experimental result

Table 1 presents the experimental results of our method on the CUHK-SYSU and PRW
datasets. Compared to previous methods, our approach demonstrates improvements in
both mAP and top-1 accuracy.

Table 1. Experimental result on two datasets

method CUHK-SYSU PRW

mAP top-1 mAP top-1

BINet [15] 90.0 90.7 45.3 81.7

NAE [16] 91.5 92.4 43.3 80.9

AlignPS [17] 93.1 93.4 45.9 81.9

SeqNet [11] 93.4 94.1 45.8 81.7

OIM + + [18] 93.1 93.9 46.8 83.9

MHGAM [19] 94.9 95.9 47.9 88.0

PSTR [1] 93.5 95.0 49.5 87.8

Ours 95.5 95.7 51.3 86.9

To further validate the effectiveness of the proposed Gallery Selector Module and
MAIoU. Table 2 presents the ablation experiments conducted on the PRW dataset. For
the selection of different MOB ratios, additional experiments were performed on the
PRW dataset, as shown in Table 3. The baseline model employed the IoU along with
QBGS module, further experiments were conducted on the PRW dataset to explore the
selection of the γ in MAIF, as presented in Table 4.

5 Conclusions and Future Work

To address the issues of low gallery utilization and severe occlusion in supervised per-
son search, we proposes a method for measuring anchor box similarity based on gallery
selection and mask reward mechanism for the target person in supervised person search
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Table 2. Ablation experiment on PRW

method mAP top-1

baseline 49.8 85.3

baseline + QBGS 50.6(↑0.8) 85.9(↑0.6)
baseline + QBGS + MAIoU 50.9(↑1.1) 86.5(↑1.2)
baseline + QBGS + MAIoU + MAIF 51.3(↑1.5) 86.9(↑1.6)

Table 3. Hyper parameter sensitivity experiments for different MOB. Default mask policy is
top-down,* refers bottom-up

Table 4. Hyper parameter sensitivity experiments forMAIFwith different γ, baseline useMAIoU
+ QBGS with MOB = 0.6.

and improves the localization loss function for the detected anchor boxes. The query
based gallery selector module can select the gallery for person search based on different
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threshold settings, resulting in different proportions of the gallery being selected. The
setting ofMOB ratio can be adjusted according to the actual occlusion issues in different
datasets, aiming to better adapt to real-world scenarios. Experiments have demonstrated
the effectiveness of the proposedmethodsmentioned above, proposedmethod can be eas-
ily transferred to numerous models that utilize Faster R-CNN as the detection backbone
network.

Acknowledgment. This work was supported by Beijing Natural Science Foundation Project
under Grant Z200002.
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Abstract. The Internet of Things (IoT) system has been claimed to deliver com-
fort and a more satisfactory lifestyle. The data flows that connect IoT sub-systems
are critical to the success of the whole system. However, there are concerns
about how privacy-preserving these flows are. Most existing single-server archi-
tecture solutions to the privacy problem have limitations regarding user privacy
and anonymity. They may lead to revealing users’ regular activities and affects
their integrity and confidentiality. Despite Blockchain technology is suitable for
improving IoT systems’ security and privacy, there is a lack of privacy pro-
tection in blockchain when accessing personal user data due to privacy threats
from internal parties. Thus, we aim to build a protected environment for users
to exchange data and maintain privacy with an efficient authentication solution.
We consider Blockchain technology using Elliptic Curve Integrated Encryption
Scheme (ECIES) and message authentication regulation to enhance security and
privacy for the transmitted data. This provides reliable auditing of the users’ access
history and efficient authentication within the system. We evaluate the outcomes
to show the usefulness of this approach, targeting IoT data, and compare it with
current work in the field.

Keywords: IoT · Blockchain · Privacy · Security · Encryption · Authentication

1 Introduction

The global demand for IoT devices has been growing due to the market demand for
shorter and more efficient ways of converting real-world objects into smart things. For
instance, there is global growth in the market for smart home and smart city technology
[3], where the devices can be accessed and controlled remotely. An authorized user can
control devices to perform tasks, regardless of the user’s geographical location. Fur-
thermore, IoT devices can be programmed to detect irregularities or typical conditions,
trigger alerts or automated processes, and take action to prevent damage. However, the
growth of IoT users has raised real concerns about data security and privacy. As IoT
systems enable devices to collect and share personal user data with other devices to
maintain user states across applications, they can introduce several flaws in user activity
monitoring. Consequences include the exfiltration of sensitive data from these devices.
The data from a single IoT device may not be considered sensitive or critical by itself,
but collectively these data can be revealing.
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Ultimately, IoT users have no control over their critical information and data, as there
is no strict security model or admission control. They do not decide how it is going to
be collected or processed. Thus, there is a need for a secure remote user authentication
system that protects users’ privacy rights and gives them the ability to control their
transferred data. Similarly, IoT network elements, such as sensor nodes, gateways, and
devices, should require and establish trust between each other before sharing data, using
an authentication process. The proposed authentication process involves blockchain
technology, as it is a publically existing and sufficiently lightweight solution that allows
IoT devices to exchange data reliably and securely without exhausting the capabilities
of resource-constrained devices.

Blockchain technology has many properties, such as decentralization, persistence,
anonymity, and auditability, that can be practical in developing more secure and reliable
IoT systems [12]. Blockchain solutions have improved users’ data access and privacy
due to their nature, allowing nodes to deliver services equally and assure availability [1].
This technology stores the users’ data in blocks and prevents them from being modified.
However,most current blockchain solutions are aimedat a single application scenario and
cannot provide data transparency and auditability for all users’ private data. The original
data are stored and shared on the blockchain in plaintext in specific scenarios [9]. It lacks
data privacy protection concerning user access policy while accessing private data in the
IoT system. It suffers from problems such as privacy attacks. The access regulation is still
plaintext, which can be collected and statistically analyzed to compromise users’ privacy.
Transferred IoT data must be secured to maintain its confidentiality and authenticity
while obtaining the required permissions for accessing data in the network. We must
be able to trace the originator of a malicious transaction, which would subvert security
protocols if we were to block that transaction and preserve privacy.

As user access policies authorize and manage user permissions for accessing data,
our goal in this work is to offer privacy preservation of users’ access policy to protect
users’ data confidentiality and authenticity in IoT systems. We maintain users’ privacy
by preserving users’ integrity approval before data transfer occurs within the system.
To enhance the protection strength of the request transaction, we generate private and
public keys using a secure hash function (SHF) [15]. We then stop the malicious actions
possible from catching the key’s values by use of a Key Derivation Function (KDF), for
users’ privacy protection. The main contributions of the work are:

– Defending against privacy attacks and providing reliable user data access auditing in
IoT.

– Securing the transferred user data in an IoTnetwork byguaranteeing its confidentiality
and authenticity using ECIES encryption.

The rest of the paper is organized as follows: Section 2 clarifies the background,
Sect. 3 discusses the relatedwork, Sect. 4 explains the proposed scheme, Sect. 5 discusses
the results of the proposed approach. Finally, Sect. 6 concludes the paper and suggests
some future research directions.
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2 Preliminaries

Blockchains are distributed decentralised digital ledgers that are both tamper-evident
and tamper-resistant. They enable an arbitrary group of users to record transactions,
and no published transactions can easily be modified after a certain number of network
operations have elapsed [16]. A blockchain-integrated IoT system (BC-IoT system) is
described as an IoT network that includes some blockchain components to conduct
transactions. This section provides an overview of the background information on IoT
and blockchain.

2.1 IoT Systems

The Internet of Things (IoT) [17] is the name given to a set of devices attached to
the Internet or different communication networks that interact to exchange data among
themselves.We can transform any object into an IoT device by adding hardware: usually
sensors and some processing capability. For instance, an IoT camera senses the surround-
ing environment to track the traffic in crowded cities. Besides using IoT devices to make
day-to-day life more manageable, IoT is used in many different domains and applica-
tions. For example, in the environment, smart sensors can help in fighting against climate
change as they can observe water levels, safety-related events, and extreme weather con-
ditions to predict a timetable for an event. Figure 1 shows IoT layers that consist of the
sensing, network, processing, and application layers. The sensing layer manages IoT
things within the system. In the network layer, IoT data is transmitted between the cloud
and IoT devices through gateways. The data processing layer controls IoT levels for data
within the system. The application layer is the interface between the IoT things and the
network that handles the configuration and presentation of IoT data.

Fig. 1. The Structure of IoT Layers
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2.2 Blockchain Technology

A blockchain is a decentralized ledger that securely records all transactions created
on the blockchain system [12]. The ledger is shared among all distributed nodes who
wish to participate. All nodes can check the ledger from the first transaction within
the system until the most recent transaction. There is no centrally defined opacity as
it is decentralized and not maintained or held by a central entity. Figure 2 shows the
decomposed layers of a blockchain [19], which consists of the data, network consensus,
ledger topology, and contract and application layers. The data layer conducts the data
encapsulation function. The data generated from a blockchain application is verified and
stored in a block. The block is connected to the previous one through the block’s header
and a hash value. The process results in an ordered chain of blocks duplicated among all
nodes. The generated blocks are delivered to all nodes in the network layer. Blockchain is
a peer-to-peer networkwhere peers act as participants and offer storage for the distributed
ledger of blocks. Consensus algorithms support preserving data integrity in the system.
When a participant transmits a transaction, the data transaction is encrypted using a
cryptographic algorithm before being confirmed by the other nodes to inspect if the
transaction is valid [16]. If the majority of nodes approve the transaction, a new block
is created in the chain [16]. The advantage of blockchain technology over traditional
technology is that it permits two parties to execute encrypted transactions over the
internet without the intervention of a third-party entity.

Fig. 2. The Structure of Blockchain Layers
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3 Related Work

Multiple studies focus on security and privacy for IoT [2–5], however, most of these
studies did not consider the user’s privacy in the process of data sharing in the systems.
In [6], the idea is to introduce a secure data collection approach using homomorphic
encryption on a blockchain, which uses an optimization algorithm. The authors focus
on solving the privacy issue without considering the user’s privacy when exchanging
data with a service provider. In [8], the authors present a privacy-preserving medical
data sharing scheme based on an encryption-using blockchain. However, their method
affects the computation time by asking users to change the key whenever the transaction
is updated, which is high cost for IoT systems. While in [10], the authors propose a dis-
tributed access control to protect sensitive data. However, it generates high transmission
overheads and may uncover user personal details.

In [11], they represent an access control scheme that protects the system against dif-
ferent security attacks within the IoT networks. However, the keys generated for authen-
ticating the transaction do not enhance the strength of the encrypted transactions. And,
It shows high computation and storage overheads. To provide authentication and privacy
in [12], The researchers in [12] proposed a Hyper-ledger Fabric-based access control
framework combined with attributed-based access control (ABAC). It implements three
types of smart contracts, namely device, policy, and access, to assure efficient access con-
trol under significant requests in the IoT environment. However, this scheme requires the
user to establish a one-to-one key sharing channel, which inevitably increases the com-
munication cost. The authors in [13] implement a blockchain-based model to improve
the security of a publish/subscribe system. This model uses key encryption to ensure the
confidentiality of the transmitted data. However, their method cannot stop cyber security
attacks, compelling users to compromise their data protection. In [14], the authors pro-
posed a hybrid neighbor scheme to manage the P2P network of blockchain, where a peer
is elected into a leadership position to take charge of topology management. However,
it uses bandwidth inefficiently, which increases the computational time as the network
grows.

Blockchain-based technology adoption in IoT networks requires high computational
time and energy consumption associated with blockchain [7]. This problem has formed
the need to build an IoT system that provides time and energy-efficient services taking
into account protecting users’ data.

4 Proposed Scheme

Ourmethod extends and improves the Lin et al. scheme in [9] by adjusting the encryption
process.We focus on building a protected system for users to exchange data andmaintain
access policy privacy. We also aim to deliver resistance against various attacks, such as
data leakage and loss, by providing reliable auditing for user access regulation. We use
the modified ECIES algorithm [18] to encrypt transaction data requests and the SHF
algorithm to generate all keys to stop malicious actions from catching the keys’ values
to enhance users’ privacy preservation. Figure 3 illustrates our proposed scheme and
Figure 4 illustrates the flowchart of our proposed scheme. Meanwhile, Algorithm 1
illustrates its Pseudo-code.
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4.1 The Proposed Scheme Phases

The proposed scheme has five phases as follows:

– System Setup:

• We invoke the setup algorithm for getting the keys to sign in and verify the
transactions.

• We take the security parameter γ n to generate the public parameters αn.
• We generate a hash function h(x) using SHA-256 to calculate private δprivate and

public δq keys, avoiding calculating the private and public key from publically
exposed points on the elliptic curve that can be easily compromise user privacy,
which enhances the derived key security and ensures message confidentiality.

h(x) = H (x) where H : (0, 1)∗ → (0, 1)256 (1)

• Instead of selecting publicly exposed points on the elliptic curve randomly, we use
secure hash values to obtain the private key using points on the elliptic curve that
are tagged with a large prime value.

δprivate = υ(h) where υ : (0, 1)∗ → (0, 1)ksize (2)

δq = δprivate ∗ (Ex,Ey) (3)

– Request Control:

• We use the Key Derivation (KD) algorithm to obtain several keys from a single
confirmed key to ensure that an attacker will not be able to identify its origins.

• After generating the keys, we construct the request transaction and sign it by the
group signing algorithm (GSign) [9]. Then, It will be encrypted and authenticated
using the keys and MAC algorithm. The encryption procedure is provided by:
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Cblockchain = Encrypt(Trequest, δq) (4)

Cblockchain defines the encrypted request transaction that is uploaded to the blockchain
grid.

Fig. 3. The Proposed IoT-Blockchain Platform

– State Delivery:
The participating nodes observe and verify the access request by the signature

verification algorithm.The transaction is decryptedwhen it is valid, and the decryption
procedure is provided by:

(Dtarget,C) = Decrypt(Cblockchain, δprivate) (5)

– Chain Transaction:
The participating nodes in the blockchain are responsible for recovering trans-

actions in the smart contracts where signatures are confirmed to check transaction
validity. If it is valid, they are gathered, and the block is created [9]. The process is
as follows:

• Within the transaction grouping duration, collect all valid transactions [Tx1, Txn]
and define invalid transactions to be illegitimate and discarded.

• Using the Practical Byzantine Fault Tolerance, the participating nodes chain valid
transactions into a block. Then, this block is chained into the blockchain when all
the nodes reach an agreement.

After that, the user access policy is adjusted to manage permissions set by the
user.
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– Dispute Handling:
The abnormal behavior, such as frequent changes in the device’s state, is detected

for tracing unusual transactions Txmalicious . Then, using the GTrace algorithm [9],
the transaction associated with abnormal behavior is retrieved. This step helps in
stopping attacks.

4.2 The Proposed Scheme Computation Time

As computation time is affected by the number of users in direct proportion, we calculate
it by omitting the variable that depends on the users’ number. Thus, we calculate the
initial time and the time of transaction generating and confirming. We calculate Tinitial

by summing the time for generating the hash function Thash, the time of calculating the
public/private keys TP keys, and the time for generating the public parameter Tα.

Tinitial = Thash + TPkeys + Tα (6)

While we calculate Ttransaction by summing the time of generating one transaction
TG(t), and the time of its verification by a node TV (t):

Ttransaction =
∑

TG(t) +
∑

TV (t) (7)

Therefore, the computation time is calculated by:

Tcomputation = Ttransaction + Tinitial (8)

5 Discussion and Analysis

This section compares our proposed scheme with the study in [9] as both methods are
ECIES-based for protecting IoT transaction data and maintaining its confidentiality and
privacy. We selected the MATLAB R2020a platform on a personal computer where the
system configuration is Windows 10 with an Intel Core i7 to execute a prototype of
our approach. It supplies plenty of cryptographic technologies producing protected and
privacy-preserving applications. We used NIST P-256 to be able to randomly select the
parameters for producing the elliptic curve’s public parameter. We also used the SHA-
256 hash function for generating the keys to enhance the correlation of the transactions
and transferred data.We used a data set of four groups ofmachines fromonline resources,
which are 45, 135, 225, and 450. We collected samples from these groups to create the
transaction requests.

For evaluation, we consider characteristics like the ID, T ype, and SerialNo. of the
device used for generating the transaction. For comparison, we took three samples; one
from our results, one from [9], and one from the 50-device group dataset. These samples
include the encrypted transactions in the request control phase. As we noticed a linear
relationship between the elliptic curve points for the generated and encrypted transactions
in the correlation analysis, we consider the correlation coefficient (ρ) between these
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Input Security Parameters (λn)

Gain Public Parameters (αn)

Setup and Enroll Algorithm

Generate Private Key (αprivate)

Compute Public Key (αq)

Generate a Secure Hash Function h(xn)

Construct Transactions to Access Data (Trequestn )

Upload Trequestn to the blockhain

no

Encrypted
Trequestn

Verification

yes

Encrypt TrequestnUse KDF to generate keys to encrypt and decrypt procedures

Decrypt (Trequestn )

Reject (Trequestn )

Sign (Trequestn )

Start

Publish User Request Transaction

Fig. 4. The Flowchart of the Proposed Scheme

transactions in our comparison. Table 1 shows the device ID samples with the generated
transactions and the correlation coefficient values of the three samples. The value is
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Table 1. ID Samples Including Created and Encrypted Transactions

No ID Samples Created Trans Encrypt. Trans. of
[9] Scheme

ρ [9] Encrypt. Trans. of
Our Scheme

ρours

1 2c450f2386 <01||pk1||2c450f 2386||o> mNgxrrlzztep 0.351 <@N 2@5 ∗ /gh/sEj/M> 0.310

2 2z473b0523 <01||pk2||2z473b0523||o> zShoiFnopsltr 0.360 <35 > JBIO@ + ∗ 29/ba> 0.312

3 2v897x0533 <01||pk3||2v897x0533||r> twchjkioAans 0.362 <C5!(/78@
′
gmRb + 523> 0.313

4 4r633h2768 <01||pk4||4r633h2768||w> kGniopHcqts 0.366 < + 4! ∗ @xo78?//@br> 0.311

5 5j722g7358 <01||pk5||5j722g7358||r> VzBsirblemqxj 0.330 <2bgh? + 5f ∗ 63/
′
bL+> 0.290

reduced from 0.351 to 0.310 in the first sample, which shows that the security stability
of the encrypted transaction is enhanced.

Similar to ID characteristics, we also studied other characteristics, which are the
device type and serial number. We took five samples from each dataset of 45, 135, 225,
and450device groups.Table 2 shows the computation time and the correlation coefficient
comparison of the device type characteristicwhereas Table 3 shows the computation time
comparison and the correlation coefficient of the device serial number characteristic of
the three samples. The displayed results in Tables 2, 3 and 4 are before uploading the
transactions into the blockchain network. It is shown that the proposed scheme enhances
the correlation coefficient between the created and encrypted transactions and extends
the security stability of the encrypted transaction. Furthermore, we computed the average
computation time for the proposed scheme and [9], as shown in Figure 5 and Table 4. It
demonstrates that the computation time is improved compared with [9].

Table 2. Time of Type Samples

Type
Samples

[9] Scheme
Time

Our Scheme
Time

ρ [9] ρours

Camera 97.71 92.70 0.34 0.28

Clock 95.20 89.81 0.33 0.29

Speaker 97.21 90.60 0.35 0.31

Television 104.3 96.5 0.33 0.28

Lamp 100.30 91.50 0.34 0.29

Table 3. Serial Number Samples

Serial Number
Samples

[9] Scheme
Time

Our Scheme
Time

ρ [9] ρours

72022180704001 103.8 97.3 0.35 0.31

72022180704002 107.2 99.6 0.34 0.29

72022180704003 109.6 102.7 0.36 0.32

72022180704004 105.14 99.0 0.34 0.28

72022180704005 99.3 96.9 0.33 0.29
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Fig. 5. Average Time of Our Scheme Compared with [9]

Table 4. The Average Results

Device
Samples

[9] Scheme
Time

Our Scheme
Time

ρ [9] ρours

ID 102.7 95.5 0.34 0.30

Type 99.0 92.4 0.35 0.31

Serial Number 103.8 98.6 0.34 0.30

6 Conclusion and Future Work

IoT systems can encounter serious issues related to data security and user privacy. In
this study, we introduced a Blockchain-based integrated with ECIES and SHF scheme
to maintain users’ privacy and protect their data in IoT systems. This scheme delivers a
protected environment that permits the access user to request and maintain the transac-
tion and response messages. Our technique is a new element adopted by [9] to secure the
authenticity and confidentiality of the transferred transaction and response messages.
Our scheme decreases the computation duration by 7 ms per transaction, on average,
when compared to [9]. For Future work, there is a need to investigate different crypto-
graphic methods to build a protected platform for users to exchange data securely in an
IoT system. We need to consider the issues related to analyzing and employing other
approaches to incorporate within the blockchain system instead of only concentrating
on assuring the authenticity and confidentiality of the transaction and response messages
for performing more promising users’ privacy in the IoT networks.
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Abstract. Wireless Sensor Networks (WSN) are extensively used to monitor and
control physical environments. Effective energy management and maintaining
reliability are key considerations in Wireless Sensor Networks and routing plays
a crucial role in achieving these objectives. The Routing Protocol for Low Power
and Lossy Networks (RPL) is being adopted in Low-power and Lossy Networks
(LLNs) to facilitate the connectivity ofWireless Sensor Networks within the Inter-
net of Things (IoT). Although RPL has been significantly used in IoT routing, it
still has extensive challenges. One of the most basic challenges is related to the
reliability of routing. However, RPL lacks a load balancing mechanism, which
is essential for maximizing the lifetime of sensor nodes by preventing the occur-
rence of overloaded nodes and the potential congestion that can result from it. To
improve this issue, a new routing protocol was proposed called the reliable rout-
ing protocol (R-RPT) to maximize the reliability of data collection in large scale
wireless sensor network. R-RPT aims to establish multiple bidirectional routes
between a sensor node and a root node. R-RPT selects the parent node based on
the evaluation of various criteria related to reliability. In addition, R-RPT achieves
load balancing efficiently by sending data packets via the route with lighter work-
load. The simulation results obtained through Cooja simulator demonstrated that
the proposed R-RPT routing protocol outperforms existing routing protocols in
terms of packet delivery ratio, routing packet overhead and end-to-end packet
delay.

Keywords: RPL ·Wireless Sensor Network · Routing protocols · Reliability ·
energy efficient

1 Introduction

Wireless Sensor Networks (WSNs) have gained considerable attention in recent years
as a cost-effective solution for monitoring and controlling various industrial processes.
These networks consist of many small, low-power sensor nodes [1], that are capable
of sensing and gathering data from the surrounding environment. In industrial settings,
WSNs enable real-time monitoring of parameters such as temperature, humidity, pres-
sure, and vibration, among others, providing valuable insights into the state of critical
infrastructure and processes. Periodic traffic, characterized by the regular transmission
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of data from sensor nodes at fixed intervals, is common in industrialWSNs. For instance,
in a temperature monitoring application, sensors may periodically report temperature
readings to a central control unit. However, the reliable routing of periodic traffic poses
significant challenges due to factors such as network congestion, interference, node fail-
ures, and limited energy resources. Consequently, there is a requirement for a routing
protocol that not only efficiently handles energy management to prolong node lifespan
but also ensures reliable message transmission and reception.

In response to the critical nature of the challenge, the Internet Engineering Task Force
(IETF) established the Routing Over Low-power and Lossy networks (ROLL) working
group with the objective of developing a standardized routing protocol. As a result,
the IPv6 Routing Protocol for Low-power and Lossy networks (RPL) was specifically
designed to address the routing requirements of wireless sensor networks operating in
environments characterized by low power and lossy conditions [2].

Fig. 1. System architecture of overall RPL network.

RPL is specifically designed to support to devices, whether hosts or routers, that
operate with limited resources, as well as links that may be constrained or prone to loss.
In Fig. 1, the overall architecture of the RPL based network is shown. The IPv6 border
router is connected to the internet. Root node collects information about theRPLnetwork
such as node id, parent node id, all neighbors, and their ranks. RPL exceeds in rapidly
establishing network routes and efficiently adapting to changing topologies as required.
In IoT, each node collects the desired data according to its task and sends them to the root
node. RPL is the only protocol that has been accepted as a routing standard for IoT. RPL
is well adapted to the resource limitation of IoT devices and the specific environment
of Low-power and Lossy networks (LLN). This protocol has created directed acyclic
graph (DAGs) for connecting nodes with the root based on routingmetrics. This protocol
generates directed acyclic graphs (DAGs) to establish connections between nodes and the
root based on routingmetrics. It is worth mentioning that, depending on the applications,
different routing metrics can be designed and used to construct the DAG graph, which
is a key area of focus in research discussions.
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While RPL effectively addresses the requirements of the IoT [3], it still faces sev-
eral unresolved challenges, with one of the most crucial being the need for enhanced
reliability support. In RPL, parents are responsible for constructing the communication
topology in the form of a Destination-Oriented Directed Acyclic Graph (DODAG). The
selection of parents is determined based on Objective Functions (OF). The Objective
Function defines how RPL nodes translate one or more metrics into ranks, and how to
select parents and optimize routes in a DODAG. RPL generally has two OFs called OF0
and ETX to select parents. In the case of OF0, the selection of the preferred parent is
determined by either the rank or the minimum hop count, while in the case of ETX, it is
based on the expected transmission count.

We emphasized two crucial elements of IoT networks, namely routing reliability,
when taking into account this RPL problem. In this paper, an approach known as R-
RPT was presented to address these problems. Based on the RPL protocol, R-RPT was
developed to increase dependability by optimizing the OF and routing operations. The
performance of R-RPT is generally divided into three main steps. In the first step, the
state of network nodes and paths are evaluated in terms of reliability with the aim of
improving routing and data exchange. In the second step, the DODAG graph is formed
on R-RPT proposed, mechanism for predicting and preventing errors with the approach
of controlling the selection of parents and leaf nodes. Implementation and performance
evaluations of R-RPT are in comparison with previous studies based on Cooja simulator.
The remainder of this research paper is structured as follows: related work of RPL
protocol is provided in Sect. 2. In Sect. 3 provides an overview and explanation of the
objective functions employed in the RPL protocol. The details of the proposed R-RPT
methodology will be presented in Sect. 4. In Sect. 5, the proposed method based on
Cooja software will be simulated and evaluated. Finally, we present the conclusion of
our article in Sect. 6.

2 Related Work

The reliability of communication is a crucial aspect in Wireless Sensor Networks
(WSNs), particularly for their application in industrial environments [4–6]. Wireless
links, particularly in low-power wireless networks likeWSNs, are prone to higher levels
of unreliability compared to wired links. Factors such as interference, attenuation, and
fading contribute to the increased susceptibility of wireless networks to disruptions in
signal transmission. This unreliability poses a greater challenge inmaintaining consistent
and dependable communication within WSNs [7, 8].

As mentioned earlier, the Objective Function (OF) plays a crucial role in determin-
ing the construction of a Destination-Oriented Directed Acyclic Graph (DODAG) by
guiding the selection of optimal parent nodes. Within the context of RPL, there exist
two standardized Objective Functions: Objective OF0 [9], andMRHOF [10]. These OFs
provide predefined criteria and algorithms for nodes to evaluate and choose the most
suitable parent node, ensuring efficient and effective routing within the network.

OF0 was designed as the default OF for RPL. It selects the path to the near-
est grounded root, creating a DODAG that can fulfill the application’s requirements.
MRHOF, one of the standardized Objective Functions (OFs), employs a parent selec-
tion strategy based on minimum path cost. To prevent oscillation and ensure stability in
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parent selection, MRHOF incorporates a mechanism called hysteresis. This mechanism
introduces a threshold that dictates the conditions for a parent change. Specifically, the
difference in path costs between the current parent and a potential alternative parent
must exceed the specified threshold for a switch to occur. By implementing hysteresis,
MRHOF aims to maintain a stable parent selection process within the network, avoiding
frequent and unnecessary changes that could impact overall performance. But Parent
selection in RPL is done by the OFs of OF0 or MRHOF. This way of selection is inef-
ficient and does not cover the requirements of reliability. The effects of this issue will
becomemore noticeable especially when the network traffic is increased and will lead to
some important problems such as increasing errors, data loss, and loss of data exchange
quality.

Ad hoc on-demand distance vector (AODV) [11], protocol uses many RREQ mes-
sages and one RREPmessage in the path-discovery process. The problem of this routing
protocols is the number of request messages and the corresponding reply to messages,
resulting in potential inefficiencies. Secondly, the current metric for path selection only
considers the number of hops, disregarding other crucial factors like the remaining
energy of nodes. To tackle these challenges, various proposals have emerged. Some
studies suggest modifying the metric to incorporate additional link characteristics, giv-
ing them more significant weight alongside the number of hops. These efforts aim to
create more balanced and effective routing protocols that consider multiple factors for
optimal path selection. This protocol has only one metric, the number of hops.

3 RPL Objective and Functions

In this section, we discuss key concepts and features vital for understanding the oper-
ation of RPL. The fundamental topological structure in RPL is known as a DODAG
(Destination-Oriented Directed Acyclic Graph), which originates from a designated
node referred to as the DODAG root. The DODAG represents a directed acyclic graph
structure that serves as a fundamental component within the RPL routing protocol. Each
node in the DODAG is assigned a rank. It represents the location of a node within
the DODAG. The rank strictly increases in the downstream direction of the DAG and
decreases in the upstream direction. Each node identifies a stable set of parents on a path
towards the DODAG root, and associates itself with a preferred parent, which is selected
based on the Objective Function (OF).

3.1 Objective Function

The Objective Function (OF) functions as a path selection mechanism when nodes
choose their parent node during the formation of the DODAG. It guides the decision-
making process for selecting the appropriate parent nodes at each level, ensuring the
construction of a cohesive and efficient DODAG [12]. The Objective Function (OF)
operates by utilizing a routing metric as a reference and applying a specific algorithm
to establish links within the DODAG. Its primary objective is to optimize the routing
metric employed for forming links between sensors. By organizing the path selection
process, the objective function aims to identify and determine the most optimal path,
thereby facilitating the establishment of the best possible route within the network.
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3.2 Minimum Rank with Hysteresis Objective Function (MRHOF)

TheMinimumRank with Hysteresis Objective Function (MRHOF) is an objective func-
tion that utilizes the minimum Expected Transmission Count (ETX) for selecting parent
nodes. ETX represents the anticipated number of transmissions required for a packet to be
successfully received at its intended destination. MRHOF leverages this metric to deter-
mine the optimal parent node selection, aiming to minimize the number of transmissions
needed for reliable communication within the network.

3.3 Objective Function Zero (OF0)

Objective Function Zero (OF0) is an objective function that prioritizes the selection
of parent nodes based on the minimum hop count to reach the root node. Each node
calculates its rank by considering the number of hops required to reach the root node.
Nodes with a lower hop count are assigned higher priority links according to OF0. By
higher priority paths with fewer jumps, OF0 aims to establish more efficient and direct
routes within the network.

4 Research Methodology

In this paper, we propose energy and load aware composite routing metric (R-RPT).
R-RPT is a composite routing metric, and it is based on the combination of traffic load
and expected transmission count (ETX).

1) Link ETX: The routing protocol based on ETX does not provide a guarantee for
selecting optimal routes, resulting in frequent route failures under high load conditions.
The continuous generation of RREQs during route discoveries can lead to a significant
increase in traffic loadwithin a specific timeframeThe link ETX represents the efficiency
of data delivery in both the forward and reverse directions of a link The forward data
delivery (fd ) signifies the likelihood of a data packet reaching its intended recipient
successfully. On the other hand, the reverse data delivery (fr) denotes the probability of
a successfully received ACK packet from the recipient. The link ETX [13], calculates
from Eq. (1).

ETX = 1

(fd × fr)
(1)

2) Data Traffic Load: Network data traffic refers to the amount of data being trans-
ferred across the network within a specific time frame. Load balancing is a technique
employed to evenly distribute the network traffic across various nodes, primarily focus-
ing on balancing the number of child nodes present in each parent node [14]. In R-RPT,
Traffic Load of Path(p) calculation is based on the cumulative of node traffic or child
set.

Traffic_Load_Path ((p)) =
∑n

Z=1
NodeTrafficLoad (Z) (2)
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In R-RPT, the traffic of a node is calculated based on the number of children it has
in its parent node.

NodeTrafficLoad (Z) =
∑n

Z=1
LeafNode_count (3)

The participant node chooses its parent node by considering the parent node with the
least accumulated number of children within the DODAG. The traffic load is calculated
using Eqs. (2) and (3).When the number of children in a parent node within the DODAG
increases, R-RPT reconstructs the DODAG structure.

3) Rank Calculation: In R-RPT, the DODAG rank is determined by calculating
the parent rank and adding the rank increase value. The rank increase value is derived
from the step value and the metrics. The minimum rank among lower or same level
node will become parent node. In R-RPT; we are considering ETX and data traffic in
rank calculation. R-RPT start from root node with rank value 0. Data traffic defines the
amount of packet transmitted within a given time slot. Route Request Packet (RREQ)
send to its neighbour nodes. Node 0 sends RREQ (node_id, level, rank).

The receiver node will calculate its rank based on RREQ packet. The rank calculates
from below Eq. (4)

Rank = SenderRank + ETX

DataTraffic_load
(4)

As an example, a network with ETX value in each link with remaining data traffic
load in each node is given as shown in Fig. 2.

Fig. 2. Example network in initialization state

Figure 2, illustrates the initial state of the DODAG tree initialization. In this example,
we have a DODAG consisting of 10 nodes, each node having a data traffic period and
an associated ETX value. The root node starts with rank value of 0. Initially, the root
node (0) broadcasts an RREQmessage with node_id, level, rank [0,0,0]. Nodes 1, 5, and
6 receive the RREQ and calculate their ranks based on the routing metrics. Followed
by, node 2,3,8,7 receive RREQ and perform rank calculation. After rank calculation, we
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will select the minimum rank node as parent. All sensor nodes send a node information
packet to its parent node until it reaches the root node. Once the root node gathers all
the node Information; it proceeds to formulate a schedule for data transmission.

Fig. 3. Example network after selection parent for making routing state.

From Fig. 3, it is visible that by considering the routingmetrics, we have successfully
constructed a tree structure that ensures reliable end-to-end routes. The R-RPT protocol
works to select parents based on the rank of nodes. If the value of a node’s rank is
smaller, the node is more suitable to be selected as the preferred parent based on multi-
metric evaluation. After the construction of the DODAG, each sender node is assigned
a predefined upward route to send its incoming traffic to the DODAG root. This default
route is determined by selecting the most preferred parent for each node.

5 Performance Evaluation

We conducted the simulation of R-RPT, and it is an advancement of the standard version
of RPL protocol. To configure the scenarios, a range of 10 to 200 T-mote sky were
randomly distributed within the network’s coverage area. It equipped with a CC2420
radio transmitter [15], and utilizing IEEE 802.15.4MAC, achieved a data transfer rate of
250 kb/s. The network environment spanned an area of 300m x 300m, with a designated
root node responsible for collecting data transmitted by the network members. The root
nodewaspositioned in the upper part of themiddle area.Various scenarioswere evaluated
by considering variable network traffic levels ranging from100 to 500 packets perminute
(PPM) to assess the performance of R-RPT. Additional configuration parameters for the
simulation scenarios can be found in Table 1.

Performance of the proposed protocol has been evaluated through COOJA [16],
a well-known simulator under Contiki Operating System. We have selected Contiki
because it accurately emulates the behavior of real motes as the simulator uses the real
code implemented on motes. Contiki is an open source, highly portable, multi-tasking
operating system formemory efficient networked embedded systems andwireless sensor
networks. Both interface and plug-ins can easily be added to COOJA, enabling users
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Table 1. Simulation Parameters of R-RPT

Parameters Value

Node Type T-mote sky

Network Area 300 m × 300 m

Traffic rate 100–500 packets per minute (PPM)

Operating System Contiki version (3.0)

Transmission range 80 m

Waiting time of RREQ packet 200 ms

Simulation Run time 3600 s

to quickly add custom function functionality for specific simulation. We compared the
performance of the objective function of proposed protocol with AODV and MRHOF.

Our experiments deployed in a random topology, illustrated in Fig. 4, which enables
nodes to directly reach the sink or establish contact with each other to reach the sink.
This is particularly applicable to nodes located at the edges of the network. The topology
utilized in our study comprises two distinct types of nodes. The node labelled as number
1 and depicted in green represents the Sink node.On the other hand, the non-sink (sender)
nodes, depicted in yellow, have been randomly positioned within area.

Fig. 4. COOJA Simulator windows with 10 Nodes.

For computation of link quality Packet Reception Rate (PRR) is used. In our sim-
ulation, Node 1 broadcasted 500 packets and the other nodes counted the number of
packets successfully received. Figure 5, shows the packet delivery ratio in terms of the
node density. As the node density increases, the proposed protocol consistently achieves
a nearly 100% packet delivery ratio. In contrast, both the AODV and MRHOF protocols
exhibit a slight decrease in packet delivery ratio with increasing node density.
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The obtained result indicates that the proposed protocol reliably transmits data pack-
ets through a highly dependable path. In the case of MRHOF, the slight variation in the
packet delivery ratio with respect to node density can be attributed to the presence of
several weak links along the selected path of the protocol.

Fig. 5. Packet delivery ratio with respect to the number of nodes.

Figure 6, illustrates the average end-to-end delay. It is observed that the proposed
protocol exhibits slightly higher delay compared to AODV and MR-HOF. This can be
attributed to the fact that the proposed protocol occasionally selects a longer path with
more hops in order to prioritize the selection of the most reliable path.

Fig. 6. End-to-End delay with increasing
number of nodes.

Fig. 7. Control Overhead with respect to the
traffic rate.

Figure 7, shows the results of control overheads under the influence of varying
traffic loads. It is evident that as the traffic rate increases, there is a slight increase
in control overheads. The increase in traffic has led to a higher impact of congestion,
resulting in changes in traffic patterns. Consequently, there has been an increase in
overheads required to effectively manage these changes. R-RPT effectively controls and
manages traffic to ensure stability and guarantee reliable communications. By effectively
mitigating the negative effects of congestion, R-RPT plays a crucial role in preventing
the escalation of overheads caused by increased traffic. In contrast to other protocols,
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which are adversely affected by congestion, R-RPT effectively manages and controls
these effects.

R-RPT has demonstrated superior performance in large-scale scenarios as compared
to other protocols. In addition to constructing the network graph based on the most
reliable nodes, R-RPT also takes into account the reliability of the routes. Overall,
the combination of selecting reliable nodes and considering route reliability in R-RPT
makes it particularly well-suited for larger-scale scenarios. The larger dimensions of the
scenario pose greater challenges, such as increased distance between nodes, potential
interference, andmore complex network topologies. Its ability to handle these challenges
results in a clear superiority over other protocols, leading to improved performance,
stability, and reliability in communication networks.

6 Conclusion

In this paper, we proposed a routing protocol known as the Reliable Routing Protocol
(R-RPT), specifically designed to maximize data collection reliability in large-scale
wireless sensor networks. The primary objective of R-RPT is to enhance the reliability
of data transmission and ensure robust communication throughout the network.Using the
COOJAsimulator,we conducted aperformance comparisonbetweenR-RPT,AODV, and
MRHOF. The objective was to select the route with the minimum value for the objective
function, which typically corresponds to a shorter path with lower traffic. This chosen
route is used for transmitting data to the DODAG root. By evaluating and comparing
the performance of these protocols, we achieved insights into their effectiveness in route
selection and data delivery within the simulated network environment. Based on the
simulation results, it is evident that R-RPT outperforms AODV andMRHOF in terms of
network lifetime, packet delivery ratio, and end-to-end delay. As part of our future work,
we have planned to implement and evaluate the R-RPT protocol in LowPower and Lossy
Networks (LLN) and deploy it within a real-time environment. By conducting these
real-time deployments, we will explore to validate and optimize the R-RPT protocol’s
functionality, reliability, and efficiency in actual operational conditions.
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tions Technology Planning & Evaluation (IITP) grant funded by the Korea government(MSIT)
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Abstract. Action segment has made significant progress, but segmenting and
recognizing actions from untrimmed long videos remains a challenging problem.
Most state-of-the-art (SOTA)methods focus on designingmodels based on tempo-
ral convolution. However, the limitations of modeling long-term temporal depen-
dencies and the inflexibility of temporal convolutions restrict the potential of these
models. To address the issue of over-segmentation in existing action segmentation
algorithms, which leads to prediction errors and reduced segmentation quality,
this paper proposes an action segmentation algorithm based on Encoder-Decoder
and global temporal information. The action segmentation algorithm based on
Encoder-Decoder and global timing information proposed in this paper uses the
global timing information captured by LSTM to assist the Encoder-Decoder struc-
ture in judging the action segmentation pointmore accurately and, at the same time,
suppress the excessive segmentation phenomenon caused by the Encoder-Decoder
structure. The algorithm proposed in this paper achieves 93% frame accuracy on
the constructed real Taiji action data set. The experimental results prove that this
model can accurately and efficiently complete the long video action segmentation
task.

Keywords: Encoder-Decoder · LSTM · Tai Chi · action segmentation

1 Introduction

In computer vision research, human movements range from simple limbs to complex
whole-body movements. The longer the duration of the action sequence, the more com-
plex the action recognition and prediction. Long-sequence actions bring two significant
challenges to action recognition and prediction [13]: 1. The difficulty of feature extrac-
tion increases as long-sequence actions are rich in limb movements and require global
consideration; 2. The network prediction capability is required to be high compared to
simple actions such as waving and walking, as the actions in competitive sports are
more complex and require neural networks with strong learning capabilities to predict
complex actions. Long-time and complex human action recognition and prediction are
still very challenging tasks in computer vision.
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Tai Chi is a typical long sequence action with its long duration, high movement com-
plexity, andwide range ofmotion. The sample used in this paper is 24-style simplifiedTai
Chi, also known as simplified taijiquan [12]. This paper proposes an Encoder-Decoder
and global timing information-based action segmentation method. Our method uses a
long and short-term memory network to capture the global timing information. More-
over, our method uses an Encoder-Decoder to identify and segment the actions in more
detail, better performing in the authentic video segmentation task.

2 Related Works

The recognition task requires the overall classification of the video, while the segmen-
tation task requires the classification of each video frame. For short trimmed videos
(2–10 s), architectures used for action recognition include two-stream 2D CNNs [2],
CNNs combined with LSTMs [3], 3D CNNs [4], and more recent architectures include
two-stream 3D-CNN (I3D) [5].

Inspired by temporal convolution’s success in speech synthesis, researchers have
explored its application to temporal action segmentation tasks. The conventional frame-
work for this is Ms-tcn [15], utilizing temporal convolution with increasing dilation
to maintain constant resolution. Lea et al. [11] introduced a temporal convolutional
network for action segmentation and detection using an encoder-decoder architecture,
which includes temporal convolution and pooling in the encoder and up-sampling and
deconvolution in the decoder. However, temporal pooling may lose fine-grained infor-
mation needed for precise recognition. Lei and Todo-rovic [18] build on top of and use
deformable convolution instead of standard convolution and add the residual stream to
the encoder-decoder model. The encoder-decoder model is a widely used neural net-
work model in Seq2Seq tasks and has demonstrated success in various applications such
as machine translation [19], speech recognition [1], and image generation [20]. This
paper utilizes a multi-layer convolutional neural network (CNN) to build an encoder for
processing input sequences, employing a one-dimensional convolution kernel to extract
local correlation features. This structure effectively solves the vanishing gradients prob-
lem. At the same time, LSTM is used as a global temporal information extractor and
suppresses the over-segmentation phenomenon that the encoder-decoder structure may
cause.

Due to the direct application of video action segmentation in real-life human activ-
ities, models with overconfident and incorrect predictions can lead to disastrous conse-
quences. Among all available solutions to overcome overconfidence, probability ensem-
ble is one of the most effective approaches [8]. In this paper, we use the probability
ensemble approach to integrate the multilayer output of the decoder with the LSTM
temporal information results and later perform the final classification.

The I3D model [14] extends 2D to 3D convolution and pooling kernels in a deep
image classification network, seamlessly learning spatiotemporal features. Pre-trained
on theKinetics dataset, it enhances training data, making themodel robust and generaliz-
able. Many approaches, like TCN networks [9], RNNs, or attention modeling [10], build
upon the I3D architecture to extract segment-level features and add sequence-level pro-
cessing for recognition or segmentation. This paper’s model also utilizes segment-level
features from I3D and models temporal relationships based on these features.
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3 Encoder-Decoder and Global Timing Information Model

The proposed model consists of three components: Encoder, Decoder, and LSTM. The
encoder uses a convolutional structure with progressive down-sampling to extract high-
level semantic information, enhancing robustness for different-resolution videos. A sym-
metric decoder, connected to the encoder for multi-scale feature fusion, progressively
up-samples to reduce spatial location information loss. The LSTM layer captures global
video timing information, smoothing codec results and suppressing over-segmentation.
The decoder andLSTMoutputs are probabilistically integrated for the final segmentation
result, as illustrated in Fig. 1.

Fig. 1. Model overall structure.

Themodel’s input is the feature sequence extracted by the I3D network in the original
video. In this paper, we use 16 frames as a group, firstly extract the optical flow informa-
tion, then convolve the optical flow information and the original RGB image information
separately in 3D, and finally connect the convolution results to get 2048-dimensional
feature sequences.

The following section describes each of the three main components of the model:
Encoder, Decoder, and LSTM.
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3.1 Encoder

The encoder part mainly consists of a one-layer convolutional structure (CONV ) and a
6-layer Ei : i ≤ 6 pooled convolutional structure (Pool − CONV , later referred to as
PCONV ) to reduce the size of the feature map to a lower dimensional representation.
At the same time, as many low-level and high-level features are extracted as possible,
so the extracted spatial and global information can be used to segment accurately.

Each PCONV consists of a 1D maximum pooling layer (Pool) and a CONV layer,
which halves the temporal resolution of its input. The CONV structure contains a
convolutional layer, a batch normalization layer, and an activation layer.

3.2 Decoder

The decoder network is structurally symmetric to the encoder; it has six decoder lay-
ers {Di : i ≤ 6}; each decoder layer contains an up-sampling unit (UP) and a one-
dimensional convolutional block (Conv1D). The up-sampling unit is interpolated using
linear interpolation. For each i ≥ 1, the up-sampling unit interpolates the input time step
to twice its length, and the feature dimension remains constant.

It is then connected to E(6−i), a jump connection made to the output of the (6− i)-th
encoder block. The output of the i-th decoder block thus has the same time and potential
dimensions as 6 − i.

3.3 LSTM

The average length of a 24-style Tai Chi full-action video is around 6 min, a typical long
sequence. Unlike commonly used datasets in action segmentation, such as GTEA [34],
50Salads [6], and Breakfast [7], the 24 Tai Chi movements have a fixed order, and there-
fore, the time sequence contains important global temporal information. In the problem
of dealing with time sequences, LSTM and RNN are commonly used network struc-
tures, and LSTM alleviates the gradient disappearance and gradient explosion problems
existing in RNN to some extent through the gate structure. This experiment uses LSTM
with Conv1D for global time series information capture. LSTM performs global timing
information capture, and Conv1D projects the information from LSTM into label space.

3.4 Probability Ensemble

The full-convolutional network structure is prone to over-segmentation errors, and a
probability ensemble can effectively reduce over-segmentation. In this paper, we use the
probability ensemble to synthesize the results. As shown in Fig. 1, each decoder layer
Di : 1 <= i <= 6 has the corresponding output vector Yi : 0 <= i <= 5, and the
LSTM corresponding output vector is L. The probability ensemble module integrates
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the decoder’s output vector with the LSTM layer’s output vector.

Pens = [P1,P2,P3,P4,P5,P6,P7] ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α1

α2

α3

α4

α5

α6

α7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

where Pens represents the final probability vector sequence after integration, which is
size Tin × N_Class. α1 is the weight of the LSTM layer’s output, αi : 2 <= i <= 7
represents the decoder Di−1 layer’s output.

Finally, the category with the highest probability at the current moment is taken as
the predicted label for each moment, calculated as shown in Eq. 2:

y
∧

t = argmaxPens
t (2)

y
∧

t denotes the classification label atmoment t, andPens
t denotes the integrationprobability

vector at moment t.

4 Experiment

4.1 Dataset and Implementation Details

In this paper, we construct a real Tai Chi dataset. The dataset is collected from 24 Tai
Chi videos on the web, and each video contains all the stances or 12 stances of the 24 Tai
Chi styles. Tai Chi is characterized by long duration, high movement complexity, and a
wide range of motion, a typical long sequence of movements. In the action recognition
task, the number of action categories is one of the challenge points, and the more action
categories in the dataset, the greater the recognition difficulty. Therefore, we labeled the
movements appearing in each video under the guidance of professionals. The original
video frame rate is 30 fps, and we resample it to 16 fps, with 13 videos as the training
set and 4 videos as the test set. In our experiments, we train using an Adam optimizer
for 1000 epochs, with learning rates of 3 × 10−4, weight decay of 3 × 10−4, and batch
size of 20.

4.2 Evaluation Metrics

This experiment uses three assessment metrics: Accuracy, Segmental edit distance, and
F1.

Accuracy
Accuracy Is the average frame accuracy, calculated as the number of correctly classified
frames divided by the total number of frames:

Acc = correct

total
(3)
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corrent represents the number of correctly classified frames, total represents the number
of incorrectly classified frames.

Segmental Edit Distance
Edit distance, also known as the Levenshteindistance, is commonly used in NLP to
measure the degree of difference between two strings. The Edit distance is defined as
the number of delete, insert, and replace operations required to transform string a into
string b. The larger the edit distance, the greater the difference between the strings. The
calculation is as follows.

leva,b(i, j) =

⎧⎪⎪⎨
⎪⎪⎩

max(i, j)ifmin(i, j) = 0,⎧⎨
⎩

leva,b(i − 1, j) + 1
leva,b(i, j − 1) + 1

leva,b(i − 1, j − 1) + 1(ai �=bj)

otherwise.
(4)

a, b represent two strings, and leva,b(i, j) represents the distance between the first i
characters in a and the first j characters in b. The edit distance between a, and b is the
distance when i = |a|, j = |b|, i.e., leva,b(|a|, |b|).

The segmented edit distance considers only one edit operation, i.e., the deletion of
the error region. The cost is assigned to this edit operation according to the method used
to perform the deletion. The segmented edit distance is defined as follows.

SED(T,G, θ) =
N∑
i=1

SED2(Ti,Gi, θ) (5)

T is the segment set of segments of the test set. G is the segment set of ground truth
segments, and N is the number of segments in G.

IoU F1 Score IoU (Intersection-over-union) is the intersection part of two bounding
boxes divided by their union, and the IoU ratio of the union determines the segment
overlap threshold.

F1-score is the summed average of precision and recall

F1 = 2TP

2TP + FP + FN
(6)

IoU -based F1 is an evaluation metric to evaluate the segmentation capability of the
model as follows:

precision = TPIoU>n

TPIoU>n + FPIoU>n
(7)

recall = TPIoU>n

TPIoU>n + FNIoU>n
(8)

F1 = precision × recall

precision + recall
(9)

where n represents the threshold value of IoU .
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4.3 Analysis of Results

In this experiment, we select four representative models with different architectures
in related fields for comparison, including MSTCN [15], MSTCN++, BCN [16], and
C2F-TCN [17]. TheMSTCNmodel uses temporal convolutional neural networks (Tem-
poral Convolutional Networks, TCN) to aggregate timing information and uses multi-
layer TCNs for stacking. The (Dual Dilated Layer) DDL structure is proposed in the
MSTCN++model, which combines large and small receptive fields, optimizes the struc-
tural design of MSTCN, and achieves better results. The BCN model improves over-
segmentation and ambiguous frame classification difficulties using an adaptive cascaded
network and a temporal regularization method incorporating action boundary informa-
tion. For the validity of the global timing information in this model, this paper will also
compare it with the C2F-TCN model of the codec structure.

Fig. 2. Comparison of model segmentation effect and real segmentation point.

The comparison of the model segmentation results with the actual segmentation
points is shown inFig. 2,where different colors represent different actions.GT represents
the real action periods, and Ours represents the action periods segmented by the model
proposed in this paper. It can be intuitively observed that themodel accurately determines
the segmentation points of each action.

As shown in Table 1, our model outperforms the other methods in terms of F1 score,
segmented edit distance, and average frame accuracy (Accuracy). Regarding the F1
score evaluation metrics, the F1 scores of the three different IOU thresholds are higher
than the comparison models, and the accuracy and completeness rates are high. The
most stringent F1 score among the F1 scores of the three IOU thresholds is F1@50.
Our model’s F1@50 evaluation score data has a maximum improvement of 16% and
a minimum improvement of 13% compared with the convolutional model, and a 7%
improvement compared with the C2F-TCN network with pure codec structure. The
segmentation edit-distance evaluation metric can effectively measure the severity of the
over-segmentation problem of the model, and there is at least a 2.5% improvement in
this evaluation metric compared with other comparative models.
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Table 1. Experimental results

model F1@10 F1@25 F1@50 Edit Acc

MSTCN 88.00 88.00 82.00 91.07 80.91

MSTCN + + 92.15 88.23 84.31 90.00 88.22

BCN 90.32 88.17 81.72 86.06 85.81

C2F-TCN 98.96 98.96 90.72 98.00 90.87

Ours 100.00 100.00 97.91 100.00 93.35

A more intuitive qualitative analysis of the segmentation effect of each model is
given below.

Fig. 3. Qualitative analysis of classification results.

Each color in the Fig. 3 indicates a sub-action, where GT indicates the true label.
The segmentation fineness and stability of our methods are higher than other methods.
Moreover, the MSTCN andMSTCN++ full convolutional structures show obvious clas-
sification errors and over-segmentation. The C2F-TCN structure is the codec structure,
and the influence of the LSTM layer we add on top of the codec structure can obtain
better classification results than the codec alone.

4.4 Analysis of results

Effect of Encoder-Decoder Probability Ensemble Weights
The probability ensemble is to multiply the output of each Encoder-Decoder layer and
the LSTM layer output by the weight α, respectively, to obtain the integrated probability
vector sequence.

The output of the decoder layer close to the encoder in the Encoder-Decoder structure
is composite information containing much time-step information with a low temporal
resolution. This output helps to mitigate the problem of over-segmentation of the model.
On the other hand, the output of the decoder layer far from the encoder has a high
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temporal resolution, which facilitates the refinement of action segmentation, so a suitable
combination of the two is needed.

In this section, we will investigate the impact of the probability vector of the output
of the Encoder-Decoder part of the model on the final classification.

Table 2. Encoder-Decoder ablation experiment

α1 α2 α3 α4 α5 α6 α7 F1@10 F1@25 F1@50 Edit ACC

1 1 0 0 0 0 0 82.35 82.35 78.09 74.50 83.28

1 1 1 0 0 0 0 91.66 87.50 81.25 83.75 89.24

1 1 1 1 0 0 0 96.90 94.84 90.72 94.07 91.51

1 1 1 1 1 0 0 100 100 93.75 100 93.07

1 1 1 1 1 1 0 98.96 96.90 88.65 98.00 92.04

1 1 1 1 1 1 1 98.94 98.94 92.63 97.91 91.72

α1 is the weight of the LSTM layer output, αi : 2 <= i <= 7 represents the decoder
Di−1 layer’s output.

Table 2 shows that the highest F1, edit distance, and frame accuracy scores are
obtained by decoders Di : 2 <= i <= 4. It can also be found that the output of the
decoder layers Di : 5 <= i <= 6 with low temporal resolution plays a negative role in
the final classification results.

Impact of LSTM Layer Global Timing Information
This section will discuss the global timing information obtained by the LSTM layer
and the influence of the weights of the LSTM layer and the codec layer on the final
classification.

Table 3. LSTM layer ablation experiment

α1 α2 α3 α4 α5 α6 α7 F1@10 F1@25 F1@50 Edit ACC

0 1 1 1 1 0 0 98.96 96.90 87.65 98.00 92.34

1 1 1 1 1 0 0 100 100 93.75 100 93.07

α1 is the weight of the LSTM layer’s output, αi : 2 <= i <= 7 represents the
decoder Di−1 layer’s output.

Table 3 shows that with the addition of LSTM global timing information, all eval-
uation metrics are higher than the pure codec structure. Figure 4 shows the qualitative
analysis of the LSTM layer ablation study. It can be seen from the figure that after adding
LSTM, the segmentation boundaries are processedmore accurately, and the codec action
omission is eliminated at the same time.
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Fig. 4. LSTM ablation experiment qualitative analysis.

As can be seen from the Fig. 1, the decoder layer close to the encoder has low
temporal resolution and does not help much in refining the segmentation. However, it
is effective in reducing over-segmentation errors. In the following, we try to reduce the
output weights of the decoder layer with lower resolution to observe the effect on the
classification results and to give a combination of weights with optimal results.

Table 4. Combination of weights ablation experiment

α1 α2 α3 α4 α5 α6 α7 F1@10 F1@25 F1@50 Edit ACC

3 3 3 2 1 0 0 97.95 97.95 87.75 96.15 92.36

2 3 2 2 1 0 0 100 100 97.91 100 93.35

The first row of data in the Table 4 shows the evaluation performance of the model
after reducing the weight of the lower-resolution decoding layer, and the Fig. 5 shows its
qualitative analysis. From the quantitative and qualitative analyses, it can be found that
although the overall evaluation score of the model after reducing the lower resolution
decoding layer is not low, it will be affected by a slight over-segmentation.

Fig. 5. Reduce the output weight qualitative analysis of the low-resolution decoding layer.

The second row of the table is the optimal weight combination given in this paper,
increasing the weight of the output with the highest resolution of the decoder and appro-
priately decreasing the weight of the output with low resolution, the optimal result can
be obtained.
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5 Conclusion

This paper proposes an action segmentationmodel based onEncoder-Decoder and global
timing information. Compared with the full convolutional structure, the model in this
paper is less prone to over-segmentation errors. Furthermore, the global timing infor-
mation captured by the LSTM can help the model produce more accurate and smoother
classification results compared to the Encoder-Decoder-only structure.

In the long video action segmentation experiments, the proposed model in this paper
showed better performance in terms of frame accuracy, F1 score, and edit distance com-
pared to the classical models in the action segmentation field. Furthermore, experimental
evaluation and ablation experiments demonstrate the proposed structure’s effectiveness
and superiority in long sequence problems like Tai Chi action videos.
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Abstract. The Internet of Things (IoT) stands out as one of the most remarkable
innovations in recent times, offering a promising future for global connectivity.
However, the rapid expansion of IoT ecosystems has led to a significant increase
in the attack surface, posing risks to platforms, computing systems, multifunction
protocols, and network access ubiquity. To mitigate these risks, it is crucial to
adopt secure system design and development practices. Popular security solutions
such as data encryption and authentication have been widely employed in IoT
systems. Nonetheless, the unique constraints of IoT platforms present challenges
in selecting suitable algorithms. In this paper, we provide an overview and analysis
of the security challenges in IoT along with potential solutions. Additionally,
we propose a testing methodology for the PRESENT-32bit cipher, based on an
analysis of prevalent lightweight cryptography techniques. Our implementation
results demonstrate the advantages of this approach.

Keywords: IoT · Hellman’s method · lightweight cipher · cyber attack

1 Introduction

Internet of Thing (IoT) emerged in the early 2000s and has gradually played a sig-
nificant role in various industrial sectors. Alongside AI, Big Data, and 3D printing,
IoT’s advantageous applications prevail in our world. The Internet of Things facilitates
the interconnection of physical and virtual objects, enabling seamless communication
between autonomous devices without human intervention. Additionally, IoT systems do
not only involve direct communications between autonomous devices, which refers to
the ability of the node to instantiate and exchange information with another node without
human intervention, but also move data onto the internet for sensors, edge processors,
and smart devices. It helps automate, keep track of all the processes, minimize costs,
provide more services to the users, etc. Besides, the security issue is emphasized by
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the lack of standards specifically designed for devices with limited resources, heteroge-
neous technologies. Mirai [1] – the most damaging denial of service attack in history and
Stuxnet [2] - a nation-state cyber weapon targeting industrial SCADA IoT devices of
Iran’s nuclear program are two practical examples of consequences of the IoT’s security
issues.

The IoT security threat and challenges can be classified by an architectural view.
There have been different architectures proposed for IoT environments such as three-
layered, four-layered or five-layered architectures. In this paper, we provide overview
and analysis from perspective of three main key layers of the IoT system model: percep-
tion/physical, network/transportation, application levels. Most of the papers, researchers
choose this class [3]. The perception layer is related to the things or end-point devices:
sensors, actuators, automobiles, RFID tags, etc. In the network layer, data transmission
among the other layers is managed via different standards and protocols like 6LoW-
PAN, IPSec,.. Meanwhile, both application and services provided for users operate in
the application layer. In this scenario the basic security requirement of the IoT is in
integration of security in physical layer for data acquisition, in the transportation layer
for data exchange and in application in order to guarantee the confidentiality, integrity
and availability of data.

Many corresponding security solutions are provided for each layer. Cryptographic
approach brings effective solutions to security problems of IoT systems. It appears in all
stack levels: physical devices, communication systems, and networks. Encrypted data,
which leaves a sensor and passes through gateways, mobile devices, and cloud systems,
is not decrypted until viewed by an end-user. Each phase maintains a public key that is
used to verify the authenticity of the next component loaded in the boot process. Trust
Platform Module(TPM) is one particularly popular mechanism for key security. Cryp-
tographic protocols are not dispensable from TLS and DTLS for MQTT and CoAP to
network security. However, due to the many constraints of IoT devices, traditional cryp-
tographic protocols are no longer suited to all IoT environments. So, various lightweight
cryptographic algorithms and protocols have been proposed to secure data on IoT net-
works. There are some recent lightweight cryptographic protocols to secure IoT net-
works in resource-restricted systems such as LSC [4], PRESENT [5], SIMON/SPECK
[6], AES-CCM/GCM [7], CRYPTREC,… It is so hard to choose appropriate lightweight
cryptographic protocols to balance between security and performance. In our article, we
proposed a protocol testing method for lightweight cipher by using Hellman’s method
TMTO [8].

The paper is organized as follows: Sect. 2 provides prevention corresponding meth-
ods and security solutions as well as their requirements. Section 3 discusses about
lightweight cryptography in IoT environments and proposed testing approach with
experiment results on Present-32bit. Finally, Sect. 4 concludes the paper.

2 Countermeasures and Security Solutions for IoT Systems

IoT requires security measures across three layers: the perception layer for data col-
lection, the network layer for routing and transmission, and the application layer to
ensure confidentiality, authentication, and data integrity. Establishing a secure IoT envi-
ronment requires the meticulous integration of robust security practices throughout the
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entire development and operational lifecycle of devices. There are many mechanisms to
ensure system safety such as: software running on IoT must be licensed; devices par-
ticipating in the network need to authenticate themselves first to start transmitting data;
setting up the firewall in the IoT network to filter packets sent to device, controlling traffic
to ensure optimal use of capabilities limited handling; the device must receive patches
and software updates in a way does not consume too much energy or compromise the
safety of the device.

2.1 A. Type of Countermeasures to Attacks and Security Solutions in IoT systems

Authentication and Identity Management
The application scope of IoT is diverse in many fields, ranging from smart homes and
smart cities to wearable devices, electronic health. Remarkably, it can even connect a
number of billions of devices (forecasts indicate that by 2030, the average person will
possess around 15 connected devices) [27]. The network consists of a large number of
authenticated IoT devices that exchange information with each other. Authentication
is the mainstay of the IoT network because all components undergo an authentication
process before establishing communication. Communication on an IoT network can be
person-to-machine,machine-to-machine and person-to-person.Nevertheless, traditional
authentication methods can not be used directly in IoT networks due to the limitations of
computing power and storage capacity. Consequently, addressing authentication chal-
lenges is crucial, especially when multiple users and devices require mutual authenti-
cation, emphasizing the importance of devising appropriate authentication management
strategies [28].

Privacy and Access Control
Privacy emerges as a critical concern in IoT security, primarily due to the ubiquitous
nature of the IoT environment. Data is exchanged over the internet, rendering user
privacy a sensitive object. Personal information such as health data and travel schedules
collected by IoT devices, as well as their sharing and management within the system,
are also security issues that warrant thorough study. Such sensitive data within the IoT
ecosystem could serve as an open invitation for attackers to exploit them in various ways.
Access control means controlling access to resources by granting or denying them based
on diverse set of criteria. Authorization is typically employed to enforce access controls
effectively, fostering a secure connection between multiple devices and services. The
main issue to be addressed in this scenario is making access control rules easier to create,
understand and manipulate. There are some papers about those solutions as [29, 30, 31].

Intrusion Detection System
Intrusion is an unnecessary or malicious activity that is dangerous to sensor nodes. An
Intrusion Detection System (IDS) [32] is used to monitor and detect malicious traffic
within a network. IDS can be implemented as either software or hardware tools. It
scrutinizes and investigates machine and user actions, identifying signatures of well-
known attacks and categorizing malicious network activity. The IDS works as an alarm
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or network observer, it avoids system damage by generating alerts before attackers
initiate an attack.

Encryption
Security at the endpoints between IoT devices and Internet hosts is a matter of great
importance. In the IoT world, an immense volume of raw data is continuously collected,
necessitating real-time sensor data streams and techniques to transform this raw data into
usable knowledge. Merely applying cryptographic schemes for encryption and authen-
tication codes to packets is insufficient for resource-constrained IoT environments. End-
to-end security in IoT ensures that both communication endpoints can confidently rely
on the fact that their communication remains invisible to unauthorized parties, and data
in transit remains unaltered. Some illustrative examples include [33] and [34].

2.2 Requirements and Criteria for Security Solutions in IoT Systems

Lightweight Solution.
Manufacturers typically produce most IoT equipment with low memory, computation
capabilities, communication bandwidths, and power supplies. However, classical secu-
rity algorithms do not perform optimally on IoT devices with such limited capabilities.
The resource constraints posed by IoT devices present a significant challenge, necessitat-
ing the design of lightweight algorithms to ensure data confidentiality and integrity in the
IoT environment, as well as to support real-time fog-based IoT services. Consequently,
there is a demand for security systems that offer lightweight solutions.

Heterogeneity
IoT systems are diverse and interconnected through vast networks, resulting in variations
in computing capabilities for running encryption algorithms. Constantly incorporating
newly developed hardware platforms into IoT operating systems is essential. The prolif-
eration of numerous IoT operating systems and the presence of heterogeneous devices
present a challenge known as interoperability. Ensuring interoperability among security
protocols implemented at different layers becomes critical for standardizing an effec-
tive IoT security mechanism. Likewise, achieving interoperability in access policies for
multiple users and organizations poses a challenge for access control models. Moreover,
IoT/IIoT devices are manufactured by various vendors, each adhering to its own set
of standards, leading to conflicts when attempting to secure such devices. To address
these challenges, a comprehensive and standardized IoT/IIoT framework must be estab-
lished, integrating data models, ontologies, and data formats with protocols, applica-
tions, and services to ensure the interoperability and integrity of IoT/IIoT mechanisms,
applications, and services.

Standardization
In case one of the things fails and stops sending data, it is necessary to discover another
thing that can provide a similar set of data. IoT devices are not regularly updated due
to their large number and geographical location so a universal standard is needed for
security solutions to be deployed and run on all old and new devices.
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3 Cryptography Deployments in the IoT

As per IoT reference architecture, IoT security has five functional components, iden-
tity management, authentication, authorization, key exchange and administration, trust,
and reputation. Cryptographic primitives play a crucial role in achieving these objec-
tives. There are two types of encryption algorithms which are known as asymmetric
and symmetric key algorithms. The data encryption algorithms based on asymmetric
keys such as RSA and ECC, offer a high level of security. But they are not prefer-
able for IoT and WSN devices due to their limited resources like processing power,
memory, and storage. Besides, data encryption algorithms based on symmetric keys
like DES and AES, although they require less computational power and storage, still
necessitate key exchange schemes or pre-stored keys. Symmetric ciphers serve mainly
for message integrity checks, entity authentication, and encryption, whereas asymmetric
ciphers additionally provide key-management advantages and nonrepudiation. However,
IoT devices are characterized by limited computational power, limited memory, limited
power supply, and limited battery life. These underscore the need to develop Lightweight
Cryptographic (LWC) algorithms to ensure information security effectively.

These include algorithms that are fast, responsive, more energy and storage efficient
than conventional encryption and decryption algorithms, and powered by optimized
crypto engines. They are equipped with optimized crypto engines and typically exhibit
one or more advantageous features, including minimal hardware implementation size,
low computational demands formicroprocessors ormicrocontrollers, cost-effectiveness,
and robust security. It is difficult for a trade-off between security, cost, and performance
in cryptographic algorithms, the key length is correlated with security and cost tradeoff,
while the number of rounds in encryption provides a security, performance trade-off,
and hardware architecture. It’s generally easy to optimize any two of the three design
goals security and cost, security and performance, or cost and performance; however, it
is hard to optimize all three design goals simultaneously.

In 2013, NIST initiated a lightweight cryptography project to study the perfor-
mance of the current NIST-approved cryptographic standards on constrained devices
and to understand the need for dedicated lightweight cryptography standards, and if the
need is identified, to design a transparent process for standardization. NIST held two
Lightweight Cryptography Workshops in Gaithersburg, MD, to solicit public feedback
on the constraints and limitations of the target devices, requirements and characteristics
of real-world applications of lightweight cryptography [35]. In 2018, NIST published
the submission requirements and evaluation criteria for the LWC competition. After the
call, 57 algorithms were submitted to the competition. The NIST eliminated one of the
algorithms from these submissions as it did not fulfill the requirements. After the first
round, 32 algorithms were advanced to the second round. Subsequently, the third round
of the competition began in 2021 after NIST announced the finalists of the competition.

Several research papers [36] have already established a comparison comparing
software and hardware implementations of LWC algorithms.
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3.1 Protocol Testing Method

Present-32 [5] is an ultra-lightweight cryptographic algorithm designed from AES and
replaces eight S-boxes with just one (Fig. 1). Present is one of the top 10 algorithms
that efficiently use memory, hardware, power consumption and small block and key size
[37].

Fig. 1. The scheme of Present Cipher

Since its establishment, Present Cipher has been analyzed by researchers to evalu-
ate the performance and security of several projects, including [38, 39, 40], and [41].
We employ a cryptanalytic time-memory trade-off method called Hellman and its mod-
ifications (DP and Rainbow) to attack the block cipher Present −32 bit. This algorithm

enables the cryptanalysis of any N-key symmetric cryptosystem in O(N
2/3) operations

with O(N
2/3) storage, provided a precomputation of O(N) is performed beforehand.

Algorithm involves creating a table from the beginning to the end of the encrypted
string, sorted by the end point to expedite the search for the key. If the key has not
appeared yet, we consider another series. Theoretically, for a cryptosystem with a key
space of N, we need to create a table of mt = N , where m is the number of the strings,
and t is the length of each string. However, there are some challenges related to circular
loops or two intersecting chains reduce the probability of finding the key. Therefore,
we need to compute the evaluation of the relationship between m and t to determine
the optimal number of strings and string length for the best performance. In addition,
we tested other methods developed based on Hellman’s algorithm, such as DP and RB
methods.

Method Hellman for block ciphers includes preliminary and operational stage. In
first stage, we make a table with m rows and 2 columns (created from metrix Hellman).
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Formula of block ciphers like C = Ek(P), where P – plaintext, C – ciphertext
withlength n, k – key with length l. Besides, we use reductional functions f: Vn → Vl :
f (k) = R(Ek(P)).

In preliminary stage, we implement the following calculations to create a Hellman
matrice[8]:

SP1 = X1,1 →f X1,2 →f X1,3 →f . . . . →f X1,t−1 →f X1,t = EP1

SP2 = X2,1 →f X2,2 →f X2,3 →f . . . . →f X2,t−1 →f X2,t = EP2

SPm = Xm,1 →f Xm,2 →f Xm,3 →f . . . . →f Xm,t−1 →f Xm,t = EPm

where Xi,j = f
(
Xi−1,j−1

) = R
(
EXi−1,j−1(P)

)
, i ∈ 1,m, j ∈ 1, t

Randomly choose m starting points SP1, SP2, SP3, . . . , SPm from the set of possible
keys. Createm chains of length t. Only pairs (SPi,EPi) i ∈ 1,mwill be stored inmemory,
sorted byEPi.

X0 = C,X1 = EX0(P),X2 = EX1(P), . . .

In operation stage, if ∃i ∈ 1, t,Xi = EPjj ∈ 1,m, C belongs to the j-th step. The key
k lies in front of C on the j-th node of the chain, so

Y0 = SPj,Y1 = EY0(P), . . .

Find C = Yt−i = EYt−i−1(P), then the key k = Yt−i−1 was found.
For efficient search, it is proposed to use several Hellman matrices with different

functions of the form fi = Ri(f (x)), Ri modificational function of f.

3.2 Testing Result

We evaluate and compare the memory and time optimization as well as the probability
of success of several methods in Table 1.

Table 1. Comparison table of cryptanalysis algorithms with Present cipher

Algorithm Time
complexibility

Data
complexibility

Attack
rounds

Possibility Reference

Biclique 279.63 223 32 [39]

Correlation Power 256 32 0.8 [40]

Differential 264 264 KP 16 0.99 [41]

Multidimensional
linear

272 264 KP 26 0.95 [42]

Hellman 222 227 32 0.61 Our result
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Table 2. Correlation between string quantity and string length

Length t 100 200 500 1000 5000 10000

Chain numbers
(log2)

HM 19.98 19.97 19.91 19.83 19.34 18.88

DP 14.17 14.46 14.46 14.49 14.49 14.47

RB 19.98 19.96 19.81 19.83 19.31 18.83

We calculated the sequence number from 220 keys, increasing the length from 100
to 10000. Our test was implemented in PC Core-i5 6300HQ RAM 8GB.The calculation
result is (Table 2).

If the string is too long, it will take longer to find the key, and it is easy to cycle or
cross between two strings with different starting points.

Table 3 describes the correlation between chain length and properties of DP.

Table 3. The average length of the initial 1000-point sequence.

d tmin - tmax Theory Experiment Chain number

10 8–12 10.21 10.18 891

11 9–13 11.21 12.38 738

12 10–14 12.21 12.36 510

13 11–15 13.21 13.28 299

Table 4. Result in 1000 experiences with 3 methods

Methods Memory Time attack Successful possibility

Brute-force attack 64 GB 1

Hellman attack 150 MB 4 min 0.62

Rainbow attack 163 MB 5 min 0.64

DP attack 42 MB 1 min 0.61

The larger the string length, the more strings with repeated endpoints. Specifically,
the average length increased from 210 to 213, the number of chains decreased nearly 3
times (Table 2).

Through the calculation and analysis process, we selected m, t, r, as shown below,
and compared three algorithms in terms of memory, time, and success probability.

Hellman’s method: m = 2^16, t = 2^12, r = 104.
DP method: m = 2^16, t = 2^16, r = 426, d = 12.
RM method: m = 2^16, t = 2^12, r = 139.
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4 Conclusion

The main goal of this paper was to provide an explicit survey of the most significant
aspects of IoT, with particular focus on the security challenges involved in the Internet
of Things. Furthermore, we assess the necessity for lightweight cryptography in the IoT
networks and propose a testing method for lightweight cipher PRESENT-32bit. We con-
ducted a comparison between our method and some other cryptanalysis methods that
have been implemented with the PRESENT cipher, such as differential cryptanalysis,
MITM and side-channel attack,… Additionally, we performed an analysis of memory,
time implementation, as well as success possibility of our testing method and its modi-
fications. In further research, we will explore a possible method that will speed up a real
attack by utilizing distributed key lookup over the IoT network, where tables are looked
up in parallel. We also plan to implement the testing method on more other lightweight
cryptographic algorithms and analyze results. Moreover, we need modify the key size
of PRESENT cipher and avoid using ECB mode in the implementation.
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sniffing in large IoT networks. IEEE Access 10, 105101–105110 (2022)

20. Andreica, G.R., Bozga, L., Zinca, D., Dobrota, V.: Denial of service and man-in-the-middle
attacks against IoT devices in a GPS-based monitoring software for intelligent transporta-
tion systems. In: 2020 19th RoEduNet Conference: Networking in Education and Research
(RoEduNet) (2020)

21. Sunardi, A.: Yudhana and Furizal, “Tsukamoto fuzzy inference system on internet of things-
based for room temperature and humidity control,.” IEEE Access 11, 6209–6227 (2023)

22. Gomez,C., Chessa, S., Fleury,A., Roussos,G., Preuveneers,D.: Internet of things for enabling
smart environments: a technology-centric perspective. J.Ambient Intell. SmartEnviron.11(1),
23–43 (2019)

23. Tabaa, M., Monteiro, F., Bensag, H., Dandache, A.: Green industrial internet of things from
a smart industry perspectives. Energy Rep. 6, 430–446 (2020)

24. Park, M., Oh, H., Lee, K.: Security risk measurement for information leakage in IoT-based
smart homes from a situational awareness perspective. Sensors 19(9), 2148 (2019)

25. Altayaran, S., Elmedany,W.: Security threats of application programming interface (API’s) in
internet of things (IoT) communications. In: 4th Smart Cities Symposium (SCS 2021) (2021)

26. Balliu, M., Bastys, I., Sabelfeld, A.: Securing IoT Apps. IEEE Secur. Privacy 17(5), 22–29
(2019)

27. Zikria, Y.B., Ali, R., Afzal, M.K., Kim, S.W.: Next-generation internet of things (IoT):
opportunities, challenges, and solutions. Sensors, vol. 21(4), 1174 (2021)

28. El-Hajj, M., Fadlallah, A., Chamoun, M., Serhrouchni, A.: A Survey of Internet of Things
(IoT) Authentication Schemes. Sensors 19(5), 1141 (2019)

29. Ding, S., Cao, J., Li, C., Fan, K., Li, H.: A Novel attribute-based access control scheme using
blockchain for IoT. IEEE Access 7, 38431–38441 (2019)

30. Mandal, S., Bera, B., Sutrala, A.K., Das, A.K., Choo, K.K.R., Park, Y.: Certificateless-
Signcryption-Based Three-Factor User Access Control Scheme for IoT Environment. IEEE
Int. Things J. 7(4), 3184–3197 (2020)

31. Li, D., Han, D., Crespi, N., Minerva, R., Li, K.-C.: A blockchain-based secure storage and
access control scheme for supply chain finance. J. Supercomput. 79(1), 109–138 (2023)



Security Challenges and Lightweight Cryptography 305

32. Qaddoura, R., M. Al-Zoubi, A., Faris, H., Almomani, I.: Amulti-layer classification approach
for intrusion detection in IoT networks based on deep learning. Sensors 21(9), 2987 (2021)

33. Hamza, R., Yan, Z., Muhammad, K., Bellavista, P., Titouna, F.: A privacy-preserving
cryptosystem for IoT E-healthcare. Inf. Sci. 527, 493–510 (2020)

34. Perazzo, P., Righetti, F., La Manna, M., Vallati, C.: Performance evaluation of attribute-based
encryption on constrained IoT devices. Comput. Commun. 170, 151–163 (2021)

35. McKay, K., Bassham, L., Sönmez Turan, M., Mouha, N.: Report on Lightweight Cryptogra-
phy. In: NIST (2017)

36. Tropea, M., Spina, M.G., De Rango, F., Gentile, A.F.: Gentile, “security in wireless sensor
networks: a cryptography performance analysis at MAC Layer. Future Internet, 14(5), 145
(2022)

37. Thakor, V.A., Razzaque, M.A., Khandaker, M.R.A.: Lightweight cryptography algorithms
for resource-constrained IoT devices: a review, comparison and research opportunities. IEEE
Access 9, 28177–28193 (2021)

38. Pareek, M., Mishra, G., Kohli, V.: Deep learning based analysis of key scheduling algorithm
of PRESENT cipher. IACR Cryptol. ePrint Arch. 2020, 981 (2020)

39. Jithendra, K.B., Shahana, T.K.: NewBiclique cryptanalysis on full-round PRESENT-80 block
cipher. SN Comput. Sci. 1(2),(2020). https://doi.org/10.1007/s42979-020-0103-z

40. Lo,O., Buchanan,W.J., Carson,D.: Correlation power analysis on the PRESENTblock cipher
on an embedded device. In: Proceedings of the 13th International Conference on Availability,
Reliability and Security (2018)

41. Vaudenay, S. (ed.): Progress in Cryptology – AFRICACRYPT 2008: First International Con-
ference on Cryptology in Africa, Casablanca, Morocco, June 11-14, 2008. Proceedings.
Springer Berlin Heidelberg, Berlin, Heidelberg (2008)

42. Pieprzyk, J.: The 10th Cryptographers’ Track at the RSA Conference 2010, San Francisco,
CA, USA, March 1–5, 2010. Proceedings, Springer 2010, 302–307 (2010)

43. Oechslin, P.: Making a faster cryptanalytic time-memory trade-off. In: Advances in Cryptol-
ogy – CRYPTO 2003. Springer-Verlag, Boston (2003)

44. Perry, L.: IoT Security. In: Internet of Things for Architects, p. 515. Packt Publishing Lt,
Mumbai (2018)

45. Wheeler, D.M., Fagbemi, D.D.: Security architecture for real IoT systems. In: The IoT
architect’s guide to attainable security and privacy, Boca Raton, CRC Press, p. 497 (2020)

https://doi.org/10.1007/s42979-020-0103-z


The Prediction Model of Water Level in Front
of the Check Gate of the LSTM Neural Network

Based on AIW-CLPSO

Linqing Gao1,2, Dengzhe Ha3(B), Litao Ma4, and Jiqiang Chen4

1 School of Water Conservancy and Hydroelectric Power, Hebei University of Engineering,
Handan 056038, China

2 Hebei Key Laboratory of Intelligent Water Conservancy, Handan 056038, China
3 School of Civil Engineering, Tianjin University, Tianjin 300072, China

hadengzhe001129@163.com
4 School of Mathematics and Physics Science and Engineering, Hebei University of

Engineering, Handan 056038, China

Abstract. The water level in front of the check gate of water transfer projects
is affected by physical factors such as rainfall, terrain and hydraulic structures.
Its fluctuation trend has strong non-linear and stochastic characteristics, and it is
difficult to predict accurately and efficiently by hydrodynamic model. To solve the
problem of predicting water level in front of check gate, a long short termmemory
(LSTM) neural network based on adaptive inertia weight comprehensive learning
particle swarm optimization algorithm (AIW-CLPSO) is proposed. The AIW and
CLPSO are adopted to improve the global optimization ability and convergence
velocity of PSO in the proposed model. The model was applied to the water level
prediction in front of the Chaohu Lake check gate. The example of the water level
prediction in front of the Chaohu Lake check gate shows that the proposed model
can obtain the optimal parameters of LSTM neural network, which overcomes the
limitations of difficult parameter selection and inaccurate prediction.

Keywords: Particle swarm optimization · long short term memory neural
network · adaptive inertia weight · comprehensive learning particle swarm
optimization · water level prediction

1 Introduction

Water resources scheduling is an effective means of alleviating the uneven distribution
and shortage of water resources. The main forms include water resources scheduling
of river basins and water resources scheduling of water transfer projects. The large
water transfer projects mainly achieve water resources scheduling by setting hydraulic
structures such as pumping station, check gate, and inverted siphon. The main functions
of check gate include water conveyance, flood control, and ecosystem protection. The
water level in front of check gate is an important control index for operatingwater transfer
projects. Predicting the water level in front of the check gate is of great significance for
water regulation, hydraulic engineering safety and ecosystem protection.
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Deep learning is a research field that has developed rapidly in recent years. Origi-
nally, it is a branch of machine learning, which summarizes general laws from limited
samples through algorithms, and the laws can be applied to data analysis [1]. The LSTM
neural network introduces a gating mechanism to control the velocity of information
accumulation, which includes selectively adding new information and forgetting the
previously accumulated information. It is outstanding in the field of time series data
prediction by virtue of its advantages [2].

In recent years, scholars at home and abroad have applied LSTM neural networks to
predict hydrological time series. Hu et al. verified that the LSTM network has high pre-
diction accuracy in terms of rainfall and runoff [3]. Zhang et al. studied the applicability
of the LSTM network model in water level prediction and verified its accuracy [4]. To
improve the efficiency and accuracy of LSTM prediction, some scholars have applied
the combination of swarm optimization intelligent algorithm and the LSTM to study the
prediction of hydrological time series. Xu et al. used the particle swarm optimization
(PSO) algorithm to optimize the LSTM hyper-parameters, which improved the learning
ability of the hydrological time series characteristics of the model and flood forecast-
ing accuracy in different regions [5]. Du et al. proposed a kernel density estimation
method based on the PSO algorithm, and combined it with the LSTM prediction model,
to obtain the prediction interval of urban water storage [6]. Therefore, it is fair to say
that the combination of the PSO and LSTM effectively improves the prediction ability
of the LSTM.

The PSO can easily fall into locally optimal solution prematurely when dealing
with multimodal problems, and its convergence velocity is slow. To improve the global
optimization ability and the convergence efficiency of the optimal solution, this study
proposes an adaptive inertia weight comprehensive learning particle swarm optimization
(AIW-CLPSO) LSTM hyper-parameters optimization algorithm. Combined with the
water level data in front of the Chaohu Lake check gate, the validity and stability of the
LSTM hyper-parameters optimization algorithm based on AIW-CLPSO are verified,
through the comparative analysis with the prediction results of LSTM and PSO-LSTM,
and the application of the LSTM hyper-parameters optimization algorithm based on the
AIW-CLPSO in predicting water level in front of the check gate at different time scales
is explored.

2 LSTM Neural Network Based on Adaptive Inertia Weight
Comprehensive Learning Particle Swarm Optimization

2.1 Comprehensive Learning Particle Swarm Optimization

The PSO algorithm uses the individual best position and global best position of particles
to update the velocity and position of the particles. This method has a high convergence
velocity, but it will reduce the population diversity and easily fall into the local optimal
value in the multimodal state. To increase population diversity, Liang et al. proposed
a comprehensive learning particle swarm optimization (CLPSO) algorithm [7]. This
algorithm uses the individual best position of all particles to update the velocity and
position of the particles.
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The CLPSO algorithm has a strong exploration ability and performs prominently
in dealing with multimodal problems [7]. It has a low convergence velocity because it
cancels the learning link to the global best position.

2.2 Adaptive Updating Inertia Weight Strategy

The choice of inertia weight in the PSO algorithm, which is related to the convergence
performance of the entire algorithm, is extremely important. The large value is conducive
to global search, and the convergence velocity is fast, but it is difficult to achieve an
accurate solution; The small value is good for local search and can achieve a more
accurate solution, but it has a slow the convergence velocity.

In this study, the nonlinear adaptive inertia weight (AIW) coefficient formula is
adopted to improve the convergence velocity of the CLPSO. The specific expression
formula is as follows [8]:

ωi =
{

ωmin + (ωmax−ωmin)(fi−fmin)

(favg−fmin)
, fi ≤ favg

ωmax, fi > favg
(1)

where ωmax and ωmin are the maximum and minimum values of the inertia weight of
the particle respectively. fi indicates the fitness value of the ith particle. favg and fmin are
the average and minimum fitness value, respectively, of all current particles. The inertia
weight increases when the fitness value of each particle is consistent or locally optimal,
and it decreases discretely.

2.3 Adaptive Inertia Weight Comprehensive Learning Particle Swarm
Optimization

Combining the AIW and CLPSO, the obtained Adaptive inertia weight comprehen-
sive learning particle swarm optimization (AIW-CLPSO) not only has fast conver-
gence velocity but also has strong exploration ability and adaptability. Therefore, its
optimization effect is ideal.

2.4 LSTM Neural Network Model Based on AIW-CLPSO

In this study, the three layer hidden layer of the LSTM is selected. The LSTM has four
hyper-parameters that have an important impact on the prediction performance of the
model, such as the number of neurons in the LSTMhidden layer (L1,L2,L3) and learning
batch size (batch_size). The four key hyper-parameters are selected as the characteristics
of particle optimization. The fitness function (F) of an individual population with LSTM
hyper-parameters is defined as follows [9]:

F = 1

2

⎡
⎣ 1

P

P∑
p=1

∣∣∣∣yp − ŷp
yp

∣∣∣∣ + 1

Q

Q∑
q=1

∣∣∣∣yq − ŷq
yq

∣∣∣∣
⎤
⎦ (2)

where P and Q are the numbers of the training set and verification set data, respectively.
yp and ŷp are the real and predicted values of the training set, respectively. yq and ŷq
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are the real and predicted values of the validation set, respectively. In PSO, the error
function between the real and predicted values of the training set is considered the
fitness function, but the verification set can be used to verify whether the model is over-
fitted. The verification set error also has an important impact on the selection of model
parameters. The average value of the two errors is selected in this study.

The LSTM model is adjusted and optimized using the AIW-CLPSO. We propose
a LSTM neural network model based on the AIW-CLPSO. Figure 1 depicts a specific
model.

Fig. 1. A flowchart of the LSTM neural network model based on the AIW-CLPSO.

3 An Example of Water Level Prediction in front of Chaohu Lake
Check Gate

This section analyzes the effectiveness of the proposed LSTM neural network based on
the AIW-CLPSO by predicting the water level in front of the Chaohu Lake check gate
and compares it with the prediction results of the LSTM and PSO-LSTM.

The water level in front of the Chaohu Lake check gate from January 1, 2015, to
December 31, 2017, was selected as the training and validation sets, and the water level
from January 1, 2018, to June 24, 2018, was selected as the test set, in which the water
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level monitoring frequency is 1h. The water level in front of the Chaohu Lake check
gate 24h before the water level to be predicted was selected as the input data, and the
predicted water level data in steps of 1h is selected as the output data.

To solve the problem of insufficient prediction accuracy of a single model, the PSO
and AIW-CLPSO are used to optimize the LSTM hyper-parameters.

Related parameter settings: inertia weight is 0.8 and learning factor is 2 in the basic
PSO. The LSTM neural network is composed of an input layer, three LSTM hidden
layers, and an output layer. The maximum number of evolutionary iterations in the PSO
and AIW-CLPSO is 30, and the population size is 20. The minimum inertia weight
ωmin = 0.4 and maximum inertia weight ωmax = 0.9 in the AIW-CLPSO. The value
range of the number of the three hidden layer cells in the LSTM is L1,L2,L3 ∈ [1, 256]
and the learning batch size is batch_ size ∈ [5, 128]. The output data is the predicted
water level with a step length of 1 h.

Table 1 shows that the NSE of the three models is greater than 0.97, RMSE is less
than 0.04, and MAE is less than 0.03. Among them, the AIW-CLPSO-LSTMmodel has
excellent performance and each evaluation index is also the best, followed by the PSO-
LSTM. Therefore, the AIW-CLPSO-LSTM has the highest accuracy in the prediction
experiment.

Table 1. Evaluation Index of each model on the test set

Prediction Model Evaluation Index

NSE RMSE/m MAE/m

LSTM 0.9773 0.0337 0.0224

PSO-LSTM 0.9840 0.0283 0.0182

AIW-CLPSO-LSTM 0.9851 0.0273 0.0174

According to the AIW-CLPSO-LSTM model and experimental process, particles
comprehensively learn the optimal dimensions of each individual to obtain a large
amount of disturbance in the early stage of the AIW-CLPSO iteration. This enlarges
the optimization space of the problem, improves the diversity of the particle population,
and obtains a larger solution space.

4 Conclusions

In this study, an LSTMneural network based on the AIW-CLPSO algorithm is proposed,
and its application in predicting water level in front of a check gate at different time
scales is explored. From the construction process of the optimization algorithm, and
experimental results of the model, the following can be observed:

1. The LSTM neural network based on the AIW-CLPSO algorithm proposed in this
study has high prediction accuracy and stability in predicting the water level in front
of the check gate under different time scales. Simultaneously, it is also used to predict
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and analyze of other hydrological time series, which can be further explored and
improved.

2. Although the LSTM neural network based on AIW-CLPSO has high accuracy and
stability in the prediction of water level in front of the check gate, there is still a
big gap in the prediction of extremely high or extremely low water level. Control-
ling extremely high or extremely low water level in front of the check gate is of
great significance for water scheduling, hydraulic engineering safety and ecosystem
protection, which will be the focus of our next research.
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