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Abstract. Secretary-General Anténio Guterres launched the United
Nations Strategy and Plan of Action on Hate Speech in 2019, recog-
nizing the alarming trend of increasing hate speech worldwide. Despite
extensive research, benchmark datasets for hate speech detection remain
limited in volume and vary in domain and annotation. In this paper, the
following research objectives are deliberated (a) performance compar-
isons between multi-task models against single-task models; (b) perfor-
mance study of different multi-task models (fully shared, shared-private)
for hate speech detection, considering individual dataset as a separate
task; (c) what is the effect of using different combinations of available
existing datasets in the performance of multi-task settings? A total of
six datasets that contain offensive and hate speech on the accounts of
race, sex, and religion are considered for the above study. Our analysis
suggests that a proper combination of datasets in a multi-task setting
can overcome data scarcity and develop a unified framework.
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1 Introduction

Our world’s communication patterns have changed dramatically due to the rise
of social media platforms, and one of those changes is an increase in improper
behaviors like the usage of hateful and offensive language in social media posts.
On 15 March 2021, an independent United Nations human right expert said
that social media has too often been used with “relative impunity” to spread
hate, prejudice and violence against minorities’. Hate speech [15] is any com-
munication that disparages a person or group on the basis of a characteristic
such as color, gender, race, sexual orientation, ethnicity, nationality, religion, or
other features. Hate speech detection is crucial in social media because it helps
in ensuring a safe and inclusive online environment for all users. Even though
social media platforms provide space for people to connect, share, and engage
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with each other, the anonymity and ease of access to these platforms also make
them attractive platforms for those who engage in hate speech.

Hate speech has serious consequences and can cause significant harm to its
targets. It can lead to increased discrimination, bullying, and even physical vio-
lence. Moreover, it can contribute to the spread of misinformation, stoke fear
and division, and undermine the fabric of society. The harm that hate speech
causes is amplified in online spaces, where the reach and impact of messages
can be much greater than in the real world. According to the Pew Research
Center, 40% of social media users have experienced some sort of online harass-
ment?. According to the FBI, there were 8,263 reported hate crime incidents
in 2020, which represents an increase of almost 13% from the 7,314 incidents
reported in 20193. Between July and September 2021, Facebook detected and
acted upon 22.3 million instances of hate speech content?. A study found that
from December 2019 to March 2020, there was a substantial 900% surge in the
number of tweets containing hate speech directed towards Chinese people and
China®. These hate posts that are supposedly safe on social media create real-
world violence and riots. This warrants the requirement for the detection and
control of hate speech.

That is why social media companies have taken steps to detect and remove
hate speech from their platforms. This is a challenging task, as hate speech often
takes many different forms and is difficult to define. In addition, there is often a
fine line between free speech and hate speech, and companies must balance these
competing interests while still protecting users from harm. It is important to note
that hate speech detection is not just a technical challenge, it is also a societal
challenge. Companies must understand the cultural and historical context of
hate speech to develop policies and algorithms that are fair and effective. It is
also important to ensure that hate speech detection does not undermine freedom
of expression, or discriminate against marginalized groups.

Over the last decade, plenty of research has been conducted to develop
datasets and models for automatic online hate speech detection on social
media [17,25]. The efficacy of hate speech detection systems is paramount
because labeling a non-offensive post as hate speech denies a free citizen’s right
to express himself. Furthermore, most existing hate speech detection models
capture only single type of hate speech, such as sexism or racism, or single
demographics, such as people living in India, as they trained on a single dataset.
Such types of learning negatively affect recall when classifying data that are not
captured in the training examples. To build an effective machine learning or deep
learning-based hate speech detection system, a considerable amount of labeled
data is required. Although there are a few benchmark data sets, their sizes are
often limited and they lack a standardized annotation methodology.

2 https://www.pewresearch.org/internet/2017/07/11 /online-harassment-2017/.

3 https://www.fbi.gov/news/press-releases/fbi-releases-2019-hate-crime-statistics.

4 https://transparency.fb.com/data/community-standards-enforcement /hate-
speech/facebook/.

5 https://11ght.com/Toxicity _during_coronavirus_Report-L1ght.pdf.
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In this work, we address three open research questions related to building a
more generic model for textual hate speech detection.

(i) RQ1: Does multi-task learning outperform single-task learning and single
classification model trained using merged datasets? This research question
pertains to the advantage of multi-task learning for various datasets over
other training strategies. When multiple datasets are available, the most
intuitive method of training is to merge the datasets and train the model in
a single-task learning setting. Different datasets are considered individual
tasks in multi-task settings.

(i) RQ2: Which type of multi-task model performs the best across a wide
range of benchmark datasets? Two widely used multi-task frameworks, Fully
shared (FS) and Shared private (SP) with adversarial training (Adv), have
been explored to investigate which one is preferable for handling multiple
datasets.

(iii) RQ3: What combination of datasets improve or degrade the performance of
the multi-task learning model? This question addressed the effect of different
dataset combinations on model performance. Different dataset combinations
bring knowledge from various domains. For n datasets (n >= 2), there are
(2" —n—1) possible combinations, each containing at least two datasets. The
study on the improvement of performance on the grounds of complementary
or contrasting properties of datasets plays an important role in the selection
of datasets for multi-task learning.

This current paper addresses the above-mentioned questions by developing
three multi-task learning models: fully shared, shared-private, and adversarial,
as well as presenting insights about dataset combinations and investigating the
performance improvement of multi-task learning over single-task learning and a
single model trained using a merged dataset.

2 Related Work

Text mining and NLP paradigms have previously been used to examine a vari-
ety of topics related to hate speech detection, such as identifying online sexual
predators, detecting internet abuse, and detecting cyberterrorism [22].
Detecting hateful and offensive speech presents challenges in understand-
ing contextual nuances, addressing data bias, handling multilingual and code-
switching text, adapting to the evolving nature of hate speech, dealing with sub-
jectivity and ambiguity, countering evasion techniques, and considering ethical
considerations [6]. These challenges necessitate robust and adaptable method-
ologies, including deep learning and user-centric approaches, to enhance hate
speech detection systems. A common approach for hate speech detection involves
combining feature extraction with classical machine learning algorithms. For
instance, Dinakar et al. [3] utilized the Bag-of-Words (BoW) approach in con-
junction with a Naive Bayes and Support Vector Machines (SVMs) classifier.
Deep Learning, which has demonstrated success in computer vision, pattern
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recognition, and speech processing, has also gained significant momentum in
natural language processing (NLP). One significant advancement in this direc-
tion was the introduction of embeddings [14], which have proven to be useful
when combined with classical machine learning algorithms for hate speech detec-
tion [13], surpassing the performance of the BoW approach. Furthermore, other
Deep Learning methods have been explored, such as the utilization of Convolu-
tional Neural Networks (CNNs) [27], Recurrent Neural Networks (RNNs) [4], and
hybrid models combining the two [9]. Another significant development was the
introduction of transformers, particularly BERT, which exhibited exceptional
performance in a recent hate speech detection competition, with seven out of
the top ten performing models in a subtask being based on BERT [26].

2.1 Works on Single Dataset

The work by Watanabe et al. [25] introduced an approach that utilized unigrams
and patterns extracted from the training set to detect hate expressions on Twit-
ter, achieving an accuracy of 87.4% in differentiating between hate and non-hate
tweets. Similarly, Davidson et al. [2] collected tweets based on specific keywords
and crowdsourced the labeling of hate, offensive, and non-hate tweets, developing
a multi-class classifier for hate and offensive tweet detection. In a separate study,
a dataset of 4500 YouTube comments was used by authors in [3] to investigate
cyberbullying detection, with SVM and Naive Bayes classifiers achieving overall
accuracies of 66.70% and 63% respectively. A Cyberbullying dataset was cre-
ated from Formspring.me in a study by authors in [20], and a C4.5 decision tree
algorithm with the Weka toolkit achieved an accuracy of 78.5%. CyberBERT,
a BERT-based framework created by [17], exhibited cutting-edge performance
on Twitter (16k posts), Wikipedia (100k posts) and Formspring (12k posts)
datasets. On a hate speech dataset of 16K annotated tweets, Badjatiya et al [1]
conducted extensive tests with deep learning architectures for learning semantic
word embeddings, demonstrating that deep learning techniques beat char/word
n-gram algorithms by 18% in terms of F1 score.

2.2 Works on Multiple Datasets

Talat et al. [23] experimented on three hate speech datasets with different anno-
tation strategies to examine how multi-task learning mitigated the annotation
bias problem. Authors in [21] employed a transfer learning technique to build
a single representation of hate speech based on two independent hate speech
datasets. Fortuna et al. [5] merged two hate speech datasets from different social
media (one from Facebook and another from Twitter) and examined that adding
data from a different social network allowed to enhance the results.

Although there are some attempts in building a generalized hate speech
detection model based on multiple datasets, none of them has addressed the
insight on (i) how to combine datasets; (ii) is multi-tasking better than single
task setup and a single model trained using merged dataset, (iii) which type of
multitasking is better: FS or SP.
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Table 1. Source, statistics and domain of six hate speech datasets used in our experi-
ments

Dataset | # Samples | # Classes and #Samples in each class Source Domain

D1 [2] |24783 3: Hate speech (1430), Offensive (19190), | Twitter Hate, Offensive
Neither (4163)

D2 [7] |10703 2: Non-hate (9507), Hate (1196) Stormfront forum | Race, Religion

D3 [24] | 10141 3: Racism (12), Sexism (2656), None | Twitter Race, Sexism
(7473)

D4 [12] | 7005 2: Non Hate-Offensive (4456), Hate and | Twitter Hate, Offensive
Offensive (4456)

D5 [16] | 10000 2: Non-hateful (5790), Hateful (4210) Twitter Immigrants, Sexism

D6 [11] | 31962 2: Non-hate (29720), Hate (2242) Twitter Race, Sexism

3 Dataset Description

Six datasets (Table 1) are selected in an attempt to understand the effect of using
multiple datasets and to conduct experiments. These datasets include examples
of hate, offensiveness, racism, sexism, religion, and prejudice against immigrants.
Even though the samples differ in terms of annotation style, domain, demogra-
phy, and geography, there is common ground in terms of hate speech.

4 Methodology

To investigate how multiple hate speech datasets can help in building a more
generalized hate speech detection model, we have experimented with two widely
used multi-task frameworks (Fig. 1), i.e., Fully shared and Shared Private, devel-
oped by [10]. In the feature extraction module (Fig.2), we employed Glove [18§]
and FastText [8] embedding to encode the noisy social media data efficiently. The
joint embedding is passed through a convolution layer followed by max pooling
to generate the local key phrase-based convoluted features. In the FS model,
the final output from the CNN module is shared over n task-specific channels,
one for each dataset (task). For the SP model, individual CNN representation
from each of the tasks is passed through the corresponding task-specific output
layer. In addition to task-specific layers, there is a shared layer (Fully Connected
layer) to learn task invariant features for the SP model. The adversarial loss is
added in model training to make shared and task-specific layers’ feature spaces
mutually exclusive [19].

5 Experimental Results and Analysis

This section describes the results of single task setting, multi-task setting of three
models for different combinations of 6 benchmark datasets. The experiments are
intended towards addressing the following research questions:

— RQ1: How does multi-task learning enhance the performance of hate speech
detection compared to single task learning and single task based on a merged
dataset?
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— RQ2: Which type of multi-task learning model provides the best results
among the three models?

— RQ3: Which combination of the benchmark datasets should be used for
obtaining the best results from multi-task learning?

The experiments were performed on 5-fold cross-validation on the datasets and
the results are evaluated in terms of accuracy value. The values mentioned inside
the brackets are the improvements or decrements in accuracy compared to single-
task learning. Keeping the size of the datasets in mind, a batch size of 8 was
found optimal and configurations such as the ReLU activation function, and
5e—4 learning rate were chosen and the models were trained for 20 epochs.

Table 2. Single-task learning performance with individual datasets and merged
datasets

Dataset Combination | Single Task
STL | Merged (All) | Merged (-D1)
D1 91.28 | 20.33 -
D2 87.6 | 84.96 88.97
D3 82.89 | 71.71 73.63
D4 63.81 | 63.74 64.88
D5 70.05 | 58.5 59.9
Dé 94.75 | 87.63 92.87

Table 3. Multi-task Learning Performance

Dataset Combination | Multi Task
FS FS - adv SP SP - adv

D1 92.68 (+1.40) | 93.63 (+2.35) | 95.04 (+3.76) | 95.59 (+4.31)
D2 90.20 (+2.60) | 89.02 (+1.42) | 88.70 (+1.10) | 89.53 (+1.93)
D3 83.81 (+1.12) | 83.62 (40.73) | 86.79 (+3.90) | 86.95 (+4.06)
D4 67.88 (+4.07) | 66.25 (42.44) | 66.10 (+2.29) | 65.53 (+1.72)
D5 71.45 (4+1.40) | 71.67 (+1.62) | 74.80 (+4.75) | 75.00 (+4.95)
D6 96.16 (+1.41) | 95.72 (40.97) | 96.70 (+1.95) | 96.78 (+2.03)

5.1 RQ1: Single Task vs Merging All vs Multi-task

In Table 2, the accuracy of single task learning is compared with a model trained
after merging all datasets and with a multitasking framework. It is evident from
this table that the performance of single-task learning is better than that of
the model trained using a merged version of all the datasets. However, when
dataset 1 which performed very poorly was removed from the merged set and
experiments are again conducted, the accuracy values for datasets 2 and 4 are
improved over the single-task learning accuracies. The selection of datasets that
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Table 4. Experimental results of Fully Shared, Shared Private models under multi-
task settings with 2 datasets combinations; Like, in (D3-D5) combination, 1st and 2nd
represent the performance of D3 and D5, respectively

Dataset Combination | Fully Shared Shared Private
1st 2nd 1st 2nd

D1-D2 93.33 (+2.05) | 90.19 (42.59) | 94.05 (+2.77) | 88.00 (+0.4)
D1-D3 93.55 (+2.27) | 83.34 (+0.45) | 94.01 (+2.73) | 84.07 (+1.18)
D1-D4 93.54 (+2.26) | 68.88 (+5.07) | 93.93 (+2.65) | 64.48 (40.67)
D1-D5 93.35 (+2.07) | 72.55 (42.50) | 93.40 (+2.12) | 74.60 (+4.55)
D1-Dé6 92.39 (+1.11) | 95.22 (40.47) | 94.61 (+3.33) | 95.51 (40.76)
D2-D3 89.86 (+2.26) | 83.39 (40.50) | 89.37 (+1.77) | 84.96 (+2.07)
D2-D4 90.55 (+2.95) | 67.74 (4+3.93) | 88.27 (+0.67) | 64.45 (40.64)
D2-D5 90.00 (+2.4) | 73.20 (+3.15) | 89.25 (+1.65) | 74.05 (+4.00)
D2-Dé6 90.43 (+2.83) | 95.52 (4-0.77) | 88.46 (40.86) | 95.77 (+1.02)
D3-D4 83.88 (+0.99) | 67.38 (+3.57) | 84.22 (+1.33) | 65.24 (+1.43)
D3-D5 83.00 (+0.11) | 71.90 (41.85) | 84.57 (+1.68) | 74.75 (4+4.70)
D3-D6 83.44 (+0.55) | 95.18 (40.43) | 84.17 (+1.28) | 95.86 (+1.11)
D4-D5 68.09 (+4.28) | 71.59 (41.54) | 65.31 (+1.50) | 73.25 (+3.20)
D4-D6 67.09 (+3.28) | 96.04 (+1.29) | 65.42 (+1.61) | 96.20 (+1.45)
D5-D6 72.05 (+2.00) | 95.95 (41.20) | 73.80 (+3.75) | 96.30 (+1.55)

are used to form the merged dataset for developing a unified model plays a signif-
icant role in the performance of the system. When the combination of datasets is
selected after analyzing the domain, supplementary and complementary informa-
tion available with the dataset, the unified model becomes more generalized. But
blindly combining all the datasets leads to decreased performance of the unified
model trained on the merged dataset. In multi-task settings (see Table 3), the
performances on all the datasets are improved significantly over both single-task
learning and single-task training on a merged dataset. In a multi-task setting,
hate speech detection from a single dataset is considered an individual task. This
concept proves to provide an edge to the model for its ability to generalize and
perform better compared to the other training settings.

5.2 RQ2: Fully Shared vs. Shared Private (+/— Adversarial
Training)

Among the models trained over multiple datasets as shown in Tables4 and 5,
there is no clear winner that can be selected. However, with the benchmark
datasets used in our experiments, the shared private model proves to be the
better model among its alternatives. This could be due to the training of shared
and task-specific layers on the datasets which provide in-depth knowledge and
prioritize the information from both these layers. But, the absence of such an
ability to prioritize shared knowledge inhibits the performance of the fully shared
network. As proof of this, the accuracies for datasets 1, 3, 5, and 6 among all
the combinations are higher in the shared private model compared to the fully
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Table 5. Experimental results of Fully Shared - Adversarial, Shared Private - Adver-
sarial models under multi-task settings with 2 datasets combinations; Like, in (D3-D5)
combination, 1st and 2nd represent the performance of D3 and D5, respectively

Dataset Combination | Fully Shared - Adversarial Shared Private - Adversarial
1st 2nd 1st 2nd
D1-D2 93.51 (+2.23) | 88.89 (+1.29) | 94.69 (+3.41) | 87.80 (+0.20)
D1-D3 93.67 (+2.39) | 83.30 (40.41) | 94.96 (+3.68) | 85.50 (+2.61)
D1-D4 93.60 (+2.32) | 66.94 (+3.13) | 94.67 (+3.39) | 64.74 (40.93)
D1-D5 93.28 (+2.00) | 73.01 (42.96) | 94.71 (+3.43) | 75.00 (+4.95)
D1-Dé6 92.30 (+1.02) | 94.98 (40.23) | 94.39 (+3.11) | 95.93 (+1.18)
D2-D3 89.95 (+2.35) | 83.28 (40.39) | 88.51 (+0.91) | 84.17 (+1.28)
D2-D4 90.03(+2.43) | 66.87 (+3.06) | 87.85 (+0.25) | 64.54 (40.73)
D2-D5 89.74 (+2.14) | 73.24 (+3.19) | 88.01 (+0.44) | 72.85 (+2.80)
D2-D6 90.47 (+2.87) | 95.47 (40.72) | 87.98 (+0.38) | 95.91 (+1.16)
D3-D4 84.05 (+1.16) | 66.83 (+3.02) | 84.78 (+1.89) | 64.77 (40.96)
D3-D5 83.96 (+1.07) | 72.11 (42.06) | 84.65 (+1.76) | 74.98 (+4.93)
D3-D6 84.02 (+1.13) | 95.50 (40.75) | 84.71 (+1.82) | 95.95 (+1.20)
D4-D5 68.36 (+4.55) | 71.52 (+1.47) | 64.71 (+0.90) | 73.92 (+3.87)
D4-D6 66.91 (+3.10) | 95.83 (+1.08) | 64.47 (+0.66) | 96.66 (+1.91)
D5-D6 72.13 (42.08) | 95.98 (+1.23) | 74.00 (+3.95) | 96.45 (+1.70)

shared. However, interestingly the accuracy values of dataset 2 (D2) are better
in a fully shared model. A possible explanation for this pattern could be in the
source of the datasets. Unlike other datasets which were tweets, D2 belongs to
a different source of social media posts.

When adversarial training is incorporated, the performance improves in
datasets that have common ground/features. However, when the combination
includes datasets of different sources, then the performance of the shared private
adversarial model worsens compared to the shared private model. The adversar-
ial layer alters the knowledge attained by the shared layer in such a way as to
make the feature space of shared and specific layers to be mutually exclusive.
This creates a more generalization causing deterioration in the performance.
Fully shared adversarial is also similar in nature but the accuracy is hampered
more compared to the shared private adversarial making this pattern difficult to
predict or understand.

5.3 RQ3: Datasets Combination

From Table6 and 7, it can be observed that the improvement in individual
dataset compared to single task learning is limited as the number of datasets
have increased (most of the time, the combination of two datasets performs
better than the combination of three datasets). This could be due to the dif-
ficulty in generalizing the model on various datasets. The best performance is
observed when using datasets of similar sizes and sources. An interesting insight
was observed when datasets having information on different domains boost the
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Table 6. Fully Shared Model Performance with 3 datasets combination

Dataset Combination | Fully Shared
1st 2nd 3rd

D1-D2-D3 92.27 (40.99) | 89.72 (+2.12) | 83.44 (+0.55)
D1-D2-D4 92.25 (+0.97) | 89.86 (+2.26) | 68.31 (+4.50)
D1-D2-Dé 92.21 (+0.93) | 89.82 (+2.22) | 95.06 (+0.31)
D1-D3-D4 92.35 (+1.07) | 82.95 (40.06) | 68.74 (+4.93)
D1-D3-D5 91.97 (+0.69) | 83.05 (4+0.16) | 71.15 (+1.10)
D1-D4-D5 91.83 (+0.55) | 69.20 (+5.39) | 70.95 (+0.90)
D2-D3-D5 90.05 (+2.45) | 83.41 (40.52) | 71.60 (+1.55)
D2-D4-D6 90.01 (+2.41) | 66.88 (+3.07) | 95.17 (40.42)
D3-D4-D5 83.40 (40.51) | 67.52 (+3.71) | 71.15 (+1.10)
D4-D5-D6 67.38 (+3.57) | 71.20 (41.15) | 94.90 (+0.15)

Table 7. Shared Private Model Performance with 3 datasets combination

Dataset Combination | Shared Private
1st 2nd 3rd

D1-D2-D3 94.67 (+3.39) | 88.70 (41.10) | 84.33 (+1.44)
D1-D2-D4 94.57 (+3.29) | 88.45 (40.85) | 65.02 (+1.21)
D1-D2-D6 94.59 (+3.31) | 88.53 (40.93) | 95.02 (+0.27)
D1-D3-D4 94.45 (+3.17) | 83.80 (40.91) | 64.64 (+0.83)
D1-D3-D5 95.05 (+3.77) | 83.64 (40.75) | 72.24 (+2.19)
D1-D4-D5 94.49 (+43.21) | 63.94 (40.13) | 72.67 (+2.62)
D2-D3-D5 88.78 (+1.18) | 83.49 (41.20) | 72.22 (+2.17)
D2-D4-D6 88.51 (+0.91) | 64.55 (40.74) | 95.77 (+1.02)
D3-D4-D5 84.05 (+1.16) | 64.42 (40.61) | 73.43 (+3.38)
D4-D5-D6 64.67 (40.86) | 73.31 (+3.26) | 95.88 (+1.13)

performance of each other significantly. For example, datasets 1 and 6 belong-
ing to the same source have samples emphasizing different domains. Dataset 1
having samples that are majorly offensive gains shared knowledge on the attack
of women and immigrants from dataset 6. Dataset 6 too learns knowledge of
contrasting domains from dataset 1 that help generalize the model to tackle new
samples.

6 Conclusion and Future Work

In this paper, an attempt was made to create a hate speech detection model
that was trained on different datasets. To improve the performance and gen-
erality of the model, multi-task learning was leveraged. With the help of this
methodology and careful examination of the datasets, a robust model that iden-
tifies and prevents various domains of hate attacks can be built, thus creating
a safe and trustworthy space for users in social media. The contributions of the
current work are twofold: (a) Experiments conducted across different types of
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settings and models help us develop a multi-task system that can be trained on
datasets from different domains and detect hate speech in a generalized manner.
(b) Studies were conducted on the effect of combinations and increase in datasets
in a multi-task setting to improve the decision-making process of setting up new
hate speech detection systems.

In the future, we would like to work on multi-modal hate speech detection

systems that can help us monitor a plethora of social media.
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