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Abstract. This study employs the widely used Large Language Model
(LLM), BERT, to implement Named Entity Recognition (NER) on the
CORD-19 biomedical literature corpus. By fine-tuning the pre-trained
BERT on the CORD-NER dataset, the model gains the ability to com-
prehend the context and semantics of biomedical named entities. The
refined model is then utilized on the CORD-19 to extract more contex-
tually relevant and updated named entities. However, fine-tuning large
datasets with LLMs poses a challenge. To counter this, two distinct sam-
pling methodologies are proposed to apply on each dataset. First, for the
NER task on the CORD-19, a Latent Dirichlet Allocation (LDA) topic
modeling technique is employed. This maintains the sentence structure
while concentrating on related content. Second, a straightforward greedy
method is deployed to gather the most informative data of 25 entity types
from the CORD-NER dataset. The study realizes its goals by demon-
strating the content comprehension capability of BERT-based models
without the necessity of supercomputers, and converting the document-
level corpus into a source for NER data, enhancing data accessibility. The
outcomes of this research can shed light on the potential progression of
more sophisticated NLP applications across various sectors, including
knowledge graph creation, ontology learning, and conversational AI.

Keywords: Large language models · BERT · NER · Document level
entity extraction · CORD-19 · CORD-NER · Dataset sampling

1 Introduction

The advent of Large Language Models (LLMs) such as BERT and GPT has her-
alded a new era in the field of Natural Language Processing (NLP), with ground-
breaking achievements demonstrated in tasks such as Named Entity Recognition
(NER) [1,2], text classification [3], text summarization [4], and sentiment anal-
ysis [5]. Our research pivots on the most consequential biomedical subject of
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recent times, Covid-19 The challenges presented by the CORD-19 dataset [14],
a considerable corpus with a complex document-level structure, can often impede
direct access. However, various innovative information systems have been devised
to address this, capable of transmuting literature into data that machines can
interpret. These include sophisticated methods such as Named Entity Recog-
nition (NER) [6], knowledge graph (KG) [7], and text summarization [4]. The
effective implementation of such systems can help democratize access to crucial
information, thereby accelerating scientific advancements and improving public
health response strategies.

Our research is primarily focused on the pivotal problem of Named Entity
Recognition (NER), a fundamental task in Natural Language Processing (NLP),
and employs the Distil-BERT model in its approach. The cruciality of NER in
NLP is not to be understated, given its applicability across a wide spectrum of
advanced applications, encompassing areas like Knowledge Graphs and Ontol-
ogy. Hence, our research emphasis is clearly set on tackling the NER problem,
thereby advancing the state-of-the-art in this essential NLP task.

In this study, we employ CORD-NER [6], an earlier CORD-19 dataset of
named entities, to fine-tune BERT. Subsequently, this refined model is applied
to extract named entities from the corpus of CORD-19 literature. Neverthe-
less, the significant computational resources needed to fine-tune BERT on vast
datasets can be prohibitive, particularly for researchers with limited computa-
tional capabilities. To mitigate this challenge, we implement two distinct sam-
pling techniques on each dataset. We commence with the greedy selection of
data subsets from 25 entities of the CORD-NER dataset, followed by the fine-
tuning of this prepared NER dataset with Distil-BERT. The second part of the
study effectively samples the CORD-19 dataset using a topic modeling method,
namely, Latent Dirichlet Allocation (LDA) [8]. We then generate a comprehen-
sive NER dataset by applying the fine-tuned model to the sampled CORD-19
dataset. The resultant named entity dataset has the potential to be extended
for other advanced applications.

In sum, this study aims to tackle the Named Entity Recognition problem for
the COVID-19 open research dataset. We achieve this goal by fine-tuning BERT
on the CORD-NER dataset to better comprehend the context and enhance with
the biomedical semantics of named entities. We investigate the effectiveness of
different sampling techniques for fine-tuning BERT. Our research results provide
a valuable resource for NER on the CORD-19 document-level corpus.

2 Related Work

2.1 Bidirectional Encoder Representations from Transformers

Large language models (LLMs) have revolutionized natural language processing
tasks. Bidirectional Encoder Representations from Transformers (BERT) [9] is
one such LLM that has achieved state-of-the-art performance on several natu-
ral language processing tasks including NER [1,2], and text summarization [4].
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BERT is a transformer-based model that uses a pre-trained language representa-
tion to generate context-aware representations of input text. Fine-tuning BERT
on specific NER datasets has shown promising results [1,2]. The study applies
BERT on the CORD-19 literature corpus without supercomputers, which could
have significant implications for natural language processing research.

2.2 Document-Level Entity Extraction

Document-level entity extraction has been a topic of interest in the natural
language processing community for several years [6,10,11]. Named entity recog-
nition (NER) is the task of extracting entities such as people, organizations,
and locations from a given text. Several approaches have been proposed for
NER, including rule-based, statistical, and machine-learning methods [12,13].
With the emergence of large-scale language models like BERT, there has been
renewed interest in using these models for NER tasks [1,2].

Named Entity Recognition is a sub-task in the construction of a knowledge
graph. Giles et al. [10] applied a TERMite commercial NER engine to recognize
the respective entity types of the entities obtained from the CORD-19 dataset.
X. Wang et al. [6] created a NER dataset, called CORD-NER, with 75 entity
types based on the earliest version of the CORD-19 dataset. This CORD-NER
dataset is then used as training data for entity recognition in this study. Wu et
al., 2020 [11] tried to extract the entities of the ‘PERSON’ and ‘ORG’ entity
types in the CORD-19 dataset using Python built-in library named ‘Stanza’.

2.3 Dataset Sampling

Dataset sampling is an important aspect of NER tasks, especially when dealing
with large corpora such as CORD-19 [14]. Various approaches have been utilized
for dataset sampling [15], including random sampling, stratified sampling, and
cluster-based sampling. In this research, two different sampling approaches are
used for CORD-19 and CORD-NER. For CORD-19, a Latent Dirichlet allocation
algorithm is used to focus on closely related contents, whereas, a simple greedy
approach is used in case of CORD-NER to collect the most informative data
of 25 entity types. These sampling techniques are designed to make the NER
process more efficient and effective, especially when dealing with large datasets.

Researchers also tried to cluster the literatures based on their content simi-
larity. A sort of statistical modeling called topic modeling is used to identify the
abstract topics that appear in a corpus of documents. Latent Dirichlet Alloca-
tion (LDA) is commonly used to build a topic model from titles and abstracts of
the research corpus [16]. Different versions of the pre-trained model BERT can
also be applied in paper clustering [4].

3 Methodology

Our methodology consists of two main stages. fine-tuning the pre-trained BERT
model on the NER dataset (in Sect. 3.1) and extracting named entities from
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Fig. 1. Workflow of the proposed system.

Table 1. Examples of some annotated entities in CORD-NER

CORONAVIRUS SUBSTRATE IMMUNE RESPONSE SIGN OR SYMPTOM

sars-cov-2 blood immune cells cough

cov saliva innate immune diarrhoea

covid-19 urine immunization wheezing

the Covid-19-related literatures using the fine-tuned model (in Sect. 3.2). Each
section involves the dataset preparation step (sampling). The detailed method-
ology is discussed in the next sections. The overview workflow of the proposed
system is illustrated in Fig. 1.

3.1 Named Entity Recognition

This section discusses the details of the NER dataset, training model, and sam-
pling method. The NER process is performed by fine-tuning the BERT model on
the selective types of the most informative entities of the CORD-NER dataset.

NER Dataset. The CORD-NER is defined based on the earliest version of
the CORD-19 dataset published in March 2020. The CORD-19 dataset which is
used as the main corpus in this research was published in March 2022. CORD-
NER has 75 fine-grained entity types. Examples of some annotated entities in
CORD-NER are illustrated in Table 1.

Deep Learning Model for NER. There are different methodologies that can
provide a well-trained NER model, such as CNN, LSTM, Bi-LSTM, GPT-n, and
BERT. Based on our preliminary study, we have decided to employ BERT in
this study. The fine-tuning process requires huge processing power and takes time
since the NER dataset is big and the BERT model has millions of parameters.
We discuss our strategy to handle this problem in the next section.
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Fig. 2. Illustration of segmenting CORD-NER into 8 parts

Dataset Sampling. Since the CORD-NER dataset is big, it will require a
huge processing power to fine-tune all data. Therefore, a subset of the dataset
is used to fine-tune the BERT transformer. We propose to experiment with two
approaches to dataset sampling for CORD-NER in this study.

Sampling Method - 1. The first and simple attempt is to segment the dataset into
specific parts (2, 4, 8, 16, ..., 256) and take the part with the most information
(entity counts for each type). An example segmentation work is illustrated in
Fig. 2. The idea behind this sampling method can be described as follows:

1. Segmentation: the CORD-NER dataset is segmented into two equal parts.
2. Selection: the statistical information (number of documents, number of sen-

tences, number of entity types, overall number of entities) on segmented parts
are compared. And the segment that contains more information is selected.

3. Segmentation: then, the selected segment is divided into half again. And fol-
lowed by Selection as in step 2.

4. This process is carried out until a specified segment threshold is reached.

Sampling Method - 2. The CORD-NER has 75 entity types: 10 covid-19 related
types (e.g. Coronavirus, Material, Immune response), 18 Scispacy types (e.g.
Loc, Cardinal, Quantity) [18], and 47 UMLS types (e.g. Cell, Bacterium, Social
Behavior) [17]. To handle the unbalance distribution of entities for each type
and sample a compact NER dataset, 15 biomedical-related types and 10 general
types are selected manually. The selected types along with respective categories
are shown in Fig. 3. Out of 25 types, the 5 Spacy types are written in abbrevia-
tions. FAC type represents for buildings, airports, highways, bridges, etc. GPE
represents countries, cities, and states. LOC includes Non-GPE locations, moun-
tain ranges, and bodies of water. Nationalities, religious, or political groups are
in NORP. ORG includes companies, agencies, institutions, etc.

The balanced dataset for the selected 25 types is performed in the following
procedure: (The process is illustrated with 15 entity types in Table 2.)

1. Given the CORD-NER dataset, we first filter sentences that only include
selected 25 types. If we utilize the sentences that also have ignored types, we
have to delete those types and this might affect the meaning and structure of
sentences (cf. the ‘Selected Types’ column in Table 2).

2. Sort entities count of the filtered corpus in descending order.
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Fig. 3. Categorization of 25 selected Entity Types

3. Cut off the smallest N types to take all and get all sentences involving selected
types. The smallest five types are marked as base types and all the entities
of these types will be taken (cf. the ‘Smallest types’ column in Table 2).

4. Count entities in the cut-off dataset. Sort again as in step 2.
5. Fill entities with lower counts by adding more sentences that contain those

types. [’added 1’ column].
6. Continue steps 4 and 5 until the desired entity count is satisfied. In the current

case, the desired entity range is [2000, 20000] and it is satisfied at the added 1
stage.

3.2 Entity Extraction

The fine-tuned model is applied to the corpus of biomedical literatures, CORD-
19. The CORD-19 dataset is sampled by using a topic modeling method, LDA,
to reduce the size of a big corpus while maintaining sentence structure in a
co-related topic. Then, entities and respective types are extracted. The NER
process is finalized by a simple post-processing step.

Sampling on the CORD-19 Dataset. The CORD-19 dataset [14] used in the
proposed system was published on 5 March 2022. This dataset is composed of
902,589 articles and encompasses various information like ‘source’, ‘title’, ‘doi’,
‘abstract’, ‘publish time’, ‘authors’, ‘journal’, ‘pdf json files’. For the purposes
of our system, only the ‘title’, ‘abstract’, and ‘publish time’ will be utilized. To
determine dominant topics within the extracted literature, the standard Latent
Dirichlet Allocation (LDA) approach [8] is employed. LDA is a generative proba-
bilistic model typically used for collections of discrete data, such as text corpora,
wherein each word is considered a blend of an underlying set of topics, and each
topic is a blend of a set of topic probabilities. We then select one of the most
intriguing topics, and the papers related to this topic form the dataset for the
proposed system.
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Table 2. Illustration of Balancing NER Dataset

Entity Type All Selected Types Smallest types Added 1

INJURY OR POISONING 3738 1839 1839 1839

BACTERIUM 8360 4839 4839 4839

FAC 10295 4251 4251 4251

FOOD 11036 4994 4994 4994

LOC 17186 8246 8246 8246

SIGN 0R SYMPTOM 24386 13375 172 2811

BODY SUBSTANCE 35133 15411 238 3127

SUBSTRATE 40037 18642 378 3138

NORP 41078 19405 519 3277

IMMUNE RESPONSE 50361 27375 477 3281

LIVESTOCK 59597 29933 1087 1648

BODY PART ORGAN OR ORGAN COMPONENT 85111 45502 997 3899

VIRUS 100482 47697 932 3546

CORONAVIRUS 104440 48031 647 3357

TISSUE 113554 57972 1192 2418

NER Post-Processing. Once the fine-tuning process is completed, the model
is employed to classify abstracts from the refined corpus. The model’s output
will be an entity and its associated type. Two prefixes (B-, I-) are used for each
recognized type, where (B-) denotes the start of an entity and (I-) indicates a
subsequent entity. The use of such prefixes allows the identification of entities
composed of multiple words. Subsequently, post-processing is performed on these
recognized entities and types to yield finalized and clearly named entities. The
principles behind the NER post-processing are illustrated in Fig. 4. The (I-)
prefix cannot exist independently; it is only accepted if it matches the type of its
preceding entity, otherwise, the identified (I-) entity is omitted. All entities with
(B-) prefixes are considered. If a (B-) prefix is already matched with an (I-), it
is not considered as a standalone word. If not, the (B-) entity is recognized as a
single word of its corresponding type.

4 Result and Discussion

4.1 Named Entity Recognition

Named Entity Recognition (NER) is the process of extracting entities along
with their respective types from the input sentence. For example, for the sen-
tence “Pfizer effective reducing incidence severe SARS-COV 2 hypoxia critical
illness death”, NER will provide some pairs of entities and types such as (Pfizer,
vaccine), (SARS-COV 2, covid-19) and (illness, disease). To perform this process,
the BERT model is fine-tuned on the existing CORD-NER dataset.
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Fig. 4. Workflow diagram for post-processing of recognized named entities.

NER Dataset Preparation. The BERT model will recognize word by word.
In order to keep two or more words that can be merged to be an entity, we
have to add some labels (B- as start of an entity, I- as a subsequent entity).
Therefore, the CORD-NER Dataset is reformatted to a suitable format for the
fine-tuning of the BERT model, as depicted in Table 3. The Sampling Method-
1, detailed in Sect. 3.1, is applied to the CORD-NER Dataset. DistilBERT is
fine-tuned using two segmentation sizes: 512 and 32, and with a single epoch.
The associated performance metrics and runtime are documented in Table 4.
However, this approach possesses two key limitations:

1. Given that segmentation is conducted on sequential data, potential bias
towards similar domain topics might arise.

2. The selection procedure employs a greedy algorithm, implying that the pre-
dominant types are determined solely based on a segmented portion, not on
the entire dataset.

To address these shortcomings, we propose to employ our Sampling Method-
2. This approach places emphasis on the entity types, in contrast to the count-
centric focus of the first method. Within the CORD-NER Dataset, a total of
75 entity types are present. The entity count for each type exhibits a significant
imbalance. Hence, the dataset is balanced by selecting 25 crucial entity types
and adjusting the count of unique entities within each type to fall between 2,000
and 20,000, as outlined in Sect. 3.1, using sampling method-2 under the dataset
sampling subsection. The entity distribution for the selected types is depicted in
Fig. 5. The balanced dataset comprises a total of 43,432 sentences.
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Table 3. Sample NER Dataset for fine-tuning

doc no. Sentence No. Word Tag

1 1 pfizer B-VACCINE

1 1 effectively O

1 1 reduces O

1 1 severe O

1 1 SARS-COV B-CORONAVIRUS

1 1 2 I-CORONAVIRUS

Table 4. Greedy Segmentation Result of CORD-NER Dataset on DistilBERT

Segment # of Sentences Precision Recall F1-score Runtime

32-Seg 105,591 0.7255 0.5977 0.6554 2 hr 28 min

512-Seg 6,407 0.4729 0.3067 0.3721 7 min

Fine-Tuning BERT Model for NER. The balanced CORD-NER dataset
(resulting from Sect. 4.1) is fine-tuned using a smaller version of the BERT
model, i.e., the distilbert-base-uncased. Three different BERT transformers are
trained and compared (see Table 5). The experiment made use of the NER
model provided by the Simple Transformers package. An allocation of 80% of
the dataset was made for training, with the remaining 20% set aside for testing
purposes. The model is trained for 30 epochs at a learning rate of 1e-4, resulting
in a training duration of approximately 22 h and 14 minutes. The trend of loss
during the fine-tuning task across each epoch is graphically represented in Fig. 6.
Performance metrics for the 20% randomly selected test data demonstrated a
precision of 0.7494, recall of 0.7366, and an F1 score of 0.7429.

The fine-tuned model performed well during the training (i.e., loss ≈ 0.00) but
the accuracy of testing on unseen random test data was around 75%. This sug-
gests that the fine-tuned model is overfitted. Eight simple techniques to prevent
overfitting are discussed in [19]. They are Hold-out, Cross-validation, Data aug-
mentation, Feature selection, L1 / L2 regularization, Removing layers/number
of units per layer, Dropout, and Early stopping. In our proposed system, two
techniques had already been done in the dataset preparation stage: (1) Hold-out
which is an approach for separation of training and testing parts, and (2) Feature
selection. We will consider other techniques to obtain a better model in future.

4.2 Entity Extraction

The latest CORD-19 dataset [14], published on March 2022, consists of 902,589
papers in terms of 19 attributes: ‘cord uid’, ‘sha’, ‘source x’, ‘title’, ‘doi’, ‘pmcid’,
‘pubmed id’, ‘license’, ‘abstract’, ‘publish time’, ‘authors’, ‘journal’, ‘mag id’,
‘who covidence id’, ‘arxiv id’, ‘pdf json files’, ‘pmc json files’, ‘url’, and ‘s2 id’.
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Fig. 5. Entity distribution of the selected types

Table 5. Comparison of three BERT Transformers

Model # of Epoch Precision Recall F1-score Runtime

BERT 30 0.7458 0.6483 0.6948 33 hr 30 min

DistilBERT 30 0.7494 0.7366 0.7429 22 hr 14 min

Biomed roberta 30 0.7396 0.6418 0.6872 34 hr 6 min

Three of 19 attributes are extracted for this study, i.e., ‘title’, ‘abstract’, and
‘publish time’. Papers published before 2020 are filtered out in order to focus
on recent research. Also, 396,374 papers are left after removing null and dupli-
cate files. Then, the vaccine-related dataset is extracted following the procedure
presented in the next section.

Dataset Preprocessing. The abstracts from the filtered dataset are taken and
preprocessed. The stop words are removed from the abstract sentences. The pre-
defined stop words list is acquired from the Natural Language Toolkit (NLTK), a
built-in library provided in Python. There are 179 words in the pre-defined stop
words list. Some of them are ‘about’, ‘an’, ‘didn’t’, ‘each’, ‘hers’, and ‘most’.
Then, the data are tokenized. Tokenization is a way of separating a piece of
text into smaller units called ‘tokens’. Then, non-English words are removed by
checking whether each word is an alphabet or not. Finally, words with single
characters are also removed. The list of vaccine-related words including ‘vac-
cinated’, and ‘vaccination’ is searched through the cleaned abstracts. A total
number of 30,208 vaccine-related papers are found after this process. Table 6
shows the statistical information of filtering papers for the dataset.
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Fig. 6. Performance graph on fine-tuning NER model

Table 6. Statistics of step-by-step filtering on the CORD-19 dataset

Dataset Status Number of papers

The CORD-19 dataset 902589

After removing null and duplicate files 554654

After filtering papers published from 2020 396374

After filtering papers related to vaccine 30208

Literature Clustering. The obtained vaccine-related dataset is clustered into
specific topics. The Latent Dirichlet Allocation (LDA) method [8] is used to do
topic modeling. The abstract data are lemmatized and chunked into uni-gram
and bi-gram word phrases of ‘NOUN’, ‘ADJ’, ‘VERB’, and ‘ADV’. Examples of
extracted phrases include ‘urgently need’, ‘immune response’, and ‘infection’.

LDA considers each document as a collection of topics, and each topic is a
collection of keywords. Once the number of topics is provided, the algorithm
rearranges the topics distribution within the documents and keywords distri-
bution within the topics to obtain a good composition of the topic-keywords
distribution. Note that each topic’s name is not defined by the algorithm. We
have to define each topic by looking at the dominant terms under the specific
topic.

The coherence value defines the accuracy of the LDA model. We can adjust
the number of topics and compare the result coherence value to select the optimal
topic number. The higher the coherence value, the better the clustering. The data
is trained for the topic numbers from three to ten. The result coherence scores
are plotted via a line chart in Fig. 7. Although eight is the highest score, there is
a gradual improvement from topic numbers four to six. Therefore, we analyzed
the topics under six clusters.

We train LDA based on the configuations: random state = 98, chunksize =
200, passes = 30, iterations = 150, decay = 0.7, and num topics = 6. Using LDA,
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Fig. 7. LDA: Coherence Score w.r.t. Topic Number

Table 7. Sample clustering result on five papers

Paper No. Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6

0 0 0.68626 0 0 0.30411 0

1 0 0 0.17671 0.81582 0 0

2 0 0.03487 0.0854 0.14731 0.72960 0

3 0 0.01404 0 0.37329 0.56058 0.0477

4 0 0 0 0.92077 0.07459 0

the probability of each cluster for each paper is obtained. The sample data on
clustering on six topics of five papers are shown in Table 7.

According to the results shown in Table 8, the papers under Topic 4 are
selected to be used as the core dataset.

Post-processing Recognized Named Entities. The CORD-NER dataset
also provides information for two-word entities by identifying them using two
prefixes (B-) and (I-). The procedure to clean the types has been discussed in
NER Post-Processing under Sect. 3.2. Results are illustrated in Fig. 8. In this
example, only the words ‘submacular hemorrhage’ will be combined as the ‘DIS-
EASE OR SYNDROME’ type. Other entities with the prefix (I-) are discarded.
Other entities with the prefix (B-) are taken together with respective entity
types. The finalized NER dataset is accessible through IEEE Dataportal [20].
The overall implementation of this research is available online [21].

Table 8. Statistic of clustered papers (sorted in preferred topic order)

Topic # papers Dominant terms Possible topic

4 6179 participant, survey, vaccine hesitancy, acceptance research on vaccine hesitancy

2 6394 protein, mutation, spike protein, sequence Biomedical studies in vaccine production

3 995 review, clinical trial, research research on clinical trials of vaccines

5 6916 model, transmission, epidemic general topic on vaccination

1 5251 dose, day, month, mrna Analysis on vaccination Status

6 4473 pneumonia, complication, syndrome, bcg vaccination general domain
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Fig. 8. Illustration of NER Post-processing

5 Conclusion

In conclusion, this research presents a method for document-level named entity
recognition (NER) using BERT, a large language model (LLM), on the CORD-
19 dataset. The study utilizes different sampling approaches for the two datasets,
with the Latent Dirichlet allocation algorithm applied to CORD-19 and a simple
greedy approach used to collect the most informative data of 25 entity types for
CORD-NER. By extracting named entities from the CORD-19 dataset, a base-
line dataset for further advanced applications such as knowledge base and ontol-
ogy is established. Furthermore, the study demonstrates the possibility of uti-
lizing the content understanding ability of LLMs on low-performance machines
without using supercomputers, which is an important aspect of making NER
accessible to a wider range of researchers. Overall, this research provides a valu-
able contribution to the field of NER and LLMs, and it has implications for a
wide range of applications, from information retrieval and knowledge manage-
ment to natural language processing and artificial intelligence.

Acknowledgment. The authors would like to thank Dr. Chutiporn Anutariya for the
fruitful discussion, and her inspirational comments. We would also like to thank the
National Institute of Informatics (Tokyo, Japan) for the support of this research. We
would like to express all our gratitude to Nicolas Greneche and Prof. Christophe Cerin
(the Institut Galilée - LIPN UMR CNRS 7030, UNIVERSITÉ SORBONNE PARIS
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