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Preface

The National Conference of Theoretical Computer Science (NCTCS) has become one
of the most important academic platforms for Theoretical Computer Science in China.
So far, NCTCS has been successfully held in more than 20 regions of China, providing a
place for exchange and cooperation for researchers in theoretical computer science and
related fields.

NCTCS 2023 was hosted by China Computer Federation (CCF), organized by The-
oretical Computer Science Committee of China Computer Society and School of Com-
puter Science of South China Normal University from July 21 to July 23, 2023 in
Guangzhou, Guangdong. This conference invited famous scholars in the field of theo-
retical computer science to give presentations, and carried out a wide range of academic
activities and showed the latest research results. 291 people registered for NCTCS 2023,
of which 276 authors submitted 127 papers (44 papers were finally accepted).We invited
99 reviewers from colleges and universities for peer review (single blind), where the aver-
age number of papers assigned to a reviewer was 3, and the average number of reviews
per paper was 3. All papers were processed through theOnline Submission System (CCF
Consys); more details can be seen: https://conf.ccf.org.cn/TCS2023.

This volume contains 16 NCTCS 2022 accepted papers, under 4 topical headings
(Computational Theory andModels, Approximation Algorithms, Artificial Intelligence,
Networks and Security).

The proceedings editors wish to thank the dedicated Program Committee members
and external reviewers for their hard work in reviewing and selecting papers. We also
thank Springer for their trust and for publishing the proceedings of NCTCS 2023.

September 2023 Zhiping Cai
Mingyu Xiao
Jialin Zhang

https://conf.ccf.org.cn/TCS2023
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Nonmonotone Submodular Maximization
Under Routing Constraints

Haotian Zhang1, Rao Li1, Zewei Wu2, and Guodong Sun1(B)

1 CS Department, Beijing Forestry University, Beijing 100083, China
{cs_haotian,liraorr57,sungd}@bjfu.edu.cn

2 CS Department, Macao Polytechnic University, Macao 999078, China
zewei.wu@mpu.edu.mo

Abstract. In machine learning and big data, the optimization objec-
tives based on set-cover, entropy, diversity, influence, feature selection,
etc. are commonly modeled as submodular functions. Submodular (func-
tion) maximization is generally NP-hard, even in the absence of con-
straints. Recently, submodular maximization has been successfully inves-
tigated for the settings where the objective function is monotone or
the constraint is computation-tractable. However, maximizing nonmono-
tone submodular function with complex constraints is not yet well-
understood. In this paper, we consider the nonmonotone submodular
maximization with a cost budget or feasibility constraint (particularly
from route planning) that is generally NP-hard to evaluate. This is a very
common issue in machine learning, big data, and robotics. This problem
is NP-hard, and on top of that, its constraint evaluation is likewise NP-
hard, which adds an additional layer of complexity. So far, few studies
have been devoted to proposing effective solutions, leaving this problem
currently unclear. In this paper, we first present an iterated greedy algo-
rithm, which offers an approximate solution. Then we develop the proof
machinery to demonstrate that our algorithm is a bicriterion approxima-
tion algorithm: it can accomplish a constant-factor approximation to the
optimal algorithm, while keeping the over-budget tightly bounded. We
also look at practical concerns for striking a balance between time com-
plexity and over-budget. Finally, we conduct numeric experiments on two
concrete examples to show our design’s efficacy in real-world scenarios.

Keywords: Submodular maximization · Routing constraint ·
Nonmonotonicity · Bi-criterion approximation

1 Introduction

Submodularity fundamentally captures a diminishing-return property of set
function: the reward of adding an item into a set will decrease as this set grows.
Submodular maximization aims at finding a subset of some ground set such that
the submodular objective function can be maximized with some (or without any)
constraints on cost or feasibility. Submodular maximization appears in a wide
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Z. Cai et al. (Eds.): NCTCS 2023, CCIS 1944, pp. 3–17, 2024.
https://doi.org/10.1007/978-981-99-7743-7_1
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variety of scenarios, from combinatorics to machine learning, such as the cover-
age problem, facility location planning, information gathering, feature selection,
data summarization, factorization in graphical models, and so forth [1–3].

In general, submodular maximization problems are NP-hard, regardless of
whether they are constrained or not. A lot of approximation algorithms with
guaranteed performance have been presented to maximize unconstrained or
constrained-but-monotone functions. So far, however, the constrained nonmono-
tone submodular maximization has not been fairly well understood. Recently, a
number of studies maximize nonmonotone submodular functions with additive
or cardinality-based constraints, and presented algorithms with provable guar-
antees. In practical settings, however, the constraints are often more complex, or
even infeasible to evaluate in poly-time [4–7]. For instance, in the big-data system
with networked processors, multiple processors are often selected to concurrently
execute a computation task on their local datasets. For timely applications, these
selected processors are orchestrated as a delay-minimum multicast routing tree
and expected to return to the user more representative results within a time
threshold. Another example of nonmonotone submodular maximization is to
complete an informative data collection with an energy-budgeted robot, which
passes through a TSP route on some points of interest to collect data. These two
examples will be detailed in Sect. 3.3. Their objective functions are nonmono-
tone submodular; their constraint evaluation is a cost-minimization problem,
more complex than evaluating additive or cardinality-based constraints.

In this paper, our goal is to maximize nonmonotone submodular function with
the constraints that need to be evaluated by some route planning. To the best of
our knowledge, no literature has investigated such a submodular-maximization
setting constrained by a routing budget. Part of our problem’s difficulty stems
from its submodularity, but a great deal more of the difficulty is attributed
to its computationally-intractable routing constraints, which hinder the devel-
opment of constant-factor approximate solution. In response to this issue, we
present an iterated two-stage algorithm framework, which uses any poly-time,
(1+θ)-approximation algorithm to evaluate whether the routing cost stays under
budget. We elaborately draw a connection between the error parameter θ and
our algorithm’s overall performance. Additionally, by exploring the routing cost
function, we prove that it belongs to a kind of k-independence system, where k is
loosely upper-bounded by the ground set’s size and usually a positive constant
in practical settings. Such exploration offers our algorithm a lower bound for
performance guarantee. Based on all the above, we develop the proof machinery
that proves our algorithm can achieve a [1/4k, 1 + θ]-bicriterion approximation
solution; that is, our objective value is at least as good as 1/4k of the optimal
one, while the ratio of over-budget is upper bounded by θ (which is usually less
than one or can be any small in some cases).

The remainder of this paper is organized as follows. Section 2 discusses the
related works. Section 3 gives the necessary preliminaries and formulates our
problem. Section 4 details the designs of our algorithm and analyze its perfor-
mance bound. Finally, Sect. 5 concludes this paper.
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2 Related Work

2.1 Monotone Submodular Maximization

In literature, most of efforts are put on maximizing monotone submodular func-
tions with various types of constraints, and constant-factor approximation algo-
rithms are presented.

Cardinality Constraint. Nemhauser and Wolsey [8] first give the near-optimal
solution for the cardinality setting, with an approximation ratio of (1 − 1/e).
Krause and Guestrin [9] give a randomized algorithm to achieve (1 − 1/e + ε)-
approximation with high probability (here ε > 0 can be any small). Balkanski
and Singer [22] study the adaptive complexity of maximizing a submodular func-
tion with a cardinality constraint, and prove that there exists O(log n)-adaptive
algorithm to achieve a (1/3 − ε)-approximation for any small ε > 0. In [23], the
authors introduce a parallel algorithm, and the performance is arbitrarily close
to (1 − 1/e).

Matroid or Knapsack Constraint. Calinescu et al. [10] give a (1 − 1/e)-
approximation algorithm for monotone submodular maximization subject to
a general matroid constraint. For the settings with k-matroid constraints,
Nemhauser and Wolsey [8] proposes a 1/(k + 1)-approximation algorithm.
Badanidiyuru and Vondrak [11] use the continuous greedy policy to design a
1/(k + 2l + 1 + ε)-approximation for the intersection of a k-system and linear
l-knapsack constraints.

More Complex Constraint. A more recent work [12] considers the monotone
submodular maximization with an α-submodular constraint (such as routing
constraint), where evaluating the constraint is assumed to be NP-hard. The
authors give a bi-criterion algorithm (i.e., their solution is bounded in perfor-
mance, though it will to some extent disagree with the original constraint), with
an approximation ratio of (1 − 1/e)/2; the constraint violence is bounded by a
polynomial p(α, kc, ψ), where kc is the curvature of the constraint function and ψ,
the approximation ratio of the algorithm used to evaluate the constraint. Wu et
al. [4] model their wireless charging scheduling problem as a monotone submod-
ular maximization problem restricted by TSP routing; they replace their objec-
tive function with a surrogate function and propose a (1−1/e)/4-approximation
bi-criterion algorithm. Nevertheless, these two studies’ objective functions are
monotone, and their analytical machinery cannot be applied to nonmonotone
cases at all.

2.2 Nonmonotone Submodular Maximization

Maximizing nonmonotone submodular functions is generally more difficult and
usually investigated in the cases without any constraints, or just with cardinal-
ity, convex-set, or packing-type constraints. For the unconstrained nonmonotone
cases, Buchbinder et al. [13] propose a local search-based exact algorithm and
a randomized algorithm, both of which can achieve approximation ratios of 1/2
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and 2/5, respectively. Next we give main results of maximizing constrained non-
monotone submodular functions.

Cardinality Constraint. Buchbinder et al. [15] present an algorithm with
constant factor ranging from (1/e + 0.004) to 1/2, and a 0.356-approximation
algorithm under an exact cardinality constraint. Wang et al. [24] investigate the
submodular partitioning problem with cardinality constraint, which divides a
ground set into m blocks to maximize the evaluation of the minimum block under
constraints. They propose a greedy-based algorithmic framework to achieve an
Ω(1/m)-approximation.

Matroid or Knapsack Constraint. In the case with a single matroid con-
straint, Feldman et al. [14] design a 1/e-approximation greedy algorithm. Lee
et al. [16] give the first constant-factor results for nonmonotone settings under
k-matroid or k-knapsack constraints; the approximation ratios are 1/(k + 2 +
1/k + ε) and (0.2 − ε) for the k-matroid and k-knapsack cases, respectively,
where ε > 0 is any small.

k-Independence System Constraint. Gupta et al. [17] investigate the algo-
rithmic framework of nonmonotone submodular maximization constrained by
a k-independence system (k-system, in short), which is a generalization of
intersection of k matroids. Their algorithm achieves an approximation ratio
of k

(1+1/α)(k+1)2 ≈ 1
(1+1/α)k , where 0 < α < 1 is the approximation guaran-

tee for unconstrained nonmonotone submodular maximization. This result has
remained competitive until now, and has motivated a number of studies focus-
ing on the nonmonotone settings with k-system constraint. Mirzasoleiman et
al. [18] follow the above algorithm and slightly reduce the above approximation
ratio down to k

(k+1)(2k+1) . Also adopting the iterative algorithmic framework
of [17], Feldman et al. [19] propose a deterministic algorithm that achieves an
approximation ratio of 1

k+O(
√

k)
, and furthermore, they propose a randomized

k
(k+1)2 -approximation algorithm for the nonmonotone settings with k-extensible
constraint. Shi et al. [20] extend the approach in [16] to make it suitable to
the k-system constraint, and present an algorithm with the factor of 1

2k+3+1/k ;
the authors also show that, if k < 8, their algorithm will outperform that of
[19]. Tang [21] proposes a sampling-based randomized algorithm for maximizing
the k-system-constrained nonmonotone adaptive submodular function, and this
algorithm achieves an approximation ratio of 1/(2k + 4).

To date, the algorithms for nonmonotone submodular maximization under
k-system have almost followed the seminal framework proposed in [17]. All these
algorithms are 1

Ω(k) -approximation, merely with slightly-different time complex-
ities. In particular, their constraint functions are assumed to be computation-
ally tractable. However, it is not always true; for instance, evaluating routing
restriction is generally NP-Hard. Until now, there have not been any algorith-
mic frameworks and analytical machinery that can achieve a constant-factor or
bi-criterion approximation for the nonmonotone submodular maximization with
an intractable routing constraint.
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3 Preliminaries and Problem Statement

In this section, we first introduce some preliminaries as well as notations, and
then, formalize our problem along with two motivating examples. Finally we
analyze the intractability of our problem.

3.1 Submodular Maximization

Given the ground set Ω of n items, we say that a utility function f : 2Ω → R is
a submodular set function if and only if we have

f(A ∪ B) + f(A ∩ B) ≤ f(A) + f(B) (1)

for any A ⊆ Ω and B ⊆ Ω [25]. Commonly, f is nonnegative and f(∅) = 0. The
submodularity of f can be equivalently expressed with

f(A ∪ {x}) − f(A) ≥ f(B ∪ {x}) − f(B) (2)

for any A ⊆ B ⊂ Ω and x ∈ Ω\B. Submodular function f(A) has a diminishing
marginal gain as A grows. We hereafter use f+

A (x) � f(A∪{x})−f(A) to denote
the marginal gain of f on x ∈ Ω with respect to A ⊂ Ω, unless otherwise noted.
A submodular function f defined on 2Ω is monotone if for all A ⊆ B ⊆ Ω, we
always have f(A) ≤ f(B) or a nonnegative marginal gain. In a nonmonotone
submodular case, however, f+

A (x) could be negative.
A constrained submodular maximization problem can be defined by

max{f(S) | g(S) ≤ c, S ⊆ Ω}, where f is the objective function, and g, the cost
function. In practice, cost functions are usually positive and monotone increas-
ing.

3.2 Routing-Based Cost Function

Given a ground set Ω of items, a weighted graph abstraction can be drawn over
Ω—the graph vertices are the items, and an edge exists between two items if both
of them have a connection in some way. In such a graph, vertices (items) and
edges are all associated with positive weights to represent the costs of visiting
vertices and passing through edges.

With a nonnegative function ρ : 2Ω → R≥0 and any S ⊆ Ω, if ρ(S) is mapped
to the least total cost of the route that visits all the vertices of S in some way, we
say ρ is a routing-based cost function. More specifically, the routing-based cost
function on S can be commonly written as ρ(S) =

∑
s∈S cs+r∗(S), where cs ≥ 0

is the cost in visiting s and r∗(S) is the minimum cost of traversing each vertex
of S at least once. In general, r∗(S) is infeasible to compute within poly-time;
clearly, it is the r∗(S) term that makes it NP-hard to determine ρ(S).

To simplify notation, we also use ρ to represent the optimal algorithm of
achieving the least cost. In most real-life applications, we have ρ(T ) ≤ ρ(S) for
T ⊆ S, i.e., ρ is nondecreasing. Specifically, it is easy to prove that for any S, T ⊆
Ω with S = T ∪ {s}, we have ρ(S) − ρ(T ) ≥ cmin where cmin = min{cs|s ∈ Ω},
i.e., the gradient of function ρ is at least cmin. In this paper we assume ρ(∅) = 0
and ρ is nondecreasing.
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3.3 Problem Definition and Examples

Given a nonempty ground set Ω and a nonmonotone submodular set function
f : 2Ω → R≥0, we aim at finding a subset S∗ ⊆ Ω such that

S∗ = argmax
S⊆Ω

{f(S) | ρ(S) ≤ c}, (3)

where ρ(S) is a routing-based cost function defined on 2Ω and c is the budget
(a positive constant). Here, ρ(·) ≤ c is a routing constraint to the objective
function f(·). We assume that ρ({s}) ≤ c for any singleton s ∈ Ω. Followed are
two motivating examples of our problem.

Example-1: Diversified Task Offloading in Big Data. Big Data system is a
networked distributed computing environment, in which each processor can store
and process data, and processors are connected with delaying links. To effectively
complete a computation task within a given time, users usually offload the task
down to a subset of processors whose data is more representative. These selected
processors can, in parallel, run the task on their local data sets, and return results
to users for further combination. In machine learning [18,26,27], the functions of
evaluating data representativeness are commonly nonmonotone and submodular.
The user can calculate (foreknow) the time of each processor running a task
before offloading it. Given a subset of processors, therefore, the completion time
heavily depends on how long the in-network data transfer will take. Equivalently,
what the user needs is find a delay-minimum multicast routing tree that is rooted
at the user and spans all the selected processors, which is an NP-Complete task in
general. Obviously, this example can be modeled as a nonmonotone submodular
maximization with a multicast routing restriction.

Example-2: Informative Data Collection with a Robot. In this example,
an on-ground or aerial robot departs from a depot and moves through some
points of interest (already specified in a certain monitoring area) to capture
data. The robot’s objective is collect as informative data as possible, while not
running out of its energy before returning to the depot. This scenario often falls
into the category of informative path planning in robotics. The robot cannot visit
all points due to its limited energy capacity. It has to select an informative subset
of points, and visit them along a TSP tour that starts and ends at the depot.
In real-life applications [28–30], “informative” can be measured with the mutual
information between the visited and unvisited points; and mutual information is
of nonmonotone submodularity. So, this example can be naturally modeled as a
nonmonotone submodular maximization with TSP constraint.

3.4 Hardness of Our Problem

The computational intractability of our problem stems from three aspects. First,
even if we ignore the constraint on our problem (for example, c is very large),
maximizing a (nonmonotone) submodular function remains NP-hard. It is quite
straightforward to know that our problem is NP-hard, too. Second, for a given
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subset of Ω, we need to evaluate its feasibility by solving the routing-based
cost function that is NP-hard in general settings. Third, our problem’s objective
function and constraint evaluation cannot be solved separately, because each is
coupled with the other.

There have been lots of efforts to optimize monotone and nonmonotone sub-
modular functions without constraints. In the past few years, however, there has
been a surge of interest in applying constrained submodular maximization to
machine learning. But most of these prior works usually focus on the maximiza-
tion with computationally tractable constraints, such as cardinality, knapsack,
and matroid constraints [15,16,31]. They, however, cannot be directly applied
to our problem to achieve bounded performance.

4 Our Algorithm

The seminal work [17] propose an iterative greedy algorithm (called SMS, for
convenience) to maximize nonmonotone submodular function with k-system con-
straints. SMS can provide an approximation ratio of k

(1+1/α)(k+1)2 ≈ 1
(1+1/α)k ,

which remains competitive for general settings until now. Here, parameter
α (0 < α < 1) is the approximation guarantee for unconstrained nonmono-
tone submodular maximization. Each iteration of SMS covers two stages: (1)
selecting as many items from available ones as possible, until the k-system prop-
erty cannot hold, and (2) applying an unconstrained nonmonotone submodular
maximization algorithm to those selected items. SMS repeats the two stages k
times. During iterations, it stores all the feasible solutions determined by the
second stage, and the best one will be returned at last.

Our algorithm follows the algorithmic framework of SMS, and it can achieve
at least the same performance as SMS’s, while only needing polynomial time cost.
Our basic idea is as follows. First, we prove the routing constraint on our problem
is a kind of k-system, which transforms our problem into a k-system-constrained
nonmonotone submodular maximization problem. This enables SMS’s approx-
imation ratio to work for our algorithm. Second, we recruit an algorithm ρ̃ to
approximate ρ in evaluating the routing cost, such that our algorithm can ter-
minate in poly-time with an over-budget. Third, we prove that the amount of
over-budget is bounded, by analyzing the performance gap in cost evaluation
between ρ̃ and ρ.

4.1 Algorithm Description

Our algorithm is outlined in Algorithm 1, and it is an iterative procedure. Each
iteration includes two stages which are described below in detail.

Stage-1: Maximization with Constraint Relaxed. In the i-th iteration,
the items, yet unexamined so far, form the set Si. Stage-1 uses the whileloop
iteratively to examine all the items of Si, picking out s∗, the item bringing the
highest marginal gain. During the cherry-picking, our algorithm uses a (1 + θ)-
approximation poly-time algorithm ρ̃ in place of optimal algorithm ρ to verify
whether the routing cost is under constraint, where θ is usually within (0, 1).
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Algorithm 1: our algorithm
input : Ω, c, k, θ, α
output: T ∗ ⊆ Ω and f(T ∗)

1 S1 ← Ω and T ← ∅ // two sets
2 for i = 1 up to k
3 Xi ← ∅ and Yi ← ∅ // two sequences

	 Stage 1: add as many items as possible
4 while Si 
= ∅
5 s∗ ← argmax{f+

Xi
(s)|s ∈ Si}

6 if s∗ exists and ρ̃(Xi + s∗) ≤ (1 + θ)c then
7 Xi ← Xi + s∗ and Si ← Si\s∗

8 if ρ̃(Xi) > c then
9 Yi ← Yi + s∗

10 else
11 break the while-loop (line 4)

	 Stage 2: find the best from a set of local optima
12 if Xi 
= ∅ then
13 T ∗

i ← UNSα(Xi)
14 while y ← the last item of Yi exists
15 Xi ← Xi\y and Yi ← Yi\y
16 Ty ← UNSα(Xi) and T ← T ∪ {Ty}
17 T ← T ∪ {T ∗

i }
18 else
19 break the for-loop (line 2)
20 Si+1 ← Si // the i-th iteration stops here
21 return f(T ∗) = max{f(T )|T ∈ T } and T ∗

In the whileloop, the constraint is relaxed from c to (1 + θ)c, and the
whileloop continues until the routing cost evaluated by ρ̃ is beyond (1+ θ)c. If
the cost stays under the relaxed budget, s∗ will be moved from Si into the rear of
Xi, which is an ordered set or a sequence; otherwise, the whileloop breaks, and
then, Stage-1 is over in the current iteration and outputs Xi and Yi. As shown on
lines 8 and 9, Yi is also a sequence and only stores the items that are examined
after the original budget c is violated. The whileloop tries to maximize f with
its original constraint slightly relaxed, and therefore, ρ̃(Xi) output by Stage-1
may be larger than c. But the over-budget can remain under θ · c.
Stage-2: Maximization Without Constraints. Once Stage-1 stops with
Xi 
= ∅ as output, Stage-2 is prompt to take over the unfinished task. Stage-2
tries to employ the UNSα procedure to dig out a more profitable subset out of Xi.
Here, UNSα can be any solvers that maximize a general unconstrained nonmono-
tone submodular function, with a bounded approximation ratio α (0 < α < 1).
In this paper, UNSα is fulfilled by the deterministic algorithm proposed in [13],
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which can use O(n) value oracles to achieve 1/3-approximation for unconstrained
nonmonotone submodular maximization problem.

Stage-2 first uses UNSα to pick out T ∗
i from Xi. However, T ∗

i is not necessarily
the best because of f ’s non-monotonicity. As shown on lines 15 and 16, therefore,
Stage-2 continues to curtail Xi until Xi\Yi is reached, and in the meantime, it
repeatedly recruits UNSα to explore for the solution Ty that is possibly better
than T ∗

i .
After the forloop completes at i = k or Xi = ∅, our algorithm will immedi-

ately scan through all the routes in T and then return the ultimate winner and
its objective value. The forloop goes ahead as i increases from 1 to k. Here, k is
an integer constant, loosely upper-bounded by |Ω| − 1, and it will be discussed
later in Sect. 4.3.

4.2 Theoretical Performance

Given a set function f : 2Ω → R≥0, we say (Ω, I ⊆ 2Ω) is an independence
system if the following two properties are satisfied: I (non-emptiness) ∅ ∈ I, i.e.,
I is not empty per se, and II (heredity) if S1 ∈ I and S2 ⊂ S1, then S2 ∈ I.
The heredity of independence system makes I exponential in size in the worst
case, and therefore, the optimization via exhaustive search over I is infeasible
in terms of computation.

Given S ⊆ Ω and S1 ⊆ S, we say S1 is a base of S, if S1 ∈ I and we cannot
find other S2 ∈ I such that S1 ⊆ S2 ⊆ S. An independence system (Ω, I) is
called a k-independence system (k-system, in short), if and only if there exists
an integer k such that |B1|/|B2| ≤ k for any two bases, B1 and B2, of Ω. As a
special case, a matroid is a 1-independence system.

Theorem 1. Let Iρ = {S|S ⊆ Ω and ρ(S) ≤ c} and Iρ̃ = {S|S ⊆ Ω and ρ̃(S) ≤
(1 + θ)c with θ > 0}. Both (Ω, Iρ) and (Ω, Iρ̃) are a kind of k-system.

Proof. We first prove that Iρ is an independence system. Since ∅ ⊂ Ω and
ρ(∅) = 0, we have ∅ ∈ Iρ. Consider S ∈ Iρ and a subset T ⊂ S. We know
ρ(T ) < ρ(S) ≤ c, which means T ∈ Iρ. Thus (Ω, Iρ) is an independence system.

For any item s ∈ Ω, we have assumed ρ({s}) ≤ c, indicating that each base
of Iρ is not less than one in size. On the other hand, it is easy to prove, by
contradiction, that if Ω has a base of size n, then all its bases are of size n. That
said, there must exist an integer kρ (1 ≤ kρ < n) such that |B1|/|B2| ≤ k for any
two bases, B1 and B2, of Ω. Hence Iρ is a kρ-system. Applying similar analysis
to (Ω, Iρ̃), we can conclude that there exists an integer kρ̃ (1 ≤ kρ̃ < n) such
that (Ω, Iρ̃) is a kρ̃-system. �

Theorem 1 implies that our problem is also a nonmonotone submodular max-
imization problem with k-system constraint. That said, SMS’s approximation
ratio is hopefully true for our algorithm. However, SMS requires that its k-system
cost function be exactly evaluated. Such a requirement cannot be satisfied in our
setting, because our cost function is more complex and generally intractable. In
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exchange for polynomial computation complexity, our algorithm replaces ρ with
ρ̃. Recall that ρ̃ is a (1 + θ)-approximation to ρ. Now, the crux of analyzing
our algorithm’s competitiveness is to profile how differently Stage-1 will perform
when it uses ρ̃ under a relaxed budget and ρ under the original budget.

Without loss of generality, we focus on Stage-1 of the i-th iteration of our
algorithm. Suppose that we can, in parallel, run ρ and ρ̃ in the cost evalua-
tion (line 6 of Algorithm 1), with c and (1 + θ)c as their budgets, respectively.
For convenience, Stage-1’s whileloop is called ρ-whileloop if ρ is used in cost
evaluation, and it is called ρ̃-whileloop if ρ̃ is used.

Fig. 1. Demo of our algorithm’s Stage-1 selecting X ρ̃
i out of Si = {s1, s2 . . . sm}, where

j < k ≤ m.

Theorem 2. Given Si at the beginning of Stage-1, assume the ρ̃-whileloop
stops with X ρ̃

i ⊆ Si. If ρ-whileloop can stop with Xρ
i ⊆ Si, then we always

have Xρ
i ⊆ X ρ̃

i for any θ > 0.

Proof. In line 5 of our algorithm, picking s∗ (i.e., the item with the highest
marginal gain) out of Si has nothing to do with the solver used by the cost
evaluation (line 6). Without considering the routing constraint, the sequence of
best vertices chosen in the whileloop would be always the same. We denote this
sequence by 〈s1, s2, · · · sm〉, where m = |Si| and sj is picked ahead of sk if j < k.

Consider a general case: ρ̃-whileloop stops at sk (k < m), while returning
a route of cost ρ̃k. As shown in Fig. 1, in such a case, we have ρ̃k ≤ (1 +
θ)c but ρ̃k+1 > (1 + θ)c. Now suppose that optimal solver ρ can stop at sk+1

with the best route of cost ρk+1, meaning ρk+1 ≤ c.
Since ρ̃ approximates ρ with a factor of (1 + θ), we readily have

(1 + θ)ρk+1 ≥ ρ̃k+1 > (1 + θ)c, (4)

which means ρk+1 > c. That contradicts. Hence, ρ cannot stop at sk+1 under
budget c, if ρ̃ stops at sk under budget (1 + θ)c. Clearly, ρ cannot stop at any
sj for k + 2 ≤ j ≤ m, too. We thus have Xρ

i ⊆ X ρ̃
i ⊆ Si for any θ > 0. �

Theorem 2 shows that, in Stage-1, ρ cannot pick more items out of Si under
the budget of c than ρ̃ does under the budget of (1 + θ)c.

Theorem 3. Given Si at the beginning of Stage-1, if ρ-whileloop stops with
Xρ

i , then our algorithm must be able to meet Xρ
i in the subsequent Stage-2, and

determine a subset of Xρ
i as a candidate solution.
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Proof. We resort to Fig. 1 to finish this proof. Assume that the ρ̃-whileloop
stops in Stage-1 with X ρ̃

i and Y ρ̃
i , and that ρ̃j ≤ c but ρ̃j+1 > c. This means

Y ρ̃
i = 〈sj+1, sj+2 . . . sk〉, according to our algorithm’s lines 8 and 9.

Since ρ̃ approximates ρ and ρ̃j ≤ c, we have ρj ≤ c, i.e., that ρ will not
stop earlier than meeting item j. Additionally, we know Xρ

i ⊆ X ρ̃
i by Theorem

2. Thus ρ must stop at some item of {sj} ∪ Y ρ̃
i . If Xρ

i = X ρ̃
i , obviously, our

algorithm can meet Xρ
i on Stage-2’s line 13. Moreover, in Stage-2’s line 14, we

continue to shrink X ρ̃
i (i.e., Xi), by deleting its last item, until X ρ̃

i \Y ρ̃
i is hit.

During such a shrinking process, we apply UNSα to each of the intermediate
subsets. Clearly, Xρ

i is either among these subsets, or equivalent to X ρ̃
i , i.e., our

algorithm cannot miss Xρ
i . �

Theorem 2 and Theorem 3 have paved the way to prove our algorithm’s
bicriterion competitiveness. Next we introduce the formal definition of bicrite-
rion approximation as follows. For a problem of max{f(X)|g(X) ≤ c}, a (p, q)-
bicriterion approximation algorithm can output a solution X that guarantees
f(X) ≥ p·f(Xopt) and g(X) ≤ q ·c, where Xopt is an optimal solution, 0 < p < 1
and q > 1. These two parameters p and q approximately measure the optimality
and the feasibility of approximation algorithm, respectively.

Theorem 4. Using a (1 + θ)-approximation algorithm ρ̃ to evaluate the
cost constraint under budget (1 + θ)c, our algorithm can at least achieve a[

k
4(k+1)2 , 1 + θ

]
-bicriterion approximation.

Proof. In each iteration’s Stage-1, our algorithm always stops adding items when
its budget is violated. So, any routes in T are not beyond (1 + θ)c in total cost;
in other words, the over-budget amount of our solution is at most θ · c.

Theorem 3 ensures that our algorithm with ρ̃ in cost evaluation can still
achieve an approximation ratio that is at least as good as SMS’s k

(1+1/α)(k+1)2 .
Our algorithm’s Stage-2 invokes the UNSα procedure, whose approximation ratio
is 0 < α < 1. It is proven in [13] that there exist a deterministic and a random-
ized algorithms for general unconstrained submodular maximization, which both
need linear time and can achieve 1/3-approximation and 1/2-approximation (in
expectation), respectively. If taking α = 1/3, our algorithm can achieve an exact
approximation ratio of at least k

4(k+1)2 ≈ 1
4k . In [13,32], two elegant deterministic

1/3-approximation UNSα algorithms are presented. �

4.3 Asymptotic Time Complexity

Without loss of generality, we first analyze the asymptotic time complexity in
the i-th iteration with Si at the beginning.

Time Cost in Stage-1. The whileloop of Stage-1 will stop, if Si turns empty
or if the relaxed constraint is violated; consequently, Stage-1 examines at most
|Si| items. In Stage-1, determining all possible s∗ on line 5 needs Θ(|Si|2) calls



14 H. Zhang et al.

of f -oracles in total. In addition, it is easy to know that Stage-1 needs Θ(|Si|)
calls of ρ̃-oracles in constraint evaluation.

Time Cost in Stage-2. In Stage-2, UNSα is called |Yi| times, and every call
for UNSα needs O(|Xi|) f -oracles. With Yi ⊆ Xi ⊆ Si, therefore, Stage-2’s time
cost can be loosely upper bounded by O(|Si|2) calls of f -oracle.

Besides involving the two-stage forloop as the protagonist, our algorithm
in its last step sorts through the collection T to return the best solution, and
clearly, this process needs Θ(|T |) time. Stage-2 of iteration i adds into T at most
|Yi| local optima; thus, the size of T is far less than k|Ω|.

To sum up, the time complexity of our algorithm is upper bounded by O(kn2)
f -oracles plus O(kn) ρ̃-oracles, where n = |Ω|. We will in future give each stage
a tighter analysis that can further reduce this time complexity.

For the settings with k-system constraint, we cannot easily know k in advance
because determining k often requires exponentially exhaustive computation. In
literature, k is usually replaced by the size of Ω. Although doing so will not
worsen the theoretical time complexity too much, less k is preferable in practice.
In [17], the authors recommend that k can be set to two—running their SMS’s
iteration only twice instead of |Ω| times—in order to considerably reduce the
run-time. In [19], the authors find that, in the SMS-like algorithms, reducing k
down to

√
k will not impact the algorithm approximation performance; that is,

in our algorithm’s implementation, k can be safely replaced by
√

|Ω|, thereby
leading to a significant reduction in computational time.

4.4 Remark About the Over-Budget

Our algorithm’s solution may be beyond the original budget c, and the amount of
over-budget is at most θc. Recall that the error parameter θ is the approximation
factor of algorithm ρ̃ evaluating the routing cost. Obviously, the smaller θ is, the
less the over-budget will be.

In many practical routing constraint settings, there exist (1 + θ)-
approximation algorithms, where θ values are very small numbers, often less
than one. For instance, there exists 1.55-approximation algorithm (i.e., θ = 0.55)
for minimum-weight multicast routing problem [33]. If the routing cost is deter-
mined by Euclidean TSP, for instance, we can recruit a PTAS (Polynomial Time
Approximation Scheme) for TSP problem and set its θ to be any small to control
the over-budget below a very small scale. In detail, PTAS is a type of approxi-
mation algorithm for computation-intractable problems. A PTAS algorithm can
achieve (1 + θ)-approximation for minimization, or (1 − θ)-approximation for
maximization, where θ > 0; and for any fixed θ > 0, it runs in time polyno-
mial in the input instance’s size. For instance, there exists PTAS for Euclidean
TSP problems, which finds a (1 + θ)-approximation solution in time of at
most O(n(log n)o(1/θ)); there exists PTAS for Subset-Sum problems, in time
of O(n3(log n)2/θ).

In our algorithm, though a smaller θ of PTAS might lead to more computa-
tion time in Stage-1’s cost evaluation, it can in some degree reduce the time cost
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in Stage-2 by reducing the size of Yi. The following theorem gives an explanation
about such a run-time reduction.

Theorem 5. Given Si, if the ρ-whileloop stops with Xρ
i ⊆ Si and the ρ̃-

whileloop, with X ρ̃
i ⊆ Si, then we always have |X ρ̃

i \Xρ
i | ≤ 1 for any feasible

0 < θ ≤ cmin/c, where θ is the error parameter of ρ̃.

Proof. Since Theorem 2 has proven Xρ
i ⊆ X ρ̃

i for any θ, we here suppose that,
given Si, the ρ-whileloop can stop at sk if the ρ̃-whileloop stops at sk+2. We
next complete this proof by contradiction.

From the conditions in which ρ and ρ̃ stop, we have (1) ρ̃k+2 ≤ (1+ θ)c, and
(2) ρk ≤ c but ρk+1 > c. According to the property of routing cost function, it
is easy to know ρk+2 ≥ ρk+1 + ck+2 > c + cmin, where ck+2 is the visiting cost
at item sk+2. Because ρ̃ approximates ρ and θ ≤ cmin/c, we have ρ̃k+2 ≥ ρk+2,
which further leads to

ρ̃k+2 ≥ ρk+2 > c+ cmin ≥ c+ θc. (5)

This inequality contradicts ρ̃k+2 ≤ (1 + θ)c. If ρ̃-whileloop stops at sk+2,
therefore, ρ-whileloop cannot stop at sk. Moreover, the ρ-whileloop cannot
stop at sj for any j < k, too. Thus, ρ-whileloop can only stop either at sk+1 or
at sk+2. This theorem holds true. �

If ρ̃ is a PTAS with θ ≤ cmin/c, then we will have |Yi| = |X ρ̃
i \Xρ

i | ≤ 1 at the
end of Stage-1. It means that Stage-2 can finish with at most two calls of UNSα.
So a PTAS of ρ with small θ can lower Stage-2’s time cost. With Theorem 5, we
can readily have Corollary 1: the run-time and the budget control can be traded
off according to practical settings and resource supply.

Corollary 1. Given Si, if the ρ-whileloop stops with Xρ
i ⊆ Si and the ρ̃-

whileloop, with X ρ̃
i ⊆ Si, then we always have |X ρ̃

i \Xρ
i | ≤ r for any 0 < θ ≤

r · cmin/c, where r is a positive integer ranging in [1, c/cmin).

5 Conclusion

In this paper, we have investigated the nonmonotone submodular maximiza-
tion with routing constraint, proved it to be a k-system-constrained nonmono-
tone submodular maximization problem, and proposed a [1/4k, 1+θ]-bicriterion
approximation algorithm. Considering the intractability of constraint evalua-
tion, we draw an elegant connection between the constraint evaluation’s error
parameter (i.e., θ) and the overall performance. Further, we have developed the
machinery for proving the performance guarantee; we believe it can shed light
on maximizing nonmonotone submodular function whose constraint evaluation
is generally NP-hard. We have numerically evaluated our algorithm under the
motivating examples mentioned in Sect. 3.3. Due to page limit, we omit the
results and analyses, which can be seen in our previous report1.
1 https://arxiv.org/abs/2211.17131.

https://arxiv.org/abs/2211.17131
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Abstract. Traceability is the ability to trace the usage of artifacts during the soft-
ware lifecycle process. Though the benefits of establishing a traceability software
system have been widely recognized, it is difficult to be applied well in actual
development. In this paper, we propose a new method for traceability preserva-
tion which may be used in the practical software development process. A formal
model for the traceability of software artifacts is first presented, which consists
of variable traceability relations, classification and version number controls. We
then present the composition, restriction and refinement operations in the soft-
ware development process. Next, the preservation of traceability under these three
operations is discussed respectively. To demonstrate the effectiveness of our app-
roach, we finally develop a prototype tool named Formalized Software Manage-
ment System (FSMS).
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1 Introduction

Traceability software refers to a system where artifacts at each phase of the software
lifecycle process can be traced by other artifacts, and is now considered as a represen-
tation of high-quality software [21,42,50]. For example, source code in the implemen-
tation phase needs to be traced to artifacts in the maintenance and testing phases, while
it can also trace artifacts from previous phases, such as requirement and design phases.
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During the development of complex software, traceability plays an important role
in reducing maintenance cost and analyzing change impact, but it is difficult to achieve
in practice. There are several major challenges as follows: (1) In the software lifecycle
process, it is hard to represent traceability between large number of artifacts [50] in a
non-formal language (see Fig. 1); (2) Since various types of artifacts and relations are
involved in different software systems [12,42], the abstraction level of a formal model
is not easy to determine; (3) The scalability of traceability models may be impacted as
the software becomes progressively larger [12,36].

When dealing with the above challenges, the main approaches of most studies are
as followed: (1) Abstraction of artifacts and relations at different phases [19,20,26,30];
(2) Establishment of relations between artifacts in non-adjacent phases, such as the link
between source code and requirements [43]; (3) Recording of traceability using dif-
ferent storage structures, such as matrix [25] and hierarchical tree [37]. However, these
existing approaches face some problems, such as the potential loss of information about
the relations between artifacts in non-adjacent phases, and the large computational bur-
den imposed by the operations of the matrix. To solve the above problems, we propose
a formal model called a structure model [48] to describe traceability, which follows the
actual software development process to directly establish different types of relations
between artifacts.

Fig. 1. Traceability links among artifacts in the software lifecycle process

In some early studies on traceability modeling (e.g. [32,42]), the types of trace-
ability links are fixed, and then as the research progresses, most of the studies
(e.g. [19,20,26]) consider abstracting similar types of links into more general rela-
tions between artifacts. However, these approaches are somewhat constrained when
the types of traceability links in actual development are extended or modified. Fur-
thermore, although some studies [4,18] achieve the extensibility and customization of
traceability links, they do not support well the many-to-many relationship between two
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artifacts. Another interesting direction is to retrieve traceability links between source
and target artifacts based on the probability [6,24]. In spite of the results showing that
the majority of relevant artifacts can be retrieved, some incorrect links are also gener-
ated. Moreover, the visualization of traceability is one of the most significant aspects
of modeling. Matrices, as two-dimensional structures, are commonly used in commer-
cial tools because they can intuitively portray traceability and can be easily understood
by non experts [12,33]. In addition, linear [44], hierarchical [37], graph-based [3,41]
and cross-referenced [13,28] representations are also general methods. Nevertheless,
the issues related to scalability have not been well addressed in previous work.

Instead of using dynamic behavior to study traceability systems, the structure
model is based on the static system structure (a view similar to the structural mod-
els in UML [22] and SysML [39]), thus it avoids complex reachability algorithms
when analyzing a software system. For convenience, we adopt a similar concept as in
SysML [39], considering all the artifacts of different phases as model elements named
with various labels in a structure model. Since the structure model does not limit the
number of types of relations between model elements and supports the many-to-many
relation, developers can automatically or semi-automatically assign relations between
model elements according to the real development process using a prototyping tool
called Formalized Software Management System (FSMS) where traceability can be
simply visualized. Compared to the previous definition of the structure model [48], we
introduce version number controls and delete the set λ used for modeling constraints.

For a given structural model, composition and restriction are a kind of operations
in horizontal direction, and refinement is a kind of operations in vertical direction [31].
However, to the best of our knowledge, only few studies [11,34,38] focus on whether
traceability is preserved in different scenarios. This paper discusses in detail whether
traceability is preserved under these three operations.

Contribution. This paper makes the following contributions.

– We propose a novel formal model named structure model to describe different types
of artifacts and relations in the software development process. In contrast to classical
formal models (such as Petri nets and transition systems) that describe systems from
a behavioral perspective, our structure model can better represent traceability from
the static structure of the system and do not need to use a complex reachability
algorithm.

– We study three basic operations composition, restriction, and refinement between
structure models, respectively. The results show that combination and refinement do
not affect traceability, however restriction only preserves traceability in the vertical
direction.

– To support our work, we develop a prototype tool which can visualize traceability.
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The remainder of this paper is structured as follows. Section 2 introduces the struc-
ture model and presents the definition of traceability. Section 3 discusses the preser-
vation of traceability based on three basic operations. Section 4 introduces our proto-
type tool. Section 5 is the related work. Section 6 concludes the paper and discusses the
future work.

2 Traceability

In this section, we will introduce a formal model called a structure model [48] which
is used to model and analyze traceability in the software development process. The
structure model consists of model elements, variable traceability relationships between
model elements, classifications and version numbers of model elements. Model ele-
ments are similar to those in SysML [39]. Based on the above concepts, developers can
model and analyze traceability without diving deep into the specific implementation
details of a software artifact.

In order to cope with the variable number of relation types between model elements,
we choose to represent the structure model with a tuple of variable length. And the con-
cept of version number is introduced in this model for the sake of subsequent analysis
of traceability. Some assistant definitions are given below. Let VN be the set of version
numbers such that ∀R ⊆ VN × VN, R is a strict total order. Note that ∞ is a special
version number which means a undetermined version number, and ∞ �∈ VN.

Definition 1. A structure model (SM) is a tuple 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ

, υs, υe〉 with

• ME, a finite set of the model elements,
• ≺⊆ ME×ME, the containment relation such that it is a (irreflexive) partial order,

• ∀i ∈ {1, · · · , n},
i

↪→⊆ ME × ME, the dependency relation,

• ∀j ∈ {1, · · · ,m},
j
τ⊆ ME, the type set of model elements such that ∀e ∈ ME,∃τ ∈

{ 1
τ , · · · , · · · ,

m
τ } : e ∈ τ .

• υs : ME −→ VN ∪ {∞}, the initial version function, and
• υe : ME −→ VN ∪ {∞}, the final version function.

A model element is assigned the initial version number when it is created, whereas
it is assigned the final version number when it is inactivated. If the version number of a
model element is not determined, it is assigned ∞.

In order to better understand the definition, we use the structure model to represent
a simple student information management system in the following example.

Example 1. We here present the example shown in Fig. 2. In this example, the initial
requirements of a student information management system are as follows.

• R: The system shall be able to manage students’ information.
• R1: The system shall allow students to choose course.
• R2: The system shall allow students to check their course scores.
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Fig. 2. The partial relations among software artifacts in a system

Obviously, the requirements R1 and R2 are both contained in R. In addition to
requirements, the other model elements in Fig. 2 correspond to artifacts at different
phases of software development. U1, U2, U3, U4 represent use cases, C1, C2, C3
denote classes, S1 denotes the sequence diagram, and D1 is the corresponding imple-
mentation code of S1. For convenience, the specific detail for each artifact is not given
in Fig. 2.

There exist four types of relations between model elements: containment,
trace, extend, composition. Note that the relations between these model ele-
ments are assigned by the software engineer. Thus the student information man-
agement system can be represented by a structure model SM = 〈ME,≺
,
trace
↪→ ,

extend
↪→ ,

composition
↪→ ,

requirements
τ ,

design
τ ,

implementation
τ , υs, υe〉 with ME =

{R,R1, R2, U1, U2, U3, U4, C1, C2, C3, S1,D1},≺= {(R1, R), (R2, R)},
trace
↪→ =

{(U1, R1), (U2, R1), (U3, R1), (U4, R2), (C1, U1), (C1, U2), (C1, U3), (C2, U4),

(C3, U2), (C3, U3), (C3, U4), (S1, C1), (S1, C3), (D1, S1)},
extend

↪→ = {(U3, U2)},
composition

↪→ = {(C2, C1)},
requirements

τ = {R,R1, R2, U1, U2, U3, U4},
design

τ =

{C1, C2, C3, S1},
implementation

τ = {D1}. Here, we may suppose that the current ver-
sion number is 1.0, thus ∀e ∈ ME, υs(e) = 1.0 and υe(e) = ∞.

This example shows that developers can visually represent the model elements and
their relations using a structure model. Note that the version numbers are attributes of
model elements.

Moreover, in order to make the paper more readable, we summarize some notations
which will be used later (see Table 1).

Definition 2. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure model.

(1) A sequence rc = x1 · · · xp(p > 1) is called a relation chain in SM iff ∀i ∈
{1, · · · , p − 1}, xi, xi+1 ∈ ME, (xi, xi+1) ∈ (≺ ∪ 1

↪→ ∪· · · ∪ n
↪→) ∨ (xi+1, xi) ∈

(≺ ∪ 1
↪→ ∪· · · ∪ n

↪→). RC(SM) denotes all possible relation chains in SM.
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Table 1. Notations.

Symbol Description

SM A structure model

rc A relation chain in SM
RC(SM) A set contains all possible relation chains in SM
dc A dependency chain in SM
DC(SM) A set contains all possible dependency chains in SM
SM1 � SM2 SM1 is a substructure of SM2

SM1 � SM2 The composition of SM1 and SM2

SM|X The restriction of SM to a given set X

ref(e) A function that refines a model element e

SM[e.ref(e)] The refinement of SM under ref(e)

(2) A sequence dc = x1 · · · xp(p > 1) is called a dependency chain in SM iff

∀i ∈ {1, · · · , p − 1}, xi, xi+1 ∈ ME, (xi, xi+1) ∈ (≺ ∪ 1
↪→ ∪· · · ∪ n

↪→).
d̂c denotes the model elements in the dependency chain dc = x1 · · · xp, that is,
d̂c = {x1, · · · , xp}. DC(SM) denotes all possible dependency chains in SM.
[dc] denotes the number of model elements in the dependency chain dc, that is,
[dc] = p.

Clearly, a relation chain does not distinguish the direction of relations, while a
dependency chain is a directed sequence. For instance, there exists a dependency chain
D1S1C3U3U2R1R in Example 1, and this dependency chain is also a relation chain.

Proposition 1. If SM is a structure model, then DC(SM) ⊆ RC(SM).

Proof. This proof is straightforward.

Proposition 1 states that the dependency chain is a special type of the relation chain.
Traceability is one of the significant criteria for assessing software quality [42].

Since there exist several different model elements (artifacts) for each phase of the soft-
ware lifecycle process, and these model elements are largely isolated, it is necessary
to correlate between various model elements through traceability [2]. Next, we will
present some related concepts and give a formal definition of traceability.

The traceability of software systems can be classified as horizontal or vertical trace-
ability [35,36,49]. The definition of traceability is as follows.
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Definition 3. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure model

and specify a system. Let
requirements

τ ∈ { 1
τ , · · · ,

m
τ } and

requirements
τ be the set of the

model elements for representing requirements.

(1) SM is said to be horizontally traceable iff ∀e ∈ ME,∃dc = x1 · · · xp ∈
DC(SM) : e ∈ d̂c and xp ∈requirements

τ .
(2) SM is said to be vertically traceable iff ∀e ∈ ME,∃dc = x1 · · · xp ∈ DC(SM) :

e ∈ d̂c and ∀i ∈ {1, · · · , p − 1}, υs(xi+1) ≤ υs(xi).
(3) SM is said to be traceable iff ∀e ∈ ME,∃dc = x1 · · · xp ∈ DC(SM) : e ∈

d̂c, xp ∈requirements
τ and ∀i ∈ {1, · · · , p − 1}, υs(xi+1) ≤ υs(xi).

Here, horizontal traceability considers that all software artifacts directly or indi-
rectly depend on requirements artifacts, whereas vertical traceability focuses on the ver-
sion changes of model elements [43], that is, the version number of a model element is
greater than or equal to that of its dependent model elements. Obviously, though depen-
dency chains are directed, they can be reversely traversed based on directed graphs.
Thus, forward traceability and backward traceability [5,51] are both contained in this
definition. The definition considers not only the inner traceability of a model, but also
the traceability among multiple models. Note that as long as there is an isolated artifact
in a software system, the software system is not traceable.

Example 2. For each model element of the structure model SM in Fig. 2, there is a
dependency chain containing this model element such that the elements of this chain
are directly or indirectly related to requirements. Therefore according to Definition 3(1),
SM is horizontally traceable. In addition, since all model elements in the structure
model SM have the same version number, by Definition 3(2), SM is vertically trace-
able. Thus, by Definition 3(3), SM is traceable.

3 The Preservation of Traceability

In this section, we will introduce three common operations, and explore the preservation
of traceability in the software development process.

A large-scale software project is often divided into several smaller projects which
are developed concurrently in practice. A structure model is used to model and analyze
the traceability of each project whichever is large or small. Thus, from the perspective
of traceability, every project corresponds to a structure model. The decomposition of a
complex software system into multiple subsystems can correspond to that of a structure
model into multiple substructure models.

Definition 4. Let SM′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′,
1

τ ′, · · · ,
m

τ ′, υs′, υe′〉 and SM′′ =

〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′,
1

τ ′′, · · · ,
m

τ ′′, υs′′, υe′′〉 be two structure models.
A structure model SM′ is called a substructure of SM′′, denoted as SM′ � SM′′,

iff ME′ ⊆ ME′′,≺′⊆≺′′, ∀i ∈ {1, · · · , n},
i

↪→′⊆
i

↪→′′,∀j ∈ {1, · · · ,m} :
j

τ ′⊆
j

τ ′′ and
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∀e ∈ ME′ : υs′(e) = υs′′(e) ∧ υe′(e) = υe′′(e). A structure model SM′ is called
a proper substructure of SM′′, denoted as SM′ � SM′′, iff SM′ � SM′′ and
SM′ �= SM′′.

Proposition 2. Let SM′ and SM′′ be two structure models. If SM′ � SM′′, then
DC(SM′) ⊆ DC(SM′′).

Proof. According to Definition 4, all model elements and relations of SM′ are in
SM′′. Therefore, all dependency chains of SM′ are in SM′′. By Definition 2(2),
DC(SM′) ⊆ DC(SM′′).

3.1 Composition

Once all subsystems of a system are completed, all software artifacts in the subsystems
should be composed. The model elements and relations in every subsystem should be
preserved.

Definition 5. Let SM′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′,
1

τ ′, · · · ,
m

τ ′, υs′, υe′〉 and SM′′ =

〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′,
1

τ ′′, · · · ,
m

τ ′′, υs′′, υe′′〉 be two structure models.
If ∀e ∈ ME′ ∩ ME′′, υs′(e) = υs′′(e) ∧ υe′(e) = υe′′(e), and ≺′ ∪ ≺′′ is a

(irreflexive) partial order, the composition of SM′ and SM′′ is defined as SM′ �
SM′′ = 〈ME,≺,

1
↪→, · · · ,

n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 where ME = ME′ ∪ ME′′,≺=≺′

∪ ≺′′, ∀i ∈ {1, · · · , n}: i
↪→=

i

↪→′ ∪
i

↪→′′, ∀j ∈ {1, · · · ,m} :
j
τ=

j

τ ′ ∪
j

τ ′′, ∀e ∈ ME′ :
υs(e) = υs′(e)∧υe(e) = υe′(e), and ∀e ∈ ME′′ : υs(e) = υs′′(e)∧υe(e) = υe′′(e).
SM′, SM′′ are said to be composable.

Fig. 3. The composition of two structure models

Here, when there are different types of relations between model elements in two
composable structure models, we need to equivalently translate them into the two struc-
ture models which have the same relations before composition. For instance, in Fig. 3,
there exist two types of relations in SM1: containment and trace, while there exist two
types of relations in SM2: trace and include. SM1 and SM2 can be translated into
the following two structure models SM′ and SM′′, respectively.
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SM′ = 〈ME′,≺′,
trace

↪→′ ,
include

↪→′ ,
requirements

τ ′ ,
design

τ ′ , υs′, υe′〉 with
include

↪→′ = ∅,

SM′′ = 〈ME′′,≺′′,
trace

↪→′′ ,
include

↪→′′ ,
requirements

τ ′′ ,
design

τ ′′ , υs′′, υe′′〉 with ≺′′= ∅.

Obviously, SM1 = SM′ and SM2 = SM′′. Thus SM1 and SM2 have the
same type of relations after translation. Note that we need to perform a similar trans-
lation when composing two structure models with different types of classifications. By
Definition 5, SM1 and SM2 are composable. The structure model SM3 is the com-
position of SM1 and SM2 in Fig. 3.

Proposition 3. Let SM, SM′ and SM′′ be three structure models. And let every two
of the three structure models be composable. Then

(1) SM′ � SM′′ is a structure model.
(2) SM′ � SM′′ = SM′′ � SM′.
(3) (SM � SM′) � SM′′ = SM � (SM′ � SM′′).

Proof. This proof is straightforward.

Proposition 3 states that the composition of structure models has closure, commu-
tativity and associativity.

Theorem 1. Let SM,SM′ be two composable structure models. If SM and SM′ are
traceable, then SM � SM′ is traceable.

Proof. Assume that ∃SM′′ = SM � SM′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′,
1

τ ′′, · · · ,
m

τ ′′

, υs′′, υe′′〉 and
requirements

τ ′′ ∈ {
1

τ ′′, · · · ,
m

τ ′′}. By Definition 5, ∀e ∈ ME′′ : e ∈
ME ∨ e ∈ ME′. When e ∈ ME, since SM is traceable, according to Defini-

tion 3 (3), ∃dc1 = x1 · · · xp ∈ DC(SM) : e ∈ ˆdc1, xp ∈requirements
τ and ∀i ∈

{1, · · · , p − 1}, υs(xi+1) ≤ υs(xi). When e ∈ ME′, since SM′ is traceable, accord-

ing to Definition 3 (3), ∃dc2 = y1 · · · yq ∈ DC(SM′) : e ∈ ˆdc2, yq ∈requirements
τ

and ∀i ∈ {1, · · · , q − 1}, υs′(yi+1) ≤ υs′(yi). By Proposition 2, SM � SM′′ ∧
SM′ � SM′′ : DC(SM) ⊆ DC(SM′′) ∧ DC(SM′) ⊆ DC(SM′′). Moreover,
υs′′(e) = υs(e) ∨ υs′′(e) = υs′(e), thus ∃dc3 = z1 · · · zk ∈ DC(SM′′) : e ∈
ˆdc3, zk ∈requirements

τ and ∀i ∈ {1, · · · , k − 1}, υs′′(zi+1) ≤ υs′′(zi). By Definition 3
(3), SM � SM′ is traceable.

This theorem shows that the composition of two traceable structure models is trace-
able.

3.2 Restriction

In Sect. 3.1, we have introduced the composition operation which describes a struc-
ture model becoming increasingly large and complex. By contrary, there exists
some research on model decomposition [1,9,45], which can automatically or semi-
automatically obtain sub-models. Thus, we next discuss how to decompose a structure
model by restriction.
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Definition 6. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure model.

For X ⊆ ME, the restriction of SM to X is defined as a structure model SM|X =

〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′,
1

τ ′, · · · ,
m

τ ′, υs′, υe′〉 with

• ME′ = X ,
• ≺′= {(x, y)|∀x, y ∈ X, (x, y) ∈≺},
• ∀i ∈ {1, · · · , n} :

i

↪→′= {(x, y)|∀x, y ∈ X, (x, y) ∈ i
↪→} ,

• ∀j ∈ {1, · · · ,m} :
j

τ ′= X∩ j
τ ,

• ∀x ∈ X, υs′(x) = υs(x), and
• ∀x ∈ X, υe′(x) = υe(x).

Here, we can obtain various substructures of a structure model by restriction.

Proposition 4. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure

model. Then ∀X ⊆ ME,SM|X � SM.

Proof. According to Definition 4 and Definition 6, the result obviously holds.

The restriction of a structure model must be the substructure of the original struc-
ture model, but the substructure of a structure model may not be the restriction of the
original model. For example, both SM2 and SM3 are obviously proper substructures
of SM1 (see Fig. 4) and thus SM2 � SM1, SM3 � SM1. Then SM2 is obviously
a restriction of SM1 to X = {R,U1, U2}, but SM3 is not SM1|X .

Fig. 4. An example for explaining the restriction of a structure model

Proposition 5. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→, υs, υe〉 be a structure model. If

∀X,Y ⊆ ME : SM|X � SM|Y = SM, then X ∪ Y = ME.
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Proof. According to Definition 5 and Definition 6, the result clearly holds.

This proposition shows that when two substructures are composed to obtain the
original structure model, the two substructures necessarily contain all the model ele-
ments of the original structure model.

Theorem 2. Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure model

and SM be traceable. Then ∀X ⊆ ME, SM|X is vertically traceable.

Proof. This proof is straightforward.

Theorem 2 states that vertical traceability can be preserved after the restriction.
However, when the restricted structure model contains isolated elements or does not
contain requirements, horizontal traceability is obviously influenced.

3.3 Refinement

Refinement is another important operation during the software development process. It
means that a model at higher abstraction level is transformed into the corresponding
concrete one at lower abstraction level. Many researchers have studied the refinement
operation based on different models [1,14,46]. We here investigate the refinement oper-
ation between structure models in this subsection.

We assume a fixed setME of model elements. Let SM denotes the set of all structure
models. The empty structure model 〈∅, ∅, ∅, · · · , ∅, ∅, ∅〉 is denoted by ∅.

Definition 7. (1) A refinement function for structure models is a total function ref :
ME → SM\{∅} such that ∀e ∈ ME, ref(e) = 〈ME,≺,

1
↪→, · · · ,

n
↪→,

1
τ , · · · ,

m
τ

, υs, υe〉 where
• ∃e′ ∈ ME, e′ is a copy of e, ≺= {(x, e′) | x ∈ ME \ {e′}}, and
• ∀x, y ∈ ME, υs(x) = υs(y) ∧ υe(x) = υe(y).

(2) Let SM = 〈ME,≺,
1

↪→, · · · ,
n
↪→,

1
τ , · · · ,

m
τ , υs, υe〉 be a structure model. Let

e ∈ ME, ref(e) = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′,
1

τ ′, · · · ,
m

τ ′, υs′, υe′〉 such that ∀x ∈
ME′, υs′(x) ≥ υs(e) ∧ υe′(x) ≥ υe(e). Moreover, let ME ∩ ME′ = ∅. The refine-

ment of SM under ref(e) is the structure model SM[e.ref(e)] = 〈ME′′,≺′′,
1

↪→′′

, · · · ,
n

↪→′′,
1

τ ′′, · · · ,
m

τ ′′, υs′′, υe′′〉 with
• ME′′ = ME ∪ ME′,
• ≺′′=≺ ∪ ≺′,

• ∃i ∈ {1, · · · , n} :
i

↪→′′=
refine

↪→′′ =
refine
↪→ ∪

refine

↪→′ ∪{(e′, e)},
• ∀j ∈ {1, · · · , n}\{i} :

j

↪→′′=
j

↪→ ∪
j

↪→′,

• ∀k ∈ {1, · · · ,m} :
k

τ ′′=
k
τ ∪

k

τ ′,
• ∀p ∈ ME′ : υs′′(p) = υs′(p) ∧ υe′′(p) = υe′(p), and



A Formal Approach for Traceability Preservation in Software Development Process 29

• ∀q ∈ ME : υs′′(q) = υs(q) ∧ υe′′(q) = υe(q).

Definition 7 shows that if the model element of a structure model is refined, then
the newly obtained structure model is the refinement of the original one. In order not to
pollute the relations between model elements in the original structure model [7,40], we
choose to first copy the model element to be refined and then create new relations based
on the replica. Thus the refinement operation includes the following steps:

(1) copy e as the new model element e′.
(2) assign e′ a new version number, then create the containment relation between e′

and all model elements of ref(e) respectively (although the model elements of
ref(e) are a more concrete representation of e, they may be regarded as descen-
dants of e).

(3) establish the refine relation between e and e′.

The refinement operation between structure models can be clearly represented
graphically. For distinguishing between different version numbers, once a model ele-
ment is assigned to a new version number, the old version number will become grey in
our tool.

For example, we assume that the model element U1 of SM1 needs to be refined
in Fig. 5 and there exists a structure model SM2 = ref(U1), then the refinement
of SM1 under ref(U1) can be represented by a new structure model SM3 =
SM1[U1.ref(U1)].

Fig. 5. An example for interpreting the refinement of a structure model

Proposition 6. Let SM1 = 〈ME1,≺1,
1

↪→1, · · · ,
n

↪→1,
1
τ1, · · · ,

m
τ1, υs1, υe1〉 be a

structure model. Moreover, let ref be a refinement function for structure models. If
∀e ∈ ME1 : SM2 = SM1[e.ref(e)], then SM1 = SM2|ME1 .

Proof. Since SM2 is a refinement of SM1 under ref(e), by Definition 7 (2), all model
elements and relations in SM1 are not change. Assume X = ME1, since X ⊆ ME2,
by Definition 6, SM1 is a restriction of SM2 to X . Thus SM1 = SM2|ME1 .
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This proposition states that if a structure model is refined, then the newly obtained
structure model preserves all the model elements of the original structure model.

Theorem 3. Let SM1 = 〈ME1,≺1,
1

↪→1, · · · ,
n

↪→1,
1
τ1, · · · ,

m
τ1, υs1, υe1〉 be a struc-

ture model and SM1 be traceable. Moreover, let ref be a refinement function for
structure models. If ∀e ∈ ME1 : SM2 = SM1[e.ref(e)], then SM2 is traceable.

Proof. Assume that SM2 = 〈ME2,≺2,
1

↪→2, · · · ,
n

↪→2,
1
τ2, · · · ,

m
τ2, υs2, υe2〉. Since

SM2 is a refinement of SM1 under ref(e), by Definition 7, ∀x ∈ ME2 : x ∈
ME1 ∨ x ∈ ME2 \ ME1. When x ∈ ME1, since SM1 is traceable, by Defini-

tion 3 (3), ∃dc1 = x1 · · · xp ∈ DC(SM1) : x ∈ ˆdc1, xp ∈requirements
τ and

∀i ∈ {1, · · · , p − 1}, υs1(xi+1) ≤ υs1(xi). Moreover, by Proposition 4 and Propo-
sition 6, SM1 � SM2. According to Proposition 2, DC(SM1) ⊆ DC(SM2), thus
dc1 ∈ DC(SM2). When x ∈ ME2 \ ME1, by Definition 7, ∃dc2 = y1 · · · yq ∈
DC(SM2) : yq = e ∧ y1 = x and υs2(e) ≤ υs2(x). Thus ∃dc3 = z1 · · · zk ∈
DC(SM2) : x ∈ ˆdc3, zk ∈requirements

τ and ∀i ∈ {1, · · · , k − 1}, υs2(zi+1) ≤
υs2(zi). By Definition 3 (3), SM2 is traceable.

This theorem states that the refinement operation does not change traceability in the
software development process.

4 Tool: Formalized Software Management System

In order to facilitate the investigation of traceability, a prototype tool named Formal-
ized Software Management System (FSMS) was developed with JavaScript. This tool
mainly consists of two independently developed modules (See Fig. 6 for the main inter-
face). One is a draggable drawing modules with traceability management, the other is
the consistency management module. This paper is dedicated to the former.

Developers can use different components in the toolbox to visualize the artifacts and
the relations between them in the software system, and then the graphic representation
of this system can be automatically converted to JSON format for storage. Moreover,
this tool implements several analysis functions based on the structure model, such as
change impact analysis. The tool has been deployed on the website http://124.220.63.
75/ now. More functions will be added to this tool step by step.

5 Related Work

Software traceability has been studied for many years (see References [2,36,51] for
surveys). Most of the studies (see References [4,8,15] for surveys) involving traceabil-
ity do not apply formal methods, but our work is based on formal methods to rigorously
model traceability and to analysis traceability. Therefore, we only provide some com-
parisons between our work and the most related work on traceability modeling and
change impact analysis.

http://124.220.63.75/
http://124.220.63.75/
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Fig. 6. The main interface of the prototype tool

Goknil et al. [19,20] mainly focus on the well-defined traceability between the
requirement (R) and architecture (A), and they have investigated the reasoning, consis-
tency checking and automatic generation of trace relations based on the system’s spec-
ifications. Rempel and Mader [43] focus only on the relations between the requirement
and implementation (code) phases. However, we hold that the artifacts in the following
phases depend on those in the preceding phases, so traceability between non-adjacent or
abstract phases may be less practical to lose some implicit details in software lifecycle
process.

In [26], six types of traceability relations, which are used to analyze the evolu-
tion of the requirement and architecture, are introduced: goal dependency, temporal
dependency, service dependency, conditional dependency, task dependency and infras-
tructure dependency. Lago et al. [30] give a scoped approach to identify core traceabil-
ity paths and distinguish four relations in R&A: drive, depend-on, modify and influ-
ence. Based on the above two studies, Goknil et al. [20] generalize these trace types
into within-model traces (refines, requires) and between-model traces (satisfies, allo-
catedTo). Spanoudakis et al. [47] propose a rule-based method for establishing trace-
ability. This method contains two rules: requirements-to-object-model (RTOM) and
inter-requirement traceability (IREQ). Then based on RTOM and IREQ, four differ-
ent types of traceability relations can be generated between requirement statements and
use cases. Cleland-Huang et al. [10] present a novel concept. They consider that the
relations between various software artifacts as a direct or indirect link which can be
dynamically modified by event notifications. Obviously, neither the different number of
relations nor event-based links can be applied to a large-scale development with a very
large variety of traceability relations between artifacts. However, our structure model
does not limit the number of relation types.

Antoniol et al. [6] propose a seminal approach to retrieve traceability relations
between documentation and code based on probability. Their work uses the informa-
tion retrieval algorithm to calculate the similarity between two artifacts to establish links
between them. However, the precision is not high enough, resulting in the possibility of
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generating incorrect links. In order to establish high quality links, De Lucia et al. [16]
introduce a method to understand the semantic context between artifacts using Latent
Semantic Indexing, and in [23,47], how to connect heuristic rules with link retrieval is
discussed. Obviously, these methods can reduce the number of incorrect links, but can-
not avoid the error. In [17], a platform called Tarskil is used to build the semantics of
interactive traceability, which is based on first-order relational logic, thus simplifying
the reasoning of relations and consistency checking. Santos et al. [44] use a tool named
TIRT to show data with list, which is a kind of one-dimensional approach. However,
these two researches mentioned above do not well support the many-to-many relation
between artifacts. In Holten’s work [25], he propose to store adjacency relations by a
two-dimensional approach, such as traceability matrix. Although this approach is easily
understood by the stakeholder and saves storage space, the change of traceability matrix
becomes complicated when the structure of the system is changed.

Laghouaouta et al. [29] use the softgoal tree to manage the traceability of the com-
position of multi-viewmodels in theModel Driven Engineering (MDE). In [7,27], some
approaches to merging trackable links on-demanded are discussed. Obviously, these
studies are completely different from our work.

6 Conclusion and Future Work

In this paper, we have investigated how to ensure traceability under the operations such
as composition, restriction and refinement in software development process. To demon-
strate the availability of these results, we have developed a prototype tool called FSMS
that enables traceability visualization.

In future work, we will explore how to make the visualization of our tool better.
We also wish to integrate our tool with other software development platforms. On the
other hand, automated code generation is another important field of our research based
on formal methods. Since automated code generation techniques heavily rely on the
traceability, we will focus on how to automatically generate high quality code in the
software development process.

Acknowledgements. We would like to thank the anonymous reviewers for their very valuable
comments and very helpful suggestions.
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Abstract. Negative information plays an essential role in knowl-
edge representation and commonsense inference. We further continually
develop the theory of a generalized fuzzy set with contradictory, oppo-
site and medium negation (GFScom). The t-norm, s-norm, convexity
and concavity properties of GFScom are discussed. By introducing GFS-
com to Mamdani fuzzy systems, we propose new constructive approaches
from any (infinite) input-output data pairs to approximate any continu-
ous function on a compact set to a desired degree of accuracy, and study
the first-order and the second-order approximation error bounds for the
classes of the constructed fuzzy systems from mathematical viewpoints in
details. Furthermore, the new better sufficient conditions for this class of
fuzzy systems to be universal approximators are investigated thoroughly.
Finally, we illustrate several examples and compare the new results to
published error bounds through numerical examples.

Keywords: Mamdani fuzzy systems · negation · universal
approximator · three kinds of negations · generalized fuzzy sets
GFScom

1 Introduction

Negative information plays an essential role in knowledge representation and
commonsense inference(see [2,6,9,24] and references therein). However, the
notion of negation is often considered as a poorer form of meaning than affirma-
tion [11]. In the past decades, some researchers suggested that uncertain infor-
mation processing requires different forms of negations in various fields. Zhu and
Xiao [28,36,37] developed Medium Logics (ML) with the contradictory, opposite
and fuzzy negation under the view of medium principle (i.e., the principle uncon-
ditionally recognizes that for any predicate P and object x it is not always true
that either there exists P (x) or the opposite side of P (x), cf. [35]), which has very
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sound, complete syntax and semantics [38,39]. The medium algebra, which may
be viewed as a generalization of the well-known De Morgan algebra, developed
by Pan [19] is the algebraic abstract of Medium Propositional (MP) logic system
in ML, i.e., the medium algebra can be viewed as the algebraic structure of MP.
Wagner and Analyti etc. [1,25] pointed out that there are (at least) two types
of negation: a weak negation representing non-truth (e.g. “he does not like cat”)
and a strong negation denoting explicit falsity (e.g. “he dislikes cat”). Esteva
and Cintula etc. [3,5] extended the Strict Basic Logic (SBL; an extension of the
well-known basic logic) with a unary connective ∼. The semantics of ∼ is any
decreasing involution, i.e., the function n : [0, 1] → [0, 1] such that n(n(x)) = x
and n(x) ≤ n(y) whenever x ≥ y. The SBL with an involutive negation is only
the fuzzy logic with both negations (the other negation is the negation in Basic
Logic (BL) proposed by Hájek [8], namely, ¬x = x → 0). Kaneiwa [10] devel-
oped the description logic with classical and strong negations, where the classical
negation expresses the negation of a statement, while the other is used to depict
explicit negative information (or negative facts). Ferré [7] proposed an epistemic
extension of the concept of negation in Logical Concept Analysis, i.e., the exten-
sional negation is the classical negation, such as “old/not old” and “pretty/not
pretty”, and the intentional negation can be interpreted as opposition, such as
“big/small” and “fat/thin”. Pan [20–22] argued that there are three types of
negations, namely, contradictory negation, opposite negation and medium nega-
tion, in fuzzy knowledge and its negative relationships, subsequently built up a
novel fuzzy set referred to as the fuzzy sets with contradictory negation, opposite
negation and medium negation (FScom). In order to provide one logic calculus
tool for FScom, Pan [22] and Zhang [32] proposed fuzzy logic with three kinds
of negations from the axiomatization and natural calculus reasoning points of
view, respectively. Murinova [14] studied the formal theory of generalized Aris-
totelian square of opposition with intermediate quantifiers(expressions such as
most, many, a lot of, a few, large part of, small part of ), and gave the formal def-
initions of contradictories, contraries and subcontraries. A first comprehensive
research focusing on commonsense implications of negation and contradiction is
presented in [9].

In [16] and [18], Novák proposed a formal theory of the trichotomous eval-
uative expressions which are a subclass of evaluative expressions (expressions
such as “very small”,“quite big”,“more or less medium”, etc.) containing eval-
uative trichotomy of the type “small-medium-big”. On the basis of fuzzy type
logic (a higher order fuzzy logic, cf. [17]), Novák presented formal representation
of fundamental evaluative trichotomy, i.e., the form of “small-medium-big”. In
the design procedure of fuzzy systems, on the one hand, the fuzzy distribution
needs to be provided which covers the input and output spaces, i.e., the member-
ship function of each fuzzy set must be constructed appropriately. However, in
[16] and [18], this concrete constructive approach is not provided. On the other
hand, the linguistic variables of the forms are commonly used, such as “positive
big”, “positive medium”, “positive small”, “zero”, “negative small”, “negative
medium”, “negative big” and so on, to represent the fuzzy sets in the input and
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output spaces. For such fuzzy sets, the method of how to determine their mem-
bership functions is not provided in [16] and [18]. As we stated below, from the
logical negations point of view, big and small are regarded as a pair of opposite
negations, while medium may be viewed as the medium negation of small (or
big). In general, we are willing to establish the membership function of small (or
big) in a certain context and afterwards infer reasonably membership functions
of the others.

In the above stated related works, the classical negation are not satisfied
to deal with “negative” information (knowledge). Hence, the different kinds of
negations in a variety of fields are needed to be introduced. Most of the above-
mentioned works depicted the notions of different negations from logical points.
Although Pan [20–22] developed the fuzzy sets FScom, there are some shortcom-
ings in FScom: 1) give any fuzzy set A, the medium negative fuzzy set of A is
non-normal; 2) in FScom, the parameter λ is non-trivial, namely, the value of λ
is not easy to be determined. In order to sketch the essential and intrinsic rela-
tionships between fuzzy knowledge and its different negation forms, Zhang [34]
defined a novel type of generalized fu0zzy sets with contradictory, opposite and
medium negation GFScom. However, there are still many important issues that
have not been addressed. The first issue is to explore the generalized properties
of GFScom. Considering the generalized triangular norm operations, namely t-
norms and s-norms, what are the prominent properties of GFScom? What is
the convexity of GFScom with respect to opposite negative operator, medium
negative operator and contradictory negative operator? The second issue is to
design the fuzzy systems from any (infinite) input-output data pairs that can
approximate continuous function in some optimal fashion based on GFScom.
The third issue is to check whether the designed fuzzy system is a universal
approximator and what is the approximation bound for the above constructed
fuzzy system. The fourth issue is to compare the novel conditions requiring the
number of known fuzzy sets with all previously published classical conditions for
Mamdani fuzzy systems constructed in this paper. We will give complete study
to the above four issues in this paper.

The rest of this paper, one can see that we can readily design the required
Mamdani fuzzy systems by means of proposed approaches as long as the fuzzy
distribution of only half input-output space is presented. By Theorem 9 stated
in the paper, we can see that the novel conditions require a smaller number of
known fuzzy sets than all previously published classical conditions. In particular,
trichotomous evaluative expressions are given to cover input-output space, we
only need to know the membership function of the fuzzy set such as small(or
big) and then compute other membership functions according to GFScom. For
this especial case, the related works mentioned in this paper cannot deal with
it.

The remainder of this paper is organized as follows. In Sect. 2, the notion of
generalized fuzzy sets GFScom and its relative algebraic operations are given. In
Sect. 3, we further investigate some interesting generalized properties (including
convexity and concavity) of GFScom. In Sect. 4, on the basis of GFScom, we
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propose the design methods of the fuzzy system that can approximate a certain
continuous function g(x) in some optimal fashion. In Sect. 5, we build up the
approximation bounds for the classes of fuzzy systems constructed by this paper
and give approximation accuracy analysis. The demonstrations and comparisons
are given to illustrate the methods in Sect. 6 and conclusion and future work end
in Sect. 7.

This paper follows the notation of [26] and [23]. The nomenclature in Table 1
is provided for the convenience of the reader.

Table 1. Nomenclature

A� Opposite negative set of the fuzzy set A

A∼ Medium negative set of the fuzzy set A

A¬ Contradictory negative set of the fuzzy set A

D A finite numerical district

Aj
ij

ijth fuzzy set associated with the jth input

�j
ij

ijth triangular fuzzy set associated with the jth input

h Interval width for membership functions

Nj Number of membership functions associated with the jth input

xj jth input variable of the fuzzy system

Ri1i2...in Fuzzy rule with antecedent set Aj
ij

for xj , j = 1, 2, . . . , n

U Input universe of discourse

F(U) A set of all fuzzy subsets over U

Ci1i2...in Output fuzzy set associated with antecedent set Aj
ij

for xj , j = 1, 2, . . . , n

ε Approximation error bound

2 The Notion of GFScom

On the Necessity of Extending Fuzzy Sets. Fuzzy sets are very applicable
for coping with vague and inaccurate phenomena. As we have stated above,
from the philosophical point of view, we need to distinguish strictly the notions
of contradictory, opposite and medium negation. However, in fuzzy sets, only one
negation is considered, i.e., contradictory negation, usually defined by ¬x = 1−x
for all x ∈ [0, 1]. Naturally, in order to deal with three types of negations, we
need to extend fuzzy sets by introducing the notions of opposite negation and
medium negation.

The Problem of Symmetry. The idea of contradictory negation and opposite
negation is, somehow, symmetric. In other words, given two concepts A and B in
a certain context, if A is the contradictory negative concept w.r.t. B, in general,
we would like to expect that B is the contradictory negative concept w.r.t. A
too. The requirement for the opposite negation is identical. However, for the
notion of medium negation, such requirement is not necessary since the medium
negation only depicts a medium concept (state) negating two opposite sides.
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Moreover, further requirement for the opposite negation is as follows: given a
pair of opposite negative concepts A and B over the universe of discourse U , we
hope the possibility distribution of A looks like the “mirror image” of that of B.
For example, we consider a pair of opposite negative concepts “tall stature” and
“short stature” in a concrete district. If some person x was viewed as “having
tall stature”, then there should exist another y with short stature in this district,
and vice versa.

In [34], the authors proposed the concept of GFScom, and applied it to
construct the table look-up scheme. In what follows, for the integrity and ease
of discussion, the notion of GFScom is represented, and F(U) denotes a set of
all the fuzzy subsets in U .

Definition 1. Given any universal discourse U and finite numerical district D,
namely, it has the following forms: [a, b], (a, b], [a, b), (a, b), or {a = x1 < x2 <<
xn = b}, where a, b ∈ R, called the left and right end of D, respectively, we call
the mapping f : U → D as (one dimensional) finite quantized district mapping.

Definition 2. Suppose thatA belongs to F(U), a, b are the left and right end
of U , respectively, ∀u ∈ U , ⊗ be a t-norm, and n be a complement.

(1) If a mapping A¬ : U −→ [0, 1] satisfying A¬(u) = n(A(u)), the fuzzy subset
determined by A¬(u) is said to be an n contradictory negative set of A.
Particularly, the fuzzy subset determined by A¬(u) = n(A(u)) = 1 − A(u)
is referred to as a contradictory negative set of A when n is the linear
complement.

(2) If a mapping A� : U −→ [0, 1] satisfying A�(u) = A(a + b − u) and A�(u) +
A(u) ≤ 1, the fuzzy subset determined by A� is referred to as an opposite
negative set of A.

(3) If a mapping A∼ : U −→ [0, 1] satifying A∼(u) = A¬(u) ⊗ (A�)¬(u) =
n(A(u)) ⊗ n(A�(u)) = n(A(u)) ⊗ n(A(a + b − u)), we call the fuzzy subset
determined by A∼ a ⊗-n medium negative set of A. Particularly, if t-norm
⊗ is a min-operator and n a linear complement, the fuzzy subset satisfying
A∼(u) = min{1−A(u), 1−A(a+b−u)} is referred to as a medium negative
set of A.

The above defined fuzzy sets are called Generalized Fuzzy Set with Contra-
dictory, Opposite and Medium negation, written as GFScom for short.

Definition 3. In GFScom, the operations such as containment, equivalency,
union and intersection between a pair of arbitrary fuzzy subsets are identical to
the counterparts in Zadeh fuzzy sets.

3 Properties of GFScom

3.1 Generalized Properties of GFScom

In this subsection, the generalized properties of GFScom will be explored.
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Definition 4 [12,13]. Given a universe of discourse U , A,B,C ∈ F(U). Let
⊗,⊕ be a t-norm, s-norm, respectively, then

(1) If C(x) = A(x) ⊕ B(x), ∀x ∈ U , denoted by C = A
⋃

⊕ B, C is called the
module union of A and B;

(2) If C(x) = A(x) ⊗ B(x), ∀x ∈ U , written as C = A
⋂

⊗ B, C is called the
module intersection of A and B.

Theorem 1. Let ⊗,⊕, n be a t-norm, s-norm and complement, respectively. For
any universal discourse U with the left end a and the right end b, A,B and C
are any GFScom on U , we have

(1) (i) A¬¬ = A (law of double contradictory), (ii) A�� = A (law of double
opposition), (iii) A∼ = A�∼;

(2) (i) A
⋃

⊕ B = B
⋃

⊕ A, (ii) A
⋂

⊕ B = B
⋂

⊕ A;
(3) (i) (A

⋃
⊕ B)

⋃
⊕ C = A

⋃
⊕(B

⋃
⊕ C),

(ii) (A
⋂

⊗ B)
⋂

⊗ C = A
⋂

⊗(B
⋂

⊗ C);
(4) If A ⊆ B, then ∀C ∈ F(U), A

⋃
⊕ C ⊆ B

⋃
⊕ C, A

⋂
⊗ C ⊆ B

⋂
⊗ C;

(5) A
⋃

⊕ ∅ = A, A
⋂

⊗ ∅ = ∅, A
⋃

⊕ U = U , A
⋂

⊗ U = A;
(6) If ⊗,⊕ are dual with respect to the complement n, and (A

⋃
⊕ B)� and

(A
⋂

⊗ B)� are defined, i.e., ∀u ∈ U , (A
⋃

⊕ B)�(u) + (A
⋃

⊕ B)(u) ≤ 1,
(A

⋂
⊗ B)�(u) + (A

⋂
⊗ B)(u) ≤ 1, then we have

(i) (A
⋃

⊕ B)¬ = A¬ ⋂
⊗ B¬, (A

⋂
⊗ B)¬ = A¬ ⋃

⊕ B¬,
(ii) (A

⋃
⊕ B)� = A�

⋃
⊕ B�, (A

⋂
⊗ B)� = A�

⋂
⊗ B�,

(iii) A∼ = A¬ ⋂
⊗ A�¬, (A

⋃
⊕ B)∼ = A∼ ⋂

⊗ B∼;
(7) A

⋂
⊗ B ⊆ A

⋂
B ⊆ A

⋃
B ⊆ A

⋃
⊕ B;

(8) (i) A
⋃

⊕(
⋃n

k=1 Ak) =
⋃n

k=1(A
⋃

⊕ Ak),
(ii) A

⋂
⊗(

⋃n
k=1 Ak) =

⋃n
k=1(A

⋂
⊗ Ak),

(iii) A
⋃

⊕(
⋂n

k=1 Ak) =
⋂n

k=1(A
⋃

⊕ Ak),
(iv) A

⋂
⊗(

⋂n
k=1 Ak) =

⋂n
k=1(A

⋂
⊗ Ak);

(9) If both ⊗ and ⊕ are continuous, for any index set T , we have
(i) A

⋃
⊕(

⋃
t∈T At) =

⋃
t∈T (A

⋃
⊕ At),

(ii) A
⋂

⊗(
⋃

t∈T At) =
⋃

t∈T (A
⋂

⊗ At),
(iii) A

⋃
⊕(

⋂
t∈T At) =

⋂
t∈T (A

⋃
⊕ At),

(iv) A
⋂

⊗(
⋂

t∈T At) =
⋂

t∈T (A
⋂

⊗ At).

Proof. We only prove (1),(6) and (9), while others are analogous.

(1) (i) For arbitrary u in U , by Definition 2, one can see A¬¬(u) =
n(n(A(u))) = A(u). Hence A¬¬ = A follows.

(ii) For arbitrary u in U , by Definition 2, we have A��(u) = A�(a+ b−u) =
A(a + b − (a + b − u)) = A(u), where a, b is, respectively, the left and
right end of U . Consequently, A�� = A holds.

(iii) ∀u ∈ u, A�∼(u) = A�¬(u)⊗A��¬(u) = A¬(u)⊗A�¬(u) = A∼(u) follows
from Definition 2 and (1)(ii). Hence, A∼ = A�∼ holds.
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(6) (i) For any u in U , since ⊗ and ⊕ are mutually dual with respect to n, one
can see that (A

⋃
⊕ B)¬(u) = n((A

⋃
⊕ B)(u)) = n(⊕(A(u), B(u))) =

n(n(⊗(n(A(u)), n(B(u))))) = ⊗(n(A(u)), n(B(u))) = A¬(u)
⋂

⊗ B¬(u)
by Definitions 2 and 3. Analogously, we can prove the other.

(ii) For any u in U , by Definition 2 we get (A
⋃

⊕ B)�(u) = (A
⋃

⊕ B)(a +
b − u) = ⊗(A(a + b − u), B(a + b − u)) = A�(u)

⋃
⊕ B�(u). Hence, the

equality holds. The verification of the other equality is similar.
(iii) The first equality is trivial. Subsequently, we need only to prove the

second equality, i.e., (A
⋃

⊕ B)∼ = A∼ ⋂
⊗ B∼.

By the above proved outcomes, we have

(A
⋃

⊕ B)∼ = (A
⋃

⊕ B)¬ ⋂
⊗(A

⋃
⊕ B)�¬ (1)

= (A¬ ⋂
⊗ B¬)

⋂
⊗(A�

⋃
⊕ B�)¬

= (A¬ ⋂
⊗ B¬)

⋂
⊗(A�¬ ⋂

⊗ B�¬)

= (A¬ ⋂
⊗ A�¬)

⋂
⊗(B¬ ⋂

⊗ B�¬)

= A∼ ⋂
⊗ B∼.

(9) (i) For any u in U , thanks to Definitions 2 and 3 and continuity of ⊕, we can
get (A

⋃
⊕(

⋃
t∈T At))(u) = A(u) ⊕ (∨t∈T At(u)) = ∨t∈T A(u) ⊕ At(u) =

(
⋃

t∈T (A
⋃

⊕ At))(u). Consequently, the equality follows. The proof for
the rest is analogous and omitted.

3.2 Convexity and Concavity of GFScom

It is well known that convexity is an important concept for the quantitative and
qualitative analysis in operation research which helps to optimize the solution
of problems. The notion of convexity also forms one of the pillars of nonclassical
analysis which is a novel branch of fuzzy mathematics. So, many scholars stud-
ied some properties of convex fuzzy sets (e.g., see [15] and references therein).
Therefore, in the design procedure of fuzzy systems, it is useful for us to analyze
the constructed fuzzy system if the convex (or concave) fuzzy sets are used to
construct the desired fuzzy system.

In this subsection, we suppose for concreteness that U is a n-dimensional
Cartesian product Dn, where D is an interval of the form: [a, b], (a, b], [a, b),
(a, b) such that a, b ∈ R.

Definition 5 convexity (up convexity). Let A be any GFScom on U . A is convex
if and only if

A(λx1 + (1 − λ)x2) ≥ A(x1) ∧ A(x2) = min{A(x1), A(x2)} (2)

for all x1 and x2 in U and all λ in [0, 1].

In contrast to convexity, one can readily get the following notion.
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Definition 6 concavity (down convexity). Let A be any GFScom on U . A is
concave if and only if

A(λx1 + (1 − λ)x2) ≤ A(x1) ∨ A(x2) = max{A(x1), A(x2)} (3)

for all x1 and x2 in U and all λ in [0, 1]. Specially, we call A strongly concave if
A(λx1 + (1 − λ)x2) ≤ A(x1) ∧ A(x2) = min{A(x1), A(x2)} holds for all x1 and
x2 in U and all λ in [0, 1].

Clearly, it is not hard to see that if A is strongly concave, then it is concave;
conversely, the result does not follow.

A basic property of convex (strongly-concave) GFScom is expressed by

Theorem 2. Let A and B be any GFScom on U , ⊗, ⊕ a t-norm, s-norm,
respectively. Then we have

(1) If A and B are strongly concave, so are their module intersection A ∩⊗
B and module union A ∪⊕ B;

(2) If A and B are convex, so is their intersection A ∩ B.

Proof. We only prove (1), (2) is similar.

(1) Let C = A ∩⊗ B be strongly concave. Then

C(λx1 + (1 − λ)x2) = A(λx1 + (1 − λ)x2) ∩⊗ B(λx1 + (1 − λ)x2). (4)

Now, since A and B are strongly concave, the following inequalities

A(λx1 + (1 − λ)x2) ≤ A(x1) ∧ A(x2) (5)
B(λx1 + (1 − λ)x2) ≤ B(x1) ∧ B(x2) (6)

hold, and hence

C(λx1 + (1 − λ)x2) ≤ (A(x1) ∧ A(x2)) ∩⊗ (B(x1) ∧ B(x2)) (7)

follows from the monotonicity of t-norms. For the right-hand side of the
above inequality, one can get

(A(x1) ∧ A(x2)) ∩⊗ (B(x1) ∧ B(x2)) (8)
= [(A(x1) ∧ A(x2)) ∩⊗ B(x1)] ∧ [(A(x1)

∧ A(x2)) ∩⊗ B(x2)]
= (A(x1) ∩⊗ B(x1)) ∧ (A(x2) ∩⊗ B(x1))

∧ (A(x1) ∩⊗ B(x2)) ∧ (A(x2) ∩⊗ B(x2))
≤ (A(x1) ∩⊗ B(x1)) ∧ (A(x2) ∩⊗ B(x2))
= (A ∩⊗ B)(x1) ∧ (A ∩⊗ B)(x2)

from Definition 6 and Theorem 1(8). Hence,

C(λx1 + (1 − λ)x2) ≤ (A ∩⊗ B)(x1) ∧ (A ∩⊗ B)(x2) (9)

follows. Thus, C(λx1 + (1 − λ)x2) ≤ C(x1) ∧ C(x2) holds. That is to say,
A ∩⊗ B is strongly concave. The proof of the other is analogous.
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(2) It is immediate from Lemma 1 in [15]. The proof is finished. In the following,
we present the convex-concave connections of a fuzzy set and its three types
of negative sets.

Theorem 3. Let A be any GFScom on U . Then we have

(1) If A is convex, then its opposite negative set A� is also convex, and vice
versa.

(2) If A is concave, then its opposite negative set A� is also concave, and vice
versa.

Proof. We only prove (1). The proof of (2) is analogous. If A is convex, i.e., the
inequality (2) follows, we then have A(λx1 + (1 − λ)x2) ≥ (A(x1) ∧ A(x2)) for
all x1 and x2 in U and all λ in [0, 1] . In the special case of a+ b−x1 , a+ b−x2

in U , the above inequality follows, too, that is,

A(λ(a + b − x1) + (1 − λ)(a + b − x2)) ≥ A(a + b − x1) ∧ A(a + b − x2) (10)

or equivalently

A(a + b − (λx1 + (1 − λ)x2)) ≥ A(a + b − x1) ∧ A(a + b − x2) (11)

and therefore A�(λx1 + (1 − λ)x2) ≥ A�(x1) ∧ A�(x2).
Conversely, assume that A� is convex. By the just above-proven procedure,

one can readily see A�� is convex. Furthermore, obviously, A�� = A holds by
the aforementioned Theorem 1(1). Hence, A is convex. The proof is completed.

Theorem 4. Let A be any GFScom on U , n any complement. Then we have

(1) If A is concave, then its n contradictory negative set A¬ is convex, and vice
versa.

(2) If A is convex, then its n contradictory negative set A¬ is concave, and vice
versa.

Proof.

(1) If A is concave, by inequality (3), we get

A(λx1 + (1 − λ)x2) ≤ A(x1) ∨ A(x2) (12)

for all x1 and x2 in U and all λ in [0, 1]. Furthermore, the following inequality

n(A(λx1 + (1 − λ)x2)) ≥ n(A(x1) ∨ A(x2)) (13)

holds, where n is any complement, and therefore,

A¬(λx1 + (1 − λ)x2) ≥ A¬(x1) ∧ A¬(x2). (14)

Consequently, A¬ is convex.
Conversely, the n contradictory negative set A¬ is convex, by inequality (2),
we have

A¬(λx1 + (1 − λ)x2) ≥ A¬(x1) ∧ A¬(x2) (15)
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for all x1 and x2 in U and all λ in [0, 1]. Moreover, the inequality

n(A¬(λx1 + (1 − λ)x2)) ≤ n(A¬(x1) ∧ A¬(x2)) (16)

follows, where n is any complement. The equivalent inequality

n(n(A(λx1 + (1 − λ)x2))) ≤ n(n(A(x1))) ∨ n(n(A(x2))) (17)

holds. Thus,
A(λx1 + (1 − λ)x2) ≤ A(x1) ∨ A(x2). (18)

Therefore, A is concave.
(2) It is analogous to the proof of Theorem 4(1).

Theorem 5. Let A be any GFScom on U . If A is concave, then its medium
negative set A∼ is convex.

Proof. If A is concave, then A¬ is convex by Theorem 4(1) and A� is concave by
Theorem 3(2). Moreover, it is immediate that A�¬ is convex from Theorem 4(1).
According to Theorems 2(1) and 1(6), one can easily see that A∼ = A¬ ∩ A�¬

is convex.

Note that the only case is considered in Theorem 5 but two cases in Theorems
3 and 4, the reason is that, in generally, we can not obtain the convex-concave
property of intersection of fuzzy sets A and B when A and B are concave. Thus,
when A is convex, the convex-concave property of ⊗-n medium negative set of
A can not been determined according to Definition 6. However, the special case
of ⊗-n medium negative set, i.e., the t-norm ⊗ is a min-operator and n a linear
complement, is convex whenever A is concave.

4 Design of Fuzzy Systems Based on GFScom

In this section, we assume that the analytic formula of nonlinear function: g(x) :
U ⊂ R

n → R is unknown. But we can determine the input-output pairs (x; g(x))
for any x ∈ U . Based on the above GFScom, our task is to design a fuzzy system
that can approximate g(x) in an optimal manner.

4.1 Preliminary Concepts and Notations

Definition 7 [26,31]. Pseudo-Trapezoid-Shaped Membership Functions (PTS ).
Let [a, d] ⊆ U ⊂ R and a ≤ d. A continuous function A(x) = A(x; a, b, c, d,H)
with a ≤ b ≤ c ≤ d is a PTS function given by

A(x; a, b, c, d,H) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

I(x), when x ∈ [a, b)
H, when x ∈ [b, c]
D(x), when x ∈ (c, d]
0, when x ∈ U − [a, d]

, (19)

where 0 < H ≤ 1, 0 ≤ I(x) ≤ 1 is strictly monotone increasing in [a, b) and
0 ≤ D(x) ≤ 1 is strictly monotone decreasing in (c, d]. When H = 1, it is simply
denoted by A(x) = A(x; a, b, c, d).
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Remark 1 Pseudo-trapezoid membership functions of the form Eq. (19) contain
a number of commonly-employed membership functions as special cases. For
instance, if we choose

I(x) =
x − a

b − a
and D(x) =

x − d

c − d
, (20)

then the pseudo-trapezoid-shaped membership functions change into the trape-
zoid membership functions. If b = c, and I(x) and D(x) are defined as in Eq. (20),
we can obtain the triangular membership functions. For normal triangular mem-
bership functions, we often denote them by the simpler notation �(x; a, b, d).

4.2 Design of Fuzzy System with First-Order Approximation
Accuracy

Now, based on the above defined GFScom, we are ready to design a particular
type of fuzzy systems that have some nice properties. We first specify the problem
as follows.

The Problem: Let g(x) be a function on the compact set U = [α1, β1] ×
[α2, β2] × · · · × [αn, βn] ⊂ R

n and the analytic expression of g(x) be unknown.
Assume that for any x ∈ U , we can determine g(x). Our task is to design a
fuzzy system that approximates g(x) to any degree of accuracy using GFScom
developed by this paper.

We now design such a fuzzy system step-by-step as follows.

Step 1. Define �Ni

2 � (i = 1, 2, 3, . . . , n; �x� denotes the smallest integer which
is not less than x) fuzzy sets Ai

1, A
i
2, . . . , A

i

� Ni
2 	 in [αi,

αi+βi

2 ] which are normal,

consistent and complete.
Specially, we may, for example, take those fuzzy sets with PTS functions

Ai
1(x; a1

i , b1i , c1i , d
1
i ), . . . , Ai

�Ni
2 	(x; a� Ni

2 	
i , b

� Ni
2 	

i , c
� Ni

2 	
i , d

� Ni
2 	

i ), and Ai
1 < Ai

2 <

· · · < Ai

�Ni
2 	 with a1

i = b1i = αi, and the arguments of Ai

�Ni
2 	 on the domain

Ui = [αi, βi] satisfy the following conditions: c
�Ni

2 	
i = d

�Ni
2 	

i = αi+βi

2 whenever

Ni is odd; otherwise, c
�Ni

2 	
i = αi + βi − d

�Ni
2 	

i < d
�Ni

2 	
i ≤ αi + βi − c

�Ni
2 	

i and
Ai

�Ni
2 	(

αi+βi

2 ) ≤ 0.5.

Step 2. By Definition 2, 1) compute (Ai
ji

)�(ji = 1, 2, . . . , �Ni

2 �, i = 1, 2, . . . , n)
on Ui = [αi, βi] when Ni is even; 2) when Ni is odd, calculate (Ai

ji
)�(ji =

1, 2, . . . , �Ni

2 � − 1, i = 1, 2, . . . , n) on Ui = [αi, βi], and Ai′

�Ni
2 	(x) = Ai

�Ni
2 	(αi +

βi − x) for any x ∈ Ui.
Specifically, whenever Ni is even, let Ai

Ni
(x; aNi

i , bNi
i , cNi

i , dNi
i ) = (Ai

1)
�,

. . ., Ai

�Ni
2 	+1

(x; a
�Ni

2 	+1
i , b

�Ni
2 	+1

i , c
�Ni

2 	+1
i , d

�Ni
2 	+1

i ) = (Ai

�Ni
2 	)

�, where aNi
i =

αi + βi − d1i , bNi
i = αi + βi − c1i , cNi

i = αi + βi − b1i , dNi
i = αi + βi − a1

i ; . . .;
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a
�Ni

2 	+1
i = αi +βi − d

�Ni
2 	

i , b
�Ni

2 	+1
i = αi +βi − c

�Ni
2 	

i , c
�Ni

2 	+1
i = αi +βi − b

�Ni
2 	

i ,

d
�Ni

2 	+1
i = αi +βi −a

�Ni
2 	

i . Whenever Ni is odd, let Ai
Ni

= (Ai
1)

�, . . . , Ai

� Ni
2 	+1

=

(Ai

�Ni
2 	−1

)�, Ai

�Ni
2 	 = Ai

�Ni
2 	

⋃
Ai′

�Ni
2 	(Here Ai

�Ni
2 	

⋃
Ai′

�Ni
2 	 is a new fuzzy set, also

written as Ai

�Ni
2 	 for the sake of simplicity), where

⋃
represents fuzzy union, i.e.,

max operator.
From the following Theorem 6 and the above two steps , one can see that

Ai
1, A

i
2, . . . , A

i
Ni

are normal, consistent and complete GFScom on Ui = [αi, βi],
and Ai

1 < Ai
2 < . . . < Ai

Ni
.

Step 3. Define e1j = αj , e
Nj

j = βj and e
ij
j ∈ [bij

j , c
ij
j ] (e.g. e

ij
j = 1

2 (bij
j + c

ij
j )) for

ij = 2, . . . , Nj − 1; j = 1, 2, . . . , n.

Step 4. Construct m = N1 × N2 × · · · Nn =
∏n

i=1 Ni fuzzy IF-THEN rules in
the following form:

Ri1i2...in : IF x1 is A1
i1 and · · · and xn is An

in ,

THEN y is Ci1i2...in

(21)

where i1 = 1, . . . , N1, . . ., in = 1, . . . , Nn and the point in R at which the fuzzy
set Ci1i2...in achieves its maximum value, denoted as ȳi1i2...in (when Ci1i2...in is
a normal fuzzy set, Ci1i2...in(ȳi1i2...in) = 1; in this paper, we always assume that
Ci1i2...in is a normal fuzzy set), is chosen as

ȳi1i2...in = g(ei1
1 , ei2

2 , . . . , ein
n ). (22)

Step 5. Construct the fuzzy system f(x) from the
∏n

i=1 Ni generated by Step 4
using singleton fuzzifier [26,31], product inference engine [26,31], center average
defuzzifier [26,31], i.e., taking “and” as product operator, fuzzy implication as
Mamdani product implication (i.e., a → b = ab,∀a, b ∈ [0, 1]) as follows:

y = f(x) =

∑Nn

in=1 · · · ∑N1
i1=1 Ai1i2...in(x)ȳi1i2...in

∑Nn

in=1 · · · ∑N1
i1=1 Ai1i2...in(x)

=
Nn∑

in=1

· · ·
N1∑

i1=1

Bi1i2...in(x)ȳi1i2...in

, (23)

where the crisp input value x = (x1, x2, . . . , xn) ∈ U , Ai1i2...in(x) =
A1

i1
(x1)A2

i2
(x2) · · · An

in
(xn), and

Bi1i2...in(x) =
Ai1i2...in(x)

∑Nn

in=1 · · · ∑N1
i1=1 Ai1i2...in(x)

=
A1

i1
(x1)A2

i2
(x2) · · · An

in
(xn)

∑Nn

in=1 · · · ∑N1
i1=1 A1

i1
(x1)A2

i2
(x2) · · · An

in
(xn)

.

(24)

Since the fuzzy sets Ai
1, A

i
2, . . . , A

i
Ni

are complete GFScom on Ui = [αi, βi], at
every point x ∈ U there exists i1, i2, . . . , in such that A1

i1
(x1)A2

i2
(x2) · · · An

in
(xn)
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�= 0. Therefore, the fuzzy system (23) is well defined, that is, its denominator is
always nonzero.

In the above procedure, we only consider the case of the membership function
distribution over [αi,

αi+βi

2 ]. However, if the membership function distribution
on [αi+βi

2 , βi] can be determined, then we may carry out the same work as in
Steps 1 through 5 of the above design procedure in terms of Definition 2.

4.3 Design of Fuzzy System with Second-Order Accuracy

The design problem is the same as in Sect. 4.2. Next, on the basis of GFScom, we
design the fuzzy system with second-order accuracy in a step-by-step manner.

Step 1. Define �Nj

2 � (j = 1, 2, 3, . . . , n) fuzzy sets Aj
1, A

j
2, . . . , Aj

� Nj
2 	

in

[αj ,
αj+βj

2 ] which are normal, consistent and complete with the triangular mem-
bership functions

Aj
ij

(xj) = �j
ij

(xj ; e
j
ij−1, e

j
ij

, ej
ij+1) (25)

for ij = 1, 2, . . . , �Nj

2 �, where ej
0 = ej

1 = αj , ej
1 < ej

2 < · · · < ej

�Nj
2 	

≤ ej

�Nj
2 	+1

,

and ej

�Nj
2 	

= ej

�Nj
2 	+1

= αj+βj

2 whenever Nj is odd. Otherwise, ej

�Nj
2 	

<
αj+βj

2 ,

ej

�Nj
2 	

+ ej

�Nj
2 	+1

= αj + βj and Aj

�Nj
2 	

(αj+βj

2 ) ≤ 0.5.

Step 2. When Nj is even, calculate (Aj
ij

)� (ij = 1, 2, . . . , �Nj

2 �) in Uj = [αj , βj ].

When Nj is odd, calculate (Aj
ij

)� (ij = 1, 2, . . . , �Nj

2 � − 1) in Uj = [αj , βj ] and

Aj′

�Nj
2 	

(x) = Aj

�Nj
2 	

(αj + βj − x) for all x ∈ Uj . Specially, for j = 1, 2, . . . , n, we

distinguish one case from the other as follows:

a) When Nj is even, let Aj
Nj

(xj) = �j
Nj

(xj ; ej

�Nj
2 	−1

, ej

�Nj
2 	

, ej

�Nj
2 	+1

) = (Aj
1)

�,

. . ., Aj

�Nj
2 	+1

(xj) = �j

�Nj
2 	+1

(xj ; ej

�Nj
2 	

, ej

� Nj
2 	+1

, ej

� Nj
2 	+2

) = (Aj

� Nj
2 	

)�,

where ej
Nj

= ej
Nj+1 = βj , ej

Nj−1 = αj + βj − ej
2; . . .; ej

�Nj
2 	

= ej

�Nj
2 	

,

ej

�Nj
2 	+1

= ej

�Nj
2 	+1

, ej

� Nj
2 	+2

= αj + βj − ej

� Nj
2 	−1

.

b) When Nj is odd, Aj
Nj

, Aj
Nj−1, . . . , A

j

� Nj
2 	+1

are the same as the above a),

and let Aj

�Nj
2 	

= Aj

�Nj
2 	

⋃
Aj′

�Nj
2 	

(Notice that Aj

�Nj
2 	

⋃
Aj′

�Nj
2 	

is a novel fuzzy

set, still denoted as Aj

�Nj
2 	

for the sake of simplicity), where
⋃

denotes fuzzy

union, i.e., max operator.

Step 3 and Step 4. The same as Steps 4 and 5 of the design procedure
in Sect. 4.2. That is, the constructed fuzzy system is given by Eq. (23), where
ȳi1i2...in is given by Eq. (22).

In the sequel, we make a few remarks on this above procedure of designing
fuzzy systems.



Generalized Properties of Generalized Fuzzy Sets GFScom 49

Remark 2. A fundamental difference between the designed fuzzy systems in
Sects. 4.2 and 4.3 is the former usually requires a large number of rules to approx-
imate some simple functions. However, using the fuzzy system with second-order
accuracy, we may use fewer rules to approximate the same function with the same
accuracy. In summary, the difference between the constructed fuzzy systems in
this paper is the same as for that between the traditional fuzzy system with
first-order accuracy and fuzzy system with second-order accuracy (see [26] for
more details).

Remark 3. Although the opposite negative operator � is only considered in the
constructed fuzzy systems in Sects. 4.2 and 4.3, the opposite negative opera-
tor � is not enough for a practical Mamdani fuzzy system, such as Mamdani
fuzzy controller. Firstly, for an applied fuzzy system, the classical negative oper-
ator “not” (called the contradictory negative operator in this paper) is usually
needed to be considered. This is the reason why we use the classical complement
to define the proposed contradictory negative operator in this paper. Secondly,
for each variable in the input space, if the designed fuzzy system consists of
the evaluative trichotomy of the form “big-medium-small” (sometimes, the con-
tradictory negative operator ¬, i.e., the classical negative operator “not”, is
needed), thus, we only need to obtain the membership function of each fuzzy set
“big” (“small”) over the domain U ⊂ R

n, we can then design the desired fuzzy
system by using the proposed methods of this paper (e.g., see Case 3 below).
Consequently, considering the design of an actual Mamdani fuzzy system, it is
necessary to introduce the other two negations ¬ and ∼.

5 Approximation Accuracy Analysis of the Fuzzy System
Designed Based on GFScom

In this section, we build up the approximation bounds for the two classes of
fuzzy systems constructed in Sect. 4.

We consider the case where the unknown function g(x) is a continuous func-
tion on U = [α1, β1]×[α2, β2]×· · · [αn, βn] ⊆ R

n. Before giving the approximation
bounds, we first introduce some formal notations and results as follows [31]:

Define the infinite norm for a bounded function g in U to be ‖g‖∞ =
supx∈U |g(x)| and the modulus of continuity of g in U to be

ω(g, h, U) = sup{|g(x) − g(y)|||xi − yi| ≤ hi, i = 1, 2, . . . , n}, (26)

and let
Ui1i2···in = [ei1

1 , ei1+1
1 ] × · · · × [ein

n , ein+1
n ], (27)

where h = (h1, h2, . . . , hn) (hi ≥ 0 for all 1 ≤ i ≤ n), e1j = αj , e
Nj

j = βj ,
and e

ij
j ∈ [bij

j , c
ij
j ] (ij = 2, . . . , Nj − 1; j = 1, 2, . . . , n).

Theorem 6 [33]. Let A1, A2, . . . , AN be any GFScom in U = [α, β]. A1, A2,
. . . , AN are complete, consistent and normal fuzzy subsets with PTS functions
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on U1 = [α, α+β
2 ] if and only if A�

1 , A
�

2 , · · · , A�

N are complete, consistent and
normal fuzzy subsets with PTS functions on U2 = [α+β

2 , β]. Further, if A1 <
A2 < · · · < AN , then we have A1 < A2 < · · · < AN < A�

N < · · · < A�

2 < A�

1 .

Theorem 7. Let f(x) be the fuzzy system in (23) and g(x) be the unknown
function in (22). Then

max{|g(x) − f(x)||x ∈ Ui1i2···in} ≤ ω(g, hi1i2···in , Ui1i2···in)

i1i2 · · · in ∈ Î , (28)

‖g − f‖∞ ≤ ω(g, h, U), (29)

where Î = {i1i2 · · · in|ij = 1, . . . , Nj − 1; j = 1, 2, . . . , n}, hi1i2···in = (h1
i1

,
h2

i2
, . . . , hn

in
), hj

ij
= e

ij+1
j − e

ij
j , h = (h1, h2, . . . , hn) and hj = max{hj

ij
|ij =

1, 2, . . . , Nj − 1}.
Further, if g is continuously differentiable on U , then

‖g − f‖∞ ≤
n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
hj ≤ h

n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
(30)

where h = max{hj |j = 1, 2, . . . , n}.
Proof. By assumptions, we can verify the following results:

(a) U =
⋃

i1i2···in∈Î Ui1i2···in . In fact, since [αi, βi] = [e1i , e
2
i ] ∪ [e2i , e

3
i ] ∪ · · · ∪

[eNi−1
i , eNi

i ], i = 1, 2, . . . , n, we have

U = [α1, β1] × [α2, β2] × · · · [αn, βn]

=
N1−1⋃

i1=1

· · ·
Nn−1⋃

in=1

Ui1i2···in =
⋃

i1i2···in
Ui1i2···in

(31)

which means that for all x ∈ U , there exists Ui1i2···in such that x ∈ Ui1i2···in .
(b) For any x ∈ Ui1i2···in , we have

f(x) =
∑

k1k2···kn∈I2n

Bi1+k1 i2+k2 ··· in+kn
(x)ȳi1+k1 ··· in+kn

(32)

where I2n = {k1k2 · · · kn|kj = 0, 1; j = 1, 2, . . . , n}. In fact, suppose x ∈
Ui1i2···in , that is x1 ∈ [ei1

1 , ei1+1
1 ], x2 ∈ [ei2

2 , ei2+1
2 ], . . ., xn ∈ [ein

n , ein+1
n ].

By Theorem 6 one can see the fuzzy sets A
(j)
1 , A

(j)
2 , . . . , A

(j)
Nj

are normal,
consistent and complete on [αj , βj ] for j = 1, 2, . . . , n, at least one and
at most two A

(j)
ij

(xj) are nonzero for ij = 1, 2, . . . , Nj . By the definition

of e
ij
j (ij = 1, 2, . . . , Nj − 1), these two possible nonzero are A

(j)
ij

(xj) and

A
(j)
ij+1(xj). Hence, the fuzzy system f(x) in (23) is simplified to the equality

(32).
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Noting that
∑

k1k2···kn∈I2n
Bi1+k1 i2+k2 ··· in+kn

(x) = 1 and the equality (32),
for any x ∈ Ui1i2···in , we can obtain

|g(x) − f(x)|
≤

∑

k1k2···kn∈I2n

Bi1+k1 ··· in+kn
|g(x) − ȳi1+k1 ··· in+kn

|

≤ max{|g(x) − ȳi1+k1 ··· in+kn
||k1k2 · · · kn ∈ I2n}.

(33)

Noting that ȳi1+k1 i2+k2 ··· in+kn
= g(ei1+k1

1 , ei2+k2
2 , . . . , ein+kn

n ) and (ei1+k1
1 ,

ei2+k2
2 , . . ., ein+kn

n ) ∈ Ui1i2...in (k1k2 · · · kn ∈ I2n), we have |xj − e
ij+kj

j | ≤
e
ij+1
j − e

ij
j (kj = 0, 1; j = 1, 2, . . . , n). Hence, for any x ∈ Ui1i2...in , the following

inequality

|g(x) − ȳi1+k1 i2+k2 ··· in+kn
| ≤ ω(g, hi1i2...in , Ui1i2...in)

(k1k2 · · · kn ∈ I2n)
(34)

holds. From (33) and (34), we can obtain the inequalities (28) and (29).
Further, if g is continuously differentiable on U , using the Mean Value The-

orem, we have

ω(g, h, U) = sup{|g(x) − g(y)|||xj − yj | ≤ hj ; j = 1, . . . , n}

≤
n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
hj ≤ h

n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
(35)

which implies immediately the inequality (30). The proof is complete.

Remark 4. From the proof of Theorem 7 we see that if we change A1
i1

(x1)A2
i2

(x2)
· · · An

in
(xn) to min{A1

i1
(x1), A2

i2
(x2), · · · , An

in
(xn)}, the proof is still valid.

Therefore, if we use minimum inference engine (i.e., take “and” as min operator,
implication as Mamdani min implication operator) in the design procedure and
keep the others unchange, the designed fuzzy system still has the approximation
capability in Theorem 7.

Theorem 8. Let f(x) be the fuzzy system designed through the above four Steps
in Sect. 4.3, that is, the membership functions of fuzzy sets Aj

ij
are the triangular-

shaped functions Aj
ij

(xj) = �j
ij

(xj ; e
j
ij−1, e

j
ij

, ej
ij+1) (ij = 1, 2, . . . , Nj ; j =

1, 2, . . . , n) with ej
0 = ej

1 = αj, ej
Nj

= ej
Nj+1 = βj and ej

1 < ej
2 < · · · < ej

Nj
,

and the fuzzy system constructed by using singleton fuzzifier, product inference
engine and center average defuzzifier. Then

(1) ∀x ∈ U , we have

f(x) =
∑

i1i2···in∈I

[
n∏

j=1

Aj
ij

(xj)]ȳi1i2...in , (36)

where I = {i1i2 · · · in|ij = 1, 2, . . . , Nj ; j = 1, 2, . . . , n}.
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(2) If g is a continuously differentiable function on U , then

‖g − f‖∞ ≤
n∑

j=1

1
2
hj

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
≤ 1

2
h

n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
, (37)

where hj
ij

= ej
ij+1 − ej

ij
, hj = max{hj

ij
|ij = 1, 2, . . . , Nj − 1; j = 1, 2, . . . , n},

h = max{hj |j = 1, 2, . . . , n}.
(3) If g is a twice continuously differentiable function on U , then

‖g − f‖∞ ≤
n∑

j=1

1
8
(hj)2

∥
∥
∥ ∂2 g

∂(xj)2

∥
∥
∥

∞
≤ 1

8
h2

n∑

j=1

∥
∥
∥ ∂2 g

∂(xj)2

∥
∥
∥

∞
, (38)

where hj
ij

= ej
ij+1 − ej

ij
, hj = max{hj

ij
|ij = 1, 2, . . . , Nj − 1; j = 1, 2, . . . , n},

h = max{hj |j = 1, 2, . . . , n}.

Proof.(1) By Theorem 6, we see that Aj
1, Aj

2, . . ., Aj
Nj

are normal, com-

plete and consistent fuzzy sets on Uj = [αj , βj ], and Aj
1 < Aj

2 <

· · · < Aj
Nj

. Moreover, the membership function of fuzzy set Aj
ij

(ij =
1, 2, . . . , Nj ; j = 1, 2, . . . , n) is a triangular-shaped function. Therefore, we
can obtain

∑Nj

ij=1 Aj
ij

(xj) = 1 for any xj ∈ [αj , βj ]. Hence, it is not dif-
ficult to see

∑
i1i2···in∈I

∏n
j=1 Aj

ij
(xj) = 1. As a result, it follows that

Bi1i2···in(x) =
∏n

j=1 Aj
ij

(xj) which implies that the equality (36) from (23).
(2) By Theorem 6 and the constructed procedure of f(x), i.e., Steps 1 through

4 in Sect. 4.3, we can see the fuzzy sets Aj
1, Aj

2, . . ., Aj
n (j = 1, 2, . . . , n)

are consistent, complete and normal on Uj = [αj , βj ]. For consistent and
complete fuzzy sets, we have

f(x) =
1∑

k1=0

1∑

k2=0

· · ·
1∑

kn=0

ȳi1+k1 i2+k2 ··· in+kn

n∏

j=1

Aj
ij+kj

(xj)

=
n∑

j=1

1∑

kj=0

ȳi1+k1 ··· in+kn
Aj

ij+kj
(xj)

n∏

m=1,m �=j

Am
im+km

(xm)

(39)

where ȳi1+k1 i2+k2 ··· in+kn
= g(e1i1+k1

, e2i2+k2
, . . . , en

in+kn
) for ij =

1, 2, . . . , Nj − 1; j = 1, 2, . . . , n.
Hence,

|g(x) − f(x)| ≤
n∑

j=1

1∑

kj=0

(
|g(x) − ȳi1+k1 ··· in+kn |Aj

ij+kj
(xj)

)

×
n∏

m=1,m�=j

Am
im+km

(xm).

(40)

For the normal fuzzy sets,

|g(x) − f(x)| ≤
n∑

j=1

1∑

kj=0

|g(x) − ȳi1+k1 i2+k2 ··· in+kn |Aj
ij+kj

(xj). (41)
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Using the Mean Value Theorem, then

|g(x) − f(x)| ≤
n∑

j=1

1∑

kj=0

∣
∣
∣
∂g(x)
∂xj

∣
∣
∣
x=ξ

|xj − ej
ij+kj

|Aj
ij+kj

(xj). (42)

Let g
′
xj

(xj) =
∨

xi∈[αj ,βj ],i �=j

∣
∣
∣

∂g
∂xj

∣
∣
∣. Noting that Aj

ij
(xj) + Aj

ij+1(xj) = 1 for

any xj ∈ [ej
ij

, ej
ij+1] (j = 1, 2, . . . , n) and Aj

ij
is a triangular-shaped function,

we have

|g(x) − f(x)|

≤
n∑

j=1

maxej
ij

≤xj≤ej
ij+1

|g′
xj

(xj)|
2(ej

ij+1 − xj)(xj − ej
ij

)

hj
ij

,
(43)

where hj
ij

= ej
ij+1 − ej

ij
.

Furthermore, it is easy to verify the identity

maxej
ij

≤xj≤ej
ij+1

{|xj − ej
ij

||xj − ej
ij+1|} =

(hj
ij

)2

4
(44)

follows. Substituting (44) into (43), we obtain

|g(x) − f(x)| ≤ 1
2

n∑

j=1

hj
ij

(maxej
ij

≤xj≤ej
ij+1

|g′
xj

(xj)|). (45)

Therefore, we have

∥
∥g(x) − f(x)

∥
∥

∞ ≤ 1
2

n∑

j=1

hj

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
≤ 1

2
h

n∑

j=1

∥
∥
∥

∂g
∂xj

∥
∥
∥

∞
, (46)

where hj = max{hj
ij

|ij = 1, 2, . . . , Nj − 1}, h = max{hj |j = 1, 2, . . . , n}.
That is, the inequality (37) follows.

(3) Clearly, f(x) is equal to g(x) at points x∗ = (e1i1+k1
, e2i2+k2

, . . . , en
in+kn

),
where ij = 1, 2, . . . , Nj − 1, kj = 0, 1 for j = 1, 2, . . . , n, namely
g(x∗) − f(x∗) = 0. Let x �= x∗ be fixed, and without loss of generality,
the approximation error can be expressed as

g(x) − f(x) = [(xj − ej
ij

)(xj − ej
ij+1)]

T
j P (x). (47)

Consider the following function of s, where s = (s1, s2, . . . , sn):

W (s) = g(s) − f(s) − [(xj − ej
ij

)(xj − ej
ij+1)]

T
j P (x). (48)

Obviously, the above constructed function W (s) = 0 at points s = (e1i1+k1
,

e2i2+k2
, . . ., en

in+kn
) with kj = 0, 1, and at the additional s = x. As a result,
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according to the well known generalized Rolle’s Theorem [4], the function
∂2W (s)

∂s2
i

for i = 1, 2, . . . , n must vanish at points including ξ = (ξ1, ξ2, . . . , ξn).
The vector of second-order derivatives of W (s) is attained as

⎛

⎜
⎜
⎝

∂2W (s)
∂s2

1
...

∂2W (s)
∂s2

n

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

∂2g(s)
∂s2

1
...

∂2g(s)
∂s2

n

⎞

⎟
⎟
⎠ − 2P (x). (49)

Therefore, at arbitrary fixed point x, we have

P (x) =
1
2

[
∂2g(ξ)

∂x2
1

, · · · , ∂2g(ξ)
∂x2

n

]T

. (50)

Substituting (50) into (47), we can obtain

g(x) − f(x) =
1
2

n∑

j=1

(xj − ej
ij

)(xj − ej
ij+1)

∂2g(ξ)
∂x2

j

. (51)

So the following inequality
∥
∥g(x) − f(x)

∥
∥

∞

≤ 1
2

n∑

j=1

∨ej
ij

≤xj≤ej
ij+1

|xj − ej
ij

||xj − ej
ij+1|

∥
∥
∥

∂2g(x)
∂x2

j

∥
∥
∥

∞
(52)

holds. Therefore, we have

∥
∥g(x) − f(x)

∥
∥

∞ ≤ 1
8

n∑

j=1

h2
j

∥
∥
∥

∂2g(x)
∂x2

j

∥
∥
∥

∞
≤ 1

8
h2

n∑

j=1

∥
∥
∥

∂2g(x)
∂x2

j

∥
∥
∥

∞
(53)

by using (44), where hj = max{hj
ij

|ij = 1, 2, . . . , Nj − 1}, h = max{hj |j =
1, 2, . . . , n}. That is, the inequality (38) holds. The proof is completed.

Theorem 8 implies immediately the following corollary which shows the fuzzy
systems constructed by Sect. 4.3 can duplicate any linear (or affine) function and
multilinear (or mutliaffine) function.

Corollary 1. Suppose that the following two conditions holds:

1) g1(x) is any affine function on U = [α1, β1] × [α2, β2] × · · · × [αn, βn] given
by

g1(x1, x2, . . . , xn) = a0 + a1x1 + a2x2 + · · · + anxn (54)

and g2(x) is any multiaffine function on U defined by

g2(x1, x2, . . . , xn)

= a0 +
∑

(k1,k2,...,kn)∈K

ai1i2···in(x1)k1(x2)k2 · · · (xn)kn , (55)

where K = {(k1, k2, . . . , kn)|kj = 0, 1; j = 1, 2, . . . , n and
∑n

j=1 kj > 0},
i1i2 · · · in ∈ I = {i1i2 · · · in|ij = 1, 2, . . . , Nj ; j = 1, 2, . . . , n};
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2) fuzzy system f(x) is constructed by Sect. 4.3. For a given k ∈ K, thus, we
have f(x) = gk(x) for any x ∈ U , i.e., f ≡ gk on U .

Remark 5. If we consider the error bound of Theorem 2 in [31] for a second-order
approximator, we can see that the error bounds of Theorem8 uses the identical
number of membership functions with those of [31] for the same approxima-
tion accuracy degree. However, providing only fewer membership functions than
those of [31], we can construct the desired fuzzy system by using the developed
approach in this paper.

In Sect. 4.3, if �Nj

2 � (j = 1, 2, 3, . . . , n) fuzzy sets Aj
1, A

j
2, . . . , A

j

� Nj
2 	

in the

interval [αj ,
αj+βj

2 ] are determined by the proposed approach in [23], we can
obtain the new better claim as follows.

Firstly, we start with some notations. If a function is continuous, with all of
its partial derivatives up to the lth-order continuity, we say that the function is
Cl. Let the function g(x) be Cl−1 on U = [α1, β1] × [α2, β2] × · · · [αn, βn] ⊆ R

n

and define
g(l)xj

(xj) = maxxi∈[αi,βi]
i=1,2,...,n

i�=j

∣
∣
∣
∂lg(x)

∂xl
j

∣
∣
∣ , (56)

αj = ej
1 < ej

2 < · · · < ej
Nj

= βj , (57)

and
εj
ij ,l = minej

ij
≤aj

ij
≤ej

ij+1
maxej

ij
≤xj≤ej

ij+1

∣
∣
∣g

(l)
xj (xj) − g

(l)
xj (aj

ij
)
∣
∣
∣ , (58)

where Nj is odd, ej

� Nj
2 	

= αj+βj

2 , j = 1, 2, . . . , n, ij = 1, 2, . . . , Nj − 1, and

aj
ij

∈ [ej
ij

, ej
ij+1].

In addition, we refer to U ′ = [u1, v1] × · · · × [un, vn], where ui ∈ {αi,
αi+βi

2 },
vi ∈ {αi+βi

2 , βi}, ui �= vi for all i = 1, 2, . . . , n, as the half-input space of U .
Now, we give the another claim as follows.

Theorem 9. Let U ′ be a half-input space of U , Nj odd for every j = 1, 2, . . . , n.
If the �Nj

2 � fuzzy sets over U ′ are obtained by means of the proposed approach in
[23], then the constructed fuzzy system f(x) built from Sect. 4.3 has the following:

(1) If g is a continuously differentiable function on U , then

‖g − f‖∞ ≤ 1
2

n∑

j=1

h
ij
j

(∣
∣
∣g

(1)
xj (aj

ij
)
∣
∣
∣ + εj

ij ,1

)
, (59)

where hj
ij

= ej
ij+1 − ej

ij
and aj

ij
∈ [ej

ij
, ej

ij+1].
(2) If g is a twice continuously differentiable function on U , then

‖g − f‖∞ ≤ 1
8

n∑

j=1

(
h

ij
j

)2 (∣
∣
∣g(2)xj

(aj
ij

)
∣
∣
∣ + εj

ij ,2

)
, (60)
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where hj
ij

= ej
ij+1 − ej

ij
and aj

ij
∈ [ej

ij
, ej

ij+1].

Proof. It follows from Lemma 1 of [23] and Theorem 6. Also, we refer the reader
to the proof of the above Theorem 8, since the proving methods of both these
claims are similar. The proof is completed.

Furthermore, compared with the Theorems 1 and 2 in [23], we have the
following corollary.

Corollary 2. The fuzzy system f(x) constructed from Theorem 9 requires a
smaller number of known membership functions than the counterparts of [23]
for the same guaranteed error bound.

Proof. From Theorem 9, we only verify that it follows whenever Nj is even for
some j ∈ {1, 2, . . . , n}. Indeed, when Nj is even for some j ∈ {1, 2, . . . , n}, it is

trivial that Nj ≥
⌈

Nj+1
2

⌉
.

Remark 6. From [23], the constructed Mamdani fuzzy system requires a smaller
number of membership functions than all previously published fuzzy systems.
By Corollary 2, we can get that the sufficient conditions in Theorem 9 require
a smaller number of known membership functions than all previously published
conditions. Furthermore, the computation cost of the developed approach in this
paper is smaller than that of the Mamdani fuzzy systems developed in [23] for
the same guaranteed error bound.

6 Illustrative Cases

Case 1 [23,31]. Based on GFScom, design a fuzzy system f(x) to approximate
the continuous function g(x) = sin(x)/x defined on U = [−3, 3] with a given
accuracy of ε = 0.2.

First, we use the error bound of Eq. (38) and obtain 9 fuzzy sets to approxi-
mate the function g(x) = sin(x)/x with the desired degree. So it is sufficient that
the membership functions of only � 9

2� = 5 fuzzy sets are defined appropriately
in the interval [−3, 0] (or [0, 3]).

Next, we use the error bound of Eq. (59) and obtain the results in the inter-
val [−3, 0] listed in Table 2.

Table 2. Approximation results over the interval [−3, 0] for Case 1 using the error
bound of Eq. (59)

i1 1 2 3

h
i1
1 0.918 0.918 1.164

Finally, since g(x) = sin(x)/x is a second-order differential function, we can
use the error bound of Eq. (60) and obtain the results in the interval [−3, 0] listed
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Table 3. Approximation results over the interval [−3, 0] for Case 1 using the error
bound of Eq. (60)

i1 1 2

h
i1
1 2.305 0.695

in Table 3. Although in this case fewer known fuzzy sets are required when using
the bound of Eq. (60) than the bound of Eq. (59), in general, this is not true.

Table 4 compares our results with the results in [23,31] and [29] for approxi-
mation accuracy ε = 0.2.

Table 4. Comparison of the number of known fuzzy sets needed to achieve the error
bound ε = 0.2

Method No. of Known Fuzzy Sets for Input Variable

(3) of Theorem 8 5

(1) of Theorem 9 4

(2) of Theorem 9 3

Theorem 1 of [23] 7

Theorem 2 of [23]
(Second order
approximation)

4

Theorem 2 of [31]
(Second order
approximation)

9

Theorem 3.4 of [29] 207

Case 2. Assume g(x1, x2) = ex1+x2 (unknown) is defined on U = [−0.5, 0.5]2. If
two of membership functions of fuzzy sets in the designed fuzzy system f(x1, x2)
with a desired degree of accuracy ε = 0.2 to approximate g(x1, x2) is, respec-
tively, given by

A1
1(x1) =

{
−2x1, x1 ∈ [−0.5, 0]
0, x1 ∈ [0, 0.5]

(61)

and

A2
1(x2) =

{
−2x2, x2 ∈ [−0.5, 0]
0, x2 ∈ [0, 0.5]

(62)

thus, how can we design a fuzzy system to roughly approximate g(x1, x2)?

Obviously, in terms of the traditional design methods of fuzzy systems (see
[26] and therein references for more details), it is not feasible to construct the
fuzzy system under the above conditions. However, using the method developed
in this paper, i.e., the design procedure in Sect. 4.3, we can do it.
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First, from the Eq. (61) and Definition 2, we can compute the opposite neg-
ative set A1�

1 and medium negative set A1∼
1 of A1

1 as follows:

A1
3(x1) = A1�

1 (x1) =

{
2x1, x1 ∈ [0, 0.5]
0, x1 ∈ [−0.5, 0]

and

A1
2(x1) = A1∼

1 (x1) =

⎧
⎪⎨

⎪⎩

2x1 + 1, x1 ∈ [−0.5, 0)
1, x1 = 0
1 − 2x1, x1 ∈ (0, 0.5]

By symmetry and the Eq. (62), the same applies to the opposite negative set
A2

3 = A2�

1 and medium negative set A2
2 = A2∼

1 of A2
1.

If we choose t11 = t21 = −0.5, t12 = t22 = 0, t13 = t23 = 0.5, then we can construct
the following fuzzy system:

f(x1, x2) =
3∑

i1=1

3∑

i2=1

A1
i1(x1)A2

i2(x2)et1i1
+t2i2

which approximates g(x1, x2) with the accuracy degree ε = 0.2. The figure of
system function f(x1, x2) is depicted as follows (Fig. 1). A comparison of the
figure of g(x1, x2) and the figure of the errors of the system function (or approx-
imation function) and the origin function g(x1, x2) are also described in Figs. 2
and 3.

Fig. 1. The system function y = f(x1, x2) of the fuzzy system in Case 2

For Case 2, Table 5 compares our result with the results in [23,30] and [29]
for approximation accuracy ε = 0.2.

Case 3. Consider a simple two-input-single-output liquid level control problem:
in some liquid level control system, the fluid mass in the container often changes
randomly. By adjusting the opening degree of the valve, we can control the liquid
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Fig. 2. The origin function y = g(x1, x2) in Case 2

Fig. 3. The errors of the system function y = f(x1, x2) and the origin function y =
g(x1, x2) in Case 2

Table 5. Comparison of the number of known fuzzy sets needed to achieve the error
bound ε = 0.2

Method No. of Known Fuzzy Sets for Each Input Variable

GFScom 1

Theorem 2 of [23] 4

Theorem 2 of [30] 6

Theorem 3.4 of [29] 309

level in the container such that the level keeps the steady state error small. Both
input variables, named level (denoted l) and rate (denoted r), represents the
liquid level and the flow input rate, respectively. The output variable, named
valve (denoted v), denotes the opening degree of the valve. Suppose that the
range of the level be [−1, 1], rate be [−0.1, 0.1] and valve be [−1, 1].

By inquiring skilled experts in the field, we get that the range of the input
variable l is covered by 3 fuzzy sets, named High, Okay and Low, and the
membership function of High is expressed as follows:

High(l) = exp
(

− (l + 1)2

2 · (0.3)2

)

where l ∈ [−1, 1].
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Also, the range of the other input r is covered by 3 fuzzy sets, termed
Negative, Zero and Positive, and the membership function of Negative is
defined as follows

Negative(r) = exp
(

− (r + 0.1)2

2 · (0.03)2

)

where r ∈ [−0.1, 0.1].
In the sequel, we simulate the above liquid level control procedure by using

the well-known sltank in Matlab 7.10.0 (R2010a).
First, for simplicity, we use the square wave with amplitude 0.5 and frequency

0.1 rad/s to imitate change of the liquid level in the container. Moreover, the
mathematical model of the controlled object in sltank is directly used as that in
our system.

Considering the definition of GFScom and the above simulation conditions,
we design the following five fuzzy sets (named close fast, close slow, no change,
open slow and open fast) over the output interval [−1, 1], shown in Fig. 4.

Fig. 4. The distribution of membership functions over the output space in Case 3

Next, from previous operating experiences, we conclude the following control
rules listed in Table 6. Note that the fuzzy rule base is small and incomplete, but
these fuzzy rules are sufficient for our simulation.

Table 6. Fuzzy rule base for the liquid level control problem in Case 3

l r

None Negative Zero Positive

None

High close fast

Okay no change open slow close slow

Low open fast

Finally, by using the proposed method in this paper, we can obtain the
results shown in Figs. 5 and 6. From the resulting simulation, one can see that
the constructed fuzzy controller in this paper successfully resolves the liquid level
control problem in Case 3. Note that the model of the controlled plant in sltank
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is nonlinear, so this demonstration illustrates that the proposed fuzzy controller
in this paper can implement the control of nonlinear systems effectively.

Fig. 5. The change of liquid level in Case 3

Fig. 6. Comparison of the square wave (yellow) and its response curve (red) in Case 3
(Color figure online)

7 Conclusion and Future Work

In this paper, we have continually developed the theory of GFScom introduced
in [34]. By considering triangular norm operations, we exploited the general-
ized properties of GFScom. The important specification of our generalized fuzzy
sets is that opposite negation and medium negation are added to the ordinary
fuzzy sets developed by Zadeh and the law of the classical double contradiction,
i.e., A¬¬ = A, and the law of the new double opposition, that is, A�� = A,
hold for GFScom. In the sequel, we studied the convexity and concavity prop-
erties of GFScom. On the basis of GFScom, the constructive approaches of the
Mamdani-type fuzzy system that can approximate any continuous function on a
compact set to a given degree of accuracy have been presented. We established
the approximation bounds for the classes of the constructed fuzzy systems. Illus-
trative cases and numerical comparisons are provided to show the effectiveness
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and advantage of the developed approaches. At last, we need further to point out
that the developed model in this paper can not give the one-to-one relationship
of fuzzy sets between the input and output variables.

This is the first step of GFScom. There are many issues that can be done in
the future. We list several suggestions as follows.

• What is the detailed structure of GFScom? For example, what are the rela-
tions of opposite negative operator, medium negative operator and other con-
nectives such as conjunction, disjunction, implication? How should they be
depicted in fuzzy logic? Although our work is based upon the medium logic
ML system, we think ML is not very suitable for acting as the structure of
GFScom. Therefore, how to construct the logic structure of GFScom should
be studied.

• How can we design other types of fuzzy systems, such as T-S type fuzzy
systems and Boolean type fuzzy systems by using GFScom.

• In [6], when N is a continuous function the characterization of (S,N)-
implications is explored, and also a first characterization of this family of
implications is illustrated. Analogously, when the contradictory, opposite and
medium negation in fuzzy logic and reasoning are distinguished, what is the
characterization of (S,N)-implications? This is interesting and next work.

• In [27], the authors presented the so-called a generalized momentum method
compatible with single latent factor-dependent, non-negative and multiplica-
tive update(SLF-NMU). Similarly, regarding information processing and fea-
ture extraction, on the basis of GFScom, is it possible to construct the cor-
responding SLF-NMU?

We will address these issues in subsequent papers.
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Abstract. The efficiency and accuracy of signal sequence classification
have always been the ultimate goals of researchers. However, it is diffi-
cult for existing methods to meet both requirements at the same time.
This paper proposes a new signal sequence classification method based
on Markov Reward Model (MRM) to solve the above problem. Firstly,
a deterministic probabilistic finite automaton, learned from training
sequence dataset, is transformed into a discrete time Markov Chain; then,
leveraging JS divergence, a MRM is constructed; and finally, sequence
classification is achieved on MRM efficiently and accurately. This method
can be applied to many practical signal processing applications.

Keywords: Markov Reward Model · Deterministic probabilistic finite
automaton · Sequence classification · JS divergence

1 Introduction

The research of sequence classification has a long history. Nowadays, with the
rapid development of artificial intelligence technologies, sequence classification
has been successfully applied in various research fields, such as genomic analysis
[1], information retrieval [2], finance analysis [3], anomaly detection [4], etc. .

Generally, a sequence represents an ordered list of events and the events are
described by symbols, numbers, vectors, or other complex data. In practical,
all sequences can be categorized into 5 types, i.e., simple symbol sequences,
complex symbol sequences, univariate time series, multivariate time series, and
complex event sequences [5]. In this paper, through encoding and other data
pre-processing means, signals are translated into simple sequences, i.e., ordered
lists of symbols, and a new signal sequence classification method is introduced.

As far as we know, existing sequence classification methods can be divided
into two types, i.e., statistical model based classification methods and neural
network based classification methods [6]. Both methods need extracting features
from sequences, and then employ a classifier to achieve sequence classification,
according to the extracted features. We have noted that the latter have stronger
generalization and adaptive abilities, and can handle high-dimensional and non-
linear data; while the former are easier to explain and understand, and usually
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have higher efficiency. Therefore, in this paper, we try to find a method that has
the advantages of two methods.

Hidden Markov Model (HMM) is a probability graph model that can model
sequences [7,8]. It assumes that each element in the sequence has a corresponding
hidden state; and the transitions between these hidden states satisfy Markov
properties, that is, the current state is only related to the previous state and
not to other states. For a testing sequence, its probability can be calculated
under HMM model, and then be classified into the category corresponding to
the probability. However, HMM has a limitation on the number of elements in
a sequence. When the number of elements is too large, the training speed of the
model will slow down, and may even be unable to process.

Recurrent Neural Network (RNN) [9] and its cousins, such as Long Short-
Term Memory (LSTM) [10] and Gated Recurrent Unit (GRU) [11], are neural
network models and are effective in sequence classification, because it considers
the temporal relationships in data. Compared with the statistical model based
classification methods requiring manual feature design, they adaptively learn
features from sequences, thereby achieving better classification results. However,
they have lower computational efficiency when dealing with long sequences.

CNN extract and integrate local features of sequences through convolution
operations and has high computational efficiency [12], so that it often be used to
achieve large-scale sequence classification. However, CNN must to face the issue
that the convolutional kernel size need to be design manually [13].

Deterministic Probabilistic Finite Automaton (DPFA) is a statistical model.
It can model the probability distribution of sequence [14–16]. Thus, the testing
sequence can be classified into the category corresponding to the probability.
What’s more important, the modelling of DPFA is more efficient than natural
networks. However, the existing DPFA based sequence classification methods
cannot solve two problems: 1) for a testing sequence, if its probabilities are the
same on different DPFA models, how do we complete the classification; 2) if the
test sequence contains a sub-sequence that does not be considered in the training
phase, how to complete the classification.

In this paper, we propose a novel method for sequence classification based on
Markov Reward Model (MRM). Firstly, a DPFA learned from training sequence
dataset is transformed into a Discrete Time Markov Chain; then, leveraging JS
divergence, a MRM is constructed; and finally, sequence classification is achieved
on MRM efficiently and accurately. Compared with the classification methods
based on natural networks, there is less time cost for this classification process,
since the construction of MRM is based on DPFA and DPFA modeling is more
efficient. The main contributions are following:

1) the MRM constructing method is proposed;
2) with our method, the sequence with the same probabilities on different DFPA

models can be classified;
3) with our method, the sequence containing some sub-sequences do not be

described by the DPFA model can be classified;
4) this method improves the efficiency and accuracy of sequence classification.
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2 Mathematical Preliminaries

In this section, we recall the concepts of automata and Discrete Time Markov
Chain (DTMC) [17]. The former is the underlying structure of the learning
model, and the latter is an important technology to complete sequence classifi-
cation.

Definition 1 (DPFA [14]). A tuple A = (Σ,Q, I, F, δP ) is a DPFA, where

– Σ is a finite alphabet;
– Q is a finite set of states;
– The initial probability function I : Q → [0, 1], there is only one initial state

qλ and I(qλ) = 1;
– The final probability function F : Q → [0, 1];
– The state transition probability function δP : Q × (Σ ∪ {λ}) × Q → [0, 1],

∀q ∈ Q,∀a ∈ Σ, |{q′|P (q, a, q′) > 0}| = 1 and F (q)+
∑

a∈Σ,q′∈Q

P (q, a, q′) = 1.

Definition 2 (DTMC [17]). A tuple M = (S,P, �, AP,L) is a DTMC, where

– S is a countable, nonempty set of states,
– P : S ×S → [0, 1] is the transition probability function such that for all states

s:
∑

s′∈S

P(s, s′) = 1,

– � : S → [0, 1] is the initial distribution, such that
∑

s∈S

�(s) = 1,

– AP is a set of atomic propositions,
– L : S → 2AP is labeling functions.

Fig. 1. DPFA Example

Figure 1 gives a simple DFPA. Σ = {a, b}, Q = {qλ, qa}, I(qλ) = 1, F (qλ) =
1/2, F (qa) = 2/3, δp(qλ, b, qλ) = 1/4, δp(qλ, a, qa) = 1/4, δp(qa, b, qa) = 2/9,
δp(qa, a, qλ) = 2/9.

Definition 3 ((DFFA [14]). A tuple A = (Σ,Q, Ifr, Ffr, δfr) is a DFFA, where

– Σ is a finite symbol set;
– Q = {qw|w ∈ Σ∗} is a finite states set;
– Ifr : Q → N

+, and there is only one initial state qλ ∈ Q;
– Ffr : Q → N

+ ∪ {0};
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– δfr : Q × (Σ ∪ {λ}) × Q → N
+ ∪ {0}, and

∀q ∈ Q,∀a ∈ Σ, |{q′|δfr(q, a, q′) > 0}| = 1.

Definition 4 (Finite path on DTMC [17]). A finite path on DTMC is a finite
sequence of states, denoted by π, π = s1s2 · · · sn, i.e., starting from state s1,
passing through s2, · · · , sn−1, and finally arriving at sn.

Definition 5 (Probability of a finite path on DTMC [17]). The probability of
the finite path π = s1s2 · · · sn on DTMC is

P (π) = �(s1)
n−1∏

i=1

P (si, si+1).

Definition 6 (Reachability on DTMC). For a DTMC M = (S,P, �, AP,L), a
state s ∈ S can reach the state set B ⊆ S, denoted as s

π−→ B, if there exist a
finite path π = s1s2 · · · sn in the DTMC such that

– |π| = 1 and s1 ∈ B, or
– |π| > 1, s1 = s, sn ∈ B and {si|si /∈ B, 1 ≤ i < n − 1},
the reachable set R(s → B) = {πi|s πi−→ B}.
Definition 7 (Reachability Probabilities). If state s can reach state set B on a
DTMC, the reachability probability of s → B is defined as follows:

Pr(s → B) =
∑

π∈{π}s→B

P (π) (1)

3 MRM-Based Sequence Classification

In this section, we firstly describe how to constructing MRM model [17], and
then illustrate how to complete sequence classification on MRM.

3.1 Constructing the Model

Constructing MRM consists of three phases, i.e., getting DPFA with learning
from sequences, transforming DPFA into DTMC, and appending rewards to
DTMC.

3.1.1 Getting DFPA with Learning from Sequence The main steps for
constructing a DPFA using algorithm ALERGIA [14] are as follows. Firstly, a
set of sequences with the same category labels are statistically analyzed and a
DFFA is constructed based on the statistical results; and then, iteratively trying
to merge states with a recursive folding process, the underlying structure of the
DPFA is obtained; and finally, by translating the frequency into the probability
through normalization, the DPFA is obtained.

For example, supposing the alphabet is Σ = {a, b}, the statistical results of
sequences and the obtained DPFA are shown in Fig. 2. The details can refer to
the work [14].
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Fig. 2. The process of obtaining a DPFA using the algorithm ALERGIA.

Fig. 3. Equivalent transformation of DPFA.

3.1.2 Transforming DPFA into DTMC

Definition 8 (Fully connected DPFA with termination state) For a DPFA A =
(Σ,Q, I, F, δP ), an equivalent fully connected DPFA is A′ = (Σ′, Q′, I ′, F ′, δP

′),

– Σ′ = Σ ∪ {λ} and I ′ = I;
– Q′ = Q ∪ {qe};
– F ′(qe) = 1, F ′(qi) = 0 and qi ∈ Q − {qe};
– δ′

P = δP ∪ {(q, λ, qe, F (q))|∀q ∈ Q − {qe}} ∪ {(q, b, q′, 0)|δP (q, b, q′) = 0}.
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For example, Fig. 3(2) shows the equivalent fully connected DPFA of the
DPFA in Fig. 3(1). Algorithm 1 described the transformation process.

Definition 9 (DPFA Equivalent Conversion of DTMC) For a DPFA A =
(Σ,Q, I, F, δP ), it can be equivalently converted to DTMC M = (S, P, �, AP,L).

– S = S0 ∪ S1 ∪ S2 ∪ S3 ∪ S4 and Si ∩ Sj = ∅ (1 ≤ i 
= j ≤ 4), where
S0 = {Q − qλ}, S1 = {sinit, qe}, S2 = {qa|δP (qλ, a, qλ) > 0},
S3 = {qa

′|δP (q, a, qλ) > 0}, S4 = {qω
′′|δP (qω, a, qω) > 0};

–

P = {P (sinit, q, δP (qλ, a, qa))|q ∈ S0, qa ∈ Q − {qλ}, qλ ∈ Q}
∪{P (q, q′, δP (qa, b, qb))|q, q′ ∈ S0, q 
= q′, qa, qb ∈ Q − {qλ}, qa 
= qb}
∪{P (q, q′, δP (qa, a, qλ))|q ∈ S0, q

′ ∈ S3, qa ∈ Q − {qλ}, qλ ∈ Q}
∪{P (q, q′, δP (qa, a, qa))|q ∈ S0, q

′ ∈ S4, qa ∈ Q − {qλ}}
∪{P (sinit, q, δP (qλ, a, qλ))|q ∈ S2, qλ ∈ Q}
∪{P (q, q, δP (qλ, a, qλ))|q ∈ S2, qλ ∈ Q}
∪{P (q, q′, δP (qλ, a, qa))|q ∈ S2, q

′ ∈ S0, qa ∈ Q − {qλ}}
∪{P (q, q′, δP (qλ, a, qa))|q ∈ S3, q

′ ∈ S0, qa ∈ Q − {qλ}, qλ ∈ Q}
∪{P (q, q′, δP (qλ, a, qλ))|q ∈ S3, q

′ ∈ S2, qλ ∈ Q}
∪{P (q, q, δP (qa, a, qa))|q ∈ S4, qa ∈ Q − {qλ}}
∪{P (q, q′, δP (qa, a, qλ))|q ∈ S4, q

′ ∈ S3, qa ∈ Q − {qλ}, qλ ∈ Q}
∪{P (q, q′, δP (qa, b, qb))|q ∈ S4, q

′ ∈ S0, qa, qb ∈ Q − {qλ}, qa 
= qb}
∪{P (q, qe, F (qa))|q ∈ S − S1, qa ∈ Q − {qλ}}
∪{P (qe, qe, 1)}

– �(sinit) = 1;
– AP = Σ ∪ {λ};
– L(q) = a(q ∈ S − S1, a ∈ Σ), L(q) = λ(q ∈ S1);

For example, leveraging the Algorithm 1, the DPFA shown in Fig. 1 are
transformed into the DTMC shown in Fig. 4.

Fig. 4. The MC obtained by the DPFA according to Algorithm 1 in Fig. 1.
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Algorithm 1: Transforming DPFA into DTMC
Input : A DPFA A = (Σ,Q, I, F, δP )
Output: DTMC M = (S, P, �, AP,L)

Initialization;
The DPFA A = (Σ,Q, I, F, δP ) is transformed into an equivalent fully
connected DPFA with termination states, denoted as
A′ = (Σ′, Q′, I, F ′, δP

′);
S ← {sinit, qe};
foreach a ∈ ∑

do
S = S ∪ {qa};

foreach qa ∈ Q(a ∈ ∑
) do

S = S ∪ {qa
′};

foreach δP (q, a, q) ≥ 0(a ∈ Σ, q ∈ Q) do
S = S ∪ {qa

′′};

foreach a ∈ Σ do
P (sinit, qa) = δP (qλ, a, qa), L(qa) = a;
P (qa, qa

′) = δP (qa, a, qλ), L(qa
′) = a;

P (qa
′, qa) = δP (qλ, a, qa);

if δP (qa, b, qa) ≥ 0 then
P (qa, qa

′′) = δP (qa, b, qa), L(qa
′′) = b;

P (qa
′′, qa

′′) = δP (qa, b, qa);

foreach c ∈ Σ do
P (qa

′, qc) = δP (qλ, c, qc);

P (qa
′′, qa

′) = δP (qa, a, qλ);
P (qa, qe) = F (qa);
P (qa

′, qe) = F (qλ);
P (qa

′′, qe) = F (qa);
P (sinit, qe) = F (qλ);
P (qe, qe) = 1;

Termination;

3.1.3 Appending Rewards to DTMC

Definition 10 (MRM [17]). A Markov reward model is a tuple (M, rew), whereM
is a DTMC with state set S, and a reward function rew : S → R

+ ∪ {0}.
Definition 11 (Jensen-Shannon divergence [18]). JS divergence is a measure
used to quantify the difference between two probability distributions. It is defined
as the average of the Kullback-Leibler divergence between the two probability
distributions.It is defined as follows:

JSD(P ||Q) = 1
2

∑
p(x) log( p(x)

p(x)+q(x) ) +
1
2

∑
q(x) log( q(x)

p(x)+q(x) ) + log 2.
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During the MRM constructing process, we specifically focus on capturing the
level of model variation. To quantify the variation, we utilized JS divergence
as a tool to iteratively measure the distance between probability distributions,
which can effectively and accurately describe the variation of the model.

Definition 12 (The mapping function). For a DPFA A = (Σ,Q, I, F, δP ), the
mapping function l(a) = {(q, q′)|δP (q, a, q′) > 0, a ∈ Σ, q, q′ ∈ Q} (Figs. 5 and 6).

Algorithm 2: Constructing a DPFA with the same structure of the given
DPFA
Input : x = a1a2 · · · an,A = (Σ,Q, I, F, δP )
Output: DPFA Ax = (Σ,Q, I, Fx, δPx)

Initialization;
Set all probabilities on the DPFA to zero and convert them to an FPTA
A = (Σ,Q, Ifr, Ffr, δfr) with all frequencies being zero.;

Run the string sequence x on the converted FPTA.;
for i ← 1 to n do

if ai causes state transfer or self-loop. then
δfr(q, a, q′) = δfr(q, a, q′) + 1;

if i = n then
Ffr(q) = Ffr(q) + 1

Convert the obtained FPTA into a DPFA Ax = (Σ,Q, I, Fx, δPx) by
performing normalization.;

Termination;

Fig. 5. Algorithm 3 framework.
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Algorithm 3: Constructing the MRM based on JS divergence
Input : The set of string sequences Sample = {x1, x2 · · · xn} and

xi = a1a2 · · · am,the DPFA A = (Σ,Q, I, F, δP ) constructed
from Sample using the ALERGIA algorithm, and the MC
obtained from the transformation of this DPFA,mapping
function l.

Output: MRM M = (M, rew)

Initialization;
rew(sinit) = 0, rew(qe) = 0;
def Sa, Sa

′, Sa
′′, countS = 0;

foreach s ∈ S do
if s = qa, a ∈ Σ then

Sa ← {qa};

if s = q′
a, a ∈ Σ then

Sa
′ ← {qa

′};

if s = q′′
a , a ∈ Σ then

Sa
′′ ← {qa

′′};

for i ← 1 to n do
for j ← 1 to m do

Apply algorithm 2 with input a1a2 · · · aj to obtain the DPFA
Aj = (Σ,Q, I, F, δPj

);
Apply definition 8 with input Aj and A to obtain the fully
connected DPFA with termination states Aj = (Σ,Q′, I ′, F ′, δP

′)
and A = (Σ,Q, I, F, δP );

def sum = 0,qpre, qsuf = l(ai);
foreach q′ ∈ Q′ do

def sum(j − 1) = sum;
sum = sum + JSD(P(q′)|P(q)) //P(q) represents the
probability distribution of state q, where q corresponds to the
same state in automaton A as q′. ;

if qpre = qsuf then
countq′′ = sum − sum(j − 1);

if qpre = qλ then
countq = sum − sum(j − 1);

if qsuf = qλ then
countq′ = sum − sum(j − 1);

foreach s ∈ S do
rew(s) = counts/n;

Termination;
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Fig. 6. Relationship of Algorithms 1–3

3.2 Classification Method

Definition 13 (Expected Reward for reachability Probabilities [17]). For a
DPFA A = (Σ,Q, I, F, δP ), s ∈ S and B ⊆ S, the expected reward of s → B is
defined as follows.

ExpRew(s → B) =

{ ∞ Pr(s → B) < 1∑

π∈R(s→B)

P (π) · rew(π) Pr(s → B) = 1

Definition 14 (Path Accumulation Reward) [17]. For a path π = s1 · · · sn on
the MRM, the cumulative reward of the path is rew(π) =

∑n−1
i=1 rew(si).

Definition 15 (Sequence classification on MRM)For the sequences of classes
C1, C2, · · · , Cn , there are MRM models M1,M2, · · · ,Mn. A given sequence x =
a1, a2, · · · , am has corresponding state sequences respectively on Mi(1 ≤ i ≤ n),
which is denoted as sinits

i
0s

i
1 · · · si

mqe
i, the category of sequence x is determined

by selecting the minimum value,

Ci = min
i

(|rew(si
0s

i
1 · · · sm

i) − Expre(π)i|)(1 ≤ i ≤ n)

During the process of classification, if the testing sequence contains some
sub-sequences that do not be described by the MRM model, then we deal with
the sequence by the on-the-fly method as follows. Let the subsequence cannot
be find on MRM is ω,

1) π′ = πω, rew(π′) = rew(π) + rew(ω), P (π′) = P (π) · ∏

|w|
10−6;

2) π′ = ωπ, rew(π′) = rew(ω) + rew(π), P (π′) = P (π) · ∏

|w|
10−6;

3 π′ = πωπ′′, rew(π′) = rew(π) + rew(w) + rew(π′′), P (π′) = P (π) · P (π′′) ·∏

|w|
10−6

We connect the states corresponding to the sequence of atomic propositions
represented by ω by a very small amount (10−6), which does not affect the
calculation of the cumulative reward of π′.
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4 Experiment

4.1 Dataset

The data set was exemplary segmented EEG time series recordings of 10 epilepsy
patients collected at the Neurology and Sleep Centre, Hauz Khas, New Delhi
[19]. The data were acquired using a Grass Telefactor Comet AS40 amplification
system at a sampling rate of 200Hz. During the acquisition, gold-plated scalp
EEG electrodes were placed according to a 10–20 electrode placement system.
The signal is filtered between 0.5 and 70Hz and then segmented into pre-ictal,
interictal and seizure phases. Each downloadable folder contains 50 MAT files
of EEG time series signals. The folder name corresponds to the seizure phase.
Each MAT file consisted of 1024 samples of one EEG time series data with a
duration of 5.12 s.

4.2 Data Processing

The first 40 files in preictal, ictal, and interictal are taken as the training set
and 41 to 50 as the test set, respectively. Since the modeling and classification
methods utilized in this paper prioritize the issue of character order in sequences
rather than the semantics of the characters themselves, the coding method of
equal frequency binning is used for the training set, and the data were coded as
A, B, C, D, E, F, G, and H. Thus, each MAT file was coded as a sequence of
strings in ascending order according to the timestamp, and three DPFAs that
would absorb the character F were constructed using the ALERGIA algorithm
as Apre, Aitc, and Aint, respectively, for the preictal model, the itcal model, and
the interictal model, and the above three DPFAs were quasi-switched to Mpre,
Mitc, and Mint using Algorithm 3 (Fig. 7).

4.3 Experimental Results

MRM’s Expected Rewards. The expected rewards of the three MRMs
obtained from the experiment are shown in Table 1.

Table 1. Expected rewards for the three models

model expected rewards

Mpre 43068.048383552646271
Mitc 55387.602797140784881
Mint 34563.045367978487064
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Fig. 7. Experimental process.

Classification Results. The three types of validation set data are encoded by
the results of the equal frequency binning box at the time of modeling, and the
obtained character sequences are run on the three MRMs respectively, and the
values of the three types of sequences on the three models are obtained according
to the above definition of the sequence classification problem on MRM as shown
in the following three tables.

Table 2 represents the difference between the accumulated rewards obtained
from running the ten preItcal data on three models and the expected rewards
of these three models. The data marked in bold indicate the minimum values.
According to the classification definition based on the aforementioned MRM, all
ten data points are correctly classified.

Table 3 represents the difference between the accumulated rewards obtained
from running the ten itcal data on three models and the expected rewards of these
three models. The data marked in bold indicate the minimum values. According
to the classification definition based on the aforementioned MRM, 9 data points
are correctly classified, while one data point is misclassified as preItcal.

Table 4 represents the difference between the accumulated rewards obtained
from running the ten interItcal data on three models and the expected rewards
of these three models. The data marked in bold indicate the minimum values.
According to the classification definition based on the aforementioned MRM,
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Table 2. The results of preTest calculations on the three models

Mpre Mitc Mint

6701.084221 201987.7905 8851.87539
9545.957999 231703.8429 10559.96894
9886.3244 214825.1311 10602.26156
2976.112542 183870.8487 5852.228679
7563.152986 223039.4242 9144.410688
8610.342403 93144.06132 11678.28693
7565.895927 217314.1513 9167.954336
10911.12302 108495.8964 23787.29924
426.3387312 193768.1902 3577.651131
7039.764421 219103.111 8309.540848

Table 3. The results of itcTest calculations on the three models

Mpre Mitc Mint

20152.93923 14769.54592 89984.97568
18857.89253 6185.127503 83272.04511
18746.16351 4146.383672 82623.2543
19943.87872 9060.858413 87641.88905
19380.01459 5246.990987 83323.22556
4861.417311 74149.32926 33417.30443
20717.38858 8756.918582 86928.42242
16379.15102 6077.359055 79824.2292
23783.15436 12634.43799 93771.45523
20764.44541 3717.519109 85512.11688

Table 4. The results of intTest calculations on the three models

Mpre Mitc Mint

467.9740809 151907.4654 1411.564514
1976.498247 148745.4461 5564.912906
4562.939409 158078.2663 3884.322461
575.1236663 159817.6127 1341.42754
2567.241381 151848.2913 4258.433138
4192.94763 176220.6194 5276.550599
13210.03697 111868.9635 5757.523198
2081.539692 112588.7868 548.9658646
825.809125 134535.0135 633.6976618
687.0810661 136134.695 413.5319749
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5 data points are correctly classified, while 5 data points are misclassified as
preItcal.

4.4 Performance Analysis

Performance is quantified using standard measures, namely, sensitivity, speci-
ficity, and accuracy (Table 5).

Precision =
TP

TP + FP
× 100% (2)

Recall =
TP

TP + FN
× 100% (3)

Accuracy =
TP + TN

TP + FN + FP + FN
× 100% (4)

Table 5. Overall performance of the based MRM classifier on three test datasets

dataSet Precision Recall Accuracy

preTest 0.625 1.0 0.8
itcTest 1.0 0.9 0.967
intTest 1.0 0.5 0.833

The following is the experimental performance of epilepsy classification using
the plain Bayesian classification method (Table 6 and 7).

Table 6. Overall performance of the plain Bayesian classifier on the three test datasets

dataSet Precision Recall Accuracy

preTest 0.421 0.8 0.567
itcTest 1.0 0.4 0.8
intTest 0.429 0.3 0.63

When doing classification experiments with DPFA, one piece of data in the
preTest sample set could not be classified, and two pieces of data in each of
itcTest and intTest could not be classified, i.e., the probability of these five
pieces of data on all three models is 0. This is due to the fact that some of the
samples of transferring between the states are missing in the training sample set,
and such state transferring occurs in the test set, which leads to the fact that
the test set The probability of the data cannot be calculated, and we can also
consider the unclassifiable due to the equal probability of these 5 data.
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Table 7. Overall performance of the DPFA classifier on the three test datasets

dataSet Precision Recall Accuracy

preTest 0.8 0.889 0.88
itcTest 1.0 1.0 1.0
intTest 0.857 0.75 0.64

Fig. 8. Performance comparison of three types of validation sets on two classification
models.

Fig. 9. Comparison of the performance of the two classification models on the entire
validation set.

Since only 25 data were actually involved in the DPFA classification experi-
ments, an overall performance comparison with plain Bayesian classification and
MRM classification is not done.

It is easy to see from Fig. 8 that the MRM-based classifier achieves higher
precision, accuracy and recall than the plain Bayesian classifier on the validation
set for different classes.

Since the sample sizes of the three different types of validation sets are equal,
the macro-averaging method is directly used here to calculate the precision and
recall of the two classifiers over the entire validation set, and the results are
shown in Fig. 9, where the MRM-based classifier is much higher than the plain
Bayesian classifier in both metrics.
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5 Conclusion

In this paper, we propose a novel approach to sequence classification that uses
the difference between the expected reward of a Markov reward model (MRM)
and the cumulative reward obtained by running a character sequence on the
MRM as an indicator for classification. In addition, we propose an algorithm
for converting deterministic probabilistic finite automata (DPFA) to Markov
chains (MC) equivalent. This conversion process consists of transforming a part
of the edges in DPFA into states in MC. In constructing the DPFA using the
ALERGIA algorithm, we use JS divergence to quantify the degree of variation
of the model assigning a reward function to the states in the MC to obtain
the MRM. A significant advantage of our approach over DPFA-based sequence
classification methods is that it is able to handle the case where the probability
of a sequence running on the model is zero due to missing samples. Compared
with Bayesian-based sequence classification methods, our approach significantly
improves the classification accuracy while maintaining an acceptable level of
computational efficiency. Regarding future research directions, we aim to extend
the application of our method from single-dimensional features to multidimen-
sional features, which involves considering automata combinations in the mod-
eling process. In addition, we intend to expand the scope of our method to
address sequence prediction problems based on our original modeling. In sum-
mary, the work presented in this paper introduces a completely new perspective
for sequence modeling and analysis. It not only enhances our understanding of
sequence structure and behavior, but also caters to the practical needs of various
applications. We expect that our research will have a substantial impact on the
future development of the field of sequence analysis.
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Abstract. WirelessMeshNetworks (WMNs) are popular due to their adaptability,
easy-setup, and transmission efficiency, etc. The fair multiple concurrent flows in
WMNs are quite challenging to arrange the simultaneous transmission with the
interference nature of wireless media. Due to the limited resources like the number
of orthogonal channels and interfaces, interference between channels affects the
fair distribution of bandwidth amongmesh routers. It is deserving to combine sub-
paths in sub-blocks byDC formore candidate routes. To eliminate the conflicts and
competition, we propose an optimal algorithm based on resource fairness to ensure
performance and minimize resource waste. The performance of the algorithm is
efficient, which is verified with various simulations.

Keywords: Wireless Mesh Network · Resource fairness · Block processing ·
Interference avoidance · Routing

1 Introduction

Multiple-radiomultiple-channelWirelessmesh networks (MRMCWMNs) have its posi-
tion for smart society. In broadband access or everything connection, WMNs support
the current development. The popularity is from the advantages of high capacity, easy
access, self-healing, and extendable coverage to rural areas [1].

WMNs are composed of many wireless nodes that communicate with each other.
There are two types of nodes: Mesh Routers and Mesh Clients, which work together to
create a wireless mesh network with multiple hops, using Gateways to connect to the
Internet. Router nodes can be static or mobile, depending on the application.

Mesh mode is one of the important characteristics that makes WMNs different from
traditional wireless networks [2]. The WMN routers are generally stationary, hence, no
power problem like that in sensor. WMNs are suitable for a wide range of applications in
emergencies [3]. The mesh is able to find the alternate routes for data transmission when
one of the routes breaks down. Therefore, the network has the capability of survivability
in case of unexpected failures. However, there are still challenges to improve overall
network performance such asmore choices for routing, more fairness for resource usage.

When there are multiple traffic requests frommultiple pair of sender-destination, the
QoS is dependent to no conflict path. Notice a learning scheme can find CA to deduce

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Z. Cai et al. (Eds.): NCTCS 2023, CCIS 1944, pp. 85–95, 2024.
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the confliction [4]. At any time slot, only interference-free links from local area can
be merged together to form a global route. As overlapping channels will interfere with
each other, resulting in the decline of network capacity [5], we just assign orthogonal
channels. Link nodes within the interference range are screened with an interference-
free condition as given in [6], which introduce a CPG model to simplify CA scheme for
concurrent transmitting.

Fair resource allocation can effectively release the resource contention issue in mul-
tiple concurrent flow (MCF), thereby improving WMNs performance. In MCF traffic
situations, different flows may compete on channels, interfaces, network bandwidth, etc.
Due to unfair resource allocation among nodes, network performance may be decreased
by node starvation or path blocked.

Due to the NP-hard nature of find optimal fair resource allocation [10], it makes
sense to find a solution based on merging that of the known smaller mesh. F. A. Ghaleb
et al. proposes a fairness-oriented genetic algorithm to solve the node starvation problem
[7]. Unfortunately, the heuristic algorithm may result in low efficiency as they may get
stuck in local minima, leading to unfair channel distribution in the mesh. Consequently,
it may not find a suitable solution within a reasonable time cost.

To design optimization algorithms for fair resource allocation makes significant
meaning for exploring potential capacity. This paper proposes a strategy model for
fair resource allocation. Henceforth, developing an optimal combination algorithm.
This algorithm can minimize the node starvation while considering network resource
utilization. The performance of the algorithm is verified with various simulations.

The rest is organized as follows: Sect. 2 is a short review of recent related work.
Section 3 aims to set up a model and propose an optimal combination algorithm based
on resource fairness (OCA). Section 4 shows the performance evaluation and necessary
comparison. Section 5 is a short conclusion.

2 Related Work

To transmit multiple concurrent flows, optimal fair resource allocation is still worth
further explore. Firstly, multiple traffic flows from different source-destination pairs
may cause confliction without perfect routing and scheduling scheme. Secondly, the
complexity of routing multiple flows is very complex, because many constraints must
be considered for scheduling, routing, channel allocation, and interference avoidance.
Thirdly, the routing and packet scheduling problem is generally NP-complete [8]. CA
problem is NP-hard, because it can be mapped to a coloring problem [9]. It is really
challenging to find optimal fair resource usage scheme, because one sub-problem to
determine an optimal link schedule has been shown to be NP-hard [10].

Fairness is defined as the equal distribution of resources on the mesh nodes [9].
The fair resource allocation leads to many open challenges that need to be addressed in
algorithms, such as fair bandwidth, channel access and load balancing [11]. Furthermore,
interference of wireless media hinders equitable utilization of WMNs resources. When
a node attempts to use a link of not interference-free, node starvation occurs [12]. To get
rid of these cases, it is necessary to design an optimization algorithm for fair resource
allocation.
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By allocating resources fairly, each flow obtains the appropriate resources under the
same priority. This can avoid issues such as deadlock and hunger caused by resource
competition. Up to now, research on the fairness of resource allocation is still scarce. To
improve the stability and reliability, we will tackle the fair resource allocation inMRMC
WMNs.

Some schemes have been proposed for the MCF problem, focusing on different
aspects such as routing, scheduling, or channel allocation. The primary object is to
improve capacity, throughput, etc., or to reduce delay by reducing global network inter-
ference. However, fairness has not been considered as an important aspect. For example,
Liu et al. propose a gateway selection algorithm on both the gateway deployment cost
and the link collision domain [13]. In the case of ensuring full coverage of the network,
the bottleneck collision domain is used to calculate themaximum throughput to optimize
the throughput. Shi et al. proposes a scheme to obtain optimal solutions to routing and
channel assignment [14]. To reduce computational complexity of joint routing and chan-
nel assignment, routing and channel assignment are regarded as two separate problems
and solved sequentially in their research.

Anita et al. proposed a multiple disjoint path determination mechanism based on-
demand routing in WMN to formulate path discovery and data transmission delays
[15]. By optimizing the neighbor list of nodes, they reduce the unnecessary delay in
route discovery process. The routing can obtain multiple disjoint communication routes
with high capacity and reduce the communication delay in the proposed work. The
aforementioned studies explore solutions to the problems posed by MCF from different
perspectives. Most of them aim to mitigate the MCF problem by minimizing global net-
work interference. However, we focus on researching the fairness of resource allocation,
aiming to explore a new direction in addressing the issue.

To simplify CA, Cao et al. introduced the Cartesian Product of Graph (CPG) model
is to WMN, which decomposes the complex layered structure [6]. CPG is useful to
reduce the complexity of CA, especially to the cases of path selection for the multiple
concurrent flows. It can intuitively help to deal with channel conflictions. Cao provides
a combinatorial optimization algorithm called COSS [16]. It uses heuristic methods
to find many compatible paths to realize the combinatorial optimization of compatible
paths. From their experimental results, we can see that the combination algorithm has
indeed achieved good network performance. Our algorithm will be compared with it in
the simulation.

As discussed above, the fairness in MCF problem is a challenge and leaves research
space. In this paper, we propose an algorithm by dividing the mesh into smaller blocks,
in order to make more effective fair use of resources.

3 Model and Algorithm

We consider an almost static network topology since routers are always pre-deployed
and almost fixed during their operation. To facilitate the discussion, we provide below
some preliminaries and notations for the WMNs.

� = {G, I ,C,R} is the structure of a givenMRMCWMN.G is themesh graph, and I
is the interference conditions. Each router hasmultiple radio interfaces, the number is |R|.
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The link of neighbor routers u and v is represented by l(u,v). When the link is activated, it
can be used to transfer data from u to v. A link between two adjacent routers is active on
one channel ci. C is the set of available orthogonal channels, C = {c1, c2 . . . ci . . . ck}.

We consider a set of traffic requests � = {λ1, λ2 . . . , λi, . . . λt}, where λi =
{(si, di), zi} gives the ith pair of source node si and destination node di with the data
size zi. To such λi, we aim to search the routing path pi, which can transfer data packets
from si to di. t is the number of traffic requests.

In a wireless mesh network, multiple radio interfaces support a node works on differ-
ent channels. i.e., a node can send or receive data at the same time slot by using different
interface over different channels. What we manage to encourage is to let a node send or
receive data from multiple nodes concurrently. As CPG model help to assign channels,
our work takes its advantages.

If the transmitting links interfere with each other by inappropriate channels and time
slots, the transmission will result in the decline of network throughput. The orthogonal
channels are allocated to links in order to reduce computational complexity. Hence, the
interference relation can be verified in each channel topology of CPG.

Supporting concurrent transmission is essential for reliable wireless networks. If
and only if multiple links satisfy all the following link interference free conditions,
the multiple links can coexist without interruption with each other. For the sender, the
distance between any two different senders is not less than two hops. For the receiver,
the distance between any two different receivers shall not be less than one hop. For the
sender and receiver, the distance exceeds one hop.

We also use link ranking for processing. In the link ranking step, the following four
criteria are used to rank nodes: their degree, interface, channel resources and usage fre-
quency. The node level is normalized and the score for each node is given. The link
ranking is obtained by summing the scores of the nodes that form the link. After the con-
sistency processing of indicators, each indicator is converted into a very large indicator
that is as large as possible. However, there is also a problem that different indicator units
and orders of magnitude are different, so we need to perform dimensionless processing
on these indicator data.

In order to achieve fair allocation of resources, we have designed the following
formula to implement. γl is a parameter for estimating the free channel and interface
resources that link l may use. Let k is the number of all links activated within the
interference range of link l. The bigger γl means the link has more possibility to be
activated.|Rl | is the number of interfaces of the two end nodes on l, and |Cl | is the
number of channels of that. We use |Rl | and |Cl | to predict the resources of l. We search
for the number of links that meet the criteria according to the interference avoidance
conditions. It is clear the available resources are inverse relation with k, i.e. The higher
k is, the more likely l may be interfered. We put k in the denominator part in (1).

γl = |Cl | × |Rl |
k

(1)

Ql can be viewed as the relatively free resources for l. βl is the sum number of the
accessible nodes to link l. The ml affects the number of paths that may pass through the
node. The biggerQl means the link may be heavily loaded in multiple concurrent flows.
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The number of interfaces can represent the bearing capacity of the node. If ml is large,
it means the mesh near link will be dense.

Ql = k × βl

|Rl | (2)

Our evaluation is composed of two values of γl and Ql , as shown in (3). Let L be
a sub path of the current block, F(L) is the interference value of L. For the influence
degree of these two values on F(L), we use parameter α to control.

l may be interfered. We put k in the denominator part in (1).

F(L) = α
∑

l∈L
1

γl
+ (1 − α) ·

∑
l∈L Ql (3)

When our algorithm is executed to the part of path evaluation, we evaluate the path p
through the interference factor F(p) of P. KP is the sum number of these links activated
within the interference range of p. The lower F(p) means the better performance of the
path. The F(p) of the whole path P is calculated as (4). It is the sum of the interference
valuesF(L) of all blocks after calculating theweight.We evaluate thewhole path through
F(p) to judge whether the performance will degrade after being combined.

F(p) =
∑

L⊆p

∑
k∈L k
Kp

× F(L) (4)

In this study, we maximize link fairness to avoid the interference problems. We
propose an optimal combination algorithm to solve such a problem. The algorithm
promises the performance and the least waste of resources by dividing the mesh into
smaller blocks.Our proposed algorithmaims to find themost effective solution to achieve
node fairness and alleviate the MCF problem.

We use Floyd scheme to obtain the number of the shortest path between any two
nodes in the early precomputing stage. At the same time, we get the shortest hop path of
any pair node of the multiple traffic request pairs. hi is the shortest hop number of pair
(si, di).

After precomputing stage, we divide the mesh network according to each traffic
request pair. As long as there is a new traffic request (si+1, di+1), Algorithm 1 will be
executed to find a routing scheme for (si+1, di+1). After the whole topology is divided
into several blocks, the global routing for (si+1, di+1) can be realized by intra block
routing and inter block combination. It greatly reduces time cost and complexity.

Our algorithm divides the mesh according to the hop number of a traffic pair. The
number 3 of hop is set as a threshold of a block. i.e., if a block size is bigger than 3,
continue the dividing process. The algorithm can effectively handle data transmissions
between nodes within 3 hops. In the dividing process, we try to split a block into two
parts of almost the same size.
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For a given pair (si, di), we have si, di location coordinates. Based the location
information, we can divide the topology. We first connect si and di to get a line. Then
we make the middle vertical line of it. Therefore, we divide the topology into two sub-
blocks. We repeat the above steps for the sub-blocks until the size threshold of direct
conquer is reached.

The topology is divided by several splitting lines. We need to select some candidate
node pairs near these lines so thatwe can combine route between the twoneighbor blocks.
We use the sliding window to obtain the nodes near the splitting lines. The window will
first move along a splitting line. Nodes near the splitting line will be captured by the
sliding window. Then we can select the link candidate nodes from the neighbor blocks.
The link end nodes should be in two different neighbor blocks. After obtaining these
candidate links, we use them to merge the local paths to a longer one.

We need to combine the routing between the sub-blocks. In a block, we transmit data
to other blocks through candidate nodes. It is necessary to weigh which candidate node
to select during routing, because there are multiple candidate nodes. If we search all
the possible sub-paths, the number of paths will be a large number. We select candidate
nodes according to the hop distances. We obtain several candidate sub-paths to avoid
interference.
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After all blocks completes the routing, the task comes to combine local paths.
Through the formula (4), we expect that the path can be more effective due to the
fair allocation of resources. Because the path is evaluated for resources and interference,
it can be optimized in the next several steps like scheduling.

Before scheduling,we collect the global information of the network, including nodes,
transmission requests, network topology, etc. Based on this information, we can update
the status of all nodes and make a reasonable plan for all transmission requests.

In each time slot, we check whether the unscheduled paths are compatible. If the
conditions are met, the appropriate channel and the current time slot is allocated to
the path for scheduling. Repeatedly check the unscheduled paths until all paths are
scheduled.

The algorithm finds as many compatible paths as possible under each slot. It can
maximize the number of compatible paths in the same time slot. More data can be
transmitted in the same time slot. It effectively improving the utilization of network
resources.

4 Performance

In order to evaluate the performance of our algorithm, we do a series of simulations. We
use a randomly generated topology model to verify the efficiency of our algorithm. All
simulations were carried out with random 64 nodes mesh, as shown in Fig. 1.

In different simulation experiments, in order to study the performance of the algo-
rithm under different conditions, wewill change the deployment of interface and channel
for the routers, as well as the traffic modes. The traffic modes are 40 pairs to 200 pairs
with interval of 40.

The parameters and values are listed in following. Time duration is set to be 5ms,
packet size is set to be 1MB, and each link capacity is set to be 200 MB/s. In general,
the computing time depends on both the topology and t. The topology has two aspects:
the size, and the special local distribution.

The Fig. 2 shows the transmit time of our algorithm under different traffic requests. It
can be seen from the figure that when there are few numbers of traffic requests like 40 or
80, the use of resources such as channel interface is still relatively surplus. The transmit
time is almost the same. Above 80, with the increase of traffic requests, insufficient net-
work resources, channel conflict and excessive node load will appear. Our algorithm can
reduce the corresponding problems through the evaluation mechanism of interference
factors.

At the same time, the transmission time varies with different resource combinations.
In the case of |C| ∧ |R| = 8∧ 16, the transmission time of the curve as a whole is higher
than that of 12∧24 and 16∧32.When the resources are insufficient, the interference and
conflict phenomenon will obviously increase the network transmission time. Optimizing
resource allocation and reducing conflicts are the focus of our algorithm.
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Fig. 1. The randomly generated mesh topology

Fig. 2. Transmit time with different combination
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Fig. 3. Transmission time comparison

The Fig. 3 is a comparison with OCA, SDR, MRMC-AODV and COSS in transmis-
sion time. Given a certain network resource combination 8 ∧ 16, the transmission time
of OCA algorithm is faster than SDR and MRMC-AODV algorithm on the whole, and
slower than COSS only in the case of 160 pairs. As t increases, our transmission time
does not increase dramatically.

It is not suitable to consider only the shortest path in WMNs. SDR is an algorithm to
obtain the shortest path. Because of interference and resource allocation, only consider-
ing the shortest path can easily lead to overload, which makes the network performance
worse. The path selection criteria of the OCA can intelligently select the path with the
largest available resources in the current network state, and can effectively reduce the
overlap between multiple paths. Through resource intelligence, the algorithm realizes
node load balancing and improves network performance.

The Fig. 4 is a comparison with OCA, SDR, MRMC-AODV and COSS in terms
of maximum throughput. In order to realize multi-path simultaneous optimization, we
propose a blocking algorithm for wireless mesh networks, which is based on the idea of
block computing. It can improve the performance of the network and balance the load
of nodes and channels. When the t is 40 or 80, the throughput of the four algorithms is
very similar. As t increases to 120, 160 or 200, the advantages of our algorithm gradually
manifest. Through throughput performance comparison, given a certain resource, it is
slightly better than SDR, MRMC-AODV and COSS algorithms with the increase of
pairs.
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Fig. 4. Maximum throughput comparison

5 Conclusion

This study solves the problem of network performance degradation caused by unfair
resource allocation in existing research. The main drawback of unfair allocation of net-
work resources is that interference leads to unfair allocation of network resources. This
restriction leads to unfair resource distribution in WMN, which affects network perfor-
mance. We conducted extensive experimental evaluations to measure the performance
of the proposed technology and compare it with existing solutions. The results show that
the algorithm improves link fairness and network capacity utilization while reducing
interference, which is outperformed to existing solutions.
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Abstract. In this paper, we introduce the stochastic power cover (SPC)
problem, which aims to determine the two-stage power assignment and
minimize the total expected power consumption. For this problem, we
are given a set U of n users, a set S of m sensors on the plane and k
possible scenarios, where k is a polynomial and each consists of a proba-
bility of occurrence. Each sensor s ∈ S can adjust the power it produces
by changing its radius and the relationship between them satisfies the
following power equation p (s) = c · r (s)α. The objective is to identify
the radius of each sensor in the first stage and augment the first-stage
solution in order to cover all users and minimize the expected power
over both stages. Our main result is to present an O(α)-approximation
algorithm by using the primal-dual technique.

Keywords: Power cover · Stochastic optimization · Approximation
algorithm · Primal dual

1 Introduction

The minimum power cover (MPC) problem is a classical combinatorial optimiza-
tion problem that can be defined as follows. Given a set U of n users and a set S
of m sensors on the plane. Each sensor s ∈ S can adjust the power it produces by
changing its radius and the relationship between the radio and its power satisfies
the following power equation

p (s) = c · r (s)α , (∗)

where the coefficient c > 0 and the attenuation coefficient α ≥ 1 are constants.
We call a user u ∈ U is covered by a sensor s ∈ S if the distance between u
and s is no more than r(s), where r(s) is the radius of Disk(s, r(s)) which is
the disk centered at s with radius r(s). A user is covered by a power assignment
p : S �→ R

+ if it belongs to some disk supported by p. The minimum power cover
problem is to find a power assignment p covering all users such that the total
power

∑
s∈S p(s) is as small as possible. Here, we assume that there is no limit on

the power at a sensor. For the MPC problem, when α > 1, Alt et al. [20] proved
that this problem is NP-hard. Charikar and Panigrahy [1] presented a primal-
dual algorithm to obtain a constant approximation. Biló et al. [2] presented a
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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polynomial time approximation scheme (PTAS) based on a plane subdivision
and shifted the quad-tree technique.

By applying relevant constraints to MPC problem, we can obtain some vari-
ational problems, such as the prize-collecting cover problem [7,21], which needs
to pay the penalty if a user is not covered; the cover problem with submod-
ular/linear penalties [9–11,13,14]; the capacitated cover problem [12,22,23] in
which each sensor has a capacity; the partial cover problem [8,16], which requires
covering a specified number of elements and the stochastic cover problem etc.
Among them, the stochastic power cover problem is an important problem in
stochastic optimization problem and deserves careful study.

In recent years, an increasing number of people have focused on the stochastic
optimization problem [17], which is a basic method of dealing with uncertainty
for combinatorial optimization problems by building models of uncertainty using
the probability distributions of the input instances. The two-stage stochastic
optimization model is a popular stochastic model that can solve many combina-
torial optimization problems such as stochastic matching [15], stochastic facility
location [17], and stochastic set cover problem [18] etc. Additionally, there are
many useful techniques for designing approximation algorithms for stochastic
combinatorial optimization problems, including the linear programming relax-
ation approach, boosted sampling [24,25], contention resolution schemes [26],
Poisson approximation [4,19] etc.

In the field of stochastic optimization problem, there are many studies on
stochastic set cover problems. In this problem, we do not know the points we
need to cover at first, but the scenarios of uncertainty go with known prob-
ability distributions. It is possible for us to anticipate possible scenarios and
purchase some subsets in advance in the first stage. In the second stage, we
obtain the probability distribution for all the scenarios. The goal is to optimize
the first-stage decision variables to minimize the expected cost over both stages.
Ravic and Sinhac [3] proposed the stochastic set cover problem and showed that
there exists an O(logmn) approximation algorithm by analyzing the relationship
between the minimum power cover and stochastic set cover problem. Further-
more, Li et al. [4] designed an approximation algorithm with a ratio of 2(lnn+1),
in which n is the cardinality of the universe. Parthasarathy [5] designed an adap-
tive greedy algorithm with ratio H(n) for the stochastic set cover problem. For
the stochastic set cover problem with submodular penalty, Sun et al. [6] proposed
a 2η-approximation algorithm using the primal-dual technique, where η is the
maximum frequency of the element of the ground set in the set cover problem.

Inspired by the above problems, we consider the two-stage, finite-scenario
stochastic version of the minimum power cover problem, which generalizes the
minimum power cover problem and the stochastic minimum set cover problem.
For this problem, we are given a set U of n users, a set S of m sensors on the
plane and k possible scenarios, where k is a polynomial and each consists of a
probability of occurrence. Each sensor s ∈ S can adjust the power it produces
by changing its radius and the relationship between them satisfies the following
power equation p (s) = c · r (s)α, where c > 0 and the attenuation coefficient
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α ≥ 1 are some constants. The objective is to identify the radius of each sensor
in the first stage and augment the first-stage solution to cover all users and
minimize the expected power over both stages. The remainder of this paper is
organized as follows. We introduce the stochastic set cover problem in Sect. 2.
In Sect. 3, we design a polynomial-time algorithm with an approximate ratio of
O(α) by using the primal-dual technique and present the proof. In Sect. 4, we
give a brief conclusion.

2 Stochastic Power Cover Problem

Based on the definition of the minimum power cover problem, the two-stage
finite-scenario stochastic power cover problem can be defined as follows. The
input in our version of the stochastic power cover problem consists of a set U
of n users, a first-stage set U0 ⊆ U , a set S of m sensors on the plane and
k possible scenarios where k is a polynomial. As with the definition in MPC
problem introduced above, the relationship between the radius of a sensor and
the power it consumes also satisfies the power equation (∗) where c and α are
some constants. However, c > 0 will change as the scenario changes and we
usually call α ≥ 1 the attenuation coefficient. For a scenario j ∈ {1, 2, . . . , k},
we use pj to define its probability, Uj ⊆ U is the set of users that need to
be covered, which may or may not be subsets of the first-stage set U0 and the
coefficient in the power equation is denoted by cj in scenario j. In the first
stage, the coefficient in the power equation is c0. We need to anticipate possible
scenarios and determine the radius of the sensors in advance in the first stage.
In the second stage, when the coverage requirements in all the scenarios appear
in the form of the probability distribution, we need to expand the radius of
the disks or pick more disks to complement the decision of the first stage. The
objective for this problem is to find a power assignment that covers all the
users and minimizes the total power of the first stage and the expected power
consumption of the second stage.

For convenience, we use a set F of disks whose centers are sensors to represent
a power assignment for the sensor set S. If F∗ is an optimal assignment for this
problem, then for any disk Disk(s, r(s)) ∈ F∗, there is at least one user u ∈ U
that lies on the boundary of disk Disk(s, r(s)); otherwise, we may reduce the
radius of the disks to cover the same set of users and find a feasible assignment
with a lower value. Since in every scenario there are at most n points of users,
each sensor can generate up to n disks with different radius and all sensors have
a maximum of mn disks that need to be considered. For all scenarios, there are
at most kmn disks that need to be considered, so in the following, we use D to
denote such a set of all disks, (U,D, k) denotes an instance of the SPC problem.
For any D ∈ D, let c(D) represent the center sensor of D, and r(D, j) is the
radius of disk D in scenario j ∈ {1, 2, . . . , k}, U(D) denotes the users covered by
D and Uj(D) denotes the users covered by D in Uj for all j = 0, 1, . . . , k.

Based on an analysis similar to [7], in order to control the approximation ratio,
weneed toguess thediskwith themaximumradiusdenotedbyDj,max in anoptimal
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solution F∗ =
k⋃

j=0

F∗
j for j ∈ {0, 1, . . . , k}, that is r(Dj,max, j) = max

D:D∈F∗
j

r(D, j).

Let Dmax =
k⋃

j=0

Dj,max, OPT
′
is the optimal value of the residual instance about

Dmax, OPT is the optimal value of the original instance (U,D, k). Similar to the
analysis in [7], we have the following lemma:

Lemma 1. OPT = OPT
′
+

∑k
j=0 pjcjr(Dj,max, j)α.

In the guessing technique, each disk Dj,max is guessed as the disk with the
maximum radius of F∗

j for all j = 0, 1, . . . , k in the optimal solution F∗; there-
fore, by looping (k + 1)mn times, we can assume that Dmax is known. Later,
we will present a three-phase primal-dual approximation algorithm for the resid-
ual instance. And for simplicity of notation, we still use (U,D, k) to denote the
residual instance.

min
∑

D∈D
c0r(D, 0)αxD,0 +

k∑

j=1

∑

D∈D
pjcjr(D, j)αxD,j (IP)

s.t.
∑

D∈D
u∈U0(D)

xD,0 +
∑

D∈D
u∈Uj(D)

xD,j ≥ 1, ∀j ∈ {1, 2, . . . , k} ,∀u ∈ U0 ∩ Uj , (1)

∑

D∈D
u∈Uj(D)

xD,j ≥ 1, ∀j ∈ {1, 2, . . . , k} ,∀u ∈ Uj \ U0, (2)

xD,0, xD,j ∈ {0, 1} , ∀j ∈ {1, 2, . . . , k} ,∀D ∈ D. (3)

In this formulation, the variable xD,j indicates in scenario j whether we select
the disk D. That is:

xD,j =

{
1, if disk D is selected in scenario j to cover some users,
0, otherwise.

The first set of constraints of (1) guarantees that each user u ∈ U0 ∩ Uj is
covered in either the first or second stage, and constraint (2) forces the users in
Uj \ U0 must be covered in the second stage. We can obtain the linear program
by replacing constraint (3). Its LP relaxation and corresponding dual program
of the linear relaxation are as shown below:

min
∑

D∈D
c0r(D, 0)αxD,0 +

k∑

j=1

∑

D∈D
pjcjr(D, j)αxD,j (LP)

s.t.
∑

D∈D
u∈U0(D)

xD,0 +
∑

D∈D
u∈Uj(D)

xD,j ≥ 1, ∀j ∈ {1, 2, . . . , k} ,∀u ∈ U0 ∩ Uj ,

∑

D∈D
u∈Uj(D)

xD,j ≥ 1, ∀j ∈ {1, 2, . . . , k} ,∀u ∈ Uj \ U0,

xD,0, xD,j ≥ 0, ∀j ∈ {1, 2, . . . , k} ,∀D ∈ D.
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max
k∑

j=1

∑

u∈Uj

yu,j (DP)

s.t.
k∑

j=1

∑

u∈U0(D)∩Uj(D)

yu,j ≤ c0r(D, 0)α, ∀D ∈ D,

∑

u∈Uj(D)

yu,j ≤ pjcjr(D, j)α, ∀D ∈ D, j ∈ {1, 2, . . . , k} ,

yu,j ≥ 0, ∀u ∈ Uj , j ∈ {1, 2, . . . , k}

Next, we recall the definition and some geometric properties of the ρ-relaxed
independent set that have been introduced in [8], where ρ ∈ [0, 2] is a given con-
stant. Given a set U of users and a set D of disks on the plane, for any two disks
D1,D2 ∈ D, if U(D1)∩U(D2) = ∅ or d(c(D1), c(D2)) > ρmax{r(D1), r(D2)}, we
call that D is a ρ-relaxed independent set, where d(a, b)is the Euclidean distance
between points a and b.

According to the above definition, we can obtain the following lemma, and
its proof process is the same as in [8]. This lemma will be used in the later proof
of the approximate ratio of the primal-dual algorithm.

Lemma 2. For any t ∈ {2, 3, . . . }, we have max
u∈U

|{D|u ∈ U(D),D ∈ D}| ≤ t−1,

where D is a ρ-relaxed independent set with ρ = 2 sin π
t .

3 Algorithm for the SPC Problem

The algorithm is a three-phase primal-dual approximation algorithm consisting
of four steps. For ease of description and modeling, we now present some more
notations as follows: for a disk D, U(D) denotes the users covered by D, and
P (D) denotes the expected power it consumes, that is,

P (D) = c0r(D, 0)α +
k∑

j=1

pjcjr(D, j)α =
k∑

j=0

pjcjr(D, j)α,
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here p0 = 1. For a set of disks D, we also use U(D) to denote the set of users
covered by disks in D; for a solution F , let P (F) denote the expected power it
consumes, that is,

P (F) =
∑

D:D∈F
P (D) =

k∑

j=0

∑

D:D∈F
pjcjr(D, j)α.

We say a disk D ∈ D is tight if it satisfies either

k∑

j=1

∑

u∈U0(D)∩Uj(D)

yu,j = c0r(D, 0)α, (5)

or
∑

u∈Uj(D)

yu,j = pjcjr(D, j)α. (6)

The basic framework of the algorithm is shown as follows:

– Step1: In the first step, we raise the dual variables yu,j uniformly for all users
in Uj \ U0, separately for each j. All disks that become tight (satisfy Eq. (5))
have xD,j set to 1. In this way, we can find a disk set Dtight

j , where Dtight
j

can cover all users in Uj \ U0.
– Step2: In the second step, we do a greedy dual-ascent on all uncovered users

of Uj . These users are contained in U0 ∩ Uj . We also raise the dual variables
yu,j for these uncovered users, if a disk is tight (satisfy Eq. (5)), then we
select it in the stage one solution by setting xD,0 = 1, and if it is not tight
for xD,0 but is tight for xD,j , then we select it in the resource solution and
set xD,j = 1. In this way, we can find a disk set Dtight

0 and extend the disk
set Dtight

j , where Dtight
0 ∪ Dtight

j can cover all users in Uj .
– Step3: Before going into the fourth step, remove the disk Dj,last which is

the last disk added into Dtight
j (j = 0, 1, . . . , k). Then, a maximal ρ-relaxed

independent set of disks Ij is computed in a greedy manner.
– Step4: Finally, every disk in Ij has its radius enlarged 1 + ρ times. Such set

of disks together with Dj,last(j = 0, 1, . . . , k) are the output of the algorithm.



102 M. Cao

We propose the detailed three-phase primal-dual algorithm in Algorithm 1
below.

Algorithm 1: Three − phase primal − dual algorithm

Input: A set U of n users, a disk set D, a power function P : D �→ R
+, k possible

scenarios and its probability, a set of users Uj ⊆ U, j = 0, 1, . . . , k, an interger
t ∈ {2, 3, . . . }.

Output: A subset of disks F .
1 Initially, let Dtight

j = ∅ (j = 0, 1, . . . , k), yu,j = 0 (j = 1, . . . , k, u ∈ Uj),
Xj = Uj \ U0 (j = 1, . . . , k), Rtemp

j = ∅ (j = 1, . . . , k).
2 for j = 1, . . . , k do
3 while Rtemp

j �= Uj \ U0 do
4 Increase yu,j (u ∈ Xj) simultaneously until some disks D become tight.
5 if

∑
u∈Uj(D) yu,j = pjcjr(D, j)α then

6 Dtight
j := Dtight

j ∪ {D}, xD,j := 1, Rtemp
j := Rtemp

j ∪ Uj(D),
Xj := Xj \ Uj(D).

7 end
8 end
9 end

10 Set Tj := Uj \ Rtemp
j (j = 1, . . . , k).

11 while Rtemp
j �= Uj , j = 1, . . . , k do

12 Increase yu,j (j = 1, . . . , k, u ∈ Tj) simultaneously until some disks D become tight.
13 if

∑k
j=1

∑
u∈U0(D)∩Uj(D) yu,j = c0r(D, 0)α then

14 Dtight
0 := Dtight

0 ∪ {D}, xD,0 := 1, Rtemp
j := Rtemp

j ∪ Uj(D), Tj := Tj \ Uj(D).
15 end
16 else if

∑
u∈Uj(D) yu,j = pjcjr(D, j)α then

17 Dtight
j := Dtight

j ∪ {D}, xD,j := 1, Rtemp
j := Rtemp

j ∪ Uj(D), Tj := Tj \ Uj(D).
18 end
19 end
20 for j = 0, . . . , k do
21 Let Dj,last be the last disk added into Dtight

j .

22 Set lj := |Dtight
j \ {Dj,last}|, Ij := Dtight

j \ {Dj,last}, ρ := 2 sin π
t
. Sort the disks in

Dtight
j \ {Dj,last} such that r(D1, j) ≥ r(D2, j) ≥ · · · r(Dlj , j).

23 for l
′
j = 1 to lj do

24 if there exists a disk D
l
′′
j

∈ Ij with l
′′
j < l

′
j such that U(D

l
′′
j
) ∩ U(D

l
′
j
) �= ∅

and d(c(D
l
′′
j
), c(D

l
′
j
)) ≤ ρr(D

l
′′
j

, j) then

25 Delete D
l
′
j
from Ij .

26 end
27 end
28 Fj := {D(c(D), (1 + ρ)r(D))|D ∈ Ij} ∪ Dj,last.
29 end
30 I :=

⋃k
j=0 Ij , F :=

⋃k
j=0 Fj . Output F .

Lemma 3. F is a feasible solution.

Proof. Consider a user in scenario j = 1, . . . , k, by definition of the algorithm,
it will be either covered by disks in Dtight

j , or disks in Dtight
0 (or both), so that

⋃k
j=0 Dtight

j is a feasible solution for (U,D, k). Next, we will prove that F is also
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a feasible solution. For any user u ∈ U(Dtight
j ), j = 0, . . . , k, if u is not covered

by Fj , then it must be covered by a disk Dl
′
j

∈ Dtight
j \ Fj . Following from the

definition of ρ-relaxed independent set, there is a disk Dl
′′
j

∈ Ij satisfying that
r(Dl

′′
j ,j) ≥ r(Dl

′
j
, j) and d(c(Dl

′′
j
), c(Dl

′
j
)) ≤ ρr(Dl

′′
j
, j). Therefore, we have

d(u, c(Dl
′′
j
)) ≤ d(u, c(Dl

′
j
)) + d(c(Dl

′′
j
), c(Dl

′
j
))

≤ r(Dl
′
j
, j) + ρr(Dl

′′
j
, j)

≤ (1 + ρ)r(Dl
′′
j
, j).

That implies that u is covered by disk D(c(Dl
′′
j
), (1 + ρ)r(Dl

′′
j ,j)) ∈ Fj con-

tradicting previous assumption. Therefore, F is a feasible solution.

Lemma 4. For any integer t ∈ {2, 3, 4, . . . }, the objective value of F is no more
than 2(t − 1)(1 + 2 sin π

t )
αOPT

′
+ P (Dmax).

Proof.

P (I) =
k∑

j=0

pj

∑

D:D∈Ij

cjr(D, j)α

=
∑

D:D∈I0

c0r(D, 0)α +
k∑

j=1

pj

∑

D:D∈Ij

cjr(D, j)α

=
∑

D:D∈I0

k∑

j=1

∑

u:u∈U0(D)∩Uj(D)

yu,j +

k∑

j=1

∑

D:D∈Ij

∑

u:u∈Uj(D)

yu,j

=
k∑

j=1

∑

D:D∈I0

∑

u:u∈U0(D)∩Uj(D)

yu,j +
k∑

j=1

∑

D:D∈Ij

∑

u:u∈Uj(D)

yu,j

≤
k∑

j=1

∑

u:u∈U(I0)

yu,j · |{D0|D0 ∈ I0, u ∈ U(D0)}|

+

k∑

j=1

∑

u:u∈U(Ij)

yu,j · |{Dj |Dj ∈ Ij , u ∈ U(Dj)}|

≤ (t − 1)
k∑

j=1

∑

u:u∈U(I0)

yu,j + (t − 1)
k∑

j=1

∑

u:u∈U(Ij)

yu,j

≤ (t − 1)

k∑

j=1

∑

u:u∈U(Dtight
0 \{D0,last})

yu,j + (t − 1)

k∑

j=1

∑

u:u∈U(Dtight
j \{Dj,last})

yu,j

≤ 2(t − 1)
k∑

j=1

∑

u:u∈Uj

yu,j

≤ 2(t − 1)OPT
′′

≤ 2(t − 1)OPT
′
,
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where OPT
′′

is the optimal value of the dual program. The third equation
follows from Eq. (5) and (6), the second inequation follows from Lemma 2 and
Ij is a ρ-relaxed independent set, and the third inequation follows from Ij ⊆
Dtight

j \ {Dj,last}, j = 0, 1, . . . , k and the last inequation follows from the well-
known strong duality theorem. From the inequations above, we have

P (F) = (1 + ρ)αP (I) +
k∑

j=0

pjcjr(Dj,last, j)α

≤ 2(t − 1)(1 + ρ)αOPT
′
+

k∑

j=0

pjcjr(Dj,last, j)α

≤ 2(t − 1)(1 + 2 sin
π

t
)αOPT

′
+ P (Dmax).

The first equality follows from Fj = {D(c(D), (1 + ρ)r(D, j))|D ∈ Ij} ∪
Dj,last, the second inequality follows from r(Dj,last, j) ≤ r(Dj,max, j),Dmax =
⋃k

j=0 Dj,max. Therefore, the lemma holds.

Theorem 1. There is an O(α)-approximation algorithm for the MinSPC prob-
lem.

Proof.

P (F ∪ Dmax) = P (F) + P (Dmax)

≤ 2(t − 1)(1 + 2 sin
π

t
)αOPT

′
+ 2P (Dmax)

≤ 2(t − 1)(1 + 2 sin
π

t
)α(OPT

′
+ P (Dmax))

= 2(t − 1)(1 + 2 sin
π

t
)αOPT,

where the first inequality follows from Lemma 4, and the second inequality fol-
lows from α ≥ 1, t ∈ {2, 3, 4, . . . }, and the last equality follows from Lemma 1.
Furthermore, as in the analysis in [8], the approximation of Algorithm 1 is O(α).

4 Conclusions

In this paper, we introduce the stochastic minimum power cover problem, which
generalizes the minimum power cover problem and the stochastic minimum set
cover problem. We prove an O(α)-approximation algorithm for this problem,
which can be implemented in polynomial time.

For the stochastic optimization problems, we now consider only the two-stage
finite-scenario version for the stochastic power cover problem. In the future, there
is substantial potential for us to design some algorithms for this problem with
multi-stage, exponential scenarios and more constraints which comes with great
challenges.
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Abstract. Bisimulation is a famous behavioral equivalence relation for
discrete event systems and has developed rapidly in model checking.
Inspired by the bisimulations theory of nondeterministic fuzzy Kripke
structures(NFKSs) proposed by Deng [26], in this paper, we define the
concept of ε-approximate bisimulations for NFKSs. Next, we introduce
the notion of the set of traces. On above basis, we propose a new map-
ping which is used to compare the behaviors of two NFKSs under ε-
approximate bisimulation. Meanwhile, we investigate the property of finite
paths.This property lays the groundwork for exploring thebehaviors of two
NFKSs under the ε-approximate bisimulation. Fortunately, we demon-
strate that if two NFKSs equipped with an ε-approximate bisimulation
between them, then their behaviors are ε-approximate each other. Further-
more, we discover that there might not exist the greatest ε-approximate
bisimulation for a given NFKS. At last, in order to complish approximate
minimization operation for a given NFKS under ε-approximate bisimula-
tion, we elaborate three algorithms to generate all maximal ε-approximate
bisimulations. Surprisingly, with help of themaximal ε-approximate bisim-
ulations, the quotient NFKSs obtained through the Definition 24 not only
have minimum number of states, but also the behavior of quotient NFKS
differs by ε from the behavior of initial NFKS.

Keywords: nondeterministic fuzzy Kripke structure · ε-approximate
bisimulations · finite paths and traces · algorithm for constructing
quotient NFKSs

1 Introduction

In daily life, people’s lives are influenced by delicated computers and software sys-
tems. With the continuous development of technology, a common phenomenon
is that the increasing complexity of systems will lead to an upward trend in
the number of defects. Therefore, the main challenge in the field of computer
science is to provide formal technologies and tools that can effectively detect the
correctness of the system’s operation despite their intricacy. In the past twenty
years, the most attractive method for verifying computer system attributes is
model checking. After decades of research and accumulation, model checking has
produced many verification techniques [1–7].
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It is worth noting that when modeling actual systems, there are systems
where the choice of the successor state at a certain state is based on nonde-
terministic fuzzy choices. As a consequence, Pan and Fan [27] proposed nonde-
terministic fuzzy Kripke structure(NFKS), which abstracts a system into five
common parts: states, operations, atomic propositions, transition functions and
label functions. However, the actual models established by the five common parts
vary from person to person, and there is the same situation in automata theories.
When modeling a discrete event system by nondeterministic fuzzy automata, it
is generally possible to build different models for the same system. In order to
compare these models, a straightforword method is to employ the concept of
fuzzy language equivalence. However, although this equivalence has been widely
used to solve problems, it is sometimes considered too rough. With rapid devel-
opment of formal verification, bisimulation be supposed to be one of the accurate
mean to solve this difficulty. Here, we enumerate some works on bisimulations
for readers of interest [8,10,12–18]. Unofficially, bisimulation is a binary rela-
tion between two discrete event systems, which describes systems that behave
in the same way. In other words, one system simulates the other in any steps
and vice versa. This step-by-step calculation leads to its becoming one of core
methods in process calculation [9,11]. As mentioned above, although NFKS is
regarded as kind of satisfactory mathematical model for building nondeterminis-
tic fuzzy discrete event systems, how to solve the state explosion by simplifying
the model structures is still one of focuses of research on nondeterministic fuzzy
model checking. In model checking theory, bisimulations can reduce the state
of a structure by aggregating equivalent states, so that the quotient structure
has equivalent behavior and fewer states. Based on this, Deng [26] extends ideas
of bisimulations for NFKS. As we thought, bisimulations ensure the complete
fragments of NFKS, even if the number of states and nondeterministic fuzzy
transition functions are different, the quotient NFKS with fewer states also has
same behavior.

Nevertheless, bisimulations have limitations in comparing two system with
different behaviors. Most of the time, we often encounter two systems that
have different behaviors, but there is a situation where although two systems
behave differently, their behaviors are similar. In order to describe this kind of
approximate bisimulation, Ying and Martin [24] introduced the concept of λ-
bisimulation as the criteria to measure this similarity. With the development of
the approximate bisimulations, experts renamed it as ε-bisimulation [25].

Based on the above description, this paper first introduces the ε-approximate
bisimulations for NFKSs. In fact, a crucial theoretical idea to consider in ε-
approximate bisimulation is whether the two systems behave similarly. As a
result, referring to paper [28,30], we define the new mapping which is used
to describe the behavior of NFKSs in Definition 16. Next, we discussed the
relationship between the finite paths of two NFKSs under the ε-approximate
bisimulations in Theorem 17. As we all known, when constructing a NFKS
to model a nondeterministic fuzzy discrete event system, the state explosion
of NFKS becomes the main problem that weakens the performance of the
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system. In many cases, it is enough to construct a NFKS with fewer states
whose behavior approximates the behavior of initial NFKS. For purpose of
reducing the number of states of system and constructing required NFKS, it is
necessary for us to study the method of constructing quotient NFKS. However,
as we know, there exists greatest bisimulation for a NFKS. Contrary to this
fact, we give an example to show that might not exist the greatest ε-approximate
bisimulation for a NFKS in Example 21. Under the circumstances, with refer-
ence to the paper [19–23,29,31], we design a series of algorithms to build all
maximal ε-approximate bisimulations for a NFKS and take advantage of these
relations to construct quotient NFKS.

The paper structure is organized in the following ways. In the Sect. 2, we
review some basic notions. In the Sect. 3, we define the ε-approximate bisimula-
tions for NFKSs(see Definition 8 and Definition 10), and prove that the behav-
ior of two NFKSs are also ε-approximate each other under the ε-approximate
bisimulation(see Theorem 20). Then we discuss the relationship between the
finite paths of two NFKSs under the ε-approximate bisimulation(see Theorem
17). In the Sect. 4, based on the three conditions of ε-approximate bisimulation in
Definition 10, all maximal ε-approximate bisimulations can be obtained through
three algorithms, and on this basis, the quotient NKFS can be constructed in
Definition 24. In addition, whether the behaviors of quotient NFKS obtained
with help of maximal ε-approximate bisimulations are ε-approximate to initial
NFKS is also discussed.

2 Preliminaries

At first, we mention some operation symbols for use in the following. The math-
ematical symbol

∨
and

∧
are interpreted as the supremum and the infimum of

the subset contained in [0,1].
Suppose A is a non-empty set, A fuzzy subset of A is a mapping f : A −→

[0, 1]. We use F(A) to denote the set of all fuzzy subsets of A that is F(A) =
{f |f : A → [0, 1]}. If f(a) ∈ {0, 1} for any a ∈ A, then the fuzzy subset f
degrades into the crisp one. The support set for a fuzzy subset of f is defined as
follows:

supp(f) = {a ∈ A|f(a) > 0} (1)

Whenever supp(f) is finite, for example, supp(f) = {a1, a2, . . . , an}, then we
denote f in Zadeh’s notation as

f =
f(a1)

a1
+

f(a2)
a2

+ · · · + f(an)
an

(2)

Definition 1 (see [27]). A nondeterministic fuzzy Kripke structure(NFKS)
T = (S,Act, δ, AP,L) is a 5-tuple, where

1) S represents a finite number of nonempty state set,
2) Act is a set of actions,
3) δ : S × Act → F(S) is nondeterministic fuzzy transition function,
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4) AP represents a set of finite atomic propositions,
5) L : S −→ F(AP ) is fuzzy label function.

For a nondeterministic fuzzy transition function δ : S × Act → F(S),
δ(s, c)(s′) represents a membership value of the transition that state s to state
s′ through action c. L(s)(p) shows a membership value that label p belongs to
state s.

On the basis, we will introduce the concept of paths in NFKSs.

Definition 2 (see [27,32]). Let T = (S,Act, δ, AP,L) be a NFKS. A finite path
θ of NFKS starting from s is defined as follows:

θ = s0a0s1a1 . . . sn (3)

where s0 = s, n ∈ N, sn ∈ S, an ∈ Act.

Definition 3 (see [27,32]). Let T = (S,Act, δ, AP,L) be a NFKS. An infinite
path ϑ of NFKS starting from s is defined as follows:

ϑ = s0a0s1a1s2 . . . (4)

where s0 = s, s0, s1, s2 · · · ∈ S, a0, a1, · · · ∈ Act.

Let T = (S,Act, δ, AP,L) be a NFKS. For s ∈ S, Paths(T, s) represents
the set of all paths starting from s in T , and Paths(T ) represents the set of
all paths in T , where Paths(T ) =

⋃

s∈S

Paths(T, s). Specifically, for the set of

finite paths starting from s in T , we denote it as Pathsfin(T, s), where s ∈ S.
Similarly, for the set of all finite paths in T , we denote it as Pathsfin(T ), where
Pathsfin(T ) =

⋃

s∈S

Pathsfin(T, s).

Next, we will introduce the concept of bisimulations for NFKSs.

Definition 4 (see [26]). Let Ti = (Si, Act, δi, AP,Li), i = 1, 2 be two NFKSs.
A bisimulation for (T1, T2) is a binary relation Rμ ⊆ S1 × S2: ∀(s1, s2) ∈ Rμ

satisfies

L1(s1)(p) = L2(s2)(p), (5)
{∀s′

1|δ1(s1, c)(s′
1) = e} ⇒ {∃s′

2|δ2(s2, c)(s′
2) = e ∧ Rμ(s′

1, s
′
2)}, (6)

{∀s′
2|δ2(s2, c)(s′

2) = e} ⇒ {∃s′
1|δ1(s1, c)(s′

1) = e ∧ Rμ(s′
1, s

′
2)}. (7)

where s′
1 ∈ S1, s

′
2 ∈ S2, c ∈ Act, p ∈ AP, e ∈ [0, 1]. T1 is bisimular to T2 if there

exists a bisimulation Rμ for (T1, T2), denoted T1 ∼Rμ
T2.

Definition 5 (see [26]). Let T = (S,Act, δ, AP,L) be a NFKS. A bisimulation
for T is a equivalence relation Rζ ⊆ S × S: ∀(s1, s2) ∈ Rζ satisfies

L(s1)(p) = L(s2)(p), (8)
{∀s′

1|δ(s1, c)(s′
1) = e} ⇒ {∃s′

2|δ(s2, c)(s′
2) = e ∧ Rζ(s′

1, s
′
2)}, (9)

{∀s′
2|δ(s2, c)(s′

2) = e} ⇒ {∃s′
1|δ(s1, c)(s′

1) = e ∧ Rζ(s′
1, s

′
2)}. (10)
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where s′
1, s

′
2 ∈ S, c ∈ Act, p ∈ AP, e ∈ [0, 1]. s1 is bisimular to s2 if there exists

equivalence relation Rζ in T , and (s1, s2) ∈ Rζ satisfies the above conditions,
which is denoted as s1 ∼Rζ

s2.

As mentioned in the introduction, the problem of state explosion in the sys-
tems is an important issue. According to [26], we know that bisimulations sat-
isfy reflexivity, symmetry, and transitivity. Taking advantage of bisimulation, we
aggregate the equivalent states to acquire the quotient NFKSs, which becomes
a new NFKSs with fewer states.

In the last definition of the preliminaries, we will introduce quotient calcula-
tion, which is used to reduce the number of states in the system.

Definition 6 (see [26,32]). Let T = (S,Act, δ, AP,L) be a NFKS. Rζ is a
bisimulation for T . The quotient NFKS with respect to T is defined by: T/Rζ

=
(S/Rζ

, Act, δRζ
, AP,LRζ

),

S/Rζ
= {[s]Rζ

|s ∈ S},where [s]Rζ
= {s′ ∈ S|(s, s′) ∈ Rζ}, (11)

δRζ
([s1]Rζ

, c)([s′
1]Rζ

) = δ(t1, c)(t′1),where t1 ∈ [s1]Rζ
, t′1 ∈ [s′

1]Rζ
, (12)

LRζ
([s]Rζ

)(p) = L(t)(p),where p ∈ AP, t ∈ [s]Rζ
. (13)

Fortunately, according to the bisimulation Rζ , the quotient NFKS obtained
by the quotient calculation not only has fewer states, but also has bisimulation
with the initial NFKS. Here is an example to explain the generation process of
quotient NFKS.

Example 7. Given a NFKS T = (S,Act, δ, AP,L), where S = {s0, s1, s2, s3},
Act = {a, b}, AP = {p, q}. T is depicted in Fig. 1.

Fig. 1. NFKS T

Rζ = {(s0, s0), (s1, s1), (s2, s2), (s3, s3), (s0, s2), (s2, s0), (s2, s3), (s3, s2), (s0, s3),
(s3, s0)}
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is bisimulation for T , where

δ(s0, b)(s1) = 0.43, δ(s2, b)(s1) = 0.43, δ(s3, b)(s1) = 0.43,
δ(s0, a)(s2) = 0.67, δ(s2, a)(s0) = 0.67, δ(s2, a)(s3) = 0.67,
δ(s3, a)(s2) = 0.67, δ(s0, a)(s3) = 0.67, δ(s3, a)(s0) = 0.67,
δ(s1, b)(s1) = 0.55, δ(s0, a)(s0) = 0.67, δ(s2, a)(s2) = 0.67,
δ(s3, a)(s3) = 0.67

According Definition 6, we can obtain the aggregated state sets, aggregated
nondeterministic fuzzy transition functions and the aggregated fuzzy label func-
tions as follows:

S/Rζ
= {[s1]Rζ

, [s0]Rζ
}, where [s1]Rζ

= {s1}, [s0]Rζ
= {s0, s2, s3}

δRζ
([s0]Rζ

, b)([s1]Rζ
) = 0.43, δRζ

([s1]Rζ
, b)([s1]Rζ

) = 0.55,
δRζ

([s0]Rζ
, a)([s0]Rζ

) = 0.67, LRζ
([s0]Rζ

)(p) = 0.58,
LRζ

([s1]Rζ
)(q) = 0.62

NFKS T/Rζ
is shown in the following Fig. 2 .

Fig. 2. NFKS T/Rζ

A bisimulation for (T, T/Rζ
) is a binary relation Rμ ⊆ S × S/Rζ

:

Rμ = {(s0, [s0]Rζ
), (s2, [s0]Rζ

), (s3, [s0]Rζ
), (s1, [s1]Rζ

)}

3 ε-Approximate Bisimulations for NFKSs

In this section, we first prepare to define the concept of ε-approximate bisim-
ulations for NFKSs in Definition 8 and Definition 10. Next, we introduce the
definition of the sets of traces in Definition 15. We then use this definition to con-
struct the mapping FVT which expresses the behaviors of NFKSs in Definition
16. In Theorem 20, we exploit ε-approximate bisimulations to study relationship
between the behaviors of two NFKSs.

Now, we introduce ε-approximate bisimulations for NFKSs.
In the following, if not noted otherwise, we always assume that ε ∈ [0, 1].
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Definition 8. Let Ti = (Si, Act, δi, AP,Li), i = 1, 2, be two NFKSs. An ε-
approximate bisimulation for (T1, T2) is a binary relation Rε

μ ⊆ S1×S2 satisfying:
for any (s1, s2) ∈ Rε

μ

|L1(s1)(p) − L2(s2)(p)| ≤ ε,

{∀s′
1|δ1(s1, c)(s′

1) = e1} ⇒ {∃s′
2|δ2(s2, c)(s′

2) = e2 ∧ |e1 − e2| ≤ ε ∧ Rε
μ(s

′
1, s

′
2)},

{∀s′
2|δ2(s2, c)(s′

2) = e3} ⇒ {∃s′
1|δ1(s1, c)(s′

1) = e4 ∧ |e3 − e4| ≤ ε ∧ Rε
μ(s

′
1, s

′
2)}.

where s′
1 ∈ S1, s′

2 ∈ S2, c ∈ Act, p ∈ AP , j = 1,2,3,4, ej ∈ [0, 1]. T1 is ε-
approximate bisimular to T2 if there exists an ε-approximate bisimulation Rε

μ for
(T1, T2), denoted T1 ∼Rε

μ
T2.

Example 9. We give an example to illustrate the ε-approximate bisimulation
for (T1, T2) in Fig. 3, where S1 = {h0, h1, h2, h3, h4, h5, h6}, S2 = {t0, t1, t2, t3},
AP = {slot, select, beer, juice}, Act = {insert, select_juice, select_beer, get}.

δ1(h0, insert)(h1) = 0.92, δ1(h0, insert)(h2) = 0.88,
δ1(h1, select_beer)(h3) = 0.56, δ1(h2, select_beer)(h5) = 0.58,
δ1(h1, select_juice)(h4) = 0.62, δ1(h2, select_juice)(h6) = 0.64,
δ1(h3, get)(h3) = 0.81, δ1(h4, get)(h4) = 0.71, δ1(h5, get)(h5) = 0.83,
δ1(h6, get)(h6) = 0.73, δ2(t0, insert)(t1) = 0.89,
δ2(t1, select_beer)(t2) = 0.55, δ2(t1, select_juice)(t3) = 0.65,
δ2(t2, get)(t2) = 0.82, δ2(t3, get)(t3) = 0.72

The small positive real number is chosen as ε = 0.04.

Rε
μ = {(h0, t0), (h1, t1), (h2, t1), (h3, t2), (h4, t3), (h5, t2), (h6, t3)}

is an ε-approximate bisimulation for (T1, T2).

Fig. 3. NFKS T1(left) and NFKS T2(right)
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Definition 10. Let T = (S,Act, δ, AP,L) be a NFKS. An ε-approximate
bisimulation for T is an equivalence relation Rε

ζ ⊆ S × S satisfying: for any
(s1, s2) ∈ Rε

ζ

|L(s1)(p) − L(s2)(p)| ≤ ε,

{∀s′
1|δ(s1, c)(s′

1) = e1} ⇒ {∃s′
2|δ(s2, c)(s′

2) = e2 ∧ |e1 − e2| ≤ ε ∧ Rε
ζ(s

′
1, s

′
2)},

{∀s′
2|δ(s2, c)(s′

2) = e3} ⇒ {∃s′
1|δ(s1, c)(s′

1) = e4 ∧ |e3 − e4| ≤ ε ∧ Rε
ζ(s

′
1, s

′
2)}.

where s′
1, s

′
2 ∈ S, p ∈ AP , j = 1,2,3,4, ej ∈ [0, 1]. s1 is ε-approximate bisimular

to s2 if there exists an ε-approximate bisimulation Rε
ζ for T, and (s1, s2) ∈ Rε

ζ ,
denoted s1 ∼Rε

ζ
s2.

Furthermore, the equivalence relation in Definition 10 is also a binary rela-
tion.

Example 11. Following the logic above, We give an example to illus-
trate the ε-approximate bisimulation for T in Fig. 4, where S =
{t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11}, AP = {a, b, c, d, e}, Act = {a1, a2, a3}.

δ(t1, a1)(t2) = 0.48, δ(t1, a1)(t3) = 0.5,
δ(t2, a2)(t4) = 0.2, δ(t3, a2)(t5) = 0.17,
δ(t4, a3)(t6) = 0.55, δ(t5, a3)(t10) = 0.57,
δ(t4, a3)(t7) = 0.61, δ(t5, a3)(t11) = 0.63,
δ(t2, a2)(t8) = 0.48, δ(t3, a2)(t9) = 0.45

The small positive real number is chosen as ε = 0.04.

Rε
ζ = {(t1, t1), (t2, t2), (t3, t3), (t4, t4), (t5, t5), (t6, t6), (t7, t7), (t8, t8),

(t9, t9), (t10, t10), (t11, t11), (t2, t3), (t3, t2), (t4, t5), (t5, t4), (t6, t10),
(t10, t6), (t7, t11), (t11, t7), (t8, t9), (t9, t8)}

is an ε-approximate bisimulation for T .

Definition 12. Let T = (S,Act, δ, AP,L) be a NFKS. Based on the finite path
θ = s0a0s1a1s2 . . . sn, we introduce the trace of θ as follows:

trace(θ) = L(s0)a0L(s1)a1L(s2) . . . L(sn) (14)

where θ ∈ Pathsfin(T ), n ∈ N, sn ∈ S, an ∈ Act.

Definition 13. Let T = (S,Act, δ, AP,L) be a NFKS. Based on the infinite
path ϑ = s0a0s1a1s2 . . . , we introduce the trace of ϑ as follows:

trace(ϑ) = L(s0)a0L(s1)a1L(s2) . . . (15)

where ϑ ∈ Paths(T ), s0, s1, · · · ∈ S, a0, a1 · · · ∈ Act.
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Fig. 4. NFKS T

Definition 14. Let T = (S,Act, δ, AP,L) be a NFKS. We define that the set
of traces of all finite paths starting with s in T is called trace(Pathsfin(T, s)).

Definition 15. Let T = (S,Act, δ, AP,L) be a NFKS. For convenience, the
set of traces of finite paths starting from s in T is defined as follows:

Traces(s) = trace(Pathsfin(T, s)) (16)

where s ∈ S.

Definition 16. Given T = (S,Act, δ, AP,L) as a NFKS. For any s0 ∈ S, we
define the mapping FVT : Traces(s0) −→ [0, 1], for any θ = s0a0s1a1s2 . . . sn ∈
Pathsfin(T, s0), trace(θ) ∈ Traces(s0),

FVT (trace(θ))

=
∨

p0,p1,···∈AP

{L(s0)(p0) ∧ {
n−1∧

i=0

[δ(si, ai)(si+1) ∧ L(si+1)(pi+1)]}}

where i ∈ N, si ∈ S, ai ∈ Act, pi ∈ AP .

Theorem 17. Let Ti = (Si, Act, δi, AP,Li), i = 1, 2, be two NFKSs, Rε
μ

is an ε-approximate bisimulation for (T1, T2). For each finite path θ1 =
s0,1a0,1 . . . sn,1 ∈ Pathsfin(T1, s0,1) there exists a path θ2 = s0,2a0,2 . . . sn,2 ∈
Pathsfin(T2, s0,2), where (sn,1, sn,2) ∈ Rε

μ, n ∈ N. Meanwhile, θ1 and θ2 have
same length.

Proof. Let θ1 = s0,1a0,1s1,1a1,1s2,1 . . . sn,1 ∈ Pathsfin(T1, s0,1) be a finite path
starting from s0,1 in T1. Correspondingly, we define θ2 = s0,2a0,2s1,2 . . . sn,2 ∈
Pathsfin(T2, s0,2) be a finite path starting from s0,2 in T2, where the transitions
si,1ai,1si+1,1 are matched by transition si,2ai,2si+1,2 such that (si+1,1, si+1,2) ∈
Rε

μ, i ∈ N, 0 � i � n − 1. This is done by induction on i, see Fig. 5.

(1) Induction of foundation: i = 0:
When s0,1 is the terminal state, we can conclude that s0,2 must also be
the terminal state by (s0,1, s0,2) ∈ Rε

μ. Therefore, θ1 = s0,1 and θ2 = s0,2
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are finite paths in T1 and T2 respectively. Otherwise, if s0,1 is not terminal
state, the transition s0,1a0,1s1,1 can match by a transition s0,2a0,2s1,2 such
that (s1,1, s1,2) ∈ Rε

μ. This yields θ1 = s0,1a0,1s1,1 and θ2 = s0,2a0,2s1,2 in
T1 and T2 respectively.

(2) Step of inclusion: 0 � i � n − 1:
If θ1 has length i, then θ1 = s0,1a0,1s1,1 . . . si,1 ∈ Pathsfin(T1, s0,1) is
finite path and si,1 is a terminal state. By the ε-approximate bisimula-
tion Rε

μ, there is a state si,2 ∈ S2 and si,2 is a terminal state. Therefore,
θ2 = s0,2a0,2s1,2 . . . si,2 ∈ Pathsfin(T2, s0,2) be a finite path starting from
s0,2 in T2, and θ2 matches θ1.
Assume that si,1 is not terminal state. The transition si,1ai,1si+1,1 can match
by a transition si,2ai,2si+1,2 such that (si+1,1, si+1,2) ∈ Rε

μ. This yields
θ1 = s0,1a0,1s1,1 . . . si+1,1 and θ2 = s0,2a0,2s1,2 . . . si+1,2 in T1 and T2 respec-
tively, and θ2 matches θ1.

By inducing the length of finite paths, we can obtain that Theorem 17
holds. ��

Fig. 5. Construction of statewise ε-bisimilar paths.

Definition 18. Let Ti = (Si, Act, δi, AP,Li), i = 1, 2, be two NFKSs. Rε
μ is an

ε-approximate bisimulation for (T1, T2). Two finite paths θ1 = s0,1a0,1 . . . sn,1,
θ2 = s0,2a0,2 . . . sn,2, θ1 ∈ Pathsfin(T1, s0,1), θ2 ∈ Pathsfin(T2, s0,2). If i ∈ N,
0 � i � n, ∀(si,1, si,2) ∈ Rε

μ, we denote θ1 ∼Rε
μ

θ2.

Definition 19. Let Ti = (Si, Act, δi, AP,Li), i = 1, 2, be two NFKSs. Rε
μ

is an ε-approximate bisimulation for (T1, T2). Given two infinite paths ϑ1 =
s0,1a0,1s1,1a1,1s2,1 . . . , ϑ2 = s0,2a0,2s1,2a1,2s2,2 . . . , ϑ1 ∈ Paths(T1, s0,1), ϑ2 ∈
Paths(T2, s0,2). If i ∈ N, i � 0, ∀(si,1, si,2) ∈ Rε

μ, we denote ϑ1 ∼Rε
μ

ϑ2.

Given T1 and T2 as two NFKSs. Rε
μ is an ε-approximate bisimulation for

(T1, T2). The following theorem shows that the behaviors of T1 and T2.

Theorem 20. Let Ti = (Si, Act, δi, AP,Li), i = 1, 2, be two NFKSs. Rε
μ is

an ε-approximate bisimulation for (T1, T2), if θ1 ∈ Pathsfin(T1, s0,1), θ2 ∈
Pathsfin(T2, s0,2), θ1 ∼Rε

μ
θ2, then |FVT1(trace(θ1)) − FVT2(trace(θ2))| ≤ ε.

We denote FVT1(trace(θ1)) ∼Rε
μ

FVT2(trace(θ2)).
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Proof. By mapping trace(θ1) and trace(θ2) respectively, we can obtain the fol-
lowing equalities:

FVT1(trace(θ1)) =
∨

p0,1,p1,1···∈AP

{L1(s0,1)(p0,1)∧

{
n−1∧

i=0

[δ1(si,1, ai,1)(si+1,1) ∧ L1(si+1,1)(pi+1,1)]}}

FVT2(trace(θ2)) =
∨

p0,2,p1,2···∈AP

{L2(s0,2)(p0,2)∧

{
n−1∧

i=0

[δ2(si,2, ai,2)(si+1,2) ∧ L2(si+1,2)(pi+1,2)]}}

Since (s0,1, s0,2) ∈ Rε
μ, then

|
∨

p0,1∈AP

L1(s0,1)(p0,1) −
∨

p0,2∈AP

L2(s0,2)(p0,2)| ≤ ε

Therefore, p0,1 = p0,2, Then
∨

p0,1,p1,2···∈AP

{[L1(s0,1)(p0,1) − ε]∧

{
n−1∧

i=0

[δ2(si,2, ai,2)(si+1,2) ∧ L2(si+1,2)(pi+1,2)]}}

� FVT2(trace(ϑ2)) �
∨

p0,1,p1,2···∈AP

{[L1(s0,1)(p0,1) + ε]∧

{
n−1∧

i=0

[δ2(si,2, ai,2)(si+1,2) ∧ L2(si+1,2)(pi+1,2)]}}

Since Rε
μ is an ε-approximate bisimulation for (T1, T2), there exists

|
∨

p1,1,p2,1···∈AP

{
n−1∧

i=0

[δ1(si,1, ai,1)(si+1,1) ∧ L1(si+1,1)(pi+1,1)]}

−
∨

p1,2,p2,2···∈AP

{
n−1∧

i=0

[δ2(si,2, ai,2)(si+1,2) ∧ L2(si+1,2)(pi+1,2)]}| ≤ ε

Therefore, i ∈ N, for all 0 � i � n − 1, pi,1 = pi,2, we can obtain:
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∨

p0,1,p1,1···∈AP

{[L1(s0,1)(p0,1) − ε]∧

{
n−1∧

i=0

[δ1(si,1, ai,1)(si+1,1) ∧ L1(si+1,1)(pi+1,1)] − ε}}

� FVT2(trace(ϑ2)) �
∨

p0,1,p1,1···∈AP

{[L1(s0,1)(p0,1) + ε]∧

{
n−1∧

i=0

[δ1(si,1, ai,1)(si+1,1) ∧ L1(si+1,1)(pi+1,1)] + ε}}

Hence, if θ1 ∼Rε
μ

θ2, then

|FVT1(trace(θ1)) − FVT2(trace(θ2))| ≤ ε

To sum up, if θ1 ∈ Pathsfin(T1, s0,1), θ2 ∈ Pathsfin(T2, s0,2), θ1 ∼Rε
μ

θ2,
then

FVT1(trace(θ1)) ∼Rε
μ

FVT2(trace(θ2))

��
Thus, for all θ1 ∈ Pathsfin(T1, s0,1), θ2 ∈ Pathsfin(T2, s0,2), θ1 ∼Rε

μ
θ2, the

Theorem 20 holds. Based on Theorem 20, we draw a conclusion that if there is
an ε-approximate bisimulation for (T1, T2), then the behaviors of T1 and T2 is
also ε-approximate. Conveniently, using mapping FVT , we can easily compare
the similarities and differences between two NFKSs.

4 Algorithms for Constructing Quotient NFKSs

As well known, bisimulations as the abstraction and equivalent technologies have
been applied to model structures simplification. Researchers were able to use this
equivalence relation to construct quotient NFKSs(see [26]). This can reduce the
resource consumption caused by the number of states in the system. Fortunately,
quotient NFKSs not only exist bisimulations with initial NFKSs, but also
have minimum states. However, there might not exist greatest ε-approximate
bisimulation for a NFKS. In this section, we explore methods to construct all
maximal ε-approximate bisimulations in polynomial time. We first provide an
example to illustrate the significance of following three algorithms.

Example 21. Let T = (S,Act, δ, AP,L) be a NFKS,where S = {s0, s1, s2, s3},
Act = {a, b}, AP = {p, q}. The structure of T is shown in Fig. 6:
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Fig. 6. nondeterministic fuzzy Kripke Structure T

where

L(s0)(q) = 0.46, L(s1)(p) = 0.52, L(s2)(p) = 0.58, L(s3)(p) = 0.55,
δ(s1, a)(s3) = 0.66, δ(s1, b)(s0) = 0.56, δ(s1, a)(s2) = 0.63,
δ(s3, a)(s1) = 0.64, δ(s3, b)(s0) = 0.58, δ(s3, a)(s2) = 0.65,
δ(s2, a)(s1) = 0.65, δ(s2, b)(s0) = 0.57, δ(s2, a)(s3) = 0.64.
δ(s0, b)(s0) = 0.55, δ(s1, a)(s1) = 0.65, δ(s2, a)(s2) = 0.65, δ(s3, a)(s3) = 0.65

The small positive real number is ε = 0.03.
Obviously,

R1 = {(s0, s0), (s1, s1), (s2, s2), (s3, s3), (s2, s3), (s3, s2)},

R2 = {(s0, s0), (s1, s1), (s2, s2), (s3, s3), (s1, s3), (s3, s1)}.

are ε-approximate bisimulations for T . R1 and R2 are equivalence relations. But,
R1 and R2 are incomparable. Hence, based on equivalence relation R1 and R2,
we do quotient calculation respectively

S/R1 = {[s1]R1 , [s0]R1 , [s2]R1},

where [s1]R1 = {s1}, [s0]R1 = {s0}, [s2]R1 = {s2, s3},

S/R2 = {[s1]R2 , [s0]R2 , [s2]R2},

where[s1]R2 = {s1, s3}, [s0]R2 = {s0}, [s2]R2 = {s2}.

Therefore, R1 and R2 can be regarded as maximal ε-approximate bisimulations.
Apparently, with the help of maximal ε-approximate bisimulations, the number
of states of quotient NFKSs obtained by R1 and R2 respectively reach the min-
imum. As we know, for a complex NFKS, there might not exist the greatest
ε-approximate bisimulation. Hence, we use following three algorithms to con-
struct all maximal ε-approximate bisimulations to pave way for the quotient
calculation in Definition 24. Given T = (S,Act, δ, AP,L) as a NFKS. Algo-
rithm 1 and Algorithm 2 is used to compute all maximal equivalence relations
on L which satisfy the first condition of Definition 10. And then, based on those
equivalence relations, Algorithm 3 is used to compute all maximal ε-approximate
bisimulations for T .
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In Algorithm 1, the first step is to partition states based on atomic propo-
sitions. This results in the formation of decision tree, where different leaf nodes
represent set of states. More precisely, we consider all the states in the set of S
separately and improve the decision tree formed by AP step by step. The initial
decision tree consists only of the root r0. The entire formation of the decision
tree is mainly in a top-down manner. When s is the first state where the mem-
bership value of the fuzzy label function is L(s)(p) ∈ [0, 1], we will insert it as a
new vertex. The insertion position of state s is after traversing the decision tree
to reach leaf node v, the state set of v is extended with s.

Algorithm 1. Computing the initial partition on AP

Input: NFKS T = (S, Act, δ, AP, L)
Output: Ghash

1: createRootNode(r0)
2: AP = {b1, b2, . . . , bm}
3: for all s ∈ S do
4: r = r0
5: for i=1,. . . . . . , m-1 do
6: if L(s)(bi) ∈ [0, 1] then
7: if TreeRight(r) = nil then
8: new(TreeRight(r))
9: end if

10: r := TreeRight(r)
11: else
12: if TreeLeft(r) = nil then
13: new(TreeLeft(r))
14: end if
15: r := TreeLeft(r)
16: end if
17: end for
18: if L(s)(bm) ∈ [0, 1] then
19: if TreeRight(r) = nil then
20: new(TreeRight(r))
21: end if
22: states(TreeRight(r)) := states(TreeRight(r)) ∪ {s}
23: else
24: if TreeLeft(r) = nil then
25: new(TreeLeft(r))
26: end if
27: states(TreeLeft(r)) := states(TreeLeft(r)) ∪ {s}
28: end if
29: end for

Algorithm 2 as the important step in aggregating states that match the
equivalence of label function. In this step, we will divide state sets in more detail
based on the membership values that label p belongs to state s on the basis of
Algorithm 1. The fifth step of Algorithm 2 is the most important step, which
selectively removes state pairs that do not satisfy the equivalence of the label
function on the basis of Algorithm 1.
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Algorithm 2. compute the all maximal equivalence relations on L

Input: R(ini) := {(s, s′)||L(s)(p) − L(s′)(p)| ≤ ε}
Output: R(maxequ)

1: R(i) := R(ini) and i := 1
2: while flag = true do
3: Rtemp := R(i)

4: if (s, s′) ∈ Rtemp, (s
′, s′′) ∈ Rtemp and (s, s′′) /∈ Rtemp then

5: Rtemp := {Rtemp − {(s, s′), (s′, s)}} or {Rtemp − {(s′, s′′), (s′′, s′)}}
6: end if
7: R(i+1) := Rtemp

8: if R(i+1) = R(i) then
9: Rmaxequ := Rmaxequ ∪ R(i+1) and flag := false

10: else
11: i := i + 1
12: end if
13: end while
14: if ∃R′ ⊂ R′′ then
15: Rmaxequ := Rmaxequ − R′

16: end if

Algorithm 3 is based on Algorithm 1 and combined with the results of the
Algorithm 2 to obtain the all maximal ε-approximate bisimulations.

Algorithm 3. compute the all maximal ε-approximate bisimulations

Input: R(maxequ)

Output: Rf

1: Rf := {}
2: for all Rmaxequ(i) ∈ R(maxequ) do
3: R1 := Rmaxequ(i) and i := 1
4: while flag = true do
5: Rt := R(i)

6: if (s, s′) ∈ Rmaxequ(i), (s1, s
′
1) ∈ Rmaxequ(i) and |δ(s, a)(s1) − δ(s′, a)(s′

1)| � ε
then

7: Rt := {Rt − {(s, s′), (s′, s)}}
8: end if
9: R(i+1) := Rtemp

10: if R(i+1) = R(i) then
11: Rf := Rf ∪ R(i+1) and flag := false
12: else
13: i := i + 1
14: end if
15: end while
16: end for
17: if ∃R′ ⊂ R′′ then
18: Rf := Rf − R′

19: end if

The following propositions make sure that the set of R(maxequ) we obtain in
Algorithm 2 is set of all maximal equivalence relations on L which satisfy the
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first condition of Definition 10 and the set of Rf we obtain from Algorithm 3 is
the set of maximal ε-approximate bisimulations for NFKS.

Proposition 22. In Algorithm 2, Rmaxequ is the set of all maximal equivalence
relations on L which satisfy the first condition of Definition 10.

Proof. Let Rmax be a maximal equivalence relation on L which satisfy the first
condition of Definition 10. Apparently, Rmax ⊆ R(ini).
(1) If Rmax = R(ini), then R(ini) is the only maximal equivalence relation
L which satisfies the first condition of Definition 10. Meanwhile, Rmaxequ =
R(ini) = {R1}. Hence, the conclusion is valid.
(2) If Rmax ⊂ R(ini). then R(ini) is not equivalence relation on L. Therefore, we
need to demonstrate if there exist i ∈ N and R ∈ R(i) such that Rmax ⊂ R, then
there exists Rnew ∈ R(i+1) such that Rmax ⊆ Rnew.
Obviously, if the above statement holds, then R is not equivalence relation on L.
At the same time, it shows that there exist (s, s′) ∈ R, (s′, s′′) ∈ R, but (s, s′′) /∈
R. So it follows that (s, s′), (s′, s) and (s′, s′′), (s′′, s′) cannot exist in Rmax simul-
taneously. Hence, we must to execute the fifth step of Algorithm 2, which gives
the result Rmax ⊆ R − {(s, s′), (s′, s)} or Rmax ⊆ R − {(s′, s′′), (s′′, s′)}. To sum
up, there exist Rnew ∈ Ri+1 such that Rmax ⊆ Rnew.
Since Rmax is maximal, then we cannot delete fourteen to sixteen steps of Algo-
rithm 2. From the above proofs, we can easily conclude that Rmaxequ just con-
tains all maximal equivalence relations on L which satisfy first condition of
Definition 10. ��
Proposition 23. In Algorithm 3, Rf is the set of all maximal ε-approximate
bisimulations for T . Meanwhile, for any R ∈ Rf , R is an ε-approximate bisim-
ulation for T .

Proof. Let Rmax be a maximal ε-approximate bisimulation for T . Apparently,
Since the result of Algorithm 3 is based on Algorithm 2, then Rmax is an equiv-
alence relation which satisfies the first condition of Definition 10. So there exists
R ∈ Rf such that Rmax ⊆ R.
(1) If Rmax = R, then Rmax ∈ Rf and Rmax cannot be removed in seventeen to
nineteen steps of Algorithm 3. Hence, the conclusion is valid.
(2) If Rmax ⊂ R. then R does not satisfy second and third condition of Definition
10. Therefore, we need to demonstrate if there exist i ∈ N and R ∈ R(i) such
that Rmax ⊂ R, then there exists Rnew ∈ R(i+1) such that Rmax ⊆ Rnew.
Obviously, if the above statement holds, then R does not satisfy second and third
condition of Definition 10. At the same time, it shows that there exist (s, s′) ∈ R,
(s1, s′

1) ∈ R, but |δ(s, a)(s1)− δ(s′, a)(s′
1)| � ε. So it follows that {(s, s′), (s′, s)}

cannot exist in Rmax. Hence, we must to execute the seventh step of Algorithm
3, which gives the result Rmax ⊆ R − {(s, s′), (s′, s)}. To sum up, there exist
Rnew ∈ Ri+1 such that Rmax ⊆ Rnew.
What’s more, Rmaxequ is set of maximal equivalence relations which satisfy first
condition of Definition 10, and Algorithm 3 deletes the state pairs that do not
satisfy ε-approximation of the nondeterministic fuzzy transition function on the
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basis of Algorithm 2 in every Rmaxequ(i) ∈ Rmaxequ. Since Rmax is maximal,
then we cannot delete seventeen to nineteen step of Algorithm 3. we can eas-
ily conclude that Rf just contains all maximal ε-approximate bisimulations for
NFKS.
(3) Furthermore, for any R ∈ Rf , we can easily demonstrate that any state pairs
(s, s′) ∈ R satisfy all condition of Definition 10, then R is an ε-approximate
bisimulation for NFKS.

In summary, the proposition is valid. ��
Based on the above three algorithms, we can construct the quotient NFKSs.

Definition 24. Let T = (S,Act, δ, AP,L) be a NFKS. R is an ε-approximate
bisimulation for T . The quotient NFKS for T is defined by:

T/R = (S/R, Act, δR, AP,LR)

where

(1)S/R = {[s]R|s ∈ S} is the quotient space,where [s]R = {s′ ∈ S|(s, s′) ∈ R},

(2)δR is a quotient nondeterministic fuzzy transition function,

δR([s]R, a)([s′]R) = [ ∧
s1∈[s]R
s2∈[s′]R

δ(s1, a)(s2) + ∨
s3∈[s]R
s4∈[s′]R

δ(s3, a)(s4)]/2,

(3)LR([s]R)(p) = [ ∧
s1∈[s]R

L(s1)(p) + ∨
s2∈[s]R

L(s2)(p)]/2.

Next, we will give an example to introduce the use of the above three algo-
rithms.

Example 25. Let T = (S,Act, δ, AP,L) be a NFKS,where S =
{s0, s1, s2, s3, s4, s5}, Act = {σ1, σ2, σ3}, AP = {p1, p2}. The structure of T
is shown in Fig. 7:

Fig. 7. nondeterministic fuzzy Kripke Structure T
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where

δ(s0, σ3)(s5) = 0.48, δ(s0, σ1)(s1) = 0.55, δ(s0, σ1)(s2) = 0.55,
δ(s0, σ2)(s4) = 0.75, δ(s0, σ1)(s3) = 0.57, δ(s1, σ3)(s5) = 0.45,
δ(s1, σ1)(s0) = 0.54, δ(s1, σ1)(s2) = 0.54, δ(s1, σ1)(s3) = 0.56,
δ(s1, σ2)(s4) = 0.76, δ(s2, σ3)(s5) = 0.46, δ(s2, σ1)(s0) = 0.55,
δ(s2, σ1)(s1) = 0.54, δ(s2, σ1)(s3) = 0.57, δ(s2, σ2)(s4) = 0.73,
δ(s3, σ3)(s5) = 0.43, δ(s3, σ1)(s0) = 0.56, δ(s3, σ1)(s1) = 0.55,
δ(s3, σ1)(s2) = 0.55, δ(s3, σ2)(s4) = 0.75, δ(s4, σ3)(s5) = 0.48,
δ(s5, σ2)(s5) = 0.62

The small positive real number is chosen as ε = 0.03.

Fig. 8. Decision Tree for AP

By executing Algorithm 1, we can obtain a decision tree for AP , where the
decision tree is shown in Fig. 8. By executing the initial input of the Algorithm
2, we can obtain the initial result set:

R(ini) = {(s0, s0), (s0, s1), (s0, s2), (s0, s3), (s1, s0), (s1, s1), (s1, s2), (s1, s3),
(s1, s4), (s2, s0), (s2, s1), (s2, s2), (s2, s3), (s2, s4), (s3, s0), (s3, s1),
(s3, s2), (s3, s3), (s3, s4), (s4, s1), (s4, s2), (s4, s3), (s4, s4), (s5, s5)}

In Algorithm 2, we only provide the general idea of the algorithm briefly, where
the fifth step of Algorithm 2 will generate different results due to different deleted
state pairs. We provide the following representation of the state pairs that can
be deleted in the above example.

R(del) = {(s0, s1), (s0, s2), (s0, s3), (s1, s0), (s2, s0), (s3, s0),
(s1, s4), (s2, s4), (s3, s4), (s4, s1), (s4, s2), (s4, s3)}

For the state pairs available for deletion in R(del), if we choose to delete
{(s1, s4), (s2, s4), (s3, s4), (s4, s1), (s4, s2), (s4, s3)}, we can obtain R(maximal1).
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Similarly, if we choose to delete {(s0, s1), (s0, s2), (s0, s3), (s1, s0), (s2, s0),
(s3, s0)}, we can obtain R(maximal2). The representation of R(maximal1) and
R(maximal2) are as follows

R(maximal1) = {(s0, s0), (s0, s1), (s0, s2), (s0, s3), (s1, s0), (s1, s1), (s1, s2), (s1, s3),
(s2, s0), (s2, s1), (s2, s2), (s2, s3), (s3, s0), (s3, s1), (s3, s2), (s3, s3),

(s4, s4), (s5, s5)}

R(maximal2) = {(s0, s0), (s1, s1), (s1, s2), (s1, s3), (s1, s4), (s2, s1), (s2, s2), (s2, s3),
(s2, s4), (s3, s1), (s3, s2), (s3, s3), (s3, s4), (s4, s1), (s4, s2), (s4, s3),

(s4, s4), (s5, s5)}
By executing Algorithm 3, we can summarize that the set Rf = {Rf1 , Rf2}
composed of all maximal ε-approximate bisimulations for T , where

Rf1 = {(s0, s0), (s0, s1), (s0, s2), (s1, s0), (s1, s1), (s1, s2),
(s2, s0), (s2, s1), (s2, s2), (s3, s3), (s4, s4), (s5, s5)}

Rf2 = {(s0, s0), (s1, s1), (s1, s2), (s1, s3), (s2, s1), (s2, s2),
(s2, s3), (s3, s1), (s3, s2), (s3, s3), (s4, s4), (s5, s5)}

If we choose Rf1 as the maximal ε-approximate bisimulation, we can get the new
quotient NFKS T/Rf1

= (S/Rf1
, Act, δRf1

, AP,LRf1
), where

S/Rf1
= {[s0]Rf1

, [s3]Rf1
, [s4]Rf1

, [s5]Rf1
},

where [s0]Rf1 = {s0, s1, s2}, [s3]Rf1
= {s3}, [s4]Rf1

= {s4}, [s5]Rf1
= {s5},

LRf1
([s0]Rf1

)(p1) = (0.52 + 0.55)/2 = 0.535, LRf1
([s3]Rf1

)(p1) = 0.55,

LRf1
([s4]Rf1

)(p1) = L(s4)(p1) = 0.56, LRf1
([s5]Rf1

)(p2) = L(s5)(p2) = 0.52,

δRf1
([s0]Rf1

, σ3)([s5]Rf1
) = [δ(s1, σ3)(s5) + δ(s0, σ3)(s5)]/2 = 0.465,

δRf1
([s0]Rf1

, σ1)([s3]Rf1
) = [δ(s1, σ1)(s3) + δ(s0, σ1)(s3)]/2 = 0.565,

δRf1
([s3]Rf1

, σ1)([s0]Rf1
) = [δ(s3, σ1)(s2) + δ(s3, σ1)(s0)]/2 = 0.555,

δRf1
([s0]Rf1

, σ1)([s0]Rf1
) = [δ(s2, σ1)(s1) + δ(s0, σ1)(s1)]/2 = 0.545,

δRf1
([s0]Rf1

, σ2)([s4]Rf1
) = [δ(s2, σ2)(s4) + δ(s1, σ2)(s4)]/2 = 0.745,

δRf1
([s3]Rf1

, σ2)([s4]Rf1
) = δ(s3, σ2)(s4) = 0.75,

δRf1
([s3]Rf1

, σ3)([s5]Rf1
) = δ(s3, σ3)(s5) = 0.43,

δRf1
([s4]Rf1

, σ3)([s5]Rf1
) = δ(s4, σ3)(s5) = 0.48,

δRf1
([s5]Rf1

, σ2)([s5]Rf1
) = δ(s5, σ2)(s5) = 0.62.
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Similarly, if we choose Rf2 as the maximal ε-approximate bisimulation, we can
get the new quotient NFKS T/Rf2

= (S/Rf2
, Act, δRf2

, AP,LRf2
), where

S/Rf2
= {[s1]Rf2

, [s0]Rf2
, [s4]Rf2

, [s5]Rf2
},

where [s1]Rf2 = {s1, s2, s3}, [s0]Rf2
= {s0}, [s4]Rf2

= {s4}, [s5]Rf2
= {s5},

LRf2
([s1]Rf2

)(p1) = (0.53 + 0.55)/2 = 0.54, LRf2
([s0]Rf2

)(p1) = 0.52,

LRf2
([s5]Rf2

)(p2) = L(s5)(p2) = 0.52, LRf2
([s4]Rf2

)(p1) = L(s4)(p1) = 0.56,

δRf2
([s0]Rf2

, σ1)([s1]Rf2
) = [δ(s0, σ1)(s3) + δ(s0, σ1)(s2)]/2 = 0.56,

δRf2
([s1]Rf2

, σ1)([s0]Rf2
) = [δ(s1, σ1)(s0) + δ(s3, σ1)(s0)]/2 = 0.55,

δRf2
([s1]Rf2

, σ1)([s1]Rf2
) = [δ(s2, σ1)(s1) + δ(s2, σ1)(s3)]/2 = 0.555,

δRf2
([s1]Rf2

, σ2)([s4]Rf2
) = [δ(s2, σ2)(s4) + δ(s1, σ2)(s4)]/2 = 0.745,

δRf2
([s1]Rf2

, σ3)([s5]Rf2
) = [δ(s3, σ3)(s5) + δ(s2, σ3)(s5)]/2 = 0.445,

δRf2
([s0]Rf2

, σ3)([s5]Rf2
) = δ(s0, σ3)(s5) = 0.48,

δRf2
([s4]Rf2

, σ3)([s5]Rf2
) = δ(s4, σ3)(s5) = 0.48,

δRf2
([s0]Rf2

, σ2)([s4]Rf2
) = δ(s0, σ2)(s4) = 0.75,

δRf2
([s5]Rf2

, σ2)([s5]Rf2
) = δ(s5, σ2)(s5) = 0.62.

We finally conclude the two quotient NFKS as shown in Fig. 10.

Fig. 9. NFKS T/Rf1
(left) and NFKS T/Rf2

(right)

Apparently, with the help of the maximal ε-approximate bisimulations, we
gain the quotient NFKSs with minimum numbers of states. Meanwhile, it is
more noteworthy that the new quotient NFKSs with the initial NFKS exist ε-
approximate bisimulations, where ε is the same. For example, ε-approximate
bisimulation for (T, T/Rf1

) is a binary relation Rε
μ ⊆ S × S/Rf1

, which is
expressed as follows

Rε
μ = {(s0, [s0]Rf1

), (s1, [s0]Rf1
), (s2, [s0]Rf1

),

(s3, [s3]Rf1
), (s4, [s4]Rf1

), (s5, [s5]Rf1
)}
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where ε = 0.03.
Similarly, ε-approximate bisimulation for (T, T/Rf2

) is a binary relation Rε
μ ⊆

S × S/Rf2
, which is represents as follows

Rε
μ = {(s0, [s0]Rf2

), (s1, [s1]Rf2
), (s2, [s1]Rf2

),

(s3, [s1]Rf2
), (s4, [s4]Rf2

), (s5, [s5]Rf2
)}

where ε = 0.03.

Theorem 26. Let T = (S,Act, δ, AP,L) be a NFKS. If R is a maximal ε-
approximate bisimulation for T , then the behavior of T differs by ε from the
behavior of quotient NFKS T/R.

Proof. Assume R is a maximal ε-approximate bisimulation for T .
According to Algorithm 1,2,3 and Definition 24, we conclude that there exists

an ε-approximate bisimulation Rε
μ for (T, T/R). Therefore, based on Theorem

20, for any s0,1 ∈ S, s0,2 ∈ S/R, we obtain that for all θ1 ∈ Pathsfin(T, s0,1),
θ2 ∈ Pathsfin(T/R, s0,2), θ1 ∼Rε

μ
θ2, the following inequality holds:

|FVT (trace(θ1)) − FVT/R
(trace(θ2))| ≤ ε

In summary, Theorem 26 holds. ��
Next, an actual discrete event will be given to explain the significance of the

quotient NFKS in solving practical problems. We cite example from paper [30].

Fig. 10. Urban real-time traffic network

Example 27. Considering the real-time traffic flow information of the city in
Fig. 10, the quotient structure of NFKS can provide an intuitive result to help
the ambulance center to make optimal vehicle dispatching.
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As shown in Fig. 10. s0 represents the current location of the ambulance, s1,
s2, s3, s4 represent the patients who currently need ambulance to be taken to
the hospital, s5, s9 represent two gas stations, s6, s7, s8, s10, s11, s12 represent
the distribution map of the current hospital. The road sections marked in dark
color represent that the current road is very crowded. Let’s consider the reality
that the ambulance needs to be refueled during a relatively long journey. In
addition, we assign corresponding membership degrees to different road sections
according to the real-time traffic flow of the road sections. The more crowded
the road, the greater the degree of membership, and the smaller the degree of
membership, the smoother the current road.

In Fig. 11. T = (S,Act, δ, AP,L) is a NFKS. S = {S0, S1, . . . , S12}, AP =
{p1, p2, p3, p4}. p1 stands for ambulance, p2 stands for patients, p3 stands for gas
stations, p4 stands for hospitals. Moreover, Act = {t}. t represents transporta-
tion.

Fig. 11. nondeterministic fuzzy Kripke structure T

where

L(s0)(p1) = 0.98, L(s1)(p2) = 0.67, L(s2)(p2) = 0.66, L(s3)(p2) = 0.68,
L(s4)(p2) = 0.69, L(s5)(p3) = 0.72, L(s6)(p4) = 0.82, L(s7)(p4) = 0.82,
L(s8)(p4) = 0.82, L(s9)(p3) = 0.72, L(s10)(p4) = 0.82, L(s11)(p4) = 0.83,
L(s12)(p4) = 0.83,
δ(s0, t)(s1) = 0.76, δ(s0, t)(s2) = 0.73, δ(s0, t)(s3) = 0.26, δ(s0, t)(s4) = 0.23,
δ(s1, t)(s5) = 0.67, δ(s1, t)(s6) = 0.65, δ(s2, t)(s7) = 0.66, δ(s3, t)(s8) = 0.32,
δ(s4, t)(s9) = 0.33, δ(s4, t)(s10) = 0.35, δ(s9, t)(s12) = 0.24, δ(s5, t)(s11) = 0.72.
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Obviously,

Rε
ζ = {(S0, S0), (S1, S1), (S2, S2), (S3, S3), (S4, S4), (S5, S5), (S6, S6),

(S7, S7), (S8, S8), (S9, S9), (S10, S10), (S11, S11), (S12, S12),
(S1, S2), (S2, S1), (S3, S4), (S4, S3), (S6, S7), (S7, S6), (S8, S10), (S10, S8)}

is an ε-approximate bisimulation for T .
T/Rε

ζ
= {S/Rε

ζ
, Act, δRε

ζ
, AP,LRε

ζ
} in Fig. 12 is the quotient NFKS of T , it

simplifies decision and provides an optimal scheduling strategy. S/Rε
ζ
= {[S0]Rε

ζ
,

[S1]Rε
ζ
, [S3]Rε

ζ
, [S5]Rε

ζ
, [S6]Rε

ζ
, [S11]Rε

ζ
, [S9]Rε

ζ
, [S8]Rε

ζ
, [S12]Rε

ζ
}, where [S0]Rε

ζ
=

{S0}, [S1]Rε
ζ
= {S1, S2}, [S3]Rε

ζ
= {S3, S4}, [S5]Rε

ζ
= {S5}, [S6]Rε

ζ
= {S6, S7},

[S11]Rε
ζ
= {S11}, [S9]Rε

ζ
= {S9}, [S8]Rε

ζ
= {S8, S10}, [S12]Rε

ζ
= {S12}.

Fig. 12. nondeterministic fuzzy Kripke structure T/Rε
ζ

where

LRε
ζ
([S0]Rε

ζ
)(p1) = 0.98, LRε

ζ
([S1]Rε

ζ
)(p2) = (0.67 + 0.66)/2 = 0.65,

LRε
ζ
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5 Conclusions

This paper defines the new kind of approximate bisimulation for nondetermin-
istic fuzzy Kripke structures that called ε-approximate bisimulations as shown
in Definition 8 and Definition 10. Compared with [33–38], this paper propose
a more widely used concept of approximate bisimulation on nondeterministic
fuzzy Kripke structure in model checking. For the sake of comparing the behav-
iors of two NFKSs, we propose a new mapping based on the set of traces in
Definition 16. Interestingly, the behaviors of two NFKSs under our proposed
new approximate bisimulations are also ε-approximate. Therefore, the definition
of new mapping provides a more general means for us to compare the behavior
of different NFKSs. In addition, we point out that there might not exist the
greatest ε-approximate bisimulation for a NFKS. For purpose of reducing the
number of states of NFKS and enabling the quotient NFKS to satisfy the
ε-approximate bisimulations with the initial NFKS, we design three algorithms
inspired by paper [29] to construct all maximal ε-approximate bisimulations.
This step lays the groundwork for us to execute quotient operations in Defini-
tion 24. However, algorithms only provides us with a feasible idea for generating
all maximal ε-approximate bisimulations. The optimizations of the algorithms
and the study of a more generalized simplification technique to solve quotient
calculation for different models are an unresolved issue.
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Abstract. In this paper, we consider the problem of scheduling with
hierarchies and overload cost (SHOC). Given a set of jobs J =
{J1, . . . , Jn}, a set of two hierarchical identical parallel machines M =
{M1,M2}, a processing time function p and a hierarchy function g on
the job set J , a regular working time L0 of the machines, a start-up
cost c0 and a cost c1 of per unit overload, and the hierarchies of the
machines M1 and M2 are 1 and 2 respectively. Each machine can only
process the jobs whose hierarchies are no less than the hierarchy of this
machine. We are asked to assign all jobs of J to the machines M1 and
M2, and if the total processing time Li (i = 1, 2) of any machine is more
than L0, a charge of c1 should be paid for per unit overload. The objec-
tive is to minimize the total cost of processing all the jobs. We design a
1 + 1

20
c1/c0-approximation algorithm to solve our problem by using the

LPT method. And based on four characteristics of optimal solutions and
two dynamic programmings, we give a pseudo-polynomial time algorithm
to find an optimal solution in O(nL0) time.

Keywords: Hierarchy · Overload cost · Approximation guarantee ·
Dynamic programming · Pseudo-polynomial time algorithm

1 Introduction

In the machine manufacturing industries, when workers need to use a fixed num-
ber of machines to process some workpieces, they first need to start the machines.
There is a fixed start-up cost for each machine from start-up to normal opera-
tion. After each machine is started, it can work continuously for a fixed period
of time. And the workpiece with higher precision should be arranged on the
machine with better performance as far as possible. Sometimes, there are too
many workpieces waiting to be processed, and machines have to work overtime,
which needs to pay extra.

Motivated by such a practical application, we study the problem of scheduling
with hierarchies and overload cost (SHOC, in short) and its details as follow-
ing. Given a set of jobs J = {J1, . . . , Jn} and two identical parallel machines
M = {M1,M2}, each job Jj (1 ≤ j ≤ n) is associated with a processing time pj
and a hierarchy gj ∈ {1, 2}, and the hierarchies of machines M1 and M2 are 1
and 2 respectively. The start-up cost of each machine is c0, and after starting,
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Z. Cai et al. (Eds.): NCTCS 2023, CCIS 1944, pp. 133–147, 2024.
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each machine can work continuously for L0 time. If any machine works continu-
ously for more than L0 time, a charge of c1 shall be paid for per unit overload.
Each machine can only process the jobs whose hierarchies are no less than the
hierarchy of this machine. We are asked to to assign all the jobs to machines,
and the objective is to minimize the total cost of processing all the jobs.

Before we present the literature and provide our main results, we first define
the notion of competitive ratio. The basic character of online problem (such as
scheduling or bin packing) is lack of information, and the off-line problem is
known all information. For an online problem, the performance of the online
algorithm is measured by the competitive ratio. In particular, for a minimiza-
tion problem, the competitive ratio of an online algorithm A is defined as the
minimum value ρ satisfying CA(I) ≤ ρ · C∗(I) for any instance I, where CA(I)
denotes the output value obtained by executing algorithm A for the instance I,
and C∗(I) denotes the offline optimal value. On the other hand, if there is no
online algorithm for the online problem which has a competitive ratio strictly
less than ρ, then ρ is referred as a lower bound of this online problem. Further-
more, if there is an online algorithm with a competitive ratio exactly matching
the problem’s lower bound, we call this algorithm is an optimal online algorithm,
and the problem has a tight bound ρ.

The scheduling and bin packing are two classical discrete optimization prob-
lems that are closely related. The problems related to them have been studied
extensively and deeply by many scholars, and some classical results have been
obtained. For the classical problem of minimum makespan scheduling which is
to assign n independent jobs to m identical parallel machines to minimize the
makespan, Graham presented [10] the longest processing time (LPT) algorithm
in 1969, which can yield a schedule with makespan no more than 4/3 − 1/3m.
Hochbaum and Shmoys [12] designed a polynomial time approximation scheme
(PTAS) for it in 1987.

The study on problems related to scheduling with extendable working time and
bin packing with extendable bins originates from research work of Dell’Olmo et al.
[7] in 1998. They first introduced the online extensible bin packing problem and
designed a 13/12 approximation algorithm to solve it. In this problem, the num-
ber of available bins is fixed but the size of each bin is extendable, if necessary,
and the objective is to minimize the total size of the bins. In 1999, Dell’Olmo et
al. [8] then studied a generalization of this problem, where the bins have differ-
ent sizes. They proved that the approximation ratio of the longest processing time
(LPT) algorithm is 4 − 2

√
2, and the competitive ratio of the list scheduling (LS)

algorithm is 5/4, which is improved slightly by Ye et al. [27]. Epstein et al. [9] con-
sidered the vector scheduling problem in asymmetric settings. They presented a
PTAS for the problem by using the dynamic programming techniques, where the
state space is a vector that depends on the dimension of 1/ε. In 1999, Speranza et al.
[20] studied the problem of scheduling tasks on identical machines with extendable
working time. They proved the lower bound of this problem is 7/6 and designed a
5/4-approximation algorithm to solve it. In fact, this problem is the off-line version
of Dell’Olmo’s problem provided in 1998. Alon et al. [1] presented a unify EPTAS
for scheduling on parallel machines which is also suitable for the problem in 1998.
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Woeginger [22] proved that if the number m of bins is fixed, there is a FPTAS for
the problem in 2000. It’s worth noting that Coffman et al. [5] presented an asymp-
totic FPTAS for the extensible bin packing problem in 2006. Most recently, Levin
[16] designed an efficient PTAS (EPTAS) for a new generalization of the extensible
bin packing with unequal bin sizes problem, where the cost of exceeding the size
of each bin depends on the index of the bin and not only on the amount in which
the size of the bin is exceeded. In 2016, Chen et al. [3] investigated the problem
of scheduling on parallel identical machines with late work criterion. They proved
this problem is binary NP-hard in the case of m = 2 and unary NP-hard when the
number of machines is arbitrary. Also, they presented an optimal online algorithm
with a competitive ratio of

√
5 − 1 for the problem of scheduling on two identical

machines with a common due date in order to maximize the total early work. In
2021, Chen et al. [4] studied the scheduling with the goal of early work maximiza-
tion and designed an optimal online algorithm with a competitive ratio of 6/5when
the total size of all the jobs is known in advance.

In recent years, many scholars start considering scheduling problems with a
grade of service (or hierarchies) [11]. In 2001, Bar-Noy et al. [2] first studied the
online hierarchical scheduling problems on m parallel identical machines under
the hierarchial constriant. They proposed an online algorithm with competitive
ratio of e + 1 ≈ 3.718 for the non-preemptive version. In 2004, Hwang et al.
[13] considered the problem of parallel machine scheduling under a grade of
service (GoS) provision, denoted as Pm|GoS|Cmax. They presented the lowest
grade-longest processing times first (LG-LPT) algorithm, and proved that the
approximation guarantee of LG-LPT algorithm is 5/4 in the case of m = 2 and is
2−1/(m−1) in the case of m ≥ 3. In 2008, Ou et al. [18] developed a polynomial
time approximation scheme (PTAS) for this problem. In the same year, Ji et al.
[14] designed a fully polynomial time approximation scheme (FPTAS) to solve
it. Park et al. [19] and Jiang et al. [15] are also investigated the online and
semi-online versions for the problem Pm|GoS|Cmax. Zhang et al. [28] presented
an online algorithm TLS with a competitive ratio of 1 + m2−m

m2−km+k2 < 7
3 , which

improves the result in [15]. In 2009, Li et al. [17] developed an EPTAS with
running time O(nlogn) for P |GoS|Cmax and a simple FPTAS with running
time O(n) in the case of m is fixed, improving the results in [22]. In 2018, Dai
et al. [6] divided each job Jj into aj identical tasks and studied the scheduling
problem for bag-of-tasks on two parallel machines with hierarchical constraints,
they designed two semi-online algorithms. In 2022, Wei et al. [21] considered
the online scheduling in shared manufacturing, where each item has a unit-size.
In the same year, Xiao et al. [24] studied the problem of online and semi-online
scheduling on two hierarchical machines with a common due date with the goal of
the total early work maximization. They presented an optimal online algorithm
with a competitive ratio of

√
2, and designed an optimal online algorithm with a

competitive ratio of 4/3 when the total size of all the jobs is known in advance.
For the problem on three hierarchical machines with a common due date, Xiao et
al. [25] designed an optimal online algorithm with a competitive ratio of 1.302.
For the machine covering problem with the goal of maximizing the minimum
machine load, Wu et al. [23] considered the semi-online case on two hierarchical
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machines where the processing times are discrete by {1, 2, 22, · · · , 2k} with k ≥ 2,
and designed an optimal online algorithm with a competitive ratio of 2k. Xiao
et al. [26] considered the semi-online case on three hierarchical machines where
the size of all the jobs is bounded by an interval [1 + α], they presented two
optimal online algorithms with competitive ratios of 1 + α and 1 + 2α, when
there is only one machine of hierarchy 1 and there are two machines of hierarchy
1, respectively.

The rest of this paper is organized as follows. In Sect. 2, we provide some
related definitions and notations, lemmas and assumptions. In Sect. 3, we design
an 1+ 1

20c1/c0-approximation algorithm to solve our problem. In Sect. 4, accord-
ing to the characteristcs of optimal solutions, we propose two dynamic program-
mings, and then design a pseudo-polynomial time algorithm to find an optimal
schedule in O(nL0) time. Finally, a conclusion is made in Sect. 5.

2 Preliminaries

2.1 Definitions and Notations

The definition of the SHOC problem is shown in Sect. 1. We use the notation
I = (J ,M, p, g, L0, c0, c1) to denote an instance of the SHOC problem, which is
constituted by a set of n jobs J = {J1, . . . , Jn}, a set of two hierarchical identical
parallel machines M = {M1,M2}, a processing time function p and a hierarchy
function g on the job set J , a regular working time L0 of the machines, a start-up
cost c0 and a cost c1 of per unit overload. And stipulate that the hierarchies of
machines M1 and M2 are 1 and 2 respectively. For each job Jj (1 ≤ j ≤ n), use
Jj = (pj , gj) to represent this job, where pj and gj are the processing time (also
called size) and the hierarchy of the job Jj respectively. If gj = 1, we refer to Jj

as a job of hierarchy 1 or low-hierarchy job, otherwise, call Jj a job of hierarchy
2 or high-hierarchy job. Let Jl and Jh represent all of the low-hierarchy jobs
and all of the high-hierarchy jobs, respectively, i.e., Jl = {Jj ∈ J | gj = 1},
Jh = {Jj ∈ J | gj = 2}. According to the definition of the SHOC problem, each
job Jj can be processed by machine Mi (i = 1, 2) if and only if the hierarchy gj
of this job is no less than the hierarchy of the machine Mi. So, M1 can process
all jobs, and M2 can only process the high-hierarchy jobs. A feasible solution
(named schedule) of the SHOC problem is a partition S = (S1, S2) of the job set
J , such that S1 ∪ S2 = J , S1 ∩ S2 = ∅, Jl ⊂ S1, and the jobs of S1 and S2 are
assigned to M1 and M2, respectively. For each schedule S, let LS

i =
∑

Jj∈Si
pj

to denote the load of Mi, and use CS
i to denote the cost incurred by machine

Mi in processing assigned jobs (also called the cost of Mi) and can be accurately
expressed as

CS
i =

⎧
⎪⎨

⎪⎩

0 if LS
i = 0,

c0 if 0 < LS
i ≤ L0,

c0 + (LS
i − L0)c1 if LS

i > L0,
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where LS
i − L0 and (LS

i − L0)c1 are called overload and overload cost of Mi,
respectively, and i = 1, 2. The objective of the SHOC problem is to find a
schedule S such that the total cost CS =

∑2
i=1 CS

i is minimized.
Obviously, if the total processing time of all jobs

∑
Jj∈J pj is no more than

L0, or c1 ≤ c0/L0 is true, then assigning all jobs to the machine M1 will be an
optimal schedule. It is a trivail conclusion. However, in real life, the cost c1 of per
unit overtime working hours is usually not less than the cost c0/L0 of per unit
working time. Hence, we only consider such instance I of the SHOC problem
later in this paper, which satisfies that c0/L0 < c1 and

∑
Jj∈J pj > L0.

For convenience, let P , T1 and T2 denote the total processing time of all
the jobs in J , Jl and Jh respectively, i.e., P =

∑n
j=1 pj , T1 =

∑
Jj∈Jl

pj and
T2 =

∑
Jj∈Jh

pj . Clearly, for each schedule S, we have

P = LS
1 + LS

2 = T1 + T2.

2.2 Lemmas and Assumptions

Based on the definition of the SHOC problem and related notations, we give two
lemmas and one assumption which are useful for later analysis and proofs.

Given an instance I = (J ,M, p, g, L0, c0, c1) of the SHOC problem, assume
that S = (S1, S2) is a schedule for I. If these two machines have no any overload
cost, then the total cost of the machines will be equal to the total start-up cost
2c0. Otherwise, the total cost of machines include not only the total start-up
cost 2c0, but also the overload cost (LS

1 − L0)c1 or/and (LS
2 − L0)c1. Note that

(LS
1 − L0)c1 + (LS

2 − L0)c1 = (P − 2L0)c1, we can obtain the following lower
bound.

Lemma 1. The total cost CS of any schedule S (especially optimal schedule)
for the instance I of the SHOC problem satisfies that

CS ≥ max {2c0, 2c0 + (P − 2L0)c1}.

According to the definition of the SHOC problem, all the low-hierarchy jobs
must be assigned to the machine M1 which has hierarchy 1. Hence, we can
regard to all of the low-hierarchy jobs as one special job whose processing time
is the total processing time of all low-hierarchy jobs and the hierarchy remains
1. Therefore, the following lemma is true.

Lemma 2. The SHOC problem is polynomially equivalent to the SHOC problem
with only one low-hierarchy job.

For simplicity of description, we only consider the SHOC problem with one
low-hierarchy job in the subsequent parts, and still use SHOC to represent such
an equivalent subproblem.

Obviously, if the processing time of the only low-hierarchy job is no less than
L0, then S = (S1, S2) = (Jl,Jh) will be an optimal schedule. In addition, if there
exists a high-hierarchy job Jt of which the processing time is no less than L0,
it will be an optimal schedule that assigning Jt alone to M2 and all remaining
jobs to M1. Thus, to simplify our problem further, let’s assume the following.
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Assumption 1. For the given instance I of the SHOC problem, assume the
processing time of each job is less than L0, i.e., pj < L0 holds for each Jj ∈ J .

3 A (1 + 1
20
c1/c0)-Approximation Algorithm

In 2016, Chen et al. [3] considerd scheduling on two parallel identical machines
with the late work criterion. In this problem, besides two machines, n jobs and
the processing time of each job, a common due date is also given. The objective
is to minimize the total late work. They proved this problem is NP-complete by
polynomially reducing the partition problem to it. In 2022, Levin [16] studied
the generalized extensible bin packing problem, of which the objective is to find
a partition of the jobs to m machines such that the total cost of the machines
is minimized. They proved that there exists a PTAS to solve this problem. The
SHOC problem considered in this paper can be regarded as a generalization of
these two problems. We will design a strongly polynomial time approximation
algorithm to solve it in this section. First, as a generalization, the SHOC problem
is naturally NP-complete. In fact, we can also similarly prove it is NP-complete
from the partition problem.

Inspired by the LPT algorithm proposed by Graham [10], we design an
approximation algorithm to solve the SHOC problem. Our strategy is as fol-
lows.

(1) Sort all the jobs in non-increasing order of their processing times.
(2) Assign all jobs to these two machines by using the LPT method.
(3) Swap all the jobs assigned to the two machines, if necessary.

We call this algorithm modified longest processing time (MLPT, in short) and
its details are shown in Algorithm 1 below.

Algorithm 1: MLPT
1 For the given instance I = (J ,M, p, g, L0, c0, c1) of the SHOC problem, sort all

the jobs in non-increasing order of their processing times. Assume that
p1 ≥ p2 ≥ · · · ≥ pn and Jr (1 ≤ r ≤ n) is the only low-hierarchy job.

2 Let S̄1 := ∅ and S̄2 := ∅.
3 for j = 1 to n do
4 Assume that the total processing time of the assigned jobs on machine Mi

(i = 1 or 2) is minimum right now, then assign the job Jj to the machine
Mi, i.e., let S̄i := S̄i ∪ {Jj}.

5 If Jr ∈ S̄1, let S1 := S̄1 and S2 := S̄2; Otherwise, let S1 := S̄2 and S2 := S̄1.
6 Output the schedule S = (S1, S2).

For any instance I of the SHOC problem, the MLPT algorithm can produce
a schedule S = (S1, S2) in the Step 6, which is obviously a feasible solution of I.
Furthermore, if the corresponding loads of the machines satisfy max{LS

1 , LS
2 } ≤
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L0, then its total cost CS = 2c0 is the optimal value of the instance I by the
Lemma 1. Moreover, if the loads satisfy min{LS

1 , LS
2 } ≥ L0, then its total cost

is CS = 2c0 + (LS
1 − L0)c1 + (LS

2 − L0)c1 = 2c0 + (P − 2L0)c1, which is also the
optimal value of the given instance I. Hence, we have the following lemma.

Lemma 3. Assume the MLPT algorithm produce a schedule S = (S1, S2).
If the corresponding loads of the machines satisfy max{LS

1 , LS
2 } ≤ L0 or

min{LS
1 , LS

2 } ≥ L0, then S = (S1, S2) is an optimal schedule of the instance
I.

By the Lemma 3, in order to analyze the MLPT algorithm more conveniently,
we assume the following.

Assumption 2. For the schedule S = (S1, S2) produced by the MLPT algo-
rithm, assume that the corresponding loads of the machines satisfy

min{LS
1 , LS

2 } < L0 < max{LS
1 , LS

2 }.

Based on the Assumptions 1 and 2, we can prove that the MLPT algorithm
can also produce an optimal schedule, if the instance I includes at most 4 jobs.

Lemma 4. If the instance I contains at most 4 jobs, i.e., n ≤ 4, then the MLPT
algorithm can produce an optimal schedule for it.

Proof. When the number of jobs n is no more than the number of machines, i.e.,
n ≤ 2, the conclusion is obviously true. And then, we will prove it is still true
when n = 3 or n = 4.
Case 1: The number of the jobs is n = 3, i.e., the instance I contains 3 jobs
J1, J2, J3, which satisfy p1 ≥ p2 ≥ p3. In the Steps 3 and 4 of the MLPT
algorithm, these 3 jobs will be assigned to M1 and M2, and obtain a schedule,
denoted as S̄ = (S̄1, S̄2), where S̄1 = {J1}, S̄2 = {J2, J3}. We have LS̄

1 = p1 <
L0 < p2 + p3 = LS̄

2 by the Assumption 2. Let S∗ = (S∗
1 , S∗

2 ) be an optimal
schedule of the instance I. Then, either S∗

1 or S∗
2 contains exactly two jobs.

Without loss of generality, assume S∗
2 contains two jobs. Because J2 and J3 are

the two smaller jobs of all the three jobs, we have L0 < LS̄
2 ≤ LS∗

2 , LS̄
1 < L0

and LS∗
1 < L0. Therefore, CS̄ = 2c0 + (LS̄

2 − L0)c1 ≤ 2c0 + (LS∗
2 − L0)c1 = CS∗

holds.
Case 2: The number of the jobs is n = 4, i.e., the instance I contains 4 jobs
J1, J2, J3, J4, which satisfy p1 ≥ p2 ≥ p3 ≥ p4. Let S∗ = (S∗

1 , S∗
2 ) be an optimal

schedule of the instance I. Similarly, a schedule S̄ = (S̄1, S̄2) can be obtained in
the Steps 3 and 4 of the MLPT algorithm. And there are two types of partitioning
of jobs in S̄.
Case 2.1: If p1 ≤ p2 + p3, then we have S̄1 = {J1, J4} and S̄2 = {J2, J3}. There
are two cases by the Assumption 2.
Case 2.1.1: When LS̄

1 = p1 + p4 > L0 and LS̄
2 = p2 + p3 < L0 hold, the total

cost of the schedule S̄ is CS̄ = 2c0 + (LS̄
1 − L0)c1. And the optimal schedule

S∗ = (S∗
1 , S∗

2 ) may also have two types.
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(1) Both S∗
1 and S∗

2 contain exactly 2 jobs. Without loss of generality, assume
S∗
1 = {J1, Jt}, where t ∈ {2, 3, 4}. Because p4 ≤ pt, we have L0 < LS̄

1 = p1+p4 ≤
p1+pt = LS∗

1 . Thus, CS̄ = 2c0+(LS̄
1 −L0)c1 ≤ 2c0+(LS∗

1 −L0)c1 ≤ CS∗
holds.

(2) Either S∗
1 or S∗

2 contains exactly 3 jobs. Without loss of generality, assume
S∗
1 contains 3 jobs. Then S∗

1 = {J1, Js, Jt} or S∗
1 = {J2, J3, J4} holds, where

s, t ∈ {2, 3, 4} and s �= t. Because ps ≥ p4 and p1 ≤ p2 + p3 hold, so both
p1 + p4 ≤ p1 + ps + pt and p1 + p4 ≤ p2 + p3 + p4 are true. Thus, we have
LS̄
1 ≤ LS∗

1 . It implies that CS̄ ≤ 2c0 + (LS∗
1 − L0)c1 ≤ CS∗

holds.
Case 2.1.2: When LS̄

1 = p1+p4 < L0 and LS̄
2 = p2+p3 > L0 hold, similarly,

we can prove CS̄ ≤ CS∗
from the Case 2.1.1.

Case 2.2: If p1 > p2+p3, then we have S̄1 = {J1} and S̄2 = {J2, J3, J4}. By
the Assumptions 1 and 2, LS̄

1 = p1 < L0 and LS̄
2 = p2+ p3+ p4 > L0 hold. Thus

the total cost of the schedule S̄ is CS̄ = 2c0 + (LS̄
2 − L0)c1. And the optimal

schedule S∗ = (S∗
1 , S∗

2 ) still has two types.
(1) Both S∗

1 and S∗
2 contain exactly 2 jobs. Without loss of generality, assume

S∗
2 = {J1, Jt} (t = 2, 3 or 4). Because p4 ≤ pt, we have L0 < LS̄

2 = p2+p3+p4 <
p1+p4 ≤ p1+pt = LS∗

2 . Thus CS̄ = 2c0+(LS̄
2 −L0)c1 < 2c0+(LS∗

2 −L0)c1 ≤ CS∗
.

(2) Either S∗
1 or S∗

2 contains exactly 3 jobs. Without loss of generality, assume
S∗
2 contains 3 jobs. Obviously, we have LS̄

2 ≤ LS∗
2 . It implies that CS̄ = 2c0 +

(LS̄
2 − L0)c1 ≤ 2c0 + (LS∗

2 − L0)c1 ≤ CS∗
holds.

Combining Case 1, Case 2.1 and Case 2.2, we can obtain that CS̄ ≤ CS∗
is

true when the number of the jobs is either 3 or 4. In the Step 5, only the swap
operation is performed (if necessary) and the total cost does not change, i.e.,
CS̄ = CS . Hence, CS ≤ CS∗

is true, that is, the schedule S = (S1, S2) produced
by the MLPT algorithm is an optimal schedule of the instance I. �

Theorem 1. The MLPT algorithm can find a schedule S = (S1, S2) in
O(n log n) time, which satisfies

CS

CS∗ ≤ 1 +
1
20

c1/c0.

Proof. For the given instance I of the SHOC problem, suppose the MLPT algo-
rithm can produce a schedule S = (S1, S2) and its total cost is CS . More-
over, let S∗ = (S∗

1 , S∗
2 ) be an optimal schedule of the instance I, of which the

total cost is CS∗
. By the Lemmas 3 and 4, we know that the MLPT algo-

rithm can produce an optimal schedule when the loads of the machines satisfy
max{LS

1 , LS
2 } ≤ L0 or min{LS

1 , LS
2 } ≥ L0, or the number of the jobs satisfies

n ≤ 4. Therefore, we only need to prove the conclusion in cases n ≥ 5 and
min{LS

1 , LS
2 } < L0 < max{LS

1 , LS
2 }.

Without loss of generality, assume that LS
1 < L0 < LS

2 . In fact, if LS
2 <

L0 < LS
1 , then the conclusion can be proved by exchanging LS

1 and LS
2 in the

following proof. Furthermore, we can assume the last job Jn of the instance I
is the last comleted job. Otherwise, let Jt (2 ≤ t ≤ n) be the last completed job
and suppose Jt ∈ Si in the schedule S. Then, we can construct a new instance
I ′ of the SHOC problem by deleting the jobs after the job Jt in the instance
I. And we can also obtain a schedule SI′ = (SI′

1 , SI′
2 ) of the instance I ′ by
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deleting the jobs after the job Jt in the schedule S = (S1, S2). It’s easy to
verify that their total costs are equal, i.e., CS = CSI′ . And then, we can prove
CSI′ /CS∗

I′ ≤ 1+ 1
20c1/c0 by the following proof. Obviously, CS∗

I′ ≤ CS∗
is true,

it implies CS/CS∗ ≤ CSI′ /CS∗
I′ . So, the conclusion is also true for the given

instance I.
So to sum up, we can assume n ≥ 5, LS

1 < L0 < LS
2 and the job Jn is the last

completed job. According to the MLPT algorithm, Jn must be assigned to the
machine M2 and LS

2 − pn ≤ LS
1 is true. Therefore, we have P ≥ npn, implying

that pn ≤ P/n ≤ P/5. Thus LS
1 + LS

1 ≥ LS
1 + LS

2 − pn = P − pn ≥ 4P/5 holds,
i.e., LS

1 ≥ 2P/5, it indicates LS
2 ≤ 3P/5 is true. According to the relationship

between L0 and P/2, the conclusion will be proved in two cases.
Case 1: If L0 ≤ P/2, then

CS

CS∗ ≤ 2c0 + (LS
2 − L0)c1

max {2c0, 2c0 + (P − 2L0)c1}
=

2c0 + (P − 2L0)c1 + (L0 − LS
1 )c1

2c0 + (P − 2L0)c1

= 1 +
(L0 − LS

1 )c1
2c0 + (P − 2L0)c1

≤ 1 +
(L0 − LS

1 )c1
2c0

≤ 1 +
(P/2 − 2P/5)c1

2c0
= 1 +

1
20

c1/c0.

Case 2: If L0 ≥ P/2, then

CS

CS∗ ≤ 2c0 + (LS
2 − L0)c1

max {2c0, 2c0 + (P − 2L0)c1}
=

2c0 + (LS
2 − L0)c1
2c0

= 1 +
(LS

2 − L0)c1
2c0

≤ 1 +
(3P/5 − P/2)c1

2c0
= 1 +

1
20

c1/c0.

Obviously, the running time of the MLPT algorithm depends on the sorting
of n jobs in the Step 1, which can be done by calling the binary insertion sort
algorithm and its running time is O(n log n). �


Note that the approximation guarantee of the MLPT algorithm 1
20c1/c0 is

not a constant and may increase as the ratio c1/c0 increases. It seems to indicate
that our algorithm does not find a good approximate solution. However, in real
life, the ration c1/c0 is usually a small number, such as 2, 3 and so on. When
the ratios c1/c0 are 2 and 3, the approximation guarantees are 11/10 and 23/20,
respectively, which are almost optimal. And we can prove that there is no any
constant approximation algorithm to solve the SHOC problem from the partition
problem.
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4 A Pseudo-polynomial Time Algorithm

In this section, we first give 4 characteristics that an optimal schedule of any
instance I of the SHOC problem may have. And then, design two dynamic pro-
grammings to find an optimal schedule by the four characteristics. Based on these
two dynamic programmings, we present a pseudo-polynomial time algorithm to
solve the SHOC problem in O(nL0) time.

According to the analysis in the previous sections, each schedule (especially
optimal schedule) S = (S1, S2) of the instance I must satisfy one of the following
four characteristics.

(1) LS
1 ≤ L0 and LS

2 ≤ L0;
(2) LS

1 ≤ L0 and LS
2 > L0;

(3) LS
1 > L0 and LS

2 ≤ L0;
(4) LS

1 > L0 and LS
2 > L0.

For an optimal schedule of the instance I, which satisfies the first 3 charac-
teristics, there exists one machine Mi (i = 1 or 2) such that its load LS

i is no
more than L0. For convenience, use p(S) to denote the total processing time of
any job set S, i.e., p(S) =

∑
Jj∈S pj . In order to find such an optimal schedule,

We can use the following strategy, denoted as STI .

(1) First, find a job set SI ⊂ J such that the total processing time p(SI) is no
more than L0 and p(SI) is maximum.

(2) Let a job set CSI = J \SI . If the only low-hierarchy job is in SI , then assign
the all jobs of SI to the machine M1, otherwise, to M2. And then, assign
the other jobs, i.e., the jobs of CSI , to the other machine.

Consequently, we can obtain a schedule, denoted as SI = (SI
1 , SI

2 ). In fact,
it’s an optimal schedule of the instance I. Because as long as SI satisfies the
conditions in the strategy STI , the total processing time of the job set CSI must
be minimum. Thus, the overload p(CSI) − L0 is also minimum, if any.

In order to find the job set SI satisfying the conditions in the strategy STI ,
let U(j, L) = max{p(S) |S ⊂ {J1, J2, · · · , Jj}, p(S) ≤ L} for j = 1, 2, · · · , n and
0 ≤ L ≤ L0. And let U(j, L) = 0 if min{p(Jk) | 1 ≤ k ≤ j} > L, i.e., such a job
set S not exists. Without loss of generality, assume that all of the processing
times p1, p2, · · · , pn and the regular working time L0 are integers. Then, we can
obtain the job set SI by solving the following dynamic programming, denoted
as DPI ,

U(j + 1, L) =
{

U(j, L) if pj+1 > L;
max{U(j, L), U(j, L − pj+1) + pj+1} otherwise.

Lemma 5. For the instance I of the SHOC problem, we can find the job set
SI satisfying the conditions in the strategy STI in O(nL0) time by solving the
dynamic programming DPI .
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Proof. Recall the definitions of the notations U(j, L) where j = 1, 2, · · · , n and
0 ≤ L ≤ L0, that is each notation U(j, L) denotes the total processing time
of a job set S which satisfies that S ⊂ {J1, J2, · · · , Jj}, p(S) ≤ L and p(S)
is maximum, and let U(j, L) = 0 if such a job set S not exists. Initially, set
U(0, L) = 0 for L = 0, 1, · · · , L0.

By induction for the iteration variable j, we can prove that each value U(j, L)
calculated by the dynamic programming DPI conforms to the definition of this
notaion U(j, L). Obviously, when j = 0, each initial value U(0, L) conforms to the
definition of the notation U(0, L), where L = 0, 1, · · · , L0. When j = k, assume
that each value U(k, L) calculated by dynamic programming DPI conforms to
the definition of this notaion U(k, L), where L = 0, 1, · · · , L0. When j = k + 1
and L = 0, 1, · · · , L0, if pk+1 > L, then the job Jk+1 can’t be in S, which implies
that U(k+1, L) = U(k, L) holds. Otherwise, the job Jk+1 may or may not in the
S. By the assumptions for the notations U(k, L) and U(k, L − pk+1), we have
U(k+1, L) = max{U(k, L), U(k, L−pk+1)+pk+1} is true. Therefore, each value
U(k + 1, L) calculated by the dynamic programming DPI does conform to the
definition of the notaion U(k + 1, L), where 0 ≤ L ≤ L0.

When U(n,L0) is computed iteratively, the iterative calculation performed on
the dynamic programming DPI will stop. The set S corresponding to U(n,L0) is
the job set SI that this lemma needs. Obviously, the calculation of the dynamic
programming DPI is completed in O(nL0) time. �


By the dynamic programming DPI , we design an algorithm to find the job
set SI satisfying the conditions in the strategy STI in O(nL0) time, and its
details are described in the following Algorithm 2.

Algorithm 2: OPT-SI

1 Input an instance I = (J ,M, p, g, L0, c0, c1) of the SHOC problem. Note that
the following steps do not require the weight function g and the costs c0, c1.

2 Set U(0, L) := 0 for L = 0, 1, · · · , L0, let S(j, L) := ∅ for all values of j and L.
3 for j = 1 to n do
4 for L = 0 to L0 do
5 Set U(j, L) := U(j − 1, L) and S(j, L) := S(j − 1, L).
6 if pj ≤ L and U(j − 1, L) < U(j − 1, L − pj) + pj then
7 Set U(j, L) := U(j − 1, L − pj) + pj and

S(j, L) := S(j − 1, L − pj) ∪ {Jj}.

8 return S(n,L0).

Now, we consider another optimal schedule satisfying the last characteristic,
that is the loads LS

1 and LS
2 of the machines are both greater than L0. Similarily,

in order to find such an optimal schedule, We use the following strategy, denoted
as STII .

(1) First, find a job set SII ⊂ J such that the total processing time p(SII) is
greater than L0 and p(SII) is minimum.
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(2) Let a job set CSII = J \SII . If the only low-hierarchy job is in SII , then
assign the all jobs of SII to the machine M1, otherwise, to M2. And then,
assign the other jobs, i.e., the jobs of CSII , to the other machine.

Consequently, we can obtain a schedule SII = (SII
1 , SII

2 ). If the instance I has
an optimal schedule S∗ = (S∗

1 , S∗
2 ) satisfying the last characteristic, then, the

total processing time p(SII) of the job set SII must satisfy p(SII) ≤ p(S∗
1 )

and p(SII) ≤ p(S∗
2 ). Hence, the total processing of the job set CSII must be

greater than L0. Otherwise, it contradicts with the optimality of the shedule
S∗ = (S∗

1 , S∗
2 ). It indicates that p(SII) > L0 and p(CSII) > L0 are both true.

By Lemma 3, the shedule SII = (SII
1 , SII

2 ) does be an optimal schedule, which
is obtained by using the job set SII and following the strategy STII .

In order to find the job set SII satisfying the conditions in the strategy STII ,
let Q(j, L) = min{p(S) |S ⊂ {J1, J2, · · · , Jj}, p(S) > L} for j = 1, 2, · · · , n and
0 ≤ L ≤ L0. And let Q(j, L) = ∞ if

∑j
k=1 pk ≤ L. Then, we can obtain the job

set SII by solving the following dynamic programming, denoted as DPII ,

Q(j + 1, L) =
{
min{Q(j, L), pj+1} if pj+1 > L;
min{Q(j, L), Q(j, L − pj+1) + pj+1} otherwise.

Lemma 6. For the instance I of the SHOC problem, we can find the job set
SII satisfying the conditions in the strategy STII in O(nL0) time by solving the
dynamic programming DPII .

By initializing Q(0, L) = ∞ for L = 0, 1, · · · , L0, we can prove by mathe-
matical induction that for all 0 ≤ j ≤ n, each value Q(j, L) calculated by the
dynamic programming DPII conforms to the definition of this notaion Q(j, L),
where 0 ≤ L ≤ L0. Its proof is similar to the proof of Lemma 5 and we omit
here. Finally, by the dynamic programming DPII and the Lemma 6, we give an
algorithm to find the job set SII satisfying the conditions in the strategy STII

in O(nL0) time, and its details are described in the following Algorithm 3.
Finally, based on above analysis, lemmas and strategies, we can design a

pseudo-polynomial time algorithm to solve the SHOC problem. For an instance
I of the SHOC problem, each optimal schedule of I must satisfy one of the above
4 characteristics. By the strategy STI and the Lemma 5, if there exists an optimal
schedule satisfing one of the first 3 characteristics, the schedule SI = (SI

1 , SI
2 )

is also an optimal schedule. And then, by the strategy STII and the Lemma 6,
if there exists an optimal schedule satisfing the last characteristic, the schedule
SII = (SII

1 , SII
2 ) is also an optimal schedule. Therefore, we can design algorithm

to find an optimal schedule of the instance I according to the following strategy.

(1) Call the Algorithm OPT-SII to find the job set SII .
(2) If the total processing time p(J \SII) is no less than L0, then the schedule

SII = (SII
1 , SII

2 ) obtained by using the strategy STII is an optimal schedule.
Otherwise, continue to execute the next step.

(3) Call the Algorithm OPT-SI to find the job set SI , and the schedule SI =
(SII

1 , SII
2 ) obtained by using the strategy STI must be an optimal schedule.
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Algorithm 3: OPT-SII

1 Input an instance I = (J ,M, p, g, L0, c0, c1) of the SHOC problem. Note that
the following steps do not require the weight function g and the costs c0, c1.

2 Set Q(0, L) = ∞ for L = 0, 1, · · · , L0, let S(j, L) := ∅ for all values of j and L.
3 for j = 1 to n do
4 for L = 0 to L0 do
5 Set Q(j, L) := Q(j − 1, L) and S(j, L) := S(j − 1, L).
6 if pj > L and pj < Q(j − 1, L) then
7 Set Q(j, L) := pj and S(j, L) := {Jj}.

8 if pj ≤ L and Q(j − 1, L − pj) + pj < Q(j − 1, L) then
9 Set Q(j, L) := Q(j − 1, L − pj) + pj and

S(j, L) := S(j − 1, L − pj) ∪ {Jj}.

10 return S(n,L0).

By the strategy above, we can design a pseudo-polynomial time algorithm to
solve the SHOC problem and its details can be described as follows.

Algorithm 4: OPT
1 For instance I = (J ,M, p, g, L0, c0, c1) of the SHOC problem, call the

Algorithm OPT-SII to find the job set SII and let S := SII .
2 if p(J \S) ≥ L0 then
3 go to step 5.

4 Call the Algorithm OPT-SI to find the job set SI and let S := SI .
5 if the only low-hierarchy job is in S then
6 Let S1 := S and S2 := J \S;

7 else
8 Let S1 := J \S and S2 := S.

9 Output an optimal schedule S = (S1, S2).

Theorem 2. For any instance I of the SHOC problem, the Algorithm OPT can
find an optimal schedule of I in O(nL0) time.

The correctness of Theorem 2 can be obtained from the Lemmas 5 and 6,
the strategies STI and STII .

5 Conclusion

In this paper, we consider the problem of scheduling with hierarchies and over-
load cost (SHOC, in short) on two identical parallel machines. In this problem,
we are given a set of jobs, two machines, a regular working time L0 of machines, a
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start-up cost c0 and a cost c1 of per unit overload, where each job and machine are
labeled with hierarchies. We design a modified longest processing time (MLPT)
algorithm to solve this problem, and proved that its approximation guarantee is
1+ 1

20c1/c0 and the running time is O(nlogn). And then, according to the char-
acteristics of optimal solutions, we give a pseudo-polynomial time algorithm by
using two dynamic programmings. We can find an optimal schedule in O(nL0)
time by using this algorithm.
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Abstract. Learning from imbalanced data sets usually produces biased
classifiers that have a higher predictive accuracy over the majority class,
but poorer predictive accuracy over the minority class. In this paper, we
present a new over-sampling method, Region-SMOTE, to improve class
imbalance and classification accuracy. In order to combine the boundary
distribution information, the vote rule is formulated, which divides the
minority samples into safety samples, intermediate samples and danger-
ous samples, and adopts different processing strategies for different sam-
ples. We evaluate Region-SMOTE method from two aspects, F-value and
G-mean. We conduct extensive experiments on four data sets, includ-
ing Diabetes, which is extracted from real-world physical examination
database, and another three data sets, which are extracted from UCI, to
verify the method. The evaluation results demonstrate that our proposed
over-sampling method has better performance.

Keywords: imbalanced data set · over-sampling method · SMOTE

1 Introduction

Recently, the problem of imbalance receives more and more attentions from
both theoretical and practical aspects. Unbalanced data is still considered a
significant challenge for contemporary machine learning models, such as tourism
recommendation [1], medical diagnostics [2,3], software defect prediction [4], and
image learning [5] and so on.

In these domains, what really deserves attention is theminority class other than
the majority class. The correct classification for the minority class samples is more
valuable than that for the majority class samples. However, the traditional classi-
fication algorithms fail to achieve good results due to the data imbalance.

The solutions to class imbalance problems include algorithmic level and data
level. The algorithm-level methods modify the existing data mining algorithms or
propose new algorithms to solve imbalances. The data-level approaches change
the distribution of unbalanced data sets, and then provide the balanced data
sets to classifiers to improve the classification accuracy of minority classes.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Z. Cai et al. (Eds.): NCTCS 2023, CCIS 1944, pp. 151–160, 2024.
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The data-level solutions are independent of algorithms. Data sampling tech-
nology balances the class distribution of data by adding some minority class sam-
ples (over-sampling) or deleting some majority class samples (under-sampling).
For under-sampling technology [6–8], its advantage is that it can reduce the time
of training model, but its disadvantage is that it causes information loss. Over-
sampling technology [9–12] can reduce class imbalance by generating a few class
samples, which may produce more marginal or noise samples.

The rest of this paper is organized as follows: Related work will be reviewed in
Sect. 2. We will elaborate our method in detail in Sect. 3, followed by evaluation
reports in Sect. 4. We conclude the paper in Sect. 5.

2 Related Works

The SMOTE algorithm, proposed by Chawla et al. [13] in 2002, is by far the most
classical over-sampling algorithm. SMOTE algorithm generates new minority
class samples by feature space similarity. As shown in Fig. 1, its algorithm idea
is as follows:

5ix
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1ix

3ix

4ixix
1iy

2iy 3iy
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Fig. 1: Sample synthesis of SMOTE algorithm

In an unbalanced data set, all the minority class samples are defined as
P . For each data sample xi in P , k nearest neighbors of the sample in P are
searched. Assuming the upper sampling rate of the data set is n, n samples
xij(j = 1, 2, ..., n) are extracted from k nearest neighbor samples, and then n
new minority samples yij(j = 1, 2, ..., n) are generated according to formula (1).
The function rand (0,1) function produces a random number between intervals
(0,1), and the sampling rate n is determined by the imbalance of the data set.

yij = xi + rand(0, 1) ∗ (xi − xij), j = 1, 2, ..., n (1)

The SMOTE algorithm generates interpolation samples according to prede-
termined rules, changes the sample distribution, avoids blindness, and reduces
the phenomenon of over-fitting. However, SMOTE itself also has some short-
comings, such as the validity of interpolation samples and the fuzzy problem of
class boundaries.
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The Borderline-SMOTE algorithm is proposed by Han et al. [14], which com-
bines the boundary information to generate new samples. By this way, the blind-
ness of SMOTE method in selecting the minority samples is reduced, thus reduc-
ing redundant samples and improving data quality. There are two versions of the
Borderline-SMOTE algorithm, Borderline-SMOTE-1 and Borderline-SMOTE-2.

Define the unbalanced data set as D, the minority class sample set as P , the
majority class sample set as Q, then D = P ∪Q. For each data sample xi in P , k
nearest neighbors of the sample in D are searched, including ki1 minority nearest
neighbor samples. If ki1 = 0, the k nearest neighbor samples of the sample xi

are all majority class samples, then the sample xi will be considered as a noise
point without any operation. If ki1 > k

2 , the sample xi will be considered as a
safety sample without any processing. If 0 < ki1 ≤ k

2 , the sample xi id located
at the boundary of the minority classes, which is added to the dangerous set.
Dangerous samples will be oversampled and amplified according to the SMOTE
method.

It should be pointed out that the Borderline-SMOTE method is too simple
for the classification of three minority samples. In addition, this method does
not over-sample the more informative safety samples and reduces the overall
effectiveness.

Based on the SMOTE algorithm, Chawla et al. [15] put forward the SMOTE-
Boost algorithm. The algorithm combines AdaBoost. M2 algorithm to enhance
the learning ability and improves the overall prediction performance of the minor-
ity classes. However, the algorithm still generates samples by interpolation, so
that the newly generated samples are still distributed on the line of the original
samples, which can not well reflect the data distribution.

Based on the SMOTEBoost algorithm, Hu S et al. [16] proposed MSMOT-
Boost, which was over-sampled using optimized synthetic samples during the
iteration process. According to the distance distribution, the minority samples
are divided into the safety sample, the boundary sample and the noise sample.
Different strategies are adopted for the three different samples. The boundary
samples are selected according to the distance. The selected boundary samples
and the safety samples will be over-sampled by SMOTE method. Experiments
show that this method is superior to the SMOTEBoost algorithm in terms of
accuracy and F-value of two indicators.

3 Methodology

In order to get better prediction results, most classification algorithms try to
learn the boundaries of each class as accurately as possible during the training
process. The samples near the boundary are easier to be misclassified than the
samples far away from the boundary, so it is more important for classification.

The data set shown in Fig. 2 has clear class boundaries, which belongs to
relatively simple data sets. However, in most complex data sets, the distribution
of data samples is not the same. There are not absolute boundaries between the
majority class samples and the minority class samples, and there are a small
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the minority sample

the majority sample

Fig. 2: Simple data set

the minority sample

the majority sample

Fig. 3: Complex data set

Algorithm 1. Region-SMOTE Algorithm
Require:

the imbalanced data set, D;the minority sample set, P ;
the safety sample set, S;the intermediate sample set, M ; the dangerous sample set,
W ;
the over-sampling rate, n;

Ensure:
the balanced data set after over-sampling, O;

1: for xi ∈ P , search its k nearest neighbors from D, including ki1 neighbors from the
minority class and ki2 neighbors from the majority class;

2: according to the vote rule, classify the minority sample xi;
3: if xi ∈ S, then generate yij and zij(j = 1, 2, ..., n);
4: if xi ∈ M , then SMOTE (xi);
5: if xi ∈ W , then ignore (xi);
6: return O.

number of majority samples and minority samples distributed in the main dis-
tribution areas of the other samples, as shown in Fig. 3.

First let’s introduce the vote rule used in the Region-SMOTE method. Define
the unbalanced data set as D, the minority class sample set as P , the majority
class sample set as Q, then D = P ∪Q. For each data sample xi in P , we search
its k nearest neighbors from D, including ki1 neighbors from the minority class
and ki2 neighbors from the majority class, k = ki1+ki2. If ki1 ≤ ⌈

k
5

⌉
, the sample

xi is a noise point and belongs to W ; if ki2 ≤ ⌊
2k
5

⌋
, the sample xi belongs to S;

otherwise, the sample xi belongs to M .
As shown in Algorithm 1, for intermediate samples, we use SMOTE method

for over-sampling; for dangerous samples, we ignore the sampling process.
For safety samples, we do not use the method of generating interpolation

points on the line of sample points, but use the method of generating new samples
in the whole region. The advantage of this is that it can reflect the characteristics
of the minority samples more comprehensively.

yij = xi(j+1) + rand(0, 1) ∗ (xi(j+1) − xij), j = 1, 2, ..., n (2)
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zij = xi + rand(0, 1) ∗ (xi − yij), j = 1, 2, ..., n (3)

For each safety sample xi in S, we search its k nearest neighbors from
P . Assuming the upper sampling rate is n, n samples xij(j = 1, 2, ..., n) are
extracted from k nearest neighbor samples, and then n temporary samples
yij(j = 1, 2, ..., n) are generated according to formula (2). Then according to
formula (3), n new minority samples zij(j = 1, 2, ..., n) are generated. As shown
in Fig. 4.
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Fig. 4: Safety sample synthesis of Region-SMOTE algorithm

4 Experiments

4.1 Datasets

Table 1: Summary of data sets in experiments
Dataset Number of samples Number of attributes Number of minority class samples/P Number of majority class instances/Q IR

Diabetes 5731 41 1017 4714 4.64
cmc 1473 9 333 1140 3.42
ecoli 336 7 77 259 3.36
yeast 1484 8 244 1240 5.08

Our experiments were performed on four data sets summarized in Table 1.
Diabetes is extracted from real-world physical examination database [17], and
another three data sets are extracted from UCI. It should be noted that we only
consider the case of binary classification, and label transformation is carried out
for multi-classification data sets. IR (Imbalanced Rate) refers to the ratio of
the majority class to the minority class, and the over-sampling rate n is usually
determined by the IR value. In order to compare the effects of various over
sampling methods, we use the random forest algorithm and the reported values
are obtained by performing 5-fold cross-validation.
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4.2 Evaluation Criteria

Table 2: Confusion matrix of a two-class problem
Predicted Positive Predicted Negative

Actual Positive True Positives/TP False Negatives/FN
Actual Negative False Positives/FP True Negatives/TN

The evaluation of the classification performance in imbalanced domains gen-
erally focuses on two-class problem and the multi-class problem can be simplified
to two-class problem. According to convention, the label of the minority class
is positive, and the label of the majority class is negative. Table 2 describes a
confusion matrix of a two-class problem. The first column of the table is the
actual class label for the samples, and the first row represents their predicted
class label. TP and TN represent the number of positive and negative samples
of correct classification, and FN and FP respectively indicate the number of
positive and negative samples of misclassification.

Table 3: Basic evaluation indexes for a two-class problem
Basic evaluation index Expression

Overall classification accuracy Accuracy = (TP + TN)/(TP + TN + FP + FN)
Classification accuracy of positive classes acc+ = TP/(TP + FN)
Classification accuracy of negatives classes acc− = TN/(TN + FP)
TP Rate TP Rate = TP/(TP + FN)
FP Rate FP Rate = FP/(FP + TN)
Recall Recall = TP/(TP + FN) = TP Rate
Precision Precision = TP/(TP + FP)

Table 3 illustrates the basic evaluation indexes of a two-class problem. Based
on these basic indexes, several other important indexes are derived, such as F-
value, G-mean and ROC(Receiver Operating Characteristic) curve.

F − value =
(1 + β2) ∗ Recall ∗ Precision

β2 ∗ Recall + Precision
(4)

In Eq. (4), β is used to reflect the relative importance of Recall and Precision.
When β is greater than 1, it means that Precision is more important. When β is
less than 1, Recall is more important. In general, β will be set to 1, which means
that both Recall and Precision are just as important. F-value is the result of
considering the two Recall and Precision, which is more comprehensive. When
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F-value gets a higher value, it means that the performance of the classifier is
excellent.

G − mean =
√

acc+ ∗ acc− (5)

G-mean (Geometric Mean) is another index used to evaluate classification
performance and is widely used. G-mean is independent of the class distribution
of data sets and is very robust to the data imbalance. G-mean maintains the
classification accuracy while maintaining the balance of the two classifications.
For example, when the classification accuracy of the majority class is high, and
the classification accuracy of the minority class is low, G-mean will not be ideal.
Only when both are maintained at a certain level, the value of G-mean is not
too bad.

In addition, the ROC curve is also a very common classification performance
evaluation index. The vertical axis of the graph is TP Rate and the horizontal
axis is FP Rate. In this curve, FP Rate and TP Rate are mutually constrained.
For more intuitive and quantitative analysis performance, AUC (Area Under the
ROC Curve) is used instead of ROC curve. The larger the value of AUC, the
better the classification performance.

In practical applications, the above-mentioned several indexes are generally
selected to evaluate the classification effect of the unbalanced data sets. After
comprehensive consideration, this paper decided to use the F-value and G-means
indexes to measure the experimental results.

4.3 Results and Evaluation

Table 4: Distribution of minority samples in different data sets
Dataset Diabetes cmc ecoli yeast

Number of safety samples 63 173 77 244
Number of intermediate samples 521 126 0 0
Number of dangerous samples 344 34 0 0

According to the vote rule, the sample distribution of the minority classes
in each data set is shown in Tables 4, 5 and 6 refer to the classification results
using random forest models after different over-sampling algorithms.

It can be seen that the F-value and G-mean values basically correspond to
each other, and can reflect the overall effect of classification. When the F-value
is poor, the G-mean value is also poor; when the F-value effect rises, the G-mean
effect also rises.

The performance gap between the original data set and the over-sampled
data set is very large, especially in the Diabetes data set. The F-value of the
original Diabetes data set is only 0.122, and the G-mean value is only 0.259, but
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Table 5: F-value of the random forest model after over-sampling
Algorithm Diabetes cmc ecoli yeast

Original data 0.122 0.352 0.771 0.566
SMOTE 0.896 0.847 0.951 0.931
Borderline-SMOTE-1 0.899 0.850 0.936 0.935
Borderline-SMOTE-2 0.893 0.847 0.927 0.897
Region-SMOTE 0.903 0.890 0.942 0.941

Table 6: G-mean of the random forest model after over-sampling
Algorithm Diabetes cmc ecoli yeast

Original data 0.259 0.506 0.846 0.664
SMOTE 0.892 0.851 0.950 0.931
Borderline-SMOTE-1 0.895 0.856 0.934 0.933
Borderline-SMOTE-2 0.889 0.851 0.924 0.896
Region-SMOTE 0.901 0.890 0.946 0.938

the effect is greatly improved after over-sampling. For example, after SMOTE
over-sampling, the F-value of the original Diabetes data set rises to 0.896, and
the G-mean value rises to 0.892. In addition, although the classification effect of
different original data sets differ widely, for example, the F-value value of cmc is
0.352 and the F-value value of ecoli is 0.771, the effect of different over-sampled
data sets is not obvious. This shows that after the over-sampling processing, the
classification effect of each data set has reached the upper limit.

It can be seen that the classifier performs very well in the ecoli and yeast
data sets compared to the Diabetes and cmc data sets. Combining Table 4, we
can find that the number of intermediate and dangerous samples of the ecoli
and yeast data sets are 0, indicating that the class boundaries in the two data
sets are relatively clear. In the Diabetes data set, the number of safe samples is
the least, and obviously less than the number of intermediate samples and dan-
gerous samples. In addition, the number of intermediate samples is the largest,
accounting for 56.1% of the minority class samples, which means that the class
boundaries of the Diabetes data set are blurred. Dangerous samples (noise sam-
ples) account for 37.1% of the minority class samples, indicating that the data
distribution is rather mixed. Compared with the other three data sets with less
than 10 attributes, this data set has 41 attributes. In summary, the performance
of the classifier in Diabetes is relatively poor, especially in the original data set.

Finally, SMOTE algorithm performs better on small data sets with clear
boundaries, such as the ecoli data set. The region-SMOTE method presented in
this paper has a slight advantage over the Diabetes, cmc and yeast data sets. It
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shows that the reliability of the region-SMOTE method is superior to the other
three over-sampling algorithms.

5 Conclusions

In this paper we present Region-SMOTE, a new over-sampling method, to over-
sample the minority samples and solve the problem of data imbalance. We design
the vote rule to make full use of class boundary information, which is more rea-
sonable to divide the minority samples into safety samples, intermediate samples
and dangerous samples, and adopts different processing strategies for different
samples. We use random forests as classifiers. Data sets used in our work are
extracted from real-world physical examination database and UCI. Experimental
results indicate that Region-SMOTE is able to achieve better performance.

In our future work, we will considerate the differences of importance features.
The approach we propose can be successful for learning from imbalanced data
sets, and the related experiments will be conducted.
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Abstract. Flight conflict, as the highest level of safety in air traffic
control operation, has always been the focus of air control work. The
research of air traffic control conflict deployment intelligence technology
is the current hot direction. In this paper, we propose a control conflict
deployment strategy solving method based on deep Q network (DQN).
The value of action value function Q in Q learning algorithm is used
as a criterion to evaluate the goodness of the strategy, and the multi-
layer perceptron is used as a neural network to approximate the Q value;
stochastic gradient descent algorithm is used to update the parameters
of the neural network; the contradiction arising from the combination
of neural network and Q learning is solved by the way of experience
playback and establishment of dual network structure. A large amount
of sample data of conflict scenes is generated through simulation data for
the training solution of the model to obtain the optimal strategy. The
experimental results show that the tanker control conflict deployment
strategy obtained by the deep Q-network algorithm training in this paper
can play a good effect in the designed multiple conflict scenarios, and also
can better take into account the control rules and the overall airspace
operation situation; it lays the foundation for the future control operation
of the conflict deployment auxiliary decision-making technology.

Keywords: Air traffic control · Flight conflict resolution · Deep Q
network

1 Introduction

With limited resources available in the airspace, the increasing flight traffic will
lead to more serious flight conflicts, and the controller’s workload to deploy
conflicts will increase greatly, and the safety of control operations will be affected
dramatically. In the control operation, the basic unit of controller’s work is a
control sector, and its workload is mainly reflected in two aspects of air-to-air
command and inter-sector transfer, of which air-to-air command deployment
of flight conflicts is a very critical work. In the case of continuously increasing
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traffic, the operation of aircraft in the control sector will inevitably generate
many flight conflicts [1]. When the traffic volume increases to or exceeds the
capacity of the control sector, the control sector is saturated and the controller’s
load to deploy conflicts in the sector has reached its limit.

The controller’s excessive deployment load will bring potential risks to the
control operation. The traditional solution to this problem is to divide more sec-
tors and add more control seats to reduce the controller’s load of flight conflicts.
However, the solution of dividing multiple sectors is a limited solution strategy,
and the number of sectors cannot be increased indefinitely. When the number of
sectors is too large, the control efficiency will be reduced, the number of control
handovers between sectors will be increased, and the handover load between sec-
tors will be increased, so the traditional solution can no longer effectively reduce
the controller’s conflict deployment load at the current development rate [4].
Therefore, it is an effective way to solve this problem by exploring an intelli-
gent conflict deployment aid method that can adapt to the future traffic growth,
which is the subject of this paper.

In machine learning, there is a method with superb decision making ability,
namely reinforcement learning, and the process of flight conflict deployment in
control operation is essentially a decision making process: the controller obtains
aircraft flight status information in the sector by observing the ATC radar screen,
analyzes the overall operation situation in the sector and predicts the possibility
of conflict in the future, determines the possibility of conflict and then makes
a decision on the conflicting aircraft according to the control operation rules
and control experience. After determining the possibility of conflict, we issue
deployment instructions to the conflicting aircraft according to the control oper-
ation rules and control experience. Therefore, the capability of machine learning
can be fully used to solve the problem of intelligent decision making of con-
flict deployment in control operation. The powerful decision-making ability of
machine learning can be used to solve the problem of control conflict deploy-
ment, which will help to reduce the controller’s load of deploying flight conflicts
and improve the efficiency of control operation.

In this paper, we propose an artificial intelligence-based approach to air traffic
control conflict deployment; the goal is to use deep reinforcement learning the-
ory to train a “controller” that can autonomously perceive the current airspace
situation and deploy flight conflicts generated in the environment based on the
airspace environment information. Then, we analyze the characteristics of flight
conflict deployment and the process of conflict deployment by controllers from
the perspective of control operation, model the Markov decision process of the
whole flight conflict deployment process in control operation, and design a deep
Q-network algorithm for the flight conflict deployment strategy problem to the
model is trained. Finally, several conflict scenarios are designed to test the effec-
tiveness of the instructions given by the strategy model.



Intelligent Decision Making for Tanker Air Control Conflict Deployment 163

2 Deep Q-Network Based Control Conflict Deployment
Strategy Solving

Among the machine learning methods, reinforcement learning methods are effec-
tive means to solve Markov decision process (MDP) models. The dimensionality
of operational data information generated in ATC operations is high, and the
method of deep Q-network, which can handle high-dimensional input informa-
tion, is selected for solving the conflict deployment MDP model; a multilayer
perceptual neural network is designed to replace the original convolutional neu-
ral network, and a deep Q-network-based method for solving the control conflict
deployment strategy is proposed; a large amount of conflict scenario data is
generated using flight plans to train the MDP model [2].

2.1 Reinforcement Learning

Reinforcement Learning (RL), also known as evaluation learning, is an important
branch in the field of machine learning. Unlike other machine learning methods,
reinforcement learning outperforms other types of learning in problem decision
making, and is widely used in industrial control, unmanned vehicles, video games,
robot obstacle avoidance, and other fields.

Reinforcement learning is based on a Markovian decision process, in which
an intelligent body (Agent) selects an action based on a strategy without prior
knowledge in a “trial-and-error” manner, and the current state and the selected
action are changed by a state function, so that the intelligent body enters the
next state; it takes different actions to interact with the environment, and the
environment gives feedback to the actions taken. The environment gives feedback
rewards for the actions taken, and the rewards are used to guide the behavior of
the intelligent body. If the task environment gives positive feedback rewards to
an action strategy of the intelligence (Agent), then the tendency of the intelli-
gence (Agent) to produce this action strategy in the future will be strengthened;
conversely, the tendency will be weakened. The goal of the intelligent body is to
find the optimal action strategy at each moment of the state that maximizes the
expected cumulative reward value [3].

The learning process of reinforcement learning is as follows:

1. the intelligent body acquires the state St at the current moment.
2. According to the current state St, the intelligence selects an action at, from

the set of actions, and executes it.
3. According to the mapping relationship between state and action the state

changes to the next moment’s state St+1, while the intelligence gets the
reward Rt from the environment feedback.

4. update the mapping relation between state and action according to the reward
value Rt.

Commonly used reinforcement learning algorithms include: policy iteration,
value iteration, Monte Carlo, instantaneous difference, Q-learning, SARSA,
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and so on. For example, instantaneous difference and Q-learning are model-
independent algorithms, while strategy iteration and value iteration are model-
related algorithms; according to the action strategy used to update the value
function, they can be divided into in-strategy and out-of-strategy categories, for
example, Q-learning algorithms are out-of-strategy algorithms, while SARSA
algorithms are in-strategy algorithms.

In ordinary reinforcement learning, the Q-value of each state action pair is
generally stored in the form of Q-Table because the dimensionality of the state
and action space in most of its task forms is not high; however, the task forms
in practical engineering are often complex and have a large dimensional state
and action space, in which case the Q-Table form cannot store a large number
of Q-values; and deep Learning is more capable of handling high-dimensional
inputs, and introducing deep learning models into reinforcement learning can
play a good effect on solving complex engineering tasks; thus, Deep Reinforce-
ment Learning (DRL) was born. It not only has the ability of deep learning to
propose features from high-dimensional raw data, which can achieve the approxi-
mation of complex nonlinear functions; but also has the policy decision capability
of reinforcement learning, which can adjust the parameters to achieve the opti-
mal policy by sensing the feedback from the environment through continuous
trial and error of the intelligent body. Deep reinforcement learning combines the
strong perceptual ability of deep learning and the strong decision making abil-
ity of reinforcement learning, but still belongs to the category of reinforcement
learning in essence [5].

Currently, there are Deep Q Network (DQN) based on value function and
Deep Deterministic Policy Gradient (DDPG) based on policy, and so on. In this
paper, the Deep Q Network (DQN) algorithm is applied to the solution of the
conflict deployment policy problem.

2.2 Deep Q Network

The Deep Q network (DQN) proposed by Google’s DeepMind team in 2015
brought the research on deep reinforcement learning to the forefront. Deep Q
network, as a representative algorithm of deep reinforcement learning, is a com-
bination of deep neural network and Q learning algorithm, which uses neural
network to approximate the Q-value function in Q learning.

Q Learning Algorithm. In 1989, Watkins proposed a significant algorithm in
the field of reinforcement learning, the Q-learning algorithm, which is a model-
independent, off-policy reinforcement learning algorithm. Q learning can find an
optimal action selection policy in the MDP problem, which can give the desired
action based on the current state and the optimal policy [6].

In Q-learning, the intelligence(Agent has no prior knowledge and does not
know which actions should be selected in the current state. Therefore, a reward
R is usually set to represent the reward value from the current state S to the
next state, and the reward value is used to calculate the Q table that guides the
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Agent’s behavior. q table acts as the brain of the intelligence, and each row of it
represents the state of the Agent (state), and each column represents the action
taken by the Agent (action). In the initialization stage, all Q-value elements in
the Q table can be initialized to 0, which means that there is no information
in the brain of the intelligence (Agent) at this time, and when the action a, is
selected, the Q-value is updated as:

StQ (st, at) ← Q (st, at) + α
[
rt+1 + γ max

a
Q (st+1, a) − Q (st, at)

]

A deformation of the equation yields:

Q (st, at) ← (1 − α)Q (st, at) + α
[
rt+1 + γ max

a
Q (st+1, a)

]

where a is the learning rate and γ is the discount factor. The role of learning
rate a is that it determines the update of new and old information in the learning
process, and generally the learning rate takes the value in [0.1]. When a takes
the value of 0, the algorithm does not perform any learning, no information
is updated, and the Q value is not updated; when a takes the value of 1, the
algorithm only focuses on new training information and discards the old training.
The role of the discount factor is that it determines the importance of future
reporting on the current state value, and the general discount factor is also taken
in [0.1], when the value of γ is 0, the intelligence only considers the current
reward; when the value of γ is 1, the intelligence mainly considers the future
reward.

Neural Network Design. In this paper, we change the Convolutional Neural
Networks (CNN) used in the original DQN algorithm and adopt Multilayer Per-
ceptron (MLP) as the part of the neural network [7]. Multilayer perceptron, also
called multilayer perceptual neural network, is a multilayer deep feedforward
neural network, which usually consists of three parts: an input layer composed
of a set of perceptual units, a hidden layer composed of one or more layers of
computational nodes, and an output layer composed of one layer of computa-
tional nodes, and its network structure is shown in Fig. In MLP networks, the
different structural layers are fully connected to each other, i.e., any node in the
upper layer of the network is connected to all nodes in the lower layer of the
network, and each connection is equipped with a corresponding weight.

1. Input layer Input: The input layer consists of individual input nodes that
input the information provided by the external environment. In the input
layer, no computational processing of any kind is performed on the input
information and it only serves to pass information to the hidden layer.

2. Hidden layer: The hidden layer consists of hidden nodes or hidden units,
which do not have direct contact with the external environment. In each
hidden layer, the information from the input layer or the previous hidden
layer is computed and processed, and the processed information is passed
to the next layer until it is finally passed to the output layer. For a general
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feedforward neural network, there can be no hidden layers in the network, or
it can have more than one hidden layer. However, in MLP networks, at least
one hidden layer is required.

3. Output: The output layer consists of individual output nodes. In the output
layer, the information passed from the hidden layer is computed and processed
again, and then the information is passed to the external environment (Fig. 1).

Fig. 1. MLP neural network topology

2.3 Conflict Brokering Strategy Model Training

The deep learning part uses MLP multilayer perceptual neural network, and the
reinforcement learning part uses DQN algorithm composed of Q-learning method
for solving the problem of control conflict deployment. Since refueling aircraft
generally use civil aviation flight paths, the real flight plan data of Chinese civil
aviation is selected for the generation of training samples, and the complete
flight path flight process is extracted through the air traffic operation simulation
system’s simulation of aircraft operation for all flight plans. The flight trajectory
is projected to be 5min long, i.e., the trajectory of the aircraft in the next 5min
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is calculated each time. At the same time, the spatial data query technology
R-tree method is used for flight conflict detection, with a detection time step of
1 s. The total number of flight plan data used in this paper is 12,065, and the
total number of conflict scenarios generated by simulation is 1783.

The design of hyperparameter values in the algorithm is shown in the Table 1:

Table 1. DQN algorithm hyper-parameter value design table.

Model parameters Parameters number

Learning rate 0.001/0.0005
Total time step 30000
Experience pool size 50000
Batch size 16
Exploration decay rate 0.1
Last step exploration rate 0.02
Discount rate 0.99
Target network update frequency 500
Number of nodes in the hidden layer of the neural network 64
Number of hidden layers of the neural network 2

2.4 Analysis of Training Experiments

Stability Analysis. The dynamics of the algorithmic network during the learn-
ing process can be analyzed from the changes in the significant values recorded
during the training of the model.

The algorithm in this paper analyzes the model with the average reward
value reward and the average maximum Q. The stability analysis experiment is
performed in Episodes, where one Episode represents a conflict scenario from
input to final termination, and the reward value is calculated once for every 100
Episodes performed; 10,000 Episodes are performed for each group training in the
stability analysis. The average reward value and the average maximum Q value
are calculated; the average reward value is recorded as the average of the rewards
per 100 Episodes, and the average maximum Q value is recorded as the average
of the maximum Q values per 100 Episodes. Also consider different learning
rate 1r has different training results, the experiment for different learning rate
lr was trained, from the training learning process reward value and maximum Q
value, as shown in the figure, the average reward value and average maximum
Q value in the learning rate lr = 0.001, the reward value curve and maximum
Q curve overall show an upward trend, but there is still a certain magnitude of
oscillation, the algorithm The stability of the model is poor; when the learning
rate lr=0.0005, the reward value convergence rate is basically unchanged, and the
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convergence and stability of the algorithm model is better relative to the learning
rate of 0.001; the maximum Q curve presents a higher blending strategy score
at this time, and the blending strategy is more appropriate; therefore, if the
learning rate lr of the conflict blending strategy solving algorithm is set near
0.0005, it is more Therefore, if the learning rate lr of the conflict policy solution
algorithm is set around 0.0005, it is more suitable for the training of the policy
model in this paper (Figs. 2 and 3).

Fig. 2. Average reward function value

Fig. 3. Average maximum Q curve
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3 Conclusion

Considering the high dimensional data generated by air traffic operation, a solu-
tion method of control conflict deployment strategy model based on deep Q
network is proposed; the components of deep Q network one by one Q learning
and neural network and its principle are analyzed, which is an effective means to
solve the complex MDP model. The value of the reward function in the model
is used as the basis to update the Q value of the action value function in the Q
learning algorithm, which is used to evaluate the goodness of the action strategy;
the multilayer perceptual neural network is used to approximate the Q value to
realize the Q calculation under high-dimensional data, and the parameters of the
neural network are updated by the stochastic gradient descent method; the para-
dox of combining neural network and Q learning is solved by using the empirical
replay technique and the dual network structure technique; finally, the Using the
flight plan data to generate a large number of flight conflicts through simulation
runs for the training learning of the model, the trend of the reward value and the
maximum Q value changes through the training shows that the model acquires
a stable and optimal conflict deployment strategy.
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Abstract. Against the increasing severity of employment difficulties,
job recommendation systems for college students are becoming increas-
ingly important. As it is impossible to refer to the students’ own employ-
ment data, relevant research based on the school’s historical employ-
ment data provides a reference for students’ employment. We proposes
a method based on the school’s historical employment data for job rec-
ommendation for college students. The specific ideas and characteristics
are as follows: First, preprocess the collected data to generate the user
portrait. In the user portrait construction process, we proposes using
the AHP-Entropy Weight method to construct a weight vector of ability
requirements for different positions, highlighting the focus of students’
abilities in different positions. To improve computational efficiency, first,
we uses clustering algorithms to construct different user groups with
different characteristics. Then, we calculates the similarity between the
students to be recommended and the user groups, followed by the simi-
larity with the users in that group to improve computational efficiency.
In particular, we prove that if the number of samples in the database
is greater than or equal to 6, our algorithm will have a lower average
time complexity than the traditional algorithm. To address the scarcity
of employment market data for college students, we collects the real
employment data of graduating classes of a major in a certain university
to build the HNNU-JOB data set based on students’ employment abil-
ity characteristics. Extensive experiments on HNNU-JOB show that the
proposed method achieves remarkable performance of recommendation.

Keywords: Job recommendation · AHP-Entropy Weight · User
portrait · Similarity · Efficient recommendation

1 Introduction

In recent years, youth groups mainly composed of college graduates have faced
increasing difficulties in employment. With the rapid development of recommen-
dation systems, they have gradually been applied to the field of job recommen-
dation for students. Using personalized recommendation technology to assist
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college students in finding employment is an important research topic. An item-
based CF method has been proposed for online job-hunting based on users’ job
application records [1]. It proves that CF method has remarkable effect on job
recommendation. CF technique predicts which items users will choose according
to a large amount of data collected from their past behaviors and records [2,3].
Most graduates are looking for a job for the first time and have no historical
employment information. Hence, they have no occupational records and do not
have any experience in finding a job. Therefore, CF method cannot be directly
applied to recommend jobs for graduates. Hence, how to recommend jobs for
graduates with no historical job records is an important problem. Nie et al. [4,5]
proposed a data-driven framework for forecasting student career choice upon
graduation based on their behavior in and around the campus. Recommenda-
tion algorithms based on students’ on-campus behavioral data have difficulties in
data acquisition, large data volume and randomness in some data. There are also
some algorithms for recommendation based on personal historical work experi-
ence. For example, Zhu et al. [6] and Qin et al. [7] proposed some job recom-
mendation methods based on historical work experience. These work experience
based job recommendation algorithms are also not suitable for recommending
jobs to college graduates.

Due to lack of work experience and historical job-seeking behavior, it is unre-
alistic to recommend suitable job for college graduates based on their own his-
torical employment data. Parks [8] pioneered the use of historical employment
data for student career planning by surveying and collecting multidimensional
data on the employment status and salary of undergraduate alumni, and then
proposed suggestions for future career path planning. Therefore, we consider
using alumni historical employment data to recommend employment for college
students. In addition, there are other special aspects to the job recommendation
issue for college graduates. On the one hand, job recommendation is different
from recommendation scenarios in e-commerce, social media and other fields.
The ability requirements of enterprises for students and the focus of different
types of enterprises on students’ abilities are important issues in the employ-
ment recommendation system. On the other hand, when the scale of historical
employment data of alumni is large, how to design an efficient job recommenda-
tion algorithm is also a problem that we need to consider.

This paper studies the employment recommendation problem for college
graduates and proposes solutions to the above two problems. First, this paper
constructs a user portrait for students. The purpose of constructing a user por-
trait is to analyze user data, establish quantitative characteristic information for
users, and provide a basis for subsequent data inference and recommendation
algorithms. This paper proposes a method to establish a user portrait for college
graduates. The process of constructing an alumni employment data set is: first,
data collection, desensitization, and normalization of various indicators to mea-
sure students’ employment skills. Then, in order to solve the problem of different
positions requiring different students, this paper proposes using the combina-
tion of Analytic Hierarchy Process (AHP) and Entropy Weight method [9] to
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construct weight vectors of students’ ability requirements for different positions,
highlighting the different focuses of different types of companies on students’
abilities. Finally, combined with the priority vectors, a user portrait containing
employment characteristics is generated. To address the scarcity of employment
market data for college students, this paper collects the real employment data
of graduating classes of a major in a certain university to build the HNNU-
JOB data set based on students’ employment ability characteristics. In order to
improve the recommendation efficiency of the recommendation algorithm, this
paper first uses the clustering algorithm to construct user groups with different
characteristics. Then, we calculates the similarity between the students to be
recommended and each user group, followed by the similarity with the users in
that group to achieve multi-granularity recommendation, which improves the
computational efficiency. We prove that the complexity of the method proposed
in this paper is lower than the traditional recommendation algorithm in the case
of big data.

Our contributions can be summarized as follows:

1. Since college students have no work experience, historical employment data
can provide data support for employment recommendation research. This
paper collects multi-dimensional data based on students’ employment skills
and characteristics, and constructs an employment data set HNNU-JOB for
college students, which provides a basis for follow-up research in this field;

2. Using the AHP-Entropy Weight method to construct priority vectors high-
lights the different focuses of different positions on students’ abilities, depict-
ing the different requirements of different positions for students’ abilities, and
improving the accuracy of recommendations;

3. This paper proposes an algorithm to improve recommendation efficiency in
the case of big data. In particular, we prove that if the number of samples
in the database is greater than or equal to 6, our algorithm will have a lower
average time complexity than the traditional algorithm.

The remainder of this paper is arranged as follows. Section 2 introduces the
construction method of employment user profile for college student based on
AHP-Entropy Weight method. In Sect. 3, this paper introduces the accelerated
recommendation algorithm based on clustering algorithm proposed in this arti-
cle and analyzes its time complexity. We demonstrated the advantages of the
proposed method through experiments on real employment data sets in Sect. 4.
This paper ends with conclusions.

2 AHP-Entropy Weight Method and User Portrait

This section mainly introduces the construction of student user portrait com-
bining Analytic Hierarchy Process (AHP) and entropy weight method, in this
paper, we call it AHP-Entropy Weight Method. First, we introduce the AHP-
Entropy Weight method which combines subjective calculation of weight vector
and objective calculation weight vector to construct weight vectors of students



Efficient Recommendation Algorithm for Employment of College Students 173

characteristics. Then, the values of students’ characteristics are calculated using
the weight vectors to obtain the student’s user profile.

2.1 User Portrait

A. Cooper et al. [10] first proposed the concept of user portrait. He defined user
portrait as “virtual representatives based on real user data.” Amato [11] et al.,
Quintana et al. [12] described user profiles as “A set of images obtained from
massive data and composed of user information.” Through this set, it is possible
to describe a user’s needs, personalized preferences and user interests. The main
purpose of user portrait construction is to provide a basis for subsequent data
reasoning and recommendation algorithms, and to provide Big data analysis
services.

This paper constructs user portrait of college graduates and conducts a com-
prehensive analysis and quantification of college students’ employment character-
istics. Establishing student job-seeking user portrait is divided into three parts:
Obtain original student data; Screening feature information; Feature quantifica-
tion. This step quantitatively represents the various features of the original data
for subsequent operations. In order to depict the different requirements of differ-
ent positions for students’ abilities, this paper proposes using the AHP-Entropy
Weight method to construct the weight vectors of students’ ability characteris-
tic, thereby highlighting the different degrees of importance attached by differ-
ent positions to different characteristics of students in the employment process.
Therefore, the following parts will elaborate on two parts: the construction of
student job-seeking feature system and data set, and the construction of weight
vectors using AHP-Entropy weight method to generate user portrait. The over-
all logical framework of the student job-seeking portrait applied to personalized
employment recommendation in this paper is shown in Fig. 1.

For students’ personal information during school, this paper extracts multi-
dimensional information reflecting students’ employment characteristics, and
uses these features to construct students’ user portrait, forming a computable
“virtual representation” reflecting students’ characteristics. Since the character-
istic information reflecting college students’ abilities is finite, the job seeking fea-
ture system can be obtained through questionnaires to companies. After deter-
mining the student job seeking feature system, we can organize the students’ per-
sonal information data according to the various features in the feature system.
Since students’ basic information contain a lot of personal privacy information,
data desensitization is needed when constructing the data set to prevent disclo-
sure of students’ personal information. Then, we start the step—quantification
of the students’ characteristic information. Table 1 gives an example of some
features that affect students’ employment and the rules of data desensitization
and quantification.

In Table 1, the rule ‘Quantitative score of university’ means that we can
quantify the information of students based on the ranking of universities. The
meaning of ‘Major code’ is that we represent students’ major information as
their major code, and this kind of representation can facilitate our subsequent
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Fig. 1. Construction process of user portrait dataset

Table 1. Student Data Preprocessing Rules

Characteristic Original Data Rule

Name Student’s real name Replace with a unique ID
Gender Student’s gender Female 1 Male 0
Home Address Student’s Address Student’s home city
School Name of the university Quantitative score of university
Major Name of student’s major Major code
Exam Scores Grades for each subject Grade Point Average
Competition Results Award information Number of times · Score
Internship Performance Student’s score Student’s score
Honors Obtained Honors’ information Number of times · Score
CET4 Score Official data Highest score
CET6 Score Official data Highest score
employment information Real employment data Real employment data
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calculations. In the item ‘Competition Results’, we quantify this information of
a student as the score of the grade of the competition multiplied by the number
of times they participated in all competitions. Among them, the award level for
participating in the competition can refer to factors such as the influence of the
competition. The quantitative rule for the item ‘Honors Obtained’ are similar to
the rule of ‘Competition Results’.

Since we make job recommendation based on the historical employment infor-
mation of this major, the student’s major information can be ignored in our
method. In fact, the features reflecting a student’s ability in the employment
process are shown in Fig. 2.

Fig. 2. Characteristic System for Evaluating Students’ Comprehensive Employability

In the various indicators of the data set, there is a situation of dimensional
inconsistency between different data. Hence, we need to perform data standard-
ization to eliminate the influence of dimensions. We use the extremum trans-
formation method to standardize the data. Since the indicators in this data set
are all positive indicators, the formula for data standardization is as shown in
Eq. (1).

yij =
xij − min

i
(xij)

max
i

(xij) − min
i
(xij)

, (1)

where xij represents the initial value of the j-th feature of the i-th student in
the database, and mini(xij) is the minimum value of the j-th feature. Similarly,
maxi(xij) is the maximum value of the j-th feature. yij is the value of the j-th
feature of the i-th student after standardization.
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2.2 Analytic Hierarchy Process Method

The previous section introduced the concept of user portrait and the definition of
some indicators. The judgment matrix in AHP method is formulated by experts
based on subjective personal experience, which has certain one-sidedness. There-
fore, the objective evaluation method of Entropy Weight method is used again
to objectively assign weights to each feature. Finally, this paper combines the
weight vector obtained by the AHP method with the weight vector obtained
by the entropy weight method to obtain the combined weight vector. After pre-
processing the collected student data, this paper combines the subjective AHP
method and the objective Entropy Weight method to construct weight vectors.
In this way, for different positions, ability indicators with emphasis on students
can be obtained. The Analytic Hierarchy Process (AHP) method is a simple,
flexible and practical multi-criteria decision making method proposed by Saaty
[13] in the early 1970s. It is a process of modeling and quantifying the decision-
making thinking process of decision makers on complex systems. The main steps
of the AHP method can be divided into three steps.
– Build the hierarchy of the question.

In the AHP method, first, we need to hierarchize the problem and decom-
poses this problem into different levels according to the nature of the problem
and the overall goal to form a multi-level structure model. The decomposition
principle is applied by structuring a simple problem with the elements in a
level being independent from those in succeeding levels, working downward
from the focus in the top level, to criteria bearing on the focus in the second
level, followed by subcriteria in the third level, and so on, from the more
general (and sometimes uncertain) to the more particular and concrete [14].
The hierarchical structure of AHP method includes the focus layer, the crite-
rion layer, and the scheme layer. The characteristic of the focus layer is that
there is only one factor, which represents the highest evaluation standard or
evaluation goal of the decision evaluation problem. The focus layer should
be the highest level in the hierarchical model. The criterion layer contains
many influencing factors that affect the decision target, also known as crite-
ria. There are often two relationships between the criteria: one is that they
do not affect each other at the same level, and the other is dominance, that
is, the lower-level factors are subordinate to the upper-level related factors,
constituting the so-called criteria and sub-criteria. The criterion layer is in
the middle layer of the hierarchical model. In the college student job recom-
mendation method proposed in this paper, the criterion layer includes factors
such as academic performance, internship performance, etc. that affect stu-
dents’ employment. The scheme layer is relatively simple and easy to analyze.
Its factors are all measures and decision plans proposed to achieve the factors
in the target layer. The scheme layer has only one level and is the lowest level
in the hierarchical model.

– Establish a judgment matrix for pairwise comparison.
The hierarchical model reflects the interrelationships between the influenc-
ing factors in the decision evaluation problem, but we still need to know the
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weights of the criterion layer factors relative to the focus layer. These weights
need to be provided by the decision maker, and the weights given by differ-
ent decision makers are generally different. When determining the weights of
sub-factors that affect the factors at a higher level, evaluators often cannot
quantify the proportions between them specifically due to the particularity of
some factors. Moreover, the number of factors in the criterion layer is often
too large to objectively and comprehensively determine the degree of influ-
ence of the sub-factors on that factor, resulting in a set of contradictory data,
or even a set of data inconsistent with what the evaluator actually thinks.
How can we obtain credible relative weights between multiple factors? Saaty
proposed a method of constructing a pairwise comparison matrix by compar-
ing the relative importance of factors in pairs, assigning a numerical index
to importance, and quantitatively depicting the relative importance of these
factors. Assuming X is the next layer of Y , suppose there are n factors in the
X layer, we use the set x = x1, x2, ..., xn and we need their weights relative
to the upper layer Y . At this step, we construct a n · n matrix A, which is
called a pairwise comparison matrix or judgment matrix of Y − X. In this
matrix, if the ratio of the weights of xi and xj relative to Y is aij , then the
ratio of the weights of xj and xi relative to Y is aji = 1/aij . The value of aij

is constructed by experts in the relevant fields according to Saaty’s 1–9 scale
method in Table 2 and the constructed weight matrix is tested for consistency
to prevent excessive contradiction.

Definition 1. Let A = (aij) be a n · n matrix that satisfies the following condi-
tions:

• aij > 0, i, j ∈ 1, 2, ..., n;
• aji = 1/aij , i, j ∈ 1, 2, ..., n.

Then, A is a positive reciprocal matrix.

– Calculating the weight of a single element.
To derive the weight vector from the judgment matrix A, that is, the weight
of the importance order of the factors related to this level relative to the
upper level factors. Before introducing the method of calculating the weight
vector, we need to introduce the consistency of the judgment matrix A. The
judgment matrix obtained by the 1–9 scale may not satisfy the consistency,
that is, aij · ajk �= aik, i, j, k = 1, 2, ...n.
Saaty [13] proposed that when the reciprocal matrix A = (aij)n·n is a con-
sistent judgment matrix, the elements of matrix A have the following logical
relationship with the weight vector w = (w1, w2, ..., wn):

aij =
wi

wj
,∀i, j ∈ {1, 2, ..., n}. (2)

If A is a consistent matrix, the normalized vector of its maximum eigenvalue is
the weight vector. Let w = (w1, w2, ..., wn)T be the weight vector of the judg-
ment matrix. When the judgment matrix A satisfies complete consistency,
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Table 2. The Fundamental Scale

Intensity of importance on an absolute scale Definition Explanation

1 Equal importance Two activities contribute equally to
the objective

3 Moderate importance of one over
another

Experience and judgment strongly
favor one activity over another

5 Essential or strong importance Experience and judgment strongly
favor one activity over another

7 Very strong importance An activity is strongly favored and
its dominance demonstrated in
practice

9 Extreme importance The evidence favoring one activity
over another is of the highest
possible order of affirmation

2,4,6,8 Intermediate values between the two
adjacent judgement

When compromise is needed

Reciprocals If activity i has one of the above
numbers assigned to it when
compared with activity j, then j has
the reciprocal value when compared
with i

Rationals Ratios arising from the scale If consistency were to be forced by
obtaining n numerical values to span
the matrix

we have

A=

⎛
⎜⎜⎝

1 w1/w2 ... w1/wn

w2/w1 1 ... w2/wn

... ... ... ...
wn/w1 wn/w2 ... 1

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

w1

w2

...
wn

⎞
⎟⎟⎠ · [

1
w1

1
w2

... 1
wn

]
.

Let λmax be the maximum eigenvalue of A. When the judgment matrix
A does not satisfy consistency, there must be λmax > n. The higher the
inconsistency of A, the larger the value of λmax − n. The consistency test
steps are as follows:
Step 1: Calculate the consistency index CI = (λmax − n)/(n − 1).
Step 2: Compare the value of CI to the Random Index (RI) for the same size
matrix. For n = 1...9, the RI values are shown in Table 3. If CI/RI ≤ 0.1, the
inconsistency is acceptable. Otherwise, the judgments and matrix are invalid
and must be revised. If the consistency of the judgment matrix A meets the
consistency requirements, the next step is to calculate the weight vector. The
eigenvalue method can be used to solve it. The characteristic equation is:

Aw = λmax · w, (3)

where A is the judgment matrix, w is the characteristic vector corresponding
to the maximum eigenvalue, and λmax is the maximum eigenvalue. The char-
acteristic vector w is normalized to calculate the weights of various factors.
The value of λmax exists and is unique. At present, there are many methods
for calculating eigenvalues and eigenvectors, such as Power Iteration method
and Inverse Iteration Method. The calculation methods for these quantities
will not be described in detail here.
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Table 3. Random Consistency Index

n 1 2 3 4 5 6 7 8 9 10

Random consistency index (R.I.) 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49

2.3 Entropy Weight Method

In the 1960s, Clausius first proposed the concept of entropy and defined the
degree of chaos of the system as entropy [15]. Later, Shannon [16] introduced
the concept of entropy into information theory, which is used as a measure for
random events. It can be used to measure the degree of uncertainty before the
experiment, and it can also indicate the expected amount of information from
an experiment.

Suppose an experiment has n results x = xi(i = 1, 2, 3, ..., n), where the prob-
ability of xi occurring is p(xi). In information theory, the concept of entropy can
be described as follows: the smaller p(xi) is, the greater the uncertainty. When
p(xi) approaches 0, the uncertainty approaches infinity. The larger p(xi) is, the
smaller the uncertainty. When p(xi) approaches 1, its uncertainty approaches
0. Therefore, ln(1/p(xi)) can measure this uncertainty very well. By weight-
ing according to the probability of occurrence of events, the average uncertainty,
that is, the information entropy H(x) = −∑n

i=1 p(xi)·ln(p(xi)), can be obtained.
Probability information will change due to obtaining information. Let H repre-
sent the original entropy and H(I) represent the entropy after knowing informa-
tion I. Since information I will reduce entropy, then H(I) ≤ H. Therefore, the
amount of information provided by information I can be measured by H −H(I).

In information theory, entropy is a measure of uncertainty. The more infor-
mation, the less uncertainty and the smaller the entropy; the less information,
the greater the uncertainty and the greater the entropy. Based on the character-
istics of entropy, we can use it as an objective weighting method by calculating
the information entropy of indicators to determine their relative degree of change
(discreteness). The greater the relative degree of change of the indicators, the
greater the utility value of the information, and the greater the influence of the
indicators on the overall system in the comprehensive evaluation. Higher weights
are given to such indicators, otherwise lower weights are given.

The basic calculation idea of entropy weight method is as follows:

1. Select n evaluation objects and m indicators to construct an n-row m-column
decision matrix X. In the decision matrix, xij is the value of the jth indicator
of the ith evaluation object, where i = 1, 2, ...n, j = 1, 2, ...,m.

2. Standardization of indicator values. Since the meaning and calculation meth-
ods of each indicator are different, their units of measurement are not uniform.
In order to eliminate the influence of dimensional and the magnitude of the
indicator values themselves, standardization processing should be performed
first. There are many methods for standardization, such as vector normal-
ization, linear proportion, range transformation, etc. Each method has its



180 Y. He and M. Cai

advantages and disadvantages. In order to eliminate the influence of variation
dimension and variation range, and ensure that the data is compared under
the same dimension, This article uses the range transformation method to
standardize the data. The standardization method has already been described
earlier and will not be explained in detail here.

3. Calculate the proportion of the ith evaluation object under the jth indicator:

pij =
xij
n∑

i=1

xij

, i, j ∈ {1, 2, ..., n}. (4)

4. Calculate the entropy value of the jth indicator:

ej = −k ·
n∑

i=1

pij · ln(pij), (5)

where k = 1/ ln(n) > 0, ej ≥ 0. According to information theory, the smaller
the information entropy of an indicator, the more information it provides, the
greater the discreteness, the greater the influence on the comprehensive eval-
uation, and the greater the weight should be given; on the contrary, smaller
weights should be given.

5. Calculate the information utility of the jth indicator:

dj = 1 − ej . (6)

6. Calculate the weights of various indicators using the following formula:

wj =
dj

m∑
j=1

dj

, 1 ≤ j ≤ m. (7)

2.4 AHP-Entropy Weight Method

This paper uses the subjective analytic hierarchy process (AHP) method for cal-
culating indicator weights and the objective entropy weight method to construct
weight vectors of different ability requirements for different positions of students.
The fusion method for weights obtained by AHP and Entropy Weight method
is as follows:

The combined weight vector w obtained by fusing the subjective weight vec-
tor w′ and the objective weight vector w′′ is used as the final feature weight
vector. This paper adopts the linear combination method to calculate the com-
bined weight w. In order to eliminate the interference influence of larger numer-
ical values and make the degree of difference between w′ and w′′ consistent with
the degree of difference between the number α and β, the distance function is
introduced to calculate the weight allocation coefficient α and β and obtain the
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combined weight. The distance formula between the ith item w′
i in the subjec-

tive weight vector and the ith item w′′
i in the objective weight vector is shown

in Eq. (8):

d(w′
i, w

′′
i ) = [

1
2

·
n∑

i=1

(w′
i − w′′

i )
2]

1
2 , (8)

where n represents the number of indicators, that is, the dimension of the weight
vector.

The difference between α and β is the difference between the allocation coef-
ficients, as shown in the Eq. (9),

D = |α − β|. (9)

At the same time, we have α + β = 1. In order to make the degree of difference
between w′ and w′′ consistent with the degree of difference between α and β,
combined with d(w′

i, w
′′
i ), we construct the following equation system:

{
d(w′

i, w
′′
i )

2 = (α − β)2

α + β = 1 . (10)

The combined weight w is
w = αw′ − βw′′. (11)

3 Accelerating Recommendation Algorithms Based
on Clustering Algorithms

Process of Recommendation Algorithm Based on Clustering. As shown
on the left side of Fig. 3, traditional employment recommendation algorithms
suffer from slow inference due to the need to compare the features of the test
sample with every sample in the item set in a traversal manner. To address
this issue, this paper proposes a solution. Firstly, samples within the item set
that have similar features are clustered using the MEAN-SHIFT [17] algorithm,
forming different categories. Then, the features of samples within each cluster are
averaged to form cluster features. Secondly, in the inference stage of employment
recommendation, as shown on the right side of Fig. 3, this paper first compares
the sample features with the cluster features and selects the class with the highest
similarity. Then, it compares the sample with the samples within the selected
cluster to find the user with the highest similarity, thus achieving the goal of
employment recommendation.

Comparison of the Average Time Complexity Analysis Between Clus-
tering Based Recommendation Algorithms and Traditional Algo-
rithms. As shown in Fig. 3, although the algorithm proposed in this paper
is slightly more complex in terms of the process compared to traditional algo-
rithms, the average time complexity of the proposed algorithm is significantly
lower than that of traditional algorithms. It is worth noting that the cluster-
ing operation performed by the MEAN-SHIFT [17] algorithm is carried out in
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Fig. 3. On the left side is the inference process of traditional recommendation algo-
rithms, and on the right side is the inference process of the recommendation algorithm
proposed in this paper.

advance on the dataset and the clustering results are stored in a database, thus
not participating in the algorithmic inference process between occupations.

In this paper, we assume that the number of users in the dataset is K, and
the length of the feature vector for each user is N . After applying the MEAN-
SHIFT algorithm to the dataset, it is classified into Ci clusters, where 1 � i � K,
Ci = i. Each cluster contains Mj samples, where 1 � j � Ci, 1 � Mj � K,
and K = M0 + M1 + · · · + MCi

. Given that the time complexity of cosine
similarity is O

(
N2

)
, the average time complexity of the traditional algorithm is

K · O (
N2

)
. Our method has a time complexity of Ci · O

(
N2

)
+ Mj · O (

N2
)
=

(Ci + Mj) · O
(
N2

)
. Next, let’s calculate the average time complexity of the

algorithm:
(1) When calculating the average time complexity, we first need to determine

the possible scenarios for the number of samples in each class when there are
Ci classes. This problem is equivalent to finding the number of solutions for the
equation K = M0 + M1 + · · · + MCi

, which is also equivalent to finding the
number of combinations of K in a multiset. Since 1 � Mj � K, we perform a
variable substitution.

Li = Mi − 1. (12)

Therefore, the equation becomes:

K − Ci = L0 + L1 + · · · + LCi
. (13)
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According to the properties of a multiset, the number of solutions for the equa-
tion when there are Ci classes is:

(
K − Ci + Ci − 1

K − Ci

)
=

(
K − 1
K − Ci

)
=

(
K − 1
Ci − 1

)
. (14)

Therefore, the total number of solutions is:

K∑
i=1

(
K − 1
Ci − 1

)
=

(
K − 1

0

)
+

(
K − 1

1

)
+ · · · +

(
K − 1
K − 1

)
= 2K−1. (15)

(2) The sum of the time complexities of our method in all cases can be expressed
by the formula:

K∑
i=1

Ci∑
j=1

(Ci + Mj) · O
(
N2

)

= O
(
N2

) ·
K∑
i

Ci
2 + K = O

(
N2

) · [(
12 + K

)
+

(
22 + K

)
+ · · · + (

K2 + K
)]

= O
(
N2

) · K2 +
K · (K + 1) · (2K + 1)

6
.

(16)
(3) Based on formula 15 and formula 16,The average time complexity is:

O
(
N2

) · K2 + K·(K+1)·(2K+1)
6

2K−1
= O

(
N2

) · 2K
2 + 9K + 1
3 · 2K . (17)

(4) In order to determine at which value of K our algorithm achieves a better
average complexity compared to the traditional algorithm, we made the following
judgment:

K2 + K·(K+1)·(2K+1)
6

2K−1 · K
< 1

⇒ 2K2 + 9K + 1
3 · 2K < 1.

(18)

It can be easily seen that the above equation holds when K � 6. In other words,
when the number of samples in the dataset is greater than or equal to 6, the
average time complexity of the algorithm proposed in this paper is lower than
that of the traditional algorithm. In the era of big data, it is almost inevitable
to have a dataset with a number of samples greater than or equal to 6.

4 Experiments

4.1 Dataset

The experiment in this paper utilized a newly created dataset called HNNU-
JOB, which consists of 653 records of personal data and employment outcomes
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of students who signed contracts with the university over five years. As shown in
Table 4, the dataset includes 7 individual basic information features and 6 aca-
demic achievement features for the students, as well as 3 enterprise information
features for the employing companies.

Table 4. Feature information of the HNNU-JOB dataset.

Feature Object Feature Type Specific Features

Student Features Personal Information Name, Gender, Home Address,
University Score,
Faculty,
Major, Employing Company

Academic Achievements Academic Performance,
Internship Performance,
Competition Results, Honors,
CET4 Score, CET6 Score

Employing Company
Features

Enterprise Information Company Name, Company Category,
Company Province

To incorporate the employment competency requirements of companies for
students, the AHP-Entropy Weight Combination method is employed to further
adjust the preprocessed dataset. This involves assigning combined weights to the
evaluation indicators reflecting companies’ considerations of students’ employ-
ment capabilities. As different majors have varying emphases on the required
competencies by companies, Table 5 presents the comprehensive competency
evaluation indicator weights for students in the computer science field.

Table 5. Weighting of Comprehensive Evaluation Indicators for Enterprise-Computer
Science Students.

Objective Level Indicator Level Weight
Analytic Hierarchy Process (AHP) Entropy Weight Method Combination Method (AHP-Entropy Weight Method.)

Employability Competency of Students Gender 0.0128 0.0332 0.0224
University Score 0.0869 0.1257 0.1052
Academic Performance 0.2342 0.2479 0.2407
Internship Performance 0.2156 0.2538 0.2336
Competition Results 0.3147 0.2992 0.3074
Honors 0.0459 0.0033 0.0258
CET4 Score 0.0511 0.0242 0.0384
CET6 Score 0.0439 0.0123 0.0290

Multiply the specific features of students in the dataset corresponding to the
respective majors by their weights to adjust the dataset. In this experiment, 80%
of the data in the dataset is randomly selected as the training set, and 20% of
the data is used as the validation set.
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4.2 Metrics

(1) This article refers to the reference and introduces the concept of Normalized
Mutual Information (NMI), which is defined as follows:

NMI =

∑k
i=1

∑m
j=1 na,b

i,j · log
n·na,b

i,j

na
i ·nb

j√(∑k
i=1 na

i · log
na
i

n

)
·
(∑m

j=1 nb
j · log

nb
j

n

) . (19)

In Formula 20, m represents the number of clusters, na
i represents the total

number of data points in cluster i of the clustering result, nb
j represents the total

number of data points in cluster j of the clustering result, and na,b
i,j represents

the number of data points that are assigned to cluster i but belong to the true
label class j.

(2) Regarding the employment recommendation results, this article refers to
the reference and introduces the concept of Relative Improvement (RelaImpr) to
measure the gain of the employment recommendation method proposed in this
article compared to other methods. For a random Gaussian classifier, AUC =
0.5. Therefore, the calculation formula for RelaImpr is as follows:

RelaImpr =
(

AUCOurModel − 0.5
AUCOtherModel − 0.5

− 1
)

× 100%. (20)

4.3 Experiment Results

Performance and Analysis of Clustering Algorithms. In order to obtain
better recommendation results, this paper tested the clustering performance
of three clustering algorithms on the HNNU-JOB dataset: MEAN-SHIFT [17],
Affinity Propagation Algorithm (AP) [18], and Density-Based Algorithm for Dis-
covering Clusters in Large Spatial Databases with Noise (DBSCAN)[?], which
do not require input category information. Among them, samples employed in
synonymous companies were considered as one category. Table 6 presents the
evaluation results of these algorithms on the dataset using three evaluation met-
rics: ACC, NMI, and the average runtime of 10 runs. In order to visually display
the clustering results of the three algorithms, this paper provides visualizations
as shown in Fig. 4. Through analysis of the experimental results, the follow-
ing conclusions can be drawn: (1) Based on the three evaluation metrics in
Table 6, it can be observed that compared to the AP algorithm and DBSCAN
algorithm, the Mean-shift algorithm has higher accuracy. It also slightly outper-
forms DBSCAN in terms of NMI and average runtime, and performs better than
the AP algorithm. Figure 4 shows the clustering results of the three clustering
algorithms on the self-made dataset. From the left, middle, and right parts of the
figure, it can be seen that compared to the MEAN-SHIFT algorithm, the clus-
tering results formed by AP and DBSCAN have fewer clusters and the clusters
are not well-clustered. Therefore, in this paper, the MEAN-SHIFT algorithm,
which has the best performance, is used for clustering analysis.
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Table 6. Comparison of the performance of three clustering algorithms on HNNU-JOB
dataset.

Method ACC(%) NMI Mean Time(s)

AP 0.8749 0.7956 1.135
DBSCAN 0.8547 0.8738 1.117
MEAN-SHIFT (Our method) 0.8935 0.8771 1.092

Fig. 4. It describes the visual comparison of clustering results using different algorithms
on the HNNU-JOB dataset. Left: AP. Middle: DBSCAN. Right: Mean-shift.

Configuration Exploration. To further validate the effectiveness of the pro-
posed employment recommendation algorithm, three ablation experiments were
conducted in this study: 1) using the AHP method alone to calculate the weights
of student employment indicators; 2) using the AHP-entropy method to calculate
the weights of student employment indicators; 3) applying clustering before per-
forming the employment recommendation algorithm. The Table 7 showed that: 1)
Compared to the AHP method, the AHP-Entropy Weight method significantly
improves the accuracy of the recommendation algorithm and reduces RelaImpr.
This is because the AHP-Entropy Weight method can generate feature extrac-
tion matrices based on different companies’ different requirements for students
with different majors and abilities. The FPS remains unchanged because the
generation of feature extraction matrices does not participate in the inference
stage of the recommendation algorithm. 2) Compared to not using clustering
algorithm, using clustering algorithm significantly improves the inference speed
while slightly decreasing the accuracy and RelaImpr. This is due to the accuracy
loss caused by the use of clustering algorithm.

Table 7. Results of the ablation experiments on student employment recommendation.

Method RelaImpr(%) ACC(%) FPS

w/ AHP 8.89 69.31 149.56
w/ APH-Entropy Weight Method. 5.27 80.04 149.49
w/ Clustering 5.30 80.00 246.73
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Fig. 5. Comparisons of different methods on HNNU-JOB dataset.

Comparison Against Other Methods. The employment recommendation
method proposed in this paper is compared with LR, CB, MF, DeepFM [19],
AutoInt [20], and AFN [21] recommendation methods. Table 8 presents the aver-
age results of 10 experiments for each recommendation method on the self-made
dataset, with the best indicators highlighted in bold. From the experimental
results, it can be observed that for the HNNU-JOB dataset, the proposed method
significantly outperforms similar machine learning methods in terms of accuracy
and FPS. Compared to deep learning-based algorithms, it may lag behind in
terms of accuracy but exhibits a significant lead in terms of FPS. We also plot
the scatter diagram on Fig. 5, which intuitively shows the superiority of our
method.

Table 8. Classification FPS and accuracy comparison against state-of-the art on
HNNU-JOB dataset.

Method FPS ACC(%)

LR 113.00 71.07
CB 105.99 73.41
MF 121.41 74.49
DeepFM 63.42 82.90
AutoInt 50.96 84.99
AFN 77.74 85.77
Our method 246.73 80.00
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5 Conclusion

In this paper, we use the AHP-Entropy Weight method to generate correspond-
ing feature weight vectors for students from different disciplines, considering
their varying competency requirements. To address the slow feature matching
problem in traditional algorithms, we significantly improve matching efficiency
by first matching classes and then matching samples. In this paper, we prove
that if the number of samples in the database is greater than or equal to 6, our
algorithm will have a lower average time complexity than the traditional algo-
rithm. Experimental results demonstrate that our proposed method outperforms
previous algorithms in FPS.
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Abstract. Positron Emission Tomography (PET), known for its sen-
sitivity and non-invasiveness in visualizing metabolic processes in the
human body, has been widely utilized for clinical diagnosis. However,
the procedure of PET imaging requires the administration of a radioac-
tive tracer, which poses potential risks to human health. Reducing the
usage of radioactive tracers leads to lower information content and
increased independent noise. Therefore, the reconstruction of low-dose
PET images becomes crucial. Existing reconstruction methods that learn
a single mapping for low-dose PET reconstruction often suffer from over-
denoising or incomplete information. To address this challenge, this work
investigates the generation of realistic full-dose PET images. Firstly, we
propose a simple yet reasonable low-dose PET model that treats each
reconstructed voxel as a random variable. This model divides the recon-
struction problem into two sub-problems: noise suppression and missing
data recovery. Subsequently, we introduce a novel framework called the
Coordinated Reconstruction Dual Branch Network (CRDB). The CRDB
utilizes dual branches to separately perform denoising and information
completion for PET reconstruction. Moreover, the CRDB leverages the
Fast Channel Attention mechanism to capture diverse and unique infor-
mation from different channels. Additionally, to emphasize pronounced
distinctions, we adopt the Huber loss as the loss function. Quantitative
experiments demonstrate that our strategy achieves favorable results in
low-dose PET reconstruction.

Keywords: Low-Dose PET · PET reconstruction · image denoising

1 Introduction

Positron Emission Tomography (PET) is a valuable tool for cancer detection
and evaluating treatment efficacy [1]. However, the usage of radioactive tracers
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can be found at: “https://ultra-low-dose-pet.grandchallenge.org/Description/”.
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in PET imaging poses health risks [2], especially for vulnerable populations such
as women and children. Insufficient tracer administration leads to noise, artifacts,
and information gaps in the resulting images [3,4], which can mislead doctors
in disease assessment. Additionally, reducing the dose of radiotracer in PET
imaging can lead to several benefits. It can shorten the imaging time, reduce
patient motion artifacts, increase the utilization of the imaging equipment, and
lower the overall costs [5]. Thus, it is essential to develop methods to reconstruct
low-dose PET images to resemble full-dose images closely.

Numerous studies have emerged aiming to generate full-dose PET images
from low-dose PET scans. Deep learning, specifically Convolutional Neural Net-
works (CNNs), has gained popularity in medical images due to their ability
to learn complex patterns [6,7]. In the context of PET image reconstruction,
Xiang et al. [8] proposed a modified U-Net architecture, while Y. Wang et al.
[9] utilized prior conditions to generate corresponding full-dose PET images.
Additionally, by employing style modulation, [10] successfully generated images
with more realistic textures. Nevertheless, existing neural networks commonly
learn a single mapping to remove noise and complete missing information. This
approach overlooks the fact that each voxel of a low-dose PET image follows
a random variable distribution, resulting in either over-denoising or inadequate
information in the final output.

To overcome these challenges, this work focuses on generating realistic full-
dose PET images that provide clear and accurate information for medical pro-
fessionals. We start by proposing a simple yet reasonable low-dose PET model
that treats each reconstructed voxel as a random variable. This model divides
the reconstruction task into two sub-problems: noise suppression and missing
data recovery. To address these sub-problems, we introduce a novel Coordinated
Reconstruction Dual Branch (CRDB) framework. After obtaining the feature
maps using a CNN backbone, CRDB employs a dual branch to perform denois-
ing and information completion separately, facilitating PET image reconstruc-
tion. Additionally, to enhance the extraction of relevant information from mul-
tiple feature maps, CRDB incorporates a lightweight yet efficient Fast Channel
Attention (FCA) mechanism [11] in the dual branch. FCA selectively captures
diverse information suitable for the reconstruction task from the aggregated
features, providing more comprehensive representations for both denoising and
reconstruction. Moreover, we adopt the Huber loss as our loss function to pri-
oritize significant differences. Unlike the L1 loss, Huber loss [12] assigns higher
weights to voxels with larger residuals, thus encouraging the network to focus
more on challenging regions.

In conclusion, our contributions can be summarized into four points:

(1) We introduce a simple yet reasonable low-dose PET model that considers
reconstructed voxels as random variables. This model effectively addresses
the reconstruction problem by splitting it into two sub-problems: noise sup-
pression and missing data recovery.

(2) We propose a novel framework, CRDB. By employing a dual branch app-
roach, CRDB performs denoising and information completion separately to
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achieve PET reconstruction. This approach ensures more accurate and reli-
able results.

(3) We customize an efficient dual-branch architecture and incorporate the FCA
mechanism. FCA effectively captures diverse and relevant information from
the final aggregated features, providing more comprehensive representations
for both denoising and reconstruction processes.

(4) Through qualitative validation, we demonstrate that the PET images gen-
erated by our approach, CRDB, exhibit high similarity to real PET images
in terms of intensity and distribution. This indicates the effectiveness of our
proposed method.

2 Related Work

2.1 Machine Learning-Based Methods

The machine learning methods in PET reconstruction emerged earlier than deep
learning methods. Kang et al. employed a regression forest method to extract
features from low-dose PET and MRI images for predicting the full-dose image
[13]. Wang et al. used the sparse coefficients estimated from the MRI and low-
dose PET images to predict the standard PET image using a mapping strategy
[14]. To further enhance the accuracy of sparse representation estimation, An et
al. adopted a data-driven multilevel canonical correlation analysis scheme that
involves multiple stages or levels of analysis [3]. To address the issue of incom-
plete training sample modalities, Wang et al. developed a semi-supervised triple
dictionary learning method [15]. The experimental results in the paper demon-
strate that incorporating the incomplete dataset is beneficial for the results.
Therefore, if available, the incomplete dataset should be used.

2.2 Deep Learning-Based Methods

Traditional machine learning methods often suffer from long inference times
when testing new cases, and the generated images may exhibit excessive smooth-
ness [16]. As a result, deep learning-based methods have emerged as a promising
alternative.

By employing a contextual strategy, multiple CNN modules are integrated
to learn an end-to-end mapping between low-dose PET and T1 images as inputs
and the corresponding full-dose PET images as outputs [17]. To better facilitate
the contributions of different modalities at different positions in the image, an
adaptive strategy for multimodal fusion is proposed [18]. The results indicate
that this method outperforms traditional multimodal fusion approaches. Sanaei
et al. demonstrated that using multiple different low-dose PET inputs for recon-
struction yields better results compared to using a single low-dose PET [19]. Lei
et al. using CycleGAN, the model learns both the transformation from low-dose
PET to full-dose PET and the inverse transformation, which is the conversion
from generated full-dose images to realistic low-dose PET images [20].
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3 Methodology

As shown in Fig. 1, the pipeline of using CRDB to perform low-dose PET recon-
struction consists of three parts: CNN backbone, reconstruction branch (RB),
and denoised branch (DB). CNN backbone retrieves a sufficient representation
that effectively captures the intrinsic content embedded in the image, it can be
replaced by any network. Then two branches learn the distinctive content rele-
vant to the feature map derived from a CNN output. By utilizing the distinctive
content learned from the feature map, the RB addresses missing information,
while the DB focuses on noise reduction. This coordinated reconstruction pro-
cess ensures that the final output image is both accurate in terms of content and
free from unwanted noise artifacts.

Fig. 1. The overall structure of CRDB. It is divided into (a) CNN backbone, (b)
reconstruction branch, and (c) denoised branch.

3.1 Low-Dose PET Modelling

In the context of low-dose PET, it is widely acknowledged that the images
obtained may not accurately and comprehensively depict the metabolic activ-
ity within the subject’s body due to the limited radiation dose administered.
While these images may lack the clarity and precision required for detailed anal-
ysis, they can still provide some valuable information about localized metabolic
activity. Moreover, when the radiation dose is insufficient, the low-dose PET
images may also contain disruptive noise, which can significantly interfere with
the process of clinical diagnosis. Considering these factors, we can express the
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degradation model associated with low-dose conditions, including noise, in the
following generic way:

x = y − I + N (1)

where x and y represent low-dose PET and full-dose PET, respectively. I repre-
sent the information deduction and N is noise adding to low-dose PET.

3.2 Overall Framework

A common solution for (1) is to train the network to directly learn a mapping
from x to y. However, this naive strategy often leads to sub-optimal results. For
instance, excessive denoising can lead to insufficient information, or the presence
of residual noise can result in information degradation.

To enable the network to simultaneously perform information completion
and denoising, we propose training the network to learn two separate map-
pings corresponding to the aforementioned tasks. Therefore, we have designed a
network architecture called the Coordinated Reconstruction Dual Branch Net-
work(CRDB).

The CRDB architecture consists of several components. Firstly, we employ
a simple CNN backbone to extract the latent content embedded in the low-dose
PET, it can be replaced by any network as long as the final output convolu-
tion layer is removed. Next is the dual-branch module, which incorporates Fast
Channel Attention(FCA) to improve the extraction of desired components from
the various feature maps obtained by the CNN backbone. Finally, the network’s
output is given by:

ŷ = x + ̂I − ̂N (2)

where ŷ and x represent synthetic PET and low-dose PET, ̂I and ̂N are the
outputs of the reconstruction branch and the denoised branch, respectively.

CNN Backbone. The CNN backbone is employed to extract features from low-
dose images and comprises eight convolutional blocks with identical structures.
Half of these blocks are dedicated to encoding, while the other half is used for
decoding. The specific structure is as follows:

Encoder: The first convolutional block is responsible for increasing the dimen-
sionality, while only the last three blocks utilize Max Pooling for downsampling.
Each convolutional block consists of two 3 × 3 × 3 convolutional layers followed
by Batch Normalization and LeakyReLU.

Decoder: The decoder exhibits a similar structure to the encoder except
the downsampling is replaced by upsampling using deconvolution. Moreover,
there are skip connections between the corresponding layers of the encoder and
decoder, which helps to alleviate the loss of valuable information during the
encoding and decoding process.
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Dual Branch. The dual-branch network is composed of a reconstruction branch
and a denoising branch, serving the purpose of supplementing missing informa-
tion and eliminating noise in low-dose PET images. Both branches share the
same structure, consisting of an FCA module followed by a convolutional layer
with kernel size 1.

We define the input feature as Fi, then FCA can be formulated as:

FCA (Fi) = Fi · (1 + σ (Fi (GAP (Fi)))) (3)

where σ represents the Sigmoid activation function, GAP means global average
pooling along the spatial wise, f1c denotes Conv3d with kernel size 1.

3.3 Loss Function

A standard loss function for optimization in low-dose PET reconstruction is the
L1 loss, minimizing the absolute deviations. The reason for not using L2 Loss is
that L1 loss is more robust in the presence of outliers. PET data often contains a
significant number of outliers, and L2 loss can amplify these outliers, leading to
overall performance degradation. Although this produces good results in our test
cases, we found that using the Huber as the loss function yields better results
than L1.

HuberLoss(y, f(x)) =

{

1
2 (y − f(x))2, if |y − f(x)| < δ

δ · |y − f(x)| − 1
2δ, otherwise

(4)

where y and f(x) are the observed and predicted values, respectively. δ is the
threshold.

The difference between the Huber loss function and the L1 loss is that the
Huber loss imposes a relatively larger penalty for significant differences between
the predicted and ground truth images. This characteristic enables the network
to prioritize points with significant differences, directing its attention to the most
important areas during the optimization process. In contrast, the L2 loss func-
tion’s sensitivity to outliers can lead to excessive penalties for the same points
with larger differences, potentially causing the network to overly emphasize these
differences. By using the Huber loss function, excessive sensitivity to such differ-
ences is mitigated, preventing performance degradation, particularly in the case
of whole-body PET images. This balanced approach ensures that the network
maintains robustness while effectively capturing important features for accurate
reconstruction.

3.4 Training Procedure

The training process of the model consists of three steps. Firstly, the backbone
network is trained to extract potential content from the low-dose PET. At this
stage, the denoised branch is fixed, and the model only produces the output from
the reconstruction branch. The loss function for the backbone is as follows:

LB = Huberloss(x + fR(x), y) (5)
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where x and y represent low-dose PET and full-dose PET, respectively. fR is
the output of the reconstruction branch.

Secondly, the denoised network is trained for noise reduction using a method
described in reference [21]. In this step, the low-dose PET is used as the label,
while a noisy version of the low-dose PET is used as the input. At this stage,
the trained backbone is fixed, and the model only produces the output from the
denoised branch. Following the approach described in [22], the network does not
directly output the denoised result, but instead estimates the noise present in
the image.

LD = Huberloss(fD(x + n), n) (6)

where x and n represent low-dose PET and injected noise, respectively. fD is
the output of the denoised branch.

Finally, the reconstructed network is trained with both the backbone and
denoised branch fix. In that case, both the denoised branch and the reconstruc-
tion branch of the model have outputs, which together contribute to the final
result.

LR = Huberloss(x + fR(x) − fD(x), y) (7)

where x and y represent low-dose PET and full-dose PET, respectively.fR and
fD are the outputs of the denoised and reconstruction branches, respectively.

4 Materials and Experiments

4.1 Dataset Description

The datasets used in this study were obtained from the University of Bern, Dept.
of Nuclear Medicine and School of Medicine, Ruijin Hospital [23]. The low-dose
PET is synthesized at dose reduction factor DRF = 100 by randomly selecting
1/100 of the raw count list-mode datasets. Considering the limited number of
training images, we extracted large 3D patches of size 192 × 96 × 96 from each
PET image.

The first dataset was acquired using a United Imaging Healthcare uExplorer
whole-body PET/CT system. 294 patches were extracted from each image. We
randomly selected 180 subjects for training, 10 for validation, and 69 for test-
ing. The second dataset was acquired using a Siemens Biograph Vision Quadra
whole-body PET/CT system. 485 patches were extracted from each image. We
randomly selected 99 subjects for training, 10 for validation, and 50 for testing.

4.2 Experimental Settings

The CRDB was trained using a batch size of 22 with the Adam optimizer.
We trained the backbone for 40 epochs, followed by an additional 10 epochs of
training for the denoised branch and 10 epochs for the reconstruction branch.
We employed a learning rate of 2e-4 that was linearly decreased with a factor of
0.1 and a patience of 5 epochs. To avoid overfitting, an early stopping strategy
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Table 1. Quantitative comparison with four state-of-the-art SPET reconstruction
methods in terms of PSNR, SSIM, and NRMSE.

Method uExplorer dataset Quadra dataset

PSNR NRMSE SSIM PSNR NRMSE SSIM

1% dose PET 45.77 0.0079 0.9850 47.67 0.0053 0.9835

3D-Unet 51.13 0.0035 0.9907 53.54 0.0024 0.9956

3D-cGAN 48.92 0.0049 0.9743 49.36 0.0041 0.9854

DCITN 50.40 0.0038 0.9912 53.04 0.0026 0.9880

StyleGAN 51.33 0.0034 0.9904 54.15 0.0022 0.9963

Proposed 54.09 0.0026 0.9967 55.08 0.0021 0.9930

was applied and was used to terminate the training process when the learning
rate exceeded 2e-6. All the experiments were conducted on a 49GB NVIDIA
RTX A6000 GPU, with the PyTorch framework.

4.3 Comparison with Other Methods

We conducted comparisons between our proposed method and four existing
methods: (1) 3D-Unet [8], (2) 3D-cGAN [9], (3) DCITN [24], (4)StyleGan
[10]. 3D-Unet is an improved U-Net structure for unsupervised PET denois-
ing.DCITN utilized dense connections for CT reconstruction. 3D-cGAN is pro-
posed for PET image synthesis with GAN.StyleGan utilizing the latent space
allows for the generation of image transformations with more realistic texture
features. We use three indicators to study the performance of all methods, includ-
ing normalized mean squared error (NRMSE), peak signal-to-noise (PSNR), and
structural similarity index (SSIM). In Table 1, the experimental results indicate
that our method outperforms other methods in the majority of the metrics. Com-
pared to the second-ranked methods in the uExplorer dataset, CRDB shows an
improvement of 2.73 db in PSNR, an increase of 0.0007 in NRMSE, and an
enhancement of 0.0054 in SSIM.

To better demonstrate the effectiveness of each method, we have also pro-
vided visual comparisons in Fig. 2. The first row shows the comparison between
the images generated by four different methods and our proposed method. The
leftmost and rightmost images correspond to the low-dose image and the full-
dose image, respectively. The second row displays the magnified results within
the red box. It is evident that our method generates images that are closest to
the full-dose image, exhibiting clear edges and fewer artifacts.

4.4 Ablation Study

To validate the proposed Coordinated Reconstruction method, as well as the
effectiveness of the FCA module and Huber loss, we conducted experiments on
the same dataset. For the Coordinated Reconstruction method, we trained the
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Fig. 2. Results of synthetic PET from five methods on uExplorer low-dose PET
dataset.

two branches jointly. The low-dose images were used as inputs, while the cor-
responding full-dose images were used as labels. The final result was obtained
by combining the low-dose input with the outputs from both branches. Regard-
ing the FCA module, we created a separate network without this module and
retrained it using the proposed method. As for the Huber loss, we replaced it
with L1 loss to train the network. The results of the ablation experiments are
presented in Table 2, demonstrating the effectiveness of our proposed method.
It can be observed that our method outperforms the other control groups in all
three metrics, indicating improvements in performance.

Table 2. Quantitative comparison of ablation concerning our methods.

Method PSNR NRMSE SSIM

w/o Coordinated Reconstruction 53.48 0.0027 0.9951

w/o FCA 53.93 0.0027 0.9967

w/o Huberloss 53.59 0.0027 0.9953

CRDB(our) 54.09 0.0026 0.9968

5 Conclusion

Most of the research focuses on designing a network to reconstruct images using
one mapping. In contrast, this work explores how generated images can con-
tain more information with reduced noise. Firstly, we developed a model that
treats low-dose images as the outcome of removing specific information from full-
dose images and subsequently adding noise. Furthermore, we propose a novel
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framework CRDB that aims to accomplish information completion and noise
reduction. To enhance performance and ensure network efficiency, we designed
a dual-branch network following the CNN backbone. The experimental results
demonstrate that our model outperforms others on the low-dose total-body PET
dataset. In future work, our objective is to determine the optimal threshold for
the Huber loss function.
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Abstract. Many real-world networks are dynamic ones whose struc-
ture keeps changing over time. Link prediction in dynamic networks
is more challenging and complex than that in static ones due to their
dynamic nature. However, effectively using the information carried by
dynamic networks can make notable enhancements to prediction accu-
racy. To solve the problem of dynamic network link prediction, this paper
proposes a new supervised method, named THILP. This method treats
link prediction as a regression problem. In this regard, both elaborate
topological and historical features are extracted from multiple snapshots
to represent node pairs, and the RandomForestRegressor algorithm is
adopted to train a prediction model. Extensive experiments are executed
on nine benchmark networks to investigate the effectiveness of the THILP
method. The results show that THILP behaves remarkably better than
baseline methods.

Keywords: Link prediction · Dynamic networks · Topological
features · Historical features

1 Introduction

Nowadays, complex networks are ubiquitous, which range from social networks to
collaboration networks, from biological networks to technological networks, and
from communication networks to transportation networks. As a consequence,
the research of complex networks has been capturing increasing attention of
researchers from diverse disciplines. Among these researches, link prediction,
which aims to uncover missing links in static networks and foretell future con-
nections in dynamic networks, has become an important branch due to its wide
range of applications, such as friendships recommendation in online social net-
works, route planning for material delivery, and protein interactions analysis in
biological networks.
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To address the problem of link prediction, considerable efforts have been
made by researchers [14,29]. Approaches in the literature can be mainly cat-
egorized as similarity-based methods and supervised learning-based methods
[22,26,30]. Similarity-based methods hypothesize that nodes with higher similar-
ity scores are more likely to form connections. Therefore, these methods usually
design effective similarity indexes based on the observed structural information
including common neighbors [1,32], paths [2,28], triangles [4,7,41], and commu-
nity structures [3,38]. For example, the Common Neighbors index [32] defines the
similarity between two nodes as the number of the shared neighbors. Moreover,
the Local Path index [28] considers not only the number of common neighbors
but also the number of paths with length 3 between two nodes. On the other
hand, supervised learning-based methods assess the connections of node pairs
by using some machine learning algorithms [16,23,37,42]. For instance, Fire et
al. [16] proposed a supervised link prediction framework, which trains prediction
models by adopting a set of structural features including nodes features and
link features, and three classification algorithms like RandomForest to predict
missing links in social networks. Xiao et al. [42] presented a prediction method
based on convolutional neural network. Their method integrates multiple fea-
tures obtained by network embedding and word embedding techniques. Li et
al. [23] proposed an ensemble link prediction algorithm, in which four similar-
ity indexes are assembled and two models trained by Logistic Regression and
XGBoost are fused.

Actually, most of networks in the real-world keep evolving with time. For
example, in a social network, the connections between individuals are usually
varying dynamically according to the behaviors of their social partners [20].
These kind of networks are called dynamic networks, which are more precise in
characterizing the complex systems [44]. Compared to link prediction in static
networks, link prediction in dynamic networks is a challenge and complex pro-
cess because of the complex dynamic structure and non-linear varying nature of
dynamic networks [14,36]. On the other hand, the evolution history of a dynamic
network can provide more information to detect potential or future links. In this
regards, Soares and Prudêncio [39] proposed an event-based method that pre-
dicts future links based on the historical information of node pairs. Xu et al.
[43] proposed a label propagation-based distributed temporal link prediction
algorithm, which considers the dynamical properties of the interactions between
nodes. Wu et al. [40] presented a similarity-based dynamic network link pre-
diction method. This method measures the similarity between nodes based on
node ranking and predicts the future similarity between each node pair using
the historical similarity series. Chiu and Zhan [12] proposed a deep learning-
based approach, in which traditional similarity metrics and weak estimators are
employed to represent features of node pairs. Chen et al. [11] designed a super-
vised link prediction method for dynamic networks based on the change of the
topological characteristics of two nodes between adjacent snapshots.

In this paper, we propose a Link Prediction method for dynamic networks
based on both Topological and Historical Information (THILP). THILP is a
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supervised method that gauges the probability of a future connection between
two nodes using a prediction model. The motivation behind the proposed method
is to integrate not only topological features of node pairs extracted from mul-
tiple snapshots but also the historical connecting states of node pairs. In this
regards, the proposed THILP method represents a node pair by the elaborate
topological and historical features, and then trains a forecasting model using
the RandomForestRegressor [6]. The effectiveness of the proposed method is
evaluated on a group of dynamic networks with various topological characteris-
tics. The experimental results show that our method outperforms the baselines
including methods designed for both static and dynamic networks.

2 Problem Definition

To better depict the link prediction problem in dynamic networks, this section
describes the formal definition of dynamic networks and formalizes the problem
of dynamic network link prediction.

For simplicity, this study only considers unweighted and undirected networks.
Let G = (V,E) be a network, where V is the node set and E ⊆ V × V denotes
the link (or edge) set. A dynamic network is represented as a series of snapshot
networks, and the length of time period between any two adjacent snapshots is
supposed to be fixed.

Definition 1. (Dynamic networks). A dynamic network G is constituted of a
sequence of networks, i.e., G = {G1, G2, · · · , GT }, where Gk = (Vk, Ek) (1 ≤
k ≤ T ) is a snapshot at time stamp k, and T represents the number of time
stamps to record the snapshots of G. Here, node sets across different snapshots
are assumed to be the same, i.e., V1 = V2 = · · · = VT = V . But, links may appear
or disappear over time. The adjacency matrix of snapshot Gk is presented as Ak,
in which the element Ak(i, j) = 1 if there is a link between nodes vi and vj at
time stamp t, and Ak(i, j) = 0 otherwise.

Because the network structure of a static network is fixed, link predic-
tion method can only reveal the unobserved links by using the known struc-
tural information of the network. While the structure of a dynamic network
changes over time. Link prediction in a dynamic network can predict new links
on the basis of the structural and temporal information extracted from the
network. In this paper, we use a sequence of snapshots with length L, i.e.,
{Gt−L, Gt−L+1, · · · , Gt−1}, to predict Gt [9,10].

Definition 2. (Dynamic network link prediction). For a dynamic network with
L snapshots, denoted as G = {Gt−L, Gt−L+1, · · · , Gt−1}, the task of dynamic
network link prediction is to predict the network structure at time stamp t accord-
ing to the information of previous L snapshots.
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Fig. 1. Flowchart of the THILP method.

3 The Proposed Method

In this work, we propose the THILP method for link prediction in a dynamic
network, which extracts the features of node pairs from both topological and
historical information of the network, and employs the algorithm of Random-
ForestRegressor [6] to train a prediction model. Figure 1 shows the basic idea
of the proposed THILP method. The detail description of the method will be
presented in what follows.

3.1 Features of Node Pairs

In general, features of node pairs play a crucial role in a supervised link pre-
diction method. Therefore, we elaborate a set of features of node pairs for the
THILP method by considering both topological and historical information from
the network. In the following, both types of features are separately depicted.

Topological Features. Topological features that characterize the relationship
between nodes according to the structures of snapshot networks are commonly
used in many supervised link prediction methods [11,12,45]. As aforementioned,
a host of similarity indexes have been devised for link prediction in static net-
works. In our proposed method, we carefully select six efficient similarity indexes
to represent the affinities between nodes from various aspects of the topological
structure of a snapshot.

Let Gk be a snapshot of the dynamic network G, the six topological features
of a node pair (vi, vj) extracted from Gk are explained as follows.



Link Prediction in Dynamic Networks 207

(1) Common neighbors (CN) [32]. This feature calculates the number of com-
mon neighbors between vi and vj , which is defined as

CNk(i, j) = |Γk(i) ∩ Γk(j)|, (1)

where Γk(i) denotes the neighbor set of node vi in Gk.
(2) Jaccard coefficient (JC) [27]. This feature estimates the affinity between

vi and vj as the ratio of shared neighbors to their total neighbors. The formal
expression reads as

JCk(i, j) =
|Γk(i) ∩ Γk(j)|
|Γk(i) ∪ Γk(j)| . (2)

(3) Adamic-Adar (AA) [1]. The AA index computes the relationship between
vi and vj by penalizes the large-degree common neighbors, which is measured as

AAk(i, j) =
∑

vl∈Γk(i)∩Γk(j)

1
log dk(l)

, (3)

where dk(l) is the degree of node vl in Gk.
(4) Preferential attachment (PA) [5]. The value of PA index is the product

of the degrees of vi and vj , which reads as

PAk(i, j) = dk(i) · dk(j). (4)

(5) Clustering coefficient for link prediction (CCLP) [41]. This feature sums
the clustering coefficients of common neighbors between vi and vj . The formal
definition is

CCLPk(i, j) =
∑

vl∈Γk(i)∩Γk(j)

CCk(l), (5)

where CCk(l) is the clustering coefficient of node vl in Gk, which is computed
as

CCk(l) =
2Δk(l)

dk(l)(dk(l) − 1)
,

where Δk(l) is the number of triangles passing through vl in Gk.
(6) Local path with length 3 (LP3). This measure counts the number of paths

with length 3 connecting vi and vj , which is calculated as

LP3k(i, j) =
∑

vl∈Γk(i)

|Φk(l) ∩ Γk(j)|, (6)

where Φk(l) = Γk(l) − {vi}.
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Historical Features. Intuitively, links are more likely to generated between
nodes that have connected before [20,25]. For example, researchers tend to col-
laborate with others who have co-authored papers. Accordingly, historical states
of node pairs act an important part in link prediction for dynamic networks
[39]. In this paper, we define two historical features that capture the previous
connection states of node pairs for the THILP method.

(1) Temporal label (TL). This feature records the connection state of a node
pair in each snapshot of the dynamic network. For node pair (vi, vj), its value
of TL in snapshot Gk is defined as

TLk(i, j) =
{

1, if Ak(i, j) = 1
0, otherwise (7)

(2) State change (SC). The connection state of a node pair may change
constantly during the evolution of a dynamic network. With the passage of
time, new links may appear and existing links may disappear. To characterize
the changes of connection state of node pairs, we define the feature of SC, which
is estimated using two adjacent snapshots. For node pair (vi, vj), there are four
cases of the change of its connection state from time k − 1 to k: (1) creation of a
new link; (2) removal of the existing link; (3) always connection; and (4) always
unconnection. The formal value of SC is assigned as

SCk(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

1, if Ak−1(i, j) = 0 and Ak(i, j) = 1
−1, if Ak−1(i, j) = 1 and Ak(i, j) = 0

2, if Ak−1(i, j) = 1 and Ak(i, j) = 1
−2, if Ak−1(i, j) = 0 and Ak(i, j) = 0

(8)

3.2 Algorithm of the Proposed Method

The THILP method is a supervised learning method. Thus, to train the predic-
tion model, a training set is a necessary. Algorithm 1 describes the construction
of training set. The input of this algorithm is a sequence of network snapshots
{Gt−L, Gt−L+1, · · · , Gt−1, Gt}, where Gt is used to generate and label node pairs
in training set, and {Gt−L, Gt−L+1, · · · , Gt−1} are employed to extract features
for each node pair. In this algorithm, we put all connected node pairs in Gt, i.e.,
Et, into the training set X. To ensure that X contains balanced classes, we ran-
domly sample the same number of unconnected node pairs as Et from Gt. Those
node pairs are denoted as Ht. Both of Et and Ht compose the samples in X.
Afterward, the feature vector of each node pair in X is calculated and its class is
labeled. If there is a link between two nodes in Gt, the label is positive (denoted
by 1); otherwise, the label is negative (denoted by 0). In total, the length of the
feature vector of a node pair is 8L−1. Here, L is a hyper-parameter that denotes
the number of concerned snapshots. The testing set Y is constructed in a similar
way to the training set, except that the snapshot sequences are composed of
{Gt−L+1, Gt−L+2, · · · , Gt, Gt+1}.

Then, we analyze the time complexity of the algorithm for constructing train-
ing set. Let N denote the number of nodes in the dynamic network and 〈k〉 be



Link Prediction in Dynamic Networks 209

Algorithm 1. Construction of training set
Input: A sequence of network snapshots {Gt−L, Gt−L+1, · · · , Gt−1, Gt}
Output: Training set X
1: U ← all node pairs
2: Et ← all connecting node pairs in Gt

3: Ēt ← U − Et

4: M ← size of Et

5: Ht ← sample(M node pairs from Ēt)
6: X ← Et ∪ Ht

7: for (vi, vj) ∈ X do
8: for k = t − L to t − 1 do
9: Compute 6 topological features for (vi, vj) in Gk

10: Compute TLk(i, j)
11: if k > t − L then
12: Compute SCk(i, j)
13: end if
14: end for
15: if (vi, vj) ∈ Et then
16: (vi, vj) is labeled as 1
17: else
18: (vi, vj) is labeled as 0
19: end if
20: end for
21: return X

the average degree of all nodes in each snapshot. The time complexity of line 1
for generating U is O(N2), and those of lines 2 ∼ 6 are not larger than O(N2).
Given a node pair, we can conclude that the computational complexity for com-
puting its feature vector is O(L 〈k〉3) based on the analysis in Ref. [37]. With the
help of adjacency matrix, the time complexity for labeling the node pair is O(1)
(lines 15 ∼ 19). Since L 	 M , where M is the size of Et, the time complexity
of lines 7 ∼ 20 is O(M 〈k〉3). As a result, the time complexity of Algorithm 1 is
O(N2 + M 〈k〉3).

After getting the training set and testing set, we feed the training set to
RandomForestRegressor [6] to train a prediction model. Then the probability
that a testing node pair belongs to positive class is predicted by the trained
model.

4 Performance Evaluation

In this section, we evaluate the performance of the THILP method experimen-
tally on nine dynamic networks in comparison with seven baseline methods.
All link prediction algorithms in our experiments are implemented in Python
3.61 with the graph package of NetworkX2 and the machine learning package of
1 https://www.python.org/.
2 http://networkx.github.io/.

https://www.python.org/
http://networkx.github.io/
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Table 1. The basic topological characteristics of nine networks. |V | and |E| denote
the number of nodes and unique links, respectively. ρ represents the network density
and C is the average clustering coefficient. 〈k〉 and H indicate the average degree and
degree heterogeneity [29], respectively. τ and TN are the length of time period and the
number of snapshots, respectively.

Networks |V | |E| ρ C 〈k〉 H τ TN

Rado 167 3,251 0.2345 0.59 38.93 1.66 1 month 9

DNC 1,891 4,465 0.0025 0.21 4.72 15.52 2 months 6

Vast 400 895 0.0112 0.04 4.47 2.41 1 day 10

Forum 899 7,046 0.0175 0.06 15.68 2.16 1 month 5

Reality 96 2,539 0.5568 0.75 52.9 1.14 1 month 7

Hyper 113 2,196 0.3470 0.53 38.87 1.22 6 h 7

Mess 1,899 15,737 0.0087 0.11 16.57 3.18 1 month 6

Enron 151 1,612 0.1423 0.52 21.35 1.36 6 months 9

Digg 30,398 86,312 0.0002 0.01 5.68 4.95 3 days 5

scikit-learn3. In THILP, most of the parameters of RandomForestRegressor are
set as the default values except random state and max features. The value of
random state is set to be 10, and the value of max features is determined by the
GridSearch algorithm. The candidate range of max features is [0.4, 1].

4.1 Datasets, Baselines and Evaluation Metrics

Datasets. To verify the superiority of the THILP method, nine dynamic net-
works are used in our experiments. (1) Radoslaw-email (Rado): This is an inter-
nal email communication network between employees of a mid-sized manufactur-
ing company [31]. A link presents an email communication from one employee to
another. This network contains email interactions from January 2010 to Septem-
ber 2010. (2) DNC-email (DNC): This is email network leaked from the Demo-
cratic National Committee (DNC) in 2016 [35]. Nodes in the network correspond
to persons. A directed edge denotes that a person has sent an email to another
person. It covers the period from January to December 2016. (3) Vast: This is
a cellphone communication network deriving from the VAST 2008 Challenge,
which recorded cellphone calls of 400 people during 10 d [18]. (4) UCI-forum
(Forum): This network was collected from an online social forum of students
at University of California, Irvine in 2004 [33]. The network recorded student’s
activity in the forum between May and October 2004. (5) Reality-Mining (Real-
ity): This network is composed of cellphone calls between a small set of students
at the Massachusetts Institute of Technology, collected by the Reality Mining
experiment performed in 2004 [15]. The network contains data from Septem-
ber 2004 to January 2005. (6) HyperText (Hyper): This network describes the

3 https://scikit-learn.org/stable/.

https://scikit-learn.org/stable/
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face-to-face contacts of the attendees of the ACM Hypertext 2009 conference in
Turin, Italy over three days from June 29 to July 1, 2009 [21]. (7) UCI-messages
(Mess): Similar to Forum, this network records the sent messages between the
students from the University of California, Irvine in an online community [34].
It covers the period from April to October 2004. (8) Enron-email (Enron): This
is an email communication network between the employees of Enron company
in the period from January 1999 to July 2002 [35]. (9) Digg: This is a reply
network of the social website Digg [13]. In the network, nodes represent users
and directed edges denote replays between users. The dataset covers a period
from October 29 to November 13 2008.

In this study, all benchmark networks are treated as unweighted and undi-
rected ones. The basic topological characteristics of these networks are summa-
rized in Table 1. It is worth pointing out that this table only lists the number
of unique links in each network. In addition, to represent a network as a series
of snapshots according to the time window τ , some snapshots are merged into
adjacent ones due to data incomplete. In Table 1, T denotes the number of snap-
shots in each network after necessary merging operations. From this table, we
can observe that the characteristics of these networks are diverse. For instance,
Reality is a very small network, but Digg is a large one; Reality has an extremely
high clustering coefficient, whereas the coefficients of Vast, Forum and Digg are
exceedingly low; Vast contains 10 snapshots, while Forum and Digg have only
five snapshots.

Next, a training set and a testing set are generated for each benchmark net-
work. To construct the training set, we use the sequence of [G1, G2, · · · , GT−1].
As demonstrated in Algorithm 1, node pairs in the training set are extracted
from and labeled according to GT−1. The features of these node pairs are com-
puted from [G1, G2, · · · , GT−2]. Similarly, the testing set is obtained based on
[G2, G3, · · · , GT ].

Baseline Methods. In our experiments, the proposed THILP method is com-
pared with four static methods, i.e., CN [32], JC [27], PA [5] and AA [1], and
three dynamic methods, i.e., event-based score method (EVENT) [39], DTLPLP
[43] and DyLiP [11]. For the method of EVENT, there are three constant factors
(c, i and r), and a decay factor (α). In our experiments, we adopt the best val-
ues experimentally verified in Ref. [39]. That is, c = 0.25, i = 1, r = −0.5, and
α = 0.05. The DTLPLP method has two parameters, namely decay factor δ and
the weight influence factor α. According to the experimental results in Ref. [43],
DTLPLP performs best when δ = 0.6 and α = 0.2. The same parameter settings
are used in this work.

Evaluation Metrics. To quantify the accuracy of link prediction methods,
three commonly used metrics, namely, AUC [29], Precision [19], and Ranking
score [8], are adopted in this study.
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In this paper, AUC measures the probability that a randomly selected pos-
itive node pair has a higher similarity score than a randomly selected negative
node pair. In implementation, if among n times of independent comparisons,
there are n1 times that the positive node pair has a higher score and n2 times
that they have the same score, then AUC value is computed as

AUC =
n1 + 0.5 × n2

n
. (9)

Precision is defined as the proportion of correctly predicted links among
the predicted ones. In implementation, we sort all node pairs in testing set in
descending order according to their connection probabilities or similarity scores.
If among the top-R node pairs, r node pairs are correctly predicted, then Preci-
sion is computed as

Precision =
r

R
. (10)

In this paper, R is the number of all positive links in testing set.
In the case in this paper, Ranking score focuses on the ranks of positive links

in the ranked list of all testing node pairs in descending order based on their
connection probabilities. The formal calculation of Ranking score is

RS =
1

|Ep|
∑

e∈Ep

re

|Y | , (11)

where Ep is the set of positive links in testing set Y , and re denotes the rank of
a positive link e.

4.2 Results and Analysis

Analysis of Different Features. The proposed THILP method uses six struc-
tural features (i.e., CN, JC, AA, PA, CCLP, and LP3) and two temporal fea-
tures (i.e., TL and SC) to represent a node pair as a vector. In this subsection,
we experimentally analyze the importance of these features. Figure 2 shows the
importance of each feature, under the measure of Gini coefficient, for different
networks. The value of each feature is the average over different snapshots. From
this figure, one can see that the importance of each feature fluctuates strongly
over networks. There is no feature that is always important. For the network of
Vast, temporal features, especially SC, are very important, whereas structural
features except PA are extremely unimportant. On the contrary, structural fea-
tures are more significant than temporal features on the networks of Hyper and
Enron. What’s more, PA has higher importance than other structural features
in most cases; the importance of SC is always higher than that of TL. In general,
SC and PA are two most important features. SC has the highest importance on
Rado, Vast, and Forum, while PA has the highest importance on DNC, Reality,
Hyper, Mess, and Digg. Meanwhile, most structural features except PA have
higher importance on Hyper and Enron than other networks. From Table 1, we
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Fig. 2. Importance of each feature in terms of Gini coefficient.

observe that the topological characteristics of Rado, Vast, and Forum are diverse.
In our opinion, this phenomenon is the normal case because SC is a temporal
feature, which has no close relationship with topological characteristics. How-
ever, the topological characteristics of DNC, Reality, Hyper, Mess, and Digg, on
which PA is most important, are also very different. From Fig. 2, we find that the
importance values of PA on these networks are also inconsistent. For example,
the value on Reality is less than 0.1, whereas that on Digg is more than 0.3.
It is rational that the topological characteristics of Reality and Digg have large
differences. Although the values of PA on DNC and Reality are very close, these
two networks differ widely in their topological characteristics. In addition, the
other structural features, e.g., CCLP, get high importance on Hyper and Enron
maybe caused by the high clustering coefficients and large average degrees of
these networks. However, Rado and Reality also have high clustering coefficients
and large average degrees, CCLP is not important on them. In conclusion, the
factors that give rise to the importance of features are very complex.

Subsequently, we perform another experiment to verify the advantage of
adopting both topological information and historical information in the proposed
THILP method. In this experiment, three versions of the proposed method, i.e.,
using only topological information (denoted as THILP1), using only historical
information (denoted as THILP2), and using both kinds of information (denoted
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Table 2. Accuracy of three versions of the proposed method. THILP1 uses only topo-
logical information, THILP2 uses only historical information, and THILP3 uses both
kinds of information.

Networks THILP1 THILP2 THILP3

Precision AUC Precision AUC Precision AUC

Rado 0.833 0.910 0.869 0.904 0.874 0.946

DNC 0.654 0.811 0.608 0.728 0.680 0.841

Vast 0.669 0.739 0.972 0.983 0.981 0.997

Forum 0.781 0.839 0.788 0.870 0.871 0.932

Reality 0.841 0.909 0.868 0.921 0.858 0.925

Hyper 0.527 0.547 0.580 0.634 0.556 0.585

Mess 0.709 0.785 0.614 0.643 0.722 0.791

Enron 0.804 0.864 0.793 0.814 0.821 0.874

Digg 0.608 0.687 0.387 0.503 0.610 0.686

as THILP3), are considered. The experimental results measured by Precision and
AUC are outlined in Table 2. It is evident from the table that using both topo-
logical and historical information simultaneously in the proposed method (i.e.,
THILP3) obtains the best results except on Reality, Hyper, and Digg. On Digg,
the accuracy of both THILP1 and THILP3 is exceedingly close and is much
larger than that of THILP2. The reasons caused these outcomes can be found
from Fig. 2, which manifests that the feature of PA is overwhelmingly important,
while the features of SC and TL have almost no importance on Digg. On Real-
ity, THILP3 has the best AUC, and the second best Precision. On the network
of Hyper, all three versions of the proposed method achieve very low accuracy.
Figure reffig:importance shows that the importance scores of all features are very
smaller on Hyper. On the other side, Hyper is a face-to-face contacts network
of the attendees of a conference. So, there is a certain degree of randomness in
the appearance of links. As a consequence, it is hard to predict new contacts for
this network.

Comparison with Baselines. In summary, the above experimental results
suggest that considering both topological and historical information simultane-
ously in the proposed method is a proper choice.

In this subsection, we perform an experiment to evaluate the accuracy of the
proposed method in comparison with baselines. The prediction results, in terms
of Precision, AUC, and Ranking score, of the proposed method and baselines on
these networks are shown in Fig. 3. From the Precision results in Fig. 3(a), one
can see that the proposed THILP method achieves the best performance on all
networks except Hyper and Enron. Specially, on DNC, Vast, Forum, and Mess,
THILP remarkably outperforms baselines. On the network of Vast, the Precision
score of THILP is up to 0.981. In other words, THILP can correctly predict more
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(a) Precision

(b) AUC

(c) Ranking score

Fig. 3. Accuracy of THILP and baselines on 9 networks.

than 98% links that will appear in Vast. The Vast network is composed of call
data of 400 people within 10 d. In such a network, historical information plays
an important role to predict new links. If two people frequently contacted each
other in the last 9 d, they are likely to contact again in the 10th day. According
to Table 1, this network is prediction unfriendly [17] since its clustering coeffi-
cient is very small. Therefore, common neighbors-based methods, such as CN
and AA, fail to uncover future links [24]. Because considering both topologi-
cal and historical information, and the topological information containing more
than common neighbors-based features, the THILP method attains excellent
performance under the metric of Precision on the network of Vast. Similarly,
the EVENT method also obtains very high Precision on Vast since it also takes
historical features into account. But the Precision results of DTLPLP and DyLip
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(a) Precision (b) AUC

Fig. 4. Accuracy of THILP with different number of snapshots.

are not so decent over Vast. For the network of Forum, due to the high impor-
tance of both SC and PA, the proposed THILP method attains the Precision
score of nearly 0.9, which is much larger than those of baselines. In addition,
most methods perform well on Rado, Reality, and Enron owing to their high
clustering coefficients.

Figure 3(b) demonstrates the AUC results of all methods on these nine net-
works. From this figure, it can be found that the THILP method is superior to
baselines in terms of AUC except on Hyper. As aforementioned, the formation of
links in Hyper has randomness to some extent. Thus, all methods get low AUC
scores over the network. On Vast, THILP still achieves the extremely high accu-
racy; the AUC score approximates 1. And the AUC of EVENT is second only to
that of THILP. What’s more, the improvements of THILP on Forum and Mess
are apparent. Although both networks have similar characteristics (see Table 1),
historical features play a vital role in Forum while topological features act a
pivotal part in Mess. In addition, PA performs the best among all baselines on
Forum and Digg caused by the intense importance of PA in these two networks.

Finally, Fig. 3(c) displays the Ranking scores of all methods. It worthwhile
to note that Ranking score is the smaller the better. Similar with the results in
Figs. 3(a) and 3(b), the results in terms of Ranking score in Fig. 3(c) show that
the THILP method performs better than baselines in most cases. Specifically,
on DNC and Vast, the Ranking scores of THILP are conspicuously lower than
those of baselines.

In summary, the THILP method is greatly superior to the baselines under
the three metrics in most of cases.

Influence of Network Snapshots. In Definition 2, link prediction in dynamic
networks is defined as predicting future links according to the information of
previous L snapshots. In this experiment, we test the prediction accuracy of
the THILP method with different number of previous snapshots. To this end,
we select the networks of Rado, Vast and Enron since they have more snap-
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shots than others. The experimental results are presented in Fig. 4, in which Ts

denotes the time stamp of the start snapshot. It can be seen from the figure
that both Precision and AUC show a downward trend with the increase of Ts.
This indicates that the loss of snapshot information will lead to a decrease in
prediction accuracy.

Furthermore, the changing trends of three networks are not similar. The accu-
racy of Enron is relatively stable with different number of snapshots, whereas
Vast shows a obviously downward trend especially when Ts > 5. This circum-
stance is caused by the different length of time period of a snapshot. The time
period of Vast is very short, which is only 1 day. Reducing the number of snap-
shots will drastically decrease the available information. In result, the prediction
accuracy over Vast drops significantly when less snapshots are used. Oppositely,
the network of Enron has a particularly long time period, which is 6 months.
Accordingly, a small number of snapshots can also provide sufficient informa-
tion. As a result, the prediction performance over Enron decreases slowly when
reducing the number of snapshots. Meanwhile, the changing trend of Rado net-
work is between the trends of Vast and Enron because the size of the time period
of Rado is also between them of Vast and Enron.

In summary, it can be concluded that the prediction accuracy will be reduced
when decreasing the number of snapshots. However, for networks with long time
period, we can appropriately reduce the number of snapshots to improve com-
putational efficiency.

5 Conclusion

In this paper, we investigated the problem of link prediction for dynamic net-
works. We proposed to address the problem by regarding it as a supervised
learning problem, in which the connection probability of a future link is gauged.
To this end, we elaborated a set of features that integrates both topological and
historical information to represent node pairs. Then, a prediction model was
trained using the RandomForestRegressor algorithm.

To analyze the performance of the proposed method, extensive experiments
were implemented on nine benchmark networks in comparison with seven base-
line methods. Experimental results manifested that (1) the importance of dif-
ferent features in the proposed method is diverse; (2) using both topological
and historical features is a proper choice; (3) the proposed method outperforms
baselines in most cases; and (4) reducing the number of snapshots will decrease
the prediction accuracy.
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21. Isella, L., Stehlé, J., Barrat, A., Cattuto, C., Pinton, J., Van den Broeck, W.:
What’s in a crowd? analysis of face-to-face behavioral networks. J. Theor. Biol.
271(1), 166–180 (2011)



Link Prediction in Dynamic Networks 219

22. Kumar, A., Singh, S.S., Singh, K., Biswas, B.: Link prediction techniques, appli-
cations, and performance: a survey. Phys. A 553, 124289 (2020)

23. Li, K., Tu, L., Chai, L.: Ensemble-model-based link prediction of complex networks.
Comput. Netw. 166, 106978 (2020)

24. Li, L., Xu, S., Leng, M., Fang, S., Chen, X.: Predicting top-L missing links: an
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Abstract. Multiplex networks are often used to describe the relation-
ship of different properties between the same group of entities in real
complex system, in which nodes represent entities and links in different
layers represent connections of different properties between entities. The
key to link prediction in multiplex networks lies in (1) making full use of
the information provided by each layer of a network; (2) effectively fusing
the information provided by each layer of the network together. In this
paper, we propose a method based on regression and conditional prob-
ability, called MRCP, in which the feature vectors of node pairs are the
vectors proposed in our previous work. This method combines intralayer
probability and interlayer information to predict missing links in multi-
plex networks. Firstly, the intralayer probability is calculated by using
regression algorithm based on intralayer information. Then the condi-
tional probability of link existence is calculated by using the auxiliary
layer information. Finally, both probabilities are combined for link pre-
diction. In order to verify the effectiveness of the method, we conducted
experiments on 8 real datasets. The experimental results show that the
prediction performance of this method is better than compared methods.

Keywords: Link prediction · Multiplex networks · Supervised
regression · Feature extraction

1 Introduction

Many complex systems in the real world can be modeled as complex networks,
such as social networks [12,31], biological networks [6,11], and collaboration net-
works [36]. The study of complex networks can help us understand the nature of
real systems. Link prediction, which aims to predict missing or upcoming links in
a network, has become a hotspot in complex network analysis and drawn increas-
ing attention of researchers from various disciplines [16,25]. Link prediction has
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a wide range of applications in both reality and theory, such as recommend-
ing new friends for users, suggesting products to customers, planning routes for
material delivery, and investigating network evolution mechanisms.

In the past, a majority of link prediction approaches focused on single-layer
networks, in which all node belong to the same type and all links are also of
the same kind. However, the connection types between entities in a host of real
world systems are not limited to one type, but may include multiple types. For
instance, the same group of people might have different relationships because
they are friends, family members or colleagues. This kind of systems can be
modeled as multilayer networks [2,14]. Particularly, if the nodes across different
layers in a multilayer network are the same, this network is a multiplex network
[4]. Therefore, a multiplex network is a special multilayer network. In this paper,
we concentrate on the link prediction problem in multiplex networks.

Some researches [5,17,24] have reported that the topological characteristics
of different layers in a multiplex network are indeed interrelated to some extent.
As a consequence, link prediction in multiplex networks should make full use of
the structure information of all layers. A number of recent studies [20,22,35] have
proved that the prediction accuracy in a multiplex network can be enhanced by
leveraging the structure information of all layers. Thereby, traditional link pre-
diction methods that only adopt the structure information derived from single-
layer networks are unable to efficaciously solve the link prediction problem in
multiplex networks. On the other hand, how to effectively integrate the infor-
mation drew from different layers is still a big challenge.

To date, many scholars begin to study the problem of link prediction in mul-
tiplex networks. Abdolhosseini-Qomi et al. [1] proposed a method called ML-
BNMTF to solve the problem of link prediction in multiplex networks, which
considers the inter-layer community overlap. Rezaeipanah et al. [26] used super-
vised classification to solve the problem of link prediction in multiplex networks
including Twitter and Foursquare, and proposed three groups of features based
on node structure, self-path and meta path. Tang et al. [31] developed an iter-
ative degree penalty algorithm, named IDP, for inter-layer link prediction in
multiplex networks. Sharma et al. [29] predicted the possibility of target links in
the target layer according to whether there are links in other layers. Yao et al.
[35] proposed a method called NSILR, which combines the topology information
between layers and within layers to predict links by calculating the correlation
between layers. Najari et al. [22] put forward a probability-based model, which
uses Logistic Regression to obtain the probability of link existence based on
intra-layer features. Samei et al. [27] defined a similarity index that combines
intra-layer similarity and inter-layer similarity to predict spurious links in a mul-
tiplex network. Luo et al. [20] designed a new multi-attribute decision-making
method to solve the link prediction problem in multi-layer networks.

The key to link prediction in multiplex networks lies in (1) making full use
of the information provided by each layer of network; (2) effectively fusing the
information provided by each layer of network together. In this paper, we pro-
pose a method based on regression and conditional probability using the feature
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vector proposed in our previous work, referred to as MRCP (Multiplex network
link prediction based on Regression and Conditional Probability). The MRCP
method combines the intra-layer probability and the inter-layer information. The
intra-layer probability is calculated by using regression calculation on the intra-
layer information, and the inter-layer information considers the connection state
of the node pairs in auxiliary layers. In order to prove the effectiveness of the
MRCP method, we conducted experiments on 8 real networks. The experimental
results show that the prediction performance of MRCP is better than baseline
methods.

2 Preliminaries

2.1 Problem Description

To better understand the link prediction problem in multiplex networks, this
section introduces the concept of multiplex networks and formalizes the problem
of link prediction.

A multiplex network with k layers and N vertices can be denoted by G =
(G1, G2, . . . , Gk), where Gi = (Vi, Ei) represents the network of layer i, and
each layer of the network G has the same set of nodes, i.e., |V1| = |V2| = · · · =
|Vk| = N . Let the layer α be the target layer network, denoted as Gα, and
the remaining layers as the auxiliary layers, denoted as Gβ1 , Gβ2 , . . . , Gβk−1.
The link prediction problem in multiplex networks is to forecast the missing or
future links in any layer by using information extracted from intra-layer and
inter-layer.

2.2 Link Prediction Method in Single Layer Networks

Common Neighbors (CN). [23] measures the similarity of two nodes by
calculating the number of paths of length 2 between them, which is

CN (x, y) = |Γ (x) ∩ Γ (y)| , (1)

where Γ (x) denotes the neighbor set of node x.

Resource Allocation (RA). [38] is inspired by the process of resource prop-
agation and believes that the similarity between node x and y is related to the
number of resources that x can propagate to y through their common neighbors.
The specific definition is

RA (x, y) =
∑

z∈Γ (x)∩Γ (y)

1
kz

, (2)

where kz is degree of node z.
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Jaccard Coefficient (JC). [18] considers the influence of the sum of the
degrees of the two endpoints on the basis of CN. For two pairs of nodes with the
same value of CN, the greater the sum of the endpoint degrees, the less likely a
link will be generated between them. Namely,

JC (x, y) =
CN (x, y)

|Γ (x) ∪ Γ (y)| . (3)

Preferential Attachment(PA). [3] calculates the similarity of two nodes as
the product of the degrees of these two nodes, which is

PA (x, y) = kx · ky. (4)

2.3 Link Prediction Method in Multiplex Networks

NSILR (Node Similarity Index Based on Layer Relevance). [35] indi-
cates that the similarity scores of node pairs in target layer α are not only con-
tributed by the intra-layer structure information from layer α, but also depend
on the inter-layer structure information extracted from other layers. The higher
the correlation between layer βi and layer α, the greater the contribution of layer
βi [35]. For a node pair (x, y) in target layer α, NSILR first calculates its simi-
larity score within each layer based on the traditional existing methods, such as
CN and RA. Then, all scores are aggregated to estimate the similarity of node
pair (x, y) in the multiplex network, which is defined as

Sα (x, y) = (1 − ϕ) simα (x, y) + ϕ

k∑

i=1,βi �=α

μαβisimβi (x, y) , (5)

where sim∗ (x, y) is the similarity score depending on the intra-layer information
from layer ∗. μαβi denotes the relevance between layers α and βi, which can be
acquired by calculating the Global Overlap Rate (GOR) or Pearson Correlation
Coeffcient (PCC) between layers. The tunable parameter ϕ, which lies in the
interval [0,1], is used to adjust the influence of information from intra-layer and
inter-layer.

LAA (Likelihood Assignment Algorithm). [29] also takes the information
from all auxiliary layers of the network into account. The final score is assigned
as a weighted combination of scores of different layers. The weights are estimated
by checking the link correspondence between two layers using likelihood of a link
being present in the target layer given the link is present in the auxiliary layer
[29]. The formal definition is

Sα (x, y) =
k∑

wβi
I(x, y, βi), (6)

where wβi
is the weight of layer βi. If the link (x, y) is found to be present in

layer βi, the value of I(x, y, βi) is 1; otherwise, the value is 0.
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LPIS (Link Prediction Accounting Interlayer Similarity). [22] proposes
a probabilistic-based model to calculate the probability of link existence by using
intra-layer features. Then these probabilities along with inter-layer similarity are
used to obtain the final probabilities of link existence [22]. The mathematical
expressio of LPIS is

Sα (x, y) = (1 − ϕ) Sα
intra (x, y) + ϕSα

inter (x, y) , (7)

Sα
inter (x, y) =

{∑
k Sα

intra (x, y) × Rαβi (x, y) , if I(x, y, βi) = 1∑
k (1 − Sα

intra (x, y)) × (
1 − Rαβi (x, y)

)
, if I(x, y, βi) = 0

(8)

where Sα
intra (x, y) is the existence probability of link (x, y) in target layer α. Rαβi

is the similarity of link (x, y) between layers α and βi, which can be obtained
by calculating Average Similarity of the Neighbors (ASN) [37] or Asymmetric
Average Similarity of the Neighbors (AASN) [22].

3 The Proposed Method

We propose a link prediction method based on regression and conditional proba-
bility, named MRCP, for multiplex networks. The motivation of MRCP is making
full use of the information of all layers of a multiplex network can obtain better
prediction performance.

3.1 Intra-layer Predictor Based on Regression

When we calculate the probability that the target node pair has links in the
target layer, we still use the features proposed in our previous work [28]. Among
them, the feature FAL (Friendship in auxiliary layers) reflects the relationship
between the node pairs in the auxiliary layers, so we do not consider it when
calculating the probability in the layer. Therefore, this paper extracts eight fea-
tures CN, RA, JC, PA, LA, ACC, CCLP and FoN (Friendship of neighbors)
from the target layer to construct the feature vector of the node pair, and uses
the regression algorithm to calculate the probability of the existence of links
between nodes.

3.2 Interlayer Information Based on Conditional Probability

In this study, MRCP considers two cases when combining the auxiliary layer
information. (1) the probability of the existence of links in the target layer when
there are links in the auxiliary layer. (2) The probability of link existence in the
target layer when there is no link in the auxiliary layer. Let P 1

βi
and P 2

βi
denote

the possibility of the existence of links in the target layer with and without links
in the auxiliary layer, respectively. The formula is as follows,

P 1
βi

= P (edges in layer α|edges in layer βi) =
|Eα ∩ Eβi

|
|Eβi

| , (9)
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P 2
βi

= P (edges in layer α|edges not in layer βi) =

∣∣Eα ∩ Ēβi

∣∣
∣∣Ēβi

∣∣ , (10)

where Eα and Eβi
represent the set of existing edges in layer α and layer βi,

respectively. Ēβi
denotes the set of nonedges in layer βi.

3.3 Definition of MRCP

In MRCP, the similarity score of a node pair is mainly composed of two parts.
(1) Intralayer infomation: Use the information extracted from the target layer to
construct the feature vector of the node pair, and then use the regression algo-
rithm to calculate the probability of the link in the target layer; (2) Interlayer
information: In the case of whether there is a link between the target node pair
in the auxiliary layer, the probability that there is a link between the node pair
in the target layer. After obtaining the conditional probability of the node’s con-
tribution to the existence of the target layer and the auxiliary layer information,
MRCP is finally defined as:

MRCPα(x, y) = ϕSα
intra(x, y) + (1 − ϕ)

k−1∑

i=1

Pβi
, (11)

Pβi
=

{
P 1

βi
, if I(x, y;βi) = 1

P 2
βi

, if I(x, y;βi) = 0

where ϕ is an adjustable parameter with a value range of [0, 1], which is used to
adjust the influence of target layer information and auxiliary layer information.
k represents the number of layers of the multiplex network, Sα

intra(x, y) is the
probability of existence of link (x, y) in layer α, Pβi

is the contribution of the
auxiliary layer βi.

4 Datasets and Evaluation Metrics

4.1 Datasets

In order to fairly measure the performance of the link prediction method, in this
article, we select 8 real multiplex networks from different fields, and their brief
descriptions are as follows:

(1) Vicker [32]: Multiplex social network among 29 seventh graders in a school in
Victoria, Australia. It is composed of 3 layers of sub-networks, corresponding
to contact, best friend and co-working.
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(2) CS [21]: A multiplexsocial network among 61 employees of the Department
of Computer Science of Aarhus University. The network consists of 5 types of
online and offline relationships, namely Facebook, leisure, work, cooperation,
and lunch.

(3) CKM [8]: A multiplex interactive network between doctors. It is composed
of 246 nodes and 3 layers, and each layer of sub-network corresponds to
asking for advice, discussing cases, and friends.

(4) Lazega [10,30]: A multiplex network of partners. It is composed of 71 nodes
and 3 layers of sub-networks, which correspond to co-working, friendship
and advice.

(5) CElegans [7,9]: A multilplex neuron network of Caenorhabditis elegans. It is
composed of 279 nodes and 3 layers of sub-networks, each layer of network
corresponds to different synaptic connection methods: electrical, chemical,
and multiple.

(6) Krackhardt [15] :The multiplex network consists of 3 layers, each of which
represents the relationship of seeking advice, friends, and reporting work
among 21 high-tech company managers.

(7) Kapferer [13]: This multiplex network describes the interaction between
workers in a tailor shop in Zambia. It contains a total of 39 nodes and
4 layers, of which two layers record the interactions related to work and
assistance; the other two layers represent friendship and social emotional
relationships.

(8) TF [22]: A multiplex network composed of 1565 users and 2 layers of
sub-networks, each layer of sub-networks is collected from Twitter and
Foursquare.

This article treats all networks as undirected and unweighted networks, and
their basic structure information is listed in Table 1. In addition, Fig. 1 shows
the overlap rates between layers of each network.

4.2 Evaluation Metrics

We use Precision and AUC (Area Under Curve) to measure the effectiveness of
our method.

(1) Precision First, we rank each edge according to its probability score of
existence. The precision value refers to the proportion of the actual number
of edges l among the top L edges. Namely,

Precision =
l

L
. (12)

(2) AUC Randomly take one link from EP
α and one link from Pα − EP

α , then
compare the scores of this two links. In n-times comparison, the number of
times that the link in EP

α has a higher score is n1, and the number of times
that the two have the same score is n2. Then the calculation formula of
AUC is:

AUC =
n1 + 0.5 ∗ n2

n
. (13)



228 N. Shan et al.

Table 1. Basic structure information of 8 multiplex networks. N represents the
number of nodes, |E| represents the number of links in each layer of the network,
and r and C represent the assortativity coefficient [38] and the clustering coeffi-
cient [33], respectively.〈k〉 is the average degree, 〈H〉 represents degree heterogeneity
(〈H〉 =

〈
k2

〉
/〈k〉2) [19], e represents network efficiency.

Network layer N |E| r C 〈k〉 〈H〉 e

Vicker 1 29 240 –0.161 0.754 16.552 1.099 0.796

2 29 126 –0.152 0.681 8.690 1.275 0.635

3 29 152 –0.110 0.713 10.483 1.250 0.666

CS 1 60 193 0.005 0.673 6.433 1.213 0.398

2 32 124 0.003 0.540 7.750 1.227 0.591

3 25 21 0.017 0.268 1.680 1.389 0.097

4 47 88 –0.010 0.392 3.745 1.514 0.347

5 60 194 –0.213 0.640 6.467 1.665 0.475

CKM 1 215 449 –0.137 0.260 4.177 1.494 0.122

2 231 498 –0.098 0.260 4.312 1.348 0.115

3 228 423 0.102 0.211 3.711 1.237 0.100

Lazega 1 71 717 0.020 0.522 20.197 1.166 0.633

2 69 399 0.079 0.498 11.565 1.314 0.528

3 71 726 –0.079 0.509 20.451 1.167 0.640

CElegans 1 253 517 –0.116 0.202 4.087 2.163 0.253

2 260 888 –0.081 0.186 6.831 1.788 0.331

3 278 1703 –0.078 0.288 12.252 1.668 0.409

Krackhardt 1 21 145 –0.265 0.765 13.810 1.064 0.845

2 21 79 –0.224 0.566 7.524 1.225 0.684

3 21 20 –0.672 0.000 1.905 1.916 0.404

Kapferer 1 39 158 –0.183 0.458 8.103 1.347 0.567

2 39 223 –0.051 0.498 11.436 1.226 0.638

3 35 76 –0.082 0.310 4.343 1.506 0.470

4 37 95 –0.165 0.335 5.135 1.556 0.446

TF 1 1564 14090 –0.098 0.131 18.018 3.386 0.327

2 1508 18471 –0.041 0.344 24.497 3.775 0.353

5 Experimental Results and Analysis

5.1 Experimental Setting

The division of training set and test set in this paper is the same as our previous
work. In the next experiment, we randomly select 80% of the edges from Eα as
ET

α , and the remaining edges are marked as EP
α . All experimental results are

the average of 10 independent experiments. We use the Networkx package to
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Fig. 1. Interlayer overlap rates of 8 multiplex networks.

Fig. 2. The change of AUC value of MRCP under different value of ϕ.

extract features, select the RandomForest Regressor algorithm to calculate the
probability of link existence in the target layer, and use the scikit-learn machine
learning package to implement the regression algorithm. The value of L when
calculating Precision is set to |EP

α |.

5.2 Influence of Parameter ϕ

The free parameter ϕ included in the MRCP method ranges from 0 to 1, and
is used to adjust the contribution of the information in the target layer and
the information of auxiliary layers. In this section, we set the value of ϕ to
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Fig. 3. The change of Precision value of MRCP under different value of ϕ.

[0.0, 0.1, ..., 1.0]. By observing the changes of AUC and Precision at different
values of ϕ, we analyze the influence of the parameter ϕ on the performance of
MRCP and determine the best value of ϕ.

Figure 2 shows the prediction results of MRCP in eight networks with differ-
ent values of ϕ when AUC is used as the evaluation index. When the value of ϕ
is 0.0, it is equivalent to using only the information of auxiliary layers; when the
value of ϕ is 1.0, it is equivalent to using only the information of target layer.

Figure 3(a) shows the AUC value obtained by the MRCP method under dif-
ferent values of ϕ in Vicker. It can be seen from the figure that when each layer
of Vicker are used as the target layer, the AUC value shows the same changing
trend with the change of the value of ϕ. As the value of ϕ increases, the value of
AUC gradually increases, and then gradually decreases after reaching the peak.
This shows that when each layer of Vicker is used as the target layer, combining
the information of target layer and auxiliary layers at the same time can get a
better prediction effect. In addition, the AUC value when ϕ = 0.0 is higher than
the AUC value when ϕ = 1.0, which shows that using only the auxiliary layers
information in the Vicker network will obtain a better prediction effect than
using only the target layer information. This discovery is very useful for solving
the cold start problem [35]. In each layer of the remaining 7 networks, most of
the predicted results have the same trend as Vicker, so the same conclusion can
be obtained.

It can be seen from Fig. 3(b) that the change trend of the third layer and
fourth layer of CS is consistent with that of Vicker network, but in the first layer,
the second layer and the fifth layer, the AUC value when ϕ is 0.0 is lower than
that when ϕ is 1.0. Combined with Table 1 and Fig. 1(b), we can find that the
AUC value of layer 1, layer 2 and layer 5 of CS is lower than that when ϕ is
1.0. The overlap rate of this layers is lower than other layers, but the links in
this layers are dense. Using only the target layer can obtain more information
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than only using the auxiliary layers, so that better prediction results can be
obtained. In addition, in all sub-networks of CS, the change trend of AUC first
increases to the peak value and then decreases with the increase of the value
of ϕ, which indicates that the better effect can be obtained by combining the
information within and between layers in CS network. The same phenomenon
can be observed in all layers of TF, the first layers and the third layer of celegans
and the second layer of lazega.

In addition, it is worth noting that Fig. 3(f) shows that in Krackhardt’s third
layer, the AUC value decreases almost all the time with the increase of the
value of ϕ, and the prediction effect obtained by using only the auxiliary layer
information (when ϕ = 0.0) is much better than that obtained by using only
the target layer information (when ϕ = 1.0). From Table 1, we can find that
Krackhardt’s third layer contains very few links, so the information obtained
from the target layer is very limited. In addition, Fig. 1(f) shows that all the
links in Krackhardt’ third layer exist in first layer, and 60% of the links appear
in layer 2. The super high overlap rate with the auxiliary layer leads to more
auxiliary layer information, which can better improve the prediction effect.

Specifically, when ϕ = 1.0, the AUC values of CS’s third layer and Krack-
hardt’s third layer have a larger decrease, which is very different from the
other layers. From Table 1, we found that the third layers of both networks
are extremely sparse. Without the help of other layers (i.e., ϕ = 1.0), there are
no enough information to predict links in these layers.

Figure 3 shows the prediction results of MRCP in eight networks with dif-
ferent values of ϕ when precision is used as the evaluation index. It can be
seen from the figure that the average precision value of MRCP in the eight net-
works increases first with the change of ϕ value, and then decreases gradually
after reaching the peak value. CS, celegans and TF networks are slightly dif-
ferent from the other five networks. The average precision of MRCP method at
ϕ = 0.0 is less than that at ϕ = 1.0. It can be seen from Fig. 1(f) that the overall
network overlap rates of the three networks are low, so the prediction effect is
not good only by using the auxiliary layer information.

In summary, we can get two conclusions. (1) Compared with using only the
target layer information (ϕ = 1.0), the addition of auxiliary layer information can
improve the performance of link prediction; (2) When ϕ = 0.1, MRCP can get
the best prediction effect in most networks. Therefore, in the next experiment,
we set the value of ϕ to 0.1.

5.3 Comparison with Other Multiplex Network Methods

In this section, we compare MRCP with LAA, LPIS and NSILR to prove the
effectiveness of MRCP. In the experiment, we use AUC and Precision to measure
the experimental results. In addition, the parameters selection in NSILR method
and LPIS are consistent with the previous articles [28].

The results shown in Table 2 are the prediction performance of MRCP and
these 3 existing multiplex network link prediction methods in 8 networks when
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Table 2. AUC value of each method on 8 multiplex networks.

Network Layer MRCP LAA LPIS NSILR

Vicker 1 0.8856 0.8196 0.7125 0.8455

2 0.9486 0.9299 0.7960 0.8372

3 0.9094 0.8833 0.7766 0.8808

Average 0.9145 0.8776 0.7617 0.8545

CS 1 0.9232 0.8051 0.9201 0.9294

2 0.8924 0.7517 0.9194 0.9090

3 0.9260 0.9140 0.7340 0.6500

4 0.9133 0.8776 0.8281 0.8075

5 0.8872 0.7720 0.8616 0.8797

Average 0.9084 0.8241 0.8526 0.8351

CKM 1 0.8858 0.7949 0.6676 0.6787

2 0.8803 0.8134 0.6705 0.7118

3 0.7990 0.7235 0.6273 0.6755

Average 0.8550 0.7773 0.6551 0.6887

Lazega 1 0.9010 0.8521 0.7897 0.8390

2 0.8623 0.7850 0.8703 0.8743

3 0.8601 0.8069 0.7884 0.8189

Average 0.8745 0.8147 0.8161 0.8441

CElegans 1 0.7699 0.6500 0.6278 0.6720

2 0.9263 0.8576 0.7304 0.7350

3 0.8922 0.6935 0.7991 0.8317

Average 0.8628 0.7337 0.7191 0.7462

Krackhardt 1 0.6908 0.6415 0.6713 0.7093

2 0.6923 0.6367 0.7041 0.7092

3 0.6625 0.7031 0.4938 0.4125

Average 0.6819 0.6604 0.6231 0.6103

Kapferer 1 0.8266 0.7871 0.6843 0.7897

2 0.8013 0.7524 0.6837 0.7914

3 0.8703 0.8511 0.5815 0.6864

4 0.8134 0.7848 0.6465 0.7236

Average 0.8279 0.7939 0.6490 0.7478

TF 1 0.9346 0.6738 0.8021 0.8149

2 0.9571 0.6324 0.9176 0.9400

Average 0.9459 0.6531 0.8599 0.8775
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Fig. 4. Average Precision value of each method on 8 multiplex networks.

Fig. 5. The change of the average AUC value of MRCP under different training set
ratios.

AUC is used as the evaluation index. The results are the average of 10 inde-
pendent experiments. We boldly indicate the optimal value of each layer of the
network and the optimal value of the average value of each layer of the network.
It can be seen intuitively from Table 2 that when AUC is used as an evaluation
index, the overall performance of the MRCP method is the best. In all networks,
the highest average AUC is obtained by the MRCP method. Figure 4 shows
the average Precision value of these 4 methods on 8 multiplex networks. From
the figure, we can see that the average Precision value obtained by the MRCP
method in the 8 networks is the best among the 4 methods. In summary, the
MRCP method can solve the link prediction problem in multi-layer networks
more effectively than the other three methods.
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To further compare the performance of these four multiplex network link
prediction methods, we set the proportions of the training set to 90%, 80%, 70%
and 60% respectively, and observe the performance of the four methods in differ-
ent training set proportions. The results are shown in Figures 1–5. The results in
the figures are the average of 10 independent experiments. Observing Fig. 5, we
can see (1) As the proportion of the training set increases, the overall trend of
the average AUC value of the four methods in each network is gradually increas-
ing. This is because more sufficient training information will make the increase
of n1 and the decrease of n2 (see the definition of AUC in Formula 13). This
phenomenon is also reflected in single-layer networks [34], indicating that single-
layer networks and multiplex networks are the same in some properties, so it is
valuable to consider extending the methods in single-layer networks to multiplex
networks. (2) Regardless of how the proportion of the training set changes, the
MRCP method performs optimally in all networks except Karackhardt, which
reflects the effectiveness of the MRCP method. (3) When the proportion of the
training set is reduced from 90% to 60%, in the 7 networks except Karackhardt,
the change of the AUC value of the MRCP method is very small compared with
the NSILR and LPIS methods, which shows that the MRCP method has Better
robustness. In addition, as the proportion of the training set changes, the AUC
value of the LAA hardly changes. This is because the LAA method mainly cal-
culates the possibility of the existence of the link in target layer based on the
existence of the link in auxiliary layers. Therefore, the change in the percentage
of deleted links in the target layer has little effect on its results.

In summary, compared with LAA, LPIS and NSILR, MRCP has better pre-
diction performance. In addition, compared with the NSILR and LPIS methods,
the MRCP method has better robustness. Since the MRCP method uses the
same feature vector as our work [28] when calculating the intralayer probability,
the outstanding performance of the MRCP method once again illustrates the
effectiveness of our extracted features.

6 Conclusion

In this paper, we proposed a link prediction method MRCP based on regression
and conditional probability for multiplex networks, which combines intra-layer
probability and inter-layer information to predict missing links in the network.
In order to prove the effectiveness of the MRCP method, we conducted experi-
ments on 8 real networks and compared them with the three methods, namely
LAA, LPIS and NSILR. The experimental results show that our MRCP achieves
superior performance compared to baseline methods. In the future, leveraging
the technique of graph neural networks to perform link prediction in multiplex
networks will be a research trend.
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19. Lü, L., Zhou, T.: Link prediction in complex networks: a survey. Phys. A 390(6),

1150–1170 (2011)
20. Luo, H., Li, L., Zhang, Y., Fang, S., Chen, X.: Link prediction in multiplex networks

using a novel multiple-attribute decision-making approach. Knowl.-Based Syst.
219, 106904 (2021)

21. Magnani, M., Micenkova, B., Rossi, L.: Combinatorial analysis of multiple networks
(2013)

22. Najari, S., Salehi, M., Ranjbar, V., Jalili, M.: Link prediction in multiplex networks
based on interlayer similarity. Phys. A 536, 120978 (2019)



236 N. Shan et al.

23. Newman, M.E.: Clustering and preferential attachment in growing networks. Phys.
Rev. E Stat. Phys. Plasmas Fluids Relat. Interdiscip. Topics 64(2), 4 (2001)

24. Nicosia, V., Bianconi, G., Latora, V., Barthelemy, M.: Growing multiplex networks.
Phys. Rev. Lett. 111(5), 058701 (2013)

25. Pandey, B., Bhanodia, P.K., Khamparia, A., Pandey, D.K.: A comprehensive sur-
vey of edge prediction in social networks: techniques, parameters and challenges.
Expert Syst. Appl. 124, 164–181 (2019)

26. Rezaeipanah, A., Ahmadi, G., Sechin Matoori, S.: A classification approach to link
prediction in multiplex online ego-social networks. Soc. Netw. Anal. Min. 10(1),
27 (2020)

27. Samei, Z., Jalili, M.: Discovering spurious links in multiplex networks based on
interlayer relevance. J. Complex Netw. 7(5), 641–658 (2019)

28. Shan, N., Li, L., Zhang, Y., Bai, S., Chen, X.: Supervised link prediction in mul-
tiplex networks. Knowl.-Based Syst. 203, 106168 (2020)

29. Sharma, S., Singh, A.: An efficient method for link prediction in complex multiplex
networks. In: 2015 11th International Conference on Signal-Image Technology &
Internet-Based Systems (SITIS), pp. 453–459. IEEE (2015)

30. Snijders, T.A.B., Pattison, P.E., Robins, G.L., Handcock, M.S.: New specifications
for exponential random graph models. Sociol. Methodol. 36(1), 99–153 (2006)

31. Tang, R., Jiang, S., Chen, X., Wang, H., Wang, W., Wang, W.: Interlayer link pre-
diction in multiplex social networks: an iterative degree penalty algorithm. Knowl.-
Based Syst. 194, 105598 (2020)

32. Vickers, M., Chan, S.: Representing Classroom Social Structure. Victoria Institute
of Secondary Education, Melbourne (1981)

33. Watts, D.J., Strogatz, S.H.: Collective dynamics of small-world networks. Nature
393(6684), 440–442 (1998)

34. Yang, J., Zhang, X.D.: Predicting missing links in complex networks based on
common neighbors and distance. Sci. Rep. 6(1), 1–10 (2016)

35. Yao, Y., et al.: Link prediction via layer relevance of multiplex networks. Int. J.
Mod. Phys. C 28(08), 1750101 (2017)

36. Yu, Q., Long, C., Lv, Y., Shao, H., He, P., Duan, Z.: Predicting co-author rela-
tionship in medical co-authorship networks. PLoS ONE 9(7), e101214 (2014)

37. Zhao, D., Li, L., Peng, H., Luo, Q., Yang, Y.: Multiple routes transmitted epidemics
on multiplex networks. Phys. Lett. A 378(10), 770–776 (2014)
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Abstract. Networked self-service terminals (NSST) are intelligent devices that
are widely used in various fields. They can provide convenient services and inter-
actions, but they also face various security threats. Traditional security protection
models are often based on the division of trust boundaries, treating the internal of
the terminal as a trusted area, and the external of the terminal as an untrusted area.
However, in the application scenarios of self-service terminals, the concepts of
internal and external have become blurred, and the security problems have grad-
ually emerged. The traditional boundary security model can no longer meet their
security needs. To solve this problem, a zero-trust model for NSST is proposed.
This model is based on the security framework of the NIST zero-trust model,
which no longer assumes that any area or component is trustworthy, but instead
usesmulti-level,multi-dimensional, and dynamic security policies to achieve com-
prehensive and real-time monitoring and protection of the terminal. On this basis,
the characteristics and security requirements ofNSST are analyzed, and the overall
architecture and core components of the zero-trust model are designed, including
identity authentication, access control, data encryption, behavior audit, permis-
sion management and other aspects. The protection of NSST is achieved by the
collaboration of components.

Keywords: Zero trust model · Self-Service Terminal · Network Security ·
Security Protection

1 Introduction

1.1 Research Background and Motivation

With the continuous progress of internet technology and the popularization of intelli-
gent hardware devices, more and more devices are connected to the internet, making
the transmission of information more convenient and efficient. Connected devices are
widely used in various fields due to their advantages of self-service, efficiency, and con-
venience. However, the openness, interconnectivity, and programmability of Networked
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Self-Service Terminals (NSST) have also made them targets for hackers and malicious
software intrusion, resulting in security risks for these interconnected devices.

In addition, with the rise of mobile internet and the IoT, the application scenarios of
connected self-service devices are becoming increasingly widespread, such as in fields
such as banking, hospitals, catering, retail, etc. Although their popularization and use
have improvedwork efficiency and service quality, they have broughtmore security risks.
For example, on a bank ATM, malicious software can steal user account information
and passwords; On hospital self-service registrationmachines, hackers can cause serious
consequences by tamperingwith the system. These security issues also pose increasingly
serious security threats and challenges to these networked self-service terminals.

1.2 Research Purpose and Significance

This article aims to design a Zero TrustModel (ZTM) for NSST to improve their security
and reliability. On the basis of the existing ZTM, combined with the characteristics and
security requirements of NSST, a feasible and referential Zero trust security model is
proposed to provide more comprehensive and rigorous technical support and guarantee
for the security of self-service terminals. Through the relevant research in this article,
new ideas can be provided to address the security threats and challenges faced by NSST,
improve the security and reliability of self-service terminals, and ensure the privacy of
users and the security of enterprise data.

Theoretically, the Zero trust security model is a technical means based on authenti-
cation, authorization, encryption, audit, etc., which transfers the basic point of network
security from traditional border defense to fine-grained control of data flow, and real-
izes the comprehensive coverage of network security. Compared to traditional boundary
defensemodels, ZTMs paymore attention to data security protection and can better adapt
to the changes in security threats and attack methods in modern network environments
[1]. In network terminals such as NSST, the ZTM can improve data security, reduce the
occurrence of security vulnerabilities, and reduce security risks.

In a practical sense, the security issues of online self-service devices have attracted
widespread attention and attention.With the popularization of the Internet and the devel-
opment of technology, online self-service devices have become an indispensable part of
people’s lives, involving important fields such as finance, healthcare, and transportation,
and their security is particularly important. The Zero trust security model can effectively
solve the security problem of NSST, improve the security and reliability of devices,
and protect users’ privacy and asset security. Therefore, adopting the Zero trust security
model can provide more comprehensive and rigorous security guarantee for NSST, pro-
tect user information and enterprise data from threats, and maintain social stability and
security.

1.3 Research Status and Issues

With the continuous development of network security technology, Zero Trust Models
(ZTMs) have gradually become one of the current research hotspots. Domestic and
foreign scholars have achieved a series of achievements in the research of ZTMs.
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Among them, the Beyond Corp model proposed by Google and the ZTM proposed
by Forrester are representative ZTMs. Google’s Beyond Corp model is a ZTM based
on cloud computing and network security technology, aimed at protecting Google’s
internal network and cloud services through a borderless security architecture. This
model achieves fine-grained control of the network by using a unified authentication and
authorization mechanism to control user access rights and authenticate and authorize
devices and applications [2]. Forrester’s ZTM emphasizes fine-grained control over
devices, users, applications, and data to improve network security. This model achieves
security protection of data by usingmultiple authentication and access control techniques
[3].

Domestic researchers of China have also been involved in the research of ZTMs, but
compared to foreign countries, they are still in the early stages. At present, the domestic
research mainly focuses on the theory, and has not formed a relatively mature Zero trust
security model.

Although the ZTM has achieved certain results in network security, it still has sig-
nificant results in only some areas. Firstly, most of the existing ZTMs are designed for
centralized network environments such as data centers and cloud computing, without
in-depth research in the field of NSST. Secondly, the existing ZTM lacks an effective
defense mechanism against security issues in NSST, such as identifying and defending
security vulnerabilities in old operating systems used by NSST. Therefore, these unsafe
factors that may expose a large area of the internal network at any time are the starting
point of this study. This study will provide new ideas for eliminating security threats in
NSST through the basic theory of existing zero trust models.

2 Overview of the Zero Trust Model

2.1 The Origin and Evolution of the Zero Trust Model

At present, more and more organizations and enterprises have established their own
information systems on the network, and these information systems often need to inter-
act with external networks, which makes the network security problem more complex
and serious. The traditional boundary security concept believes that there is a clear
boundary between the internal network and the external network. By setting firewall,
intrusion detection, access control and other security measures on this boundary, the
security of the internal network can be effectively protected. However, with the rise of
cloud computing, mobile office and other emerging technologies, the boundary between
the internal network and the external network is gradually blurred, which makes the
traditional boundary security concept more and more difficult to meet the challenges of
network security. In order to address this challenge, ZTMs have emerged.

2.2 The Core Concept of the Zero Trust Model

ZTM is a network security architecture based on minimizing trust. Its core idea is not
to trust any user, device, application or network traffic, but to require authentication and
access control in every link [4]. The emergence of the ZTM indicates that traditional
border security concepts are no longer able to meet the requirements of today’s network
security, and a more advanced and flexible security architecture is needed.
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3 Analysis of Security Issues in NSST

3.1 Application Scenarios and Characteristics of NSST

Networked self-service terminal is a terminal device that can provide various self-service
services. It is connected to the backend server through the internet, and users can purchase
goods, query information, and handle various services through these terminal devices.
These terminal devices can be deployed in various public places or within enterprises,
such as shopping malls, stations, airports, hospitals, banks, etc. At stations and airports,
NSST can provide services such as flight and train schedules, ticket purchases, board-
ing, and pick-up. In hospitals, NSST can provide services such as registration, payment,
drug collection, and medical reimbursement. In banks, NSST can provide services such
as withdrawal, transfer, and account inquiry. It can be said that NSST have a wide
range of application scenarios in various industries, providing users with a more conve-
nient service experience. Under the widespread application of NSST, it also has some
characteristics:

1. Self-service: NSST provide self-service, allowing users to freely choose the required
service content withoutmanual intervention, thereby reducing labor costs andwaiting
time.

2. Intelligent: The online self-service terminal is equipped with various sensing devices,
scanners, speech recognizers, etc., which can identify user needs and provide
corresponding services, achieving intelligent interaction.

3. Efficiency: NSST can operate 24 h a day without interruption, with a wide range of
services and the ability to provide services to multiple users simultaneously, thereby
improving service efficiency.

4. Scalability: NSST can access and control remote servers through network connec-
tions, and service content can be expanded and updated at any time.

However, the widespread application of NSST has also brought some security issues.
Due to the connection between NSST and the internet, they may face the threat of being
invaded by network attackers.

3.2 Analysis of the Current Situation of Security Issues in NSST

In modern society, more and more self-service terminals use the Internet for data trans-
mission and interaction to meet people’s various needs. The widespread application of
NSST has brought many security threats and attack methods, but the existing security
defense measures are insufficient to resist these potential risks. Therefore, NSST are
prone to posing threats to data and software in the following aspects [5]:

1. Network Security: The operating system and software versions are too old: Many
NSST use operating systems and software versions that are too old and vulnerable
to known vulnerabilities. Hackers can use these vulnerabilities to invade the system
or obtain sensitive information. Unable to upgrade patches in a timely manner: Even
with new vulnerability patches, many NSST cannot upgrade in a timely manner. This
allows hackers to exploit vulnerabilities to attack systems, while terminal operators
or enterprises fail to fix vulnerabilities in a timely manner and cannot respond quickly
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to attack events. Improper device management: Many NSST have improper device
management, such as using weak passwords, not changing default passwords, and not
configuring firewalls correctly, which can easily allow hackers to invade the system.

2. Software Security: Security issues with third-party software: Many NSST require
the installation of third-party software or applications, which may have inherent
vulnerabilities or security risks. Hackers can exploit these vulnerabilities for attacks.

Security issues with their own software: The software used by NSST may also
have vulnerabilities or security risks, such as lack of good code specifications, lack of
security testing, and other issues. Lack of timely software updates: Software suppliers
may not update their software in a timely manner, resulting in known vulnerabilities
not being repaired in a timely manner, leading to opportunities for hackers to exploit.

3. Manage Security: Datamanagement:NSSTusually require users to provide personal
sensitive information, such as account number, password, ID number, etc. If the user
information management of NSST is not in place or there are insufficient security
measures to protect users’ sensitive information, there is a risk of information leakage.
In terms of device management: The management of NSST is also prone to problems,
such as untimely maintenance, inadequate security measures, and administrators’
excessive trust in the system. These management problems may lead to a decline in
system security, which may lead to Data breach or other security problems.

3.3 Security Threats and Attack Methods of NSST

With the increase in the number of NSST, the security threats and attack methods they
face are becoming increasingly diverse and complex. By analyzing the security threats
and attack methods faced by NSST, it can provide a basis for the subsequent design of
ZTMs.

1. Network Security:

DDoS attack: Hackers may exhaust the network bandwidth of self-service devices
by sending a large amount of malicious traffic to the network where the devices are
located, resulting in the devices being unable to function properly.

Malicious software attack: Hackers may inject malicious software (such as viruses,
trojans, etc.) into self-service devices, causing them to be controlled or stealing internal
data.Port scanning attack: Hackers may scan the open ports of self-service devices to
identify vulnerabilities and exploit them for attacks.

Man-in-the-middle attack: hackers may obtain or tamper with the communication
content by cheating the communication between self-service devices and servers to steal
data or control the devices.Identity authentication attack: Hackers may obtain the login
password of self-service devices through violent cracking or social engineering attacks,
thereby gaining control of the device.

2. Software Security:

Buffer overflow attack: hackers may send data exceeding the buffer capacity to the
device, crash the device program and run malicious code to control the device.

SQL injection attack: hackers may attack the database of the device and steal or
tamper with data by injecting malicious SQL statements.
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XSS attack: Hackers may inject malicious script code into the device to attack the
device’s web application, achieving the goal of controlling the device or stealing user
data.

Reverse engineering attack: hackers may find vulnerabilities or weaknesses in equip-
ment through Reverse engineering of equipment programs, and use these vulnerabilities
or weaknesses to attack.

Encryption algorithm attack: Hackers may attack the data security of devices by
analyzing the encryption algorithm or key used, such as stealing encrypted data or
tampering with encrypted data.

3. Manage Security:

Unauthorized access attack: Hackers may obtain unauthorized access to self-service
devices by deceiving or attacking administrator credentials, in order to obtain sensitive
data or control the device.

Remote attack: Hackers may control devices or steal sensitive information by
remotely accessing administrator accounts or management interfaces.

4 Design of a ZTM for NSST

4.1 Analysis of Security Requirements for NSST

Network and information security refer to a three-dimensional system structure that
involves multiple aspects of content, based on the structural characteristics of the net-
work, taking different measures from different network levels and system applications to
improve and defend [6]. Therefore, it is necessary to analyze the security requirements
of NSST and provide ideas for future security solutions based on the ZTM. For the
security needs of NSST, the following aspects can be considered:

1. Authentication and Authorization: NSST require authentication and authorization
of users, and only users who have passed the authentication and authorization can
perform corresponding operations. Therefore, it is necessary to deploy effective iden-
tity authentication and authorization mechanisms on devices, such as the use of multi
factor identity authentication (MFA) and other technologies to ensure the legitimacy
and credibility of user identities.

2. Data Protection: NSST typically involve the collection and processing of user sen-
sitive information, so a series of technical measures need to be taken to protect the
security and privacy of these data. For example, technologies such as encrypted trans-
mission, data classification and labeling, data backup and recovery are used to ensure
the security of data during transmission and storage.

3. Malicious Behavior Detection and Prevention: NSST need to have the ability to
detect and prevent malicious behavior, such as intrusion detection, threat intelli-
gence analysis, antivirus software, and other technologies. These technologies can
effectively prevent hacker attacks, malicious software, and other threats.
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4. Operational Audit and Risk Assessment:NSST need to have the ability to conduct
operational audit and risk assessment, track users’ operational behavior, and conduct
risk assessment and threat analysis on devices. These technologies can detect abnor-
mal operations and risk events in a timely manner and take timely measures to handle
them.

5. Management and Operation:NSST need to have effective management and opera-
tion measures, such as device configuration management, vulnerability management,
software updates, backup and recovery measures. These measures can ensure the
stability and safety of equipment operation, and promptly handle equipment failures
and safety incidents.

4.2 Design of a Security Solution for NSST Based on ZTM

The core idea of the ZTM based on the NIST framework is "never trust, always verify",
which means that no device, user, or request should be trusted by default, but each access
request should be fully authenticated, authorized, and encrypted to protect resources
and data [7]. At the same time, based on the characteristics of self-service, intelligence,
efficiency, and scalability of NSST, as well as the analysis of the security requirements
of networked autonomous terminals, a specific security solution based on the ZTM will
be designed from the following aspects.

1. Develop access strategies: sort and classify NSST and related resources, identify
all sensitive and non sensitive data and applications in the system, and establish
corresponding asset lists. Develop access policies based on asset inventory, including
authentication, access authorization, and access restrictions for different users and
devices.

2. Implement network segmentation:By isolating NSST from other devices, network
segmentation is implemented to prevent horizontal movement attacks.

3. Strengthen identity authentication: Use multi factor identity authentication to ver-
ify the user’s identity, and protect the user’s identity information through hardware,
software, and other technical means.

4. Implement permission management: implement the Principle of least privilege
based on the roles and responsibilities of users to ensure that users can only access
the resources they need.

5. Monitoring and response: Detect and respond to security events by implementing
real-time monitoring and response mechanisms to prevent hacker intrusion and Data
breach.

6. Implement data encryption: Encrypt sensitive data to ensure its security during
transmission and storage.

4.3 Security Framework and Process for NSST

Based on the above security scheme design, in order to address the security issues of
NSST, this study designed a security framework based on the ZTM to adapt to the
scenarios of NSST. Firstly, in this model framework, users, terminals, and data are
considered untrustworthy. The security framework is shown in Fig. 1 and consists of the
following components:
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Fig. 1. Safety framework based on NIST ZTM

1. Core components:
A. Data: All data involved in the scenario of NSST.
B. User: A person who uses an online NSST.
C. Device: The NSST device used by the user.
D. Resources: Network resources that need to be accessed by NSST.
E. Self-service terminal: A NSST device provided to users.
F. Policy Engine: A system that evaluates and authorizes access requests from users,

devices, and NSST based on predefined rules and conditions.
G. Policy administrator: The person or system responsible for defining and updating

access policies.
2. Logic components:

A. Policy Execution Point (PEP): A system or software module that executes access
control between users, devices, or NSST and resources.

B. Policy Decision Point (PDP): A system or software module that allows or denies
access requests based on the output of the policy engine.

C. Policy Management Point (PMP): A system or software module responsible for
distributing access policies defined by policy administrators to various PEPs and
PDPs.

D. Policy Information Point (PIP): Refers to a system or software module that
provides relevant information required by the policy engine.

E. Terminal Management Point (TMP): Refers to the system or software module
responsible formanaging the configuration, updates,monitoring, andmaintenance
of NSST.

3. Functional components:
A. Identity authentication: The process of verifying the identity of users, devices,

and NSST, such as using multi factor authentication technology.
B. Device authentication: The process of verifying whether devices and NSST meet

security requirements.
C. Data access strategy: The process of protecting data from leakage or tampering

during transmission and storage, such as using encryption, signature, hash, and
other technologies.
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D. Securitymonitoring and response: refers to the process ofmonitoring Réseau Sen-
tinelles activities, detecting and responding to potential security threats, such as
using log analysis, intrusion detection, alarm notification and other technologies.

E. Terminal security: The process of protecting the hardware and software of NSST
from attacks and damage, such as using physical locks, cameras, firewalls, and
other technologies.

F. Threat intelligence: Collect, process, and analyze data to understand the motives,
targets, and attack behaviors of threat actors, helping us make faster, wiser, and
more data-supported security decisions.

Compared to theNIST, themain difference of this security architecture is the addition
of self-service terminal components and the addition of terminal management points for
centralized management of NSST, as well as terminal security functions to protect the
security of NSST in real-time.

The process of this security framework in the scenario of NSST is as follows:

1. Users use devices to connect to NSST and initiate requests to access resources.
2. PEP intercepts requests and sends access requests and related information to PDP,

such as the identity, attributes, status, etc. of users, devices, and NSST.
3. PDP evaluates and authorizes access requests based on the output of the policy engine,

and returns the decision to allow or deny to PEP.
4. The policy engine evaluates and authorizes access requests based on the access poli-

cies defined by the policy administrator and relevant information obtained from PIP,
such as threat intelligence, SIEM system analysis results, etc.

5. PEP executes PDP’s decisions, and if access is allowed, forwards the request to the
resource; If access is denied, an error message is returned to the user.

6. Data access policies protect data from leakage or tampering during transmission and
storage, such as using encryption, signature, hashing, and other technologies.

7. Terminal security protects the hardware and software of NSST from attacks and
damage, such as using physical locks, cameras, firewalls, and other technologies.

8. TMP manages the configuration, update, monitoring, and maintenance of NSST to
ensure their normal operation.

5 Discussion and Outlook

5.1 Discussion on the Advantages and Disadvantages of a ZTM for NSST

The traditional network boundary-based security protection model determines the secu-
rity level of the object to be protected based on the sensitivity of business and information,
and divides it into security zones. Then, relevant technologies are used for security iso-
lation to achieve protection for each security zone [8]. However, due to the inability of
traditional security models to adapt to higher intensity attack scenarios targeting NSST,
this paper proposes a ZTM for NSST, which emphasizes the verification and authoriza-
tion of all devices and users, and even within the internal network, all traffic needs to
be audited and restricted, thereby improving the security and reliability of the system.
Here are the advantages and disadvantages of the ZTM:
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1. Advantages:

More secure: The ZTM can better protect the security of the system and reduce the
risk of malicious attacks by verifying and authorizing devices and users.

More reliable: The ZTM can better ensure the reliability of the system and reduce the
risk of system failure by auditing and limiting all traffic.

More flexible: The ZTM does not rely on specific network structures or devices, can
adapt to different network environments and device requirements, and has more flexible
deployment methods.

More controllable: The ZTM audits and restricts all access requests, enabling better
management of user and device access permissions and enhancing system controllability.

2. Disadvantages:

Single point risk: Zero trust is a strong control architecture, and the control of resources
is concentrated on the gateway. Therefore, once a Single point of failure occurs, thewhole
business will be interrupted.

Risk of centralized permissions: The zero trust architecture converges and concen-
trates many risks, reducing management costs. However, if centralized management is
out of control, it will also bring greater risks;

Complexity risk: The ZTM requires auditing and limiting all traffic, requiring the
deployment of a large number of security devices and technologies, which increases the
complexity of the system.

High cost risk: The ZTM requires verification and authorization on all devices and
users, requiring a significant investment of cost and effort.

5.2 Future Development Prospects of ZTM for NSST

The ZTM for NSST is the future development direction in the field of security for NSST.
On the one hand, in terms of technology, the future ZTM will rely more on the support
of advanced technologies such as security chips, artificial intelligence, and blockchain
to improve security and credibility. The development of these technologies will provide
more possibilities and support for the application of ZTMs. On the other hand, in terms
of application, future ZTMs will pay more attention to the expansion and adaptability
of application scenarios. ZTMs for NSST can be applied to more fields, such as smart
homes, industrial control, and so on.

Overall, the ZTM for NSST is the development direction in the future security field
of NSST, and will become an important means of ensuring the security of NSST.

6 Conclusions

This article proposes aZTMforNSSTbased on theNISTzero trust architecture. Through
the collaboration of core components, multiple logical components, and rich functional
components, it achieves continuous identity verification and authorization of terminals,
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encryption of data, minimization and differentiation of access, and restriction and audit
of operation and maintenance operations. The ZTM proposed by the relevant research
institute in this article can provide more efficient and secure security solutions for NSST,
providing useful reference and guidance for practical applications in related fields.
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Abstract. Wi-Fi Protected Access 3 (WPA3) is the latest generation of Wi-Fi
encryption protocol, and a comprehensive and systematic analysis of its security
properties is of great significance for ensuring the security of network informa-
tion transmission. In this paper, model checking technology is used to formalize
analysis and verification of WPA3 protocol’s authentication and secrecy. Abstract
modeling principles are proposed, initiator, responder and intruder models are
constructed, authentication and secrecy are formally defined through operational
semantics, and a state reduction strategy is proposed, that is, according to the pro-
tocol message set, static analysis strategy is used to reduce the invalid message
attacks of attackers, and the problem of state explosion is effectively alleviated.
Experimental results show that there is a key reinstallation attack in the protocol,
and the corresponding solution is given. The method proposed in this paper can
provide guideline for analyzing similar network security protocols.

Keywords: Model Checking · SPIN · WPA3 · Formal Verification

1 Introduction

The Wi-Fi Alliance introduced the WPA3 encryption protocol in 2018, which mainly
implements data encryption through asymmetric keyworking principle. Due to objective
factors, the Wi-Fi Alliance announced in 2020 that all Wi-Fi certified products need to
be updated to the latest WPA3 encryption protocol [1]. Because WPA3 protocol has a
great degree of update compared with the previous generation WPA2 protocol, so far
scholars have only carried out scattered research on WPA3 protocol, it is necessary to
systematically analyze the security of WPA3 protocol. As an important part of WPA3
protocol, security analysis of the 4-way handshake has naturally become an important
research issue.

Formal methods are widely used in the design, development and verification of com-
puter systems, andmathematical methods are used to improve the correctness, reliability,
robustness and security of computer systems. Domestic researchers have carried out in-
depth and fruitful research on formal methods and achieved a series of research results.
The National Natural Science Foundation of China (NSFC) has also provided long-term
support in this field. Many researchers have grown into experts in this field through the
support of NSFC funds [2].
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Related work
Model checking technology began in the early 1980s.Its basic idea is to abstract a pro-
cess or system into a finite state model and analyze and verify it [3]. Lowe and other
scholars used this method to find the vulnerabilities of NSPK protocol, which proved the
feasibility of model checking technology in the direction of security protocol analysis
[4]. The Belgium security team found a KRACK reinstallation security vulnerability
in the WPA2 protocol [5], as a direct response to this vulnerability, the Wi-Fi Alliance
urgently organized a global upgrade patch for Wi-Fi products and devices. Symmetric
key-based encryption [6] will eventually become a thing of the past. In 2018, the Wi-Fi
Alliance introduced a new generation ofWi-Fi encryption protocol, WPA3 [7]. As aWi-
Fi encryption scheme based on the asymmetric key design principle [8], the standard
encryption algorithm of WPA3 protocol adopts SAE encryption scheme [9], at the same
time, it combines the Diffie-Hellman encryption scheme based on elliptic curve [10].
In the case of supporting digital signature function, WPA3 protocol adopts asymmetric
encryption mode, which greatly improves its security and reliability, and can effectively
avoid data information being tampered and forged by illegal users. Meanwhile, SAE
encryption algorithm improves the calculation amount of brute force cracking, which
cannot be cracked within effective time, eliminates dictionary attack [11] and other
problems, and solves the problems of insecure key distribution and difficult key man-
agement. Starting in 2020, all Wi-Fi Alliance certified devices have been updated to the
latest WPA3 encryption scheme. Wireless network communication has entered a new
fourth-generation encryption stage. Karim Lounis implement an attack that exploits the
vulnerability using the Linux software utilities hostapd-2.7 and wpa_supplicant-2.7 on
Raspberry Pis and show the impact of the attack on a legitimateWPA3 network and pro-
vide a countermeasure to mitigate the attack [12]. The main contribution of this paper
[13] is to analyze the technology offered in the newWi-Fi Protected Access III (WPA3)
security scheme and provide the first comprehensive security analysis and discussion to
determine whether it has addressed the vulnerabilities of its predecessor. An interesting
finding of this paper is thatWPA3 still lacks in addressing all the issues existing inWPA2
and exploring other mitigations for future research [13].

In this paper, the authentication and secrecy of WPA3 protocol are studied by using
model checking technology. The security protocol specification is defined by operational
semantics, which provides a theoretical basis for verifyingWPA3 protocol. The intruder
model is formally defined, and the four-way handshake process of WPA3 protocol is
modeled and verified by SPIN tool.

2 Formal Description of WPA3 Four-Way Handshake

Sequence of role behavior of both sides of WPA3 four-way handshake communication.

Initiator = [send(AP, STA, {Non})
recv(STA,AP, {Non,M })
send(AP, STA, {Non + 1,M }PTK)

recv(STA,AP, {Non + 1,M }PTK)

claim(AP, STA, {auth, sec})]

(1)
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Responder = [recv(AP, STA, {Non})
send(STA,AP, {Non,M })
recv(AP, STA, {Non + 1,M }PTK)

send(STA,AP, {Non + 1,M }PTK)

claim(STA,AP, {auth, sec})]

(2)

Although the role behavior sequence roughly gives the interaction flow of the pro-
tocol, the details are still not clearly displayed. Therefore, through the specific analysis
of the WPA3 protocol operation specification, combined with the abstract modeling
principle, the protocol four-way handshake flow is given in Fig. 1.

It is assumed that at the beginning of the protocol session, the STA can always
complete the SAE handshake phase and the association phase with the AP, and the
connection is successfully entered into the four-way handshake phase. It can be seen from
the WPA3 protocol four-way handshake model in Fig. 1 that the protocol is abstracted
and formally expressed, and the protocol interaction process is as shown in (3).

AP → STA : Anonce, r;
STA({Anonce, Snonce, r}GETKEY ) → AP : Snonce, r, {MIC}EDCRYPTKey;
AP({Anonce, Snonce, r}GETKEY ) → STA : r + 1, {MIC,GTK}EDCRYPTKey;
STA → AP : r + 1, {MIC}EDCRYPTKey

(3)

Fig. 1. WPA3 Four-way Handshake Interaction Model
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3 Model Construction

3.1 Modeling Honest Agents

The syntax structure of Promela is similar to C language, which constructs a protocol
model by describing the behavior of protocol entities. This language mainly represents
entities and their behaviors throughprocesses, and information transmission between dif-
ferent entities is represented as information exchange between processes, implemented
through predefined channels. In order to improve the accuracy of protocol models and
alleviate the state explosion problem, it is necessary to properly abstract the protocol
interaction flow and exclude irrelevant content before using model checking method to
analyze and verify the security properties of protocols. For the WPA3 protocol commu-
nication parties to exchange keys and other functions by sending messages, it is neces-
sary to reasonably abstract and simplify the operation of the communication messages.
Therefore, the following abstract modeling principles are proposed:

1. Two entities on both sides of WPA3 communication: Client (Station) and Server
(Access Point).For the convenience of description, they are respectively simplified as
STA and AP.

2. When describing the protocol abstractly, it is necessary to describe the key used in the
protocol uniformly, and use Key to represent it. When it comes to specific modeling,
the encryption keys need to be distinguished to distinguish different ciphertexts.

3. Define a key generation function GETKEY(),which can realize the function of gen-
erating a key between the client and the server. The key is used to encrypt the
communication messages of both parties after the connection is established.

4. Because the data frame loss problem, that is, the operation of both parties after the
loss of data packets, is usually not considered in the abstract model, it is necessary to
supplement the protocol model by analyzing the state machines of both parties.

5. Assuming that the key system for encrypting the protocol is perfect, that is, the intruder
cannot obtain the key by brute force attack, and defines it as the EDCRYPT() function,
the encryption and decryption operations of the protocol have no loopholes. When
studying whether there is a logical loophole in the protocol design, it is necessary to
add a dangerous operation setting, that is, some operations do not directly disclose
the key, but increase the risk of key disclosure.

According to the IEEE 802.11 standard, the state machines of AP and STA are given,
and the specific contents are shown in Fig. 2 and Fig. 3.

1. The construction of message channel

By analyzing the communication messages of the protocol, a complete set of data
items is constructed to facilitate the representation of various messages. The complete
set of data includes the protocol entity name, message items, key information, random
data, generic data and placeholders. The complete definition is as follows;

mtype = {AP,STA,Intruder,Anonce,Snonce,gD,NULL}; // Data Representation in
WPA3

where {AP,STA,Intruder,Anonce,Snonce,gD,NULL} refers to the message item in
the protocol interaction process, Anonce is the random number generated by the AP at
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the server side, Snonce is the random number generated by the STA at the user side, gD
represents generic data, and NULL represents a placeholder used to fill the empty space
in the message.

According to different information structures, the message channels constructed are
different. In order to simplify the program, it is necessary to specify the message format
and reduce the number of channels. Themessage specification format is shown inTable 1.

Fig. 2. State Machine of AP Fig. 3. State Machine of STA

So far, the specific definition for the adversary control channel is introduced.
chan syn = [0] of {mtype,mtype,mtype,byte,byte,byte};
The syn channel is used to transport message items. When sending the statement syn

! x1,x2,x3,x4,x5,x6, x1 represents the sender of the message, x2 represents the receiver of
themessage, x3 represents a randomnumber, x4 represents the encrypted ciphertext of the
message, x5 represents a replay counter, and x6 is used for message integrity checking.
The message receiving statement syn ? eval(x1),eval(x2),x3,x4,x5,x6,the eval() function
evaluates the received value. If the value is the same as the target value, the information
is received; otherwise, the information is discarded. The specific format is shown below:
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Table 1. Four-way handshake message specification format

message conventionalization

Anonce,r AP,STA,Anonce,NULL,r,NULL

Snonce,r,{MIC}EDCRYPTKey STA,AP,Snonce,NULL,r,{MIC}EDCRYPTKey

{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey

AP,STA,NULL,{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey

r + 1,{MIC}EDCRYPTKey STA,AP,NULL,NULL,r + 1,{MIC}EDCRYPTKey

syn!AP, STA, Anonce, NULL, r, NULL; //Message sending statement

syn?eval(x1), eval(x2), x3, x4, x5, x6; //Message receiving statement

By introducing the eval() function, the problem of state explosion can be alleviated
effectively [14]. Using Promela language to model WPA3 protocol into a concurrent
system, the state transition of the system increases rapidly due to the existence of cross-
execution operations between different processes in the system, which is easy to produce
state explosion problem. The eval() function can effectively reduce the number of invalid
states in a system, because the recipient can use the eval() function to determine which
messages are valid for it andwhich are not valid for it, invalidmessages can be discarded.

In order to verify the dangerous behavior during the four-way handshake and imple-
ment the verification function by using security assertions, a channel needs to be defined
for the information transmission between the two parties after the four-way handshake
is completed. The format is as follows:

chan comm = [0] of {byte};
2. The description of honest agents’ behavior

Before describing the agent behavior, define the honest agent of theWPA3 protocol’s
four-way handshake process. The two honest agents in WPA3 protocol are server AP
and client STA. The honest agent processes are defined and named proctype PIni() and
proctype PRes() respectively.

At the beginning of the WPA3 protocol interaction, server AP and client STA will
generate random numbers respectively. Function DerPTK() is used to generate the key
for encrypting communication information. The honest subject sends and receives cor-
respondingmessages through syn and comm channels. Considering that packet loss may
occur during protocol interaction in a real environment due to network faults and other
problems, Therefore, messages like {NULL,NULL,NULL,0,0,0} are used to notify the
AP or STA to resend the information, and finally completing identity authentication and
key transmission. Process PIni and PRes specific implementation code can be found in
Appendix A.
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The code in an atomic block is executed sequentially and does not block for external
reasons. The proctype PIni() and proctype PRes() processes define corresponding oper-
ation statements by using atomic block statements, thus reducing the number of state
space [15] transitions and alleviating the state explosion problem to a certain extent.

3.2 Modeling Intruder

This section ismainly based on the traditionalDolev-Yaomodel, combinedwith the char-
acteristics of the WPA3 four-way handshake. According to the communication model
assumptions, through the introduction of adversary control communication and expand-
ing network communication channels, the communication protocol is analyzed. Under
this model assumption, the PI of the intruder process is defined. Under the assumption
of adversary control communication, agents can exchange messages with each other
through syn and comm channels. Correspondingly, the intruder process PI can also
receive information transmitted by other agents and send related information to other
corresponding agents through syn and comm channels.

In that process of constructing the intrude, it is assumed that the two parties partici-
pating in the four-way handshake process are honest agents, and the messages encrypted
by the honest agents in the interaction process can be decrypted only by using the corre-
sponding keys; Intruders control the entire communication environment and can always
intercept the information transmitted between the server AP and the user STA. Next,
we will mainly introduce the construction of the corresponding knowledge base of the
intruder and describe the ability of the intruder.

1. Construction of intruder knowledge set

The construction of the intruder’s knowledge base mainly depends on two basic
elements, the set of basic knowledge items and the set of knowledge items that the
intruder can learn. The basic knowledge item set is mainly the initial knowledge of
the intruder, including the role identity of the two communication parties, the format
of the communication message, etc. The set of knowledge items that an intruder can
learn is defined as the set of knowledge items that an intruder can learn by analyzing
the intercepted communication messages, distinguishing the data items according to the
known message format, and using the obtained data items to deduce and decrypt the
new knowledge. For the data items that cannot be decrypted, the intruder can store them
completely in the knowledge base.

In order to alleviate the state explosion problem, it is necessary to simplify the
intruder’s knowledge set, eliminate the repeated invalid data items, and further reduce
the number of system state transitions. When building a knowledge base, intruders often
only need to record valuable data items. Usually, these data items are used by intruders to
forge communication messages to achieve man-in-the-middle attacks, so it is necessary
to analyze the set of data items that should be available to achieve this attack, which is
called the set of knowledge items that need to be learned. The set of knowledge items
that the intruder can learn (SetE) and the set of knowledge items that need to be learned
(SetN) are intersected to obtain valuable data items.

Set of SetE: The set of knowledge items that the intruder can learn. This refers to
the message items that the intruder intercepts in the communication channel through
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monitoring. The intruder deduces and decrypts new knowledge from these message
items based on the known knowledge. The data items that cannot be decrypted are
stored completely in this set. When analyzing the four-way handshake process, it is
important to note that the encryption key used between the client STA and the server
AP has already been pre-shared through the SAE handshake. As a result, the intruder
cannot directly decrypt the ciphertext without knowing the key and can only store the
intercepted ciphertext completely in the set.

Set of SetN: The knowledge items that the intruder needs to learn, that is, the set of
knowledge items that the intruder needs to construct the message for man-in-the-middle
attack by analyzing the format of the communication message. Since it is impossible to
confirm the message content for man-in-the-middle attack in advance, it is necessary to
list all the message items that can be forged, and then exclude invalid and unreasonable
message items.

In that formal analysis of the WPA3 four-way handshake, the knowledge that an
intruder can learn by listening to the message in the communication channel is shown
in Table 2. Since the intruder cannot decrypt the ciphertext without the corresponding
key, it can only learn the entire message.

Table 2. Knowledge that intruder can learn

interceptable message learnable knowledge

AP,STA,Anonce,NULL,r,NULL Anonce,r

STA,AP,Snonce,NULL,r,{MIC}EDCRYPTKey Snonce,r,{MIC}EDCRYPTKey

AP,STA,NULL,{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey

{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey

STA,AP,NULL,NULL,r + 1,{MIC}EDCRYPTKey r + 1,{MIC}EDCRYPTKey

By analyzing the sentences received by AP and STA, the knowledge that the intruder
needs to learn is analyzed.

syn?eval(self ), g2, eval(Key), g3, eval(Key);
The value range of the receiving statements g1, g2 and

g3 is {(AP,STA),(Anonce,Snonce),(r,r + 1)}. Assuming that the intruder controls the
whole communication channel, the number of messages that the intruder can forge is
24. The messages that an intruder can forge and the knowledge items required to learn
are shown in Table 3.

The intersection operation is performed on the corresponding second column of
information in Table 2 and Table 3, and information items having value to the intruder
can be obtained, and the specific knowledge item set thereof is shown as follows:

{AP,STA,Anonce,r}; {MIC}EDCRYPTKey; {r + 1,{GTK}EDCRYPTKey}.
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Table 3. Knowledge that invaders can learn

falsifiable message knowledge to be learned

AP,STA,Anonce,NULL,r,NULL
STA,STA,Anonce,NULL,r,NULL
AP,STA,Snonce,NULL,r,NULL
AP,STA,Anonce,NULL,r + 1,NULL
STA,STA,Snonce,NULL,r,NULL
STA,STA,Anonce,NULL,r + 1,NULL
AP,STA,Snonce,NULL,r + 1,NULL
STA,STA,Snonce,NULL,r + 1,NULL
STA,AP,Snonce,NULL,r,{MIC}EDCRYPTKey
AP,AP,Snonce,NULL,r,{MIC}EDCRYPTKey
STA,AP,Anonce,NULL,r,{MIC}EDCRYPTKey
STA,AP,Snonce,NULL,r +
1,{MIC}EDCRYPTKey
AP,AP,Anonce,NULL,r,{MIC}EDCRYPTKey
AP,AP,Snonce,NULL,r +
1,{MIC}EDCRYPTKey
STA,AP,Anonce,NULL,r +
1,{MIC}EDCRYPTKey
AP,AP,Anonce,NULL,r +
1,{MIC}EDCRYPTKey
AP,STA,NULL,{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey
STA,STA,NULL,{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey
AP,STA,NULL,{GTK}EDCRYPTKey,r,
{MIC}EDCRYPTKey
STA,STA,NULL,{GTK}EDCRYPTKey,r,
{MIC}EDCRYPTKey
STA,AP,NULL,NULL,r +
1,{MIC}EDCRYPTKey
AP,AP,NULL,NULL,r +
1,{MIC}EDCRYPTKey
STA,AP,NULL,NULL,r,{MIC}EDCRYPTKey
AP,AP,NULL,NULL,r,{MIC}EDCRYPTKey

AP,STA,Anonce,Snonce,r,r + 1
{GTK}EDCRYPTKey,{MIC}EDCRYPTKey
STA,STA,Anonce,NULL,r,NULL
AP,STA,Snonce,NULL,r,NULL
AP,STA,Anonce,NULL,r + 1,NULL
STA,STA,Snonce,NULL,r,NULL
STA,STA,Anonce,NULL,r + 1,NULL
AP,STA,Snonce,NULL,r + 1,NULL
STA,STA,Snonce,NULL,r + 1,NULL
AP,AP,Snonce,NULL,r,{MIC}EDCRYPTKey
STA,AP,Anonce,NULL,r,{MIC}EDCRYPTKey
STA,AP,Snonce,NULL,r + 1,
{MIC}EDCRYPTKey
AP,AP,Anonce,NULL,r,{MIC}EDCRYPTKey
AP,AP,Snonce,NULL,r + 1,
{MIC}EDCRYPTKey
STA,AP,Anonce,NULL,r + 1,
{MIC}EDCRYPTKey
AP,AP,Anonce,NULL,r +
1,{MIC}EDCRYPTKey
STA,STA,NULL,{GTK}EDCRYPTKey,r + 1,
{MIC}EDCRYPTKey
AP,STA,NULL,{GTK}EDCRYPTKey,r,
{MIC}EDCRYPTKey
STA,STA,NULL,{GTK}EDCRYPTKey,r,
{MIC}EDCRYPTKey
AP,AP,NULL,NULL,r +
1,{MIC}EDCRYPTKey
STA,AP,NULL,NULL,r,{MIC}EDCRYPTKey
AP,AP,NULL,NULL,r,{MIC}EDCRYPTKey

2. Description of intruder behavior

Based on Dolev-Yao’s idea of intruder modeling and the principle of abstract model-
ing, adversary-controlled communication channel is introduced to simulate the commu-
nication environment of intruder-controlled network, and the communication protocol
is analyzed. Combined with the methods mentioned above, the ability of the intruder
is analyzed, and the specific behavior of the intruder is formally modeled by Promela
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language. Intruder model construction is divided into three parts, respectively, the inter-
ception of the message, knowledge representation and learning, message forgery and
sending.

a. Message interception: Syn for receiving statement? eval(x1),x2,x3,x5,x5,x6 is used
to define that intruders can steal all messages sent by honest agents. In this case,
eval(x1) in a statement means that eval() is called. Only statements that meet the
criteria will be accepted by the honest principal.

b. The representation and learning of knowledge items: After listening to and obtaining
communication messages, the intruder uses the old messages to deduce and decrypt,
and learns new knowledge. Use {g6,STA,g7,0,g8,0} to represent the message after
the protocol. The first two items represent the sender and receiver, the middle two
items represent the random number and encrypted ciphertext, and the last two items
represent the replay counter and message integrity check. Record new knowledge
with AddToKnowledge().

c. Message forging and sending: The intruders combine basic knowledge with new
knowledge to forge communicationmessages and send them to both parties to achieve
a man-in-the-middle attack. It is important to note that only critical information can
be used to forge valid messages.

The intruder process is defined as PI to describe the intruder’s behavior. In the code
of the intruder process PI, the ‘do’ keyword is used to implement the loop function,
and the operations in the loop body are repeatedly executed until the ‘break’ keyword
is triggered to break out of the loop. The purpose of using loop structure is twofold:
firstly, to allow the intruder to constantly learn new knowledge and forge new messages,
and secondly, to enable the intruder to join the interaction process at any time and send
messages to both parties.

3.3 Formal Specification of Security Properties

1. Authentication

Two rules for authentication are used in this article: One is to execute the proto-
col steps in the correct order, and the other is that after the protocol is executed, the
participants should agree on something. Based on these two rules, this paper gives an
informal description of the authentication of the four-way handshake, where the correct
execution of the four-way steps is crucial, and it ensures that the AP and STA have the
same information after the handshake is completed. The formal description is shown in
(4).

∀π ∈ traces(P) :
∀i, 1 ≤ i ≤ |π |;π [i] = x ⇒ ∃j, 1 ≤ j ≤ i;
π

[
j
] = ←−x ∧ t = |π | : cont(r, π [t]) = cont(t′π [t])

(4)

where P represents the protocol, traces(P) is the finite set of traces of the protocol P,−→x representing events that precede x in execution order, and the cont() function returns
information owned by the protocol participants.
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2. Secrecy

Secrecymeans that the specificmessage sent by the honest agent cannot be known by
the intruder when it is transmitted over the channel. Based on the preceding contents, this
paper provides an informal description of the secrecy of the four-way handshake: during
the four-way handshake process, the intruder cannot directly obtain the exact informa-
tion, assuming that all participants in this process are honest. The formal description is
shown in (5).

∀π ∈ traces(P) :
∀r ∈ π :
honest(r) ⇒ I � �→ m

(5)

where r represents the participants of the protocol, honest() represents the honest
predicate, I represents the intruder, and m represents the specific information.

3. Authentication and Secrecy of Protocols Defined by LTL Formulas

After providing the formal description of the security properties, we need to utilize
LTL formulas to describe the security properties of the protocol.

As a Wi-Fi security protocol, the goal of the WPA3 four-way handshake process is
to complete identity authentication between the AP and the STA, and implement corre-
sponding key generation and delivery operations. Therefore, it is necessary to describe
the authentication and secrecy of the protocol. The authentication refers to the comple-
tion of identity authentication between the AP and the STA. Secrecy means that after the
session between the AP and the STA is completed, the key transferred by the AP will
not be leaked, that is, the key used by the AP and the STA to encrypt the communication
information will not be obtained by a third party.

To describe the authentication of the protocol, atomic predicates are needed [16].
Promela language is used to describe the authentication of the protocol, and some
corresponding global variables are constructed by definition.

bit IniRunAS = 0; bit IniCommitAS = 0;
bit ResRunAS = 0; bit ResCommitAS = 0;

In this context, IniRunAS indicates that the STA participates in a session to the AP,
IniCommitAS indicates that the STA submits a session to the AP, ResRunAS indicates
that the AP participates in a session to the STA, and ResCommitAS indicates that the
AP submits a session with the STA; An initial value of 0 indicates that the session is
not engaged or committed, whereas a value of 1 indicates that the session is engaged or
committed.

Once the global variable is defined, it is essential to update the value of each
atomic predicate correspondingly. This can be achieved through the utilization of macro
definitions. The pertinent macro definition is provided below.

#define IniRun(a,b)if:: ((a = = AP)&&(b = = STA))- > IniRunAS = 1:: else skip fi
#define ResRun(a,b) if:: ((a = = AP)&&(b = = STA))- > ResRunAS = 1:: else skip

fi
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#define IniCommit(a,b)if:: ((a = = AP)&&(b = = STA))- > IniCommitAS = 1::
else skip fi

#define ResCommit(a,b)if:: ((a = = AP)&&(b = = STA))- > ResCommitAS = 1::
else skip fi

The confidentiality of the protocol is described by atomic predicate method. The
corresponding global variable definitions are as follows:

bit GTKI = 0; bit GTKS = 1;
The corresponding macro definition is shown below:

#defineSecInt(GTKI ! = GTKS).

#define SecInt(GTKI! = GTKS).
In the given context, GTKI represents a key obtained by an intruder, while GTKS

represents a key sent by the AP to the STA. When GTKI is different from GTKS, it
indicates that the key transferred from the AP to the STA is not obtained by the intruder,
thus satisfying confidentiality. Conversely, when GTKI is the same as GTKS, it means
that the key transferred from the AP to the STA is obtained by the intruder, thereby
failing to meet the requirements of confidentiality.

Moving on, let’s delve into a more detailed description of the authentication and
secrecy aspects ofWPA3.By utilizing the defined atomic predicates, the protocol authen-
tication is defined as follows: the AP authenticates the STA, meaning that the ResRunAS
value must be true before IniCommitAS. Similarly, the STA needs to authenticate to the
AP, thus requiring the IniRunASvalue to be true beforeResCommitAS. Protocol secrecy,
on the other hand, implies that SecInt is always true.

To represent the aforementioned security attributes, they are converted into LTL
formulas as depicted in (6).

−[](([]!IniCommitAS)||(!IniCommitAS ∪ IniCommitAS ∪ ResRunAS))

−[](([]!ResCommitAS)||(!ResCommitAS ∪ IniRunAS))

−[]SecInt
(6)

At this point, the security attributes of WPA3 have been fully characterized.

3.4 Analysis of Experimental Results

After defining each process, formal verification of the WPA3 protocol’s four-way hand-
shake process is conducted using SPIN version 6.4.9 in the SPIN environment built on
the Ubuntu 20.04 TLS system. The experimental results are depicted in Fig. 4.

It can be seen from Fig. 4 that the formal verification is performed on the WPA3
protocol four-way handshake, the search depth reaches 43 layers, the total number of
state transitions is 1845, the verification result is that an error is found, and the attack
sequence diagram is given, as shown in Fig. 5.
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Fig. 4. WPA3 Four-way Handshake Model Verification Result

After analysis, the four-way handshake process meets the authentication and confi-
dentiality required by the protocol, but there is a dangerous operation, i.e., key reinstal-
lation. The reason for this operation is that STA confirms the completion of handshake
after sending Message 4, then installs PTK, resets the nonce to 0, encrypts the message
and sends it, while the intruder prevents AP from receiving Message 4, AP will resend
Message 3 due to timeout, STA will repeat the above operation after receiving Message
3, because the nonce is reset and the duplicate encryption key is used.

4 The Improved WPA3 Protocol

The key reinstallation operation can be avoided by setting a flag amount, which is initially
0 and is set to 1 when the STA installs the PTK for the first time. The STA will check the
flag amount each time the PTK is installed. It will reset the nonce when the flag amount
is 0, and will not reset it when the flag amount is 1. Additionally, the flag amount will be
reset to 0 when the AP disconnects from the STA. Since the AP also needs to use nonce
encryption, the nonce value needs to be passed in Message 4. The improved handshake
flow is shown in (7).

(1)AP → STA : Anonce, r;
(2)STA({Anonce, Snonce, r}GETKEY ) → AP : Snonce, r, {MIC}ECRYPTKey
(3)AP({Anonce, Snonce, r}GETKEY ) → STA : r + 1, {MIC,GTK}EDCRYPTKey
(4)STA → AP : r + 1, {MIC, nonce}EDCRYPTKey

(7)
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Fig. 5. Attack Path

Correspondingly, the state machines of the AP and the STA need to be improved.
The specific content is shown in Fig. 6 and Fig. 7.

The improved four-way handshake model has been formally verified, with a search
depth of 9999 layers and a total number of state transitions equal to 738057. The
verification result confirms that there are no vulnerabilities in the improved protocol.
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Fig. 6. Improved State Machine of AP Fig. 7. Improved State Machine of STA

5 Conclusion

The main research work of this paper is as follows: it provides a detailed introduction to
all stages of the WPA3 protocol, with a specific focus on the interaction process of the
four-way handshake. It introduces operational semantics to define the security protocol
specification and proposes the principle of protocol abstract modeling. The multi-party
communication in wireless networks is simplified into two entities, the key represen-
tation is simplified, and the key generation function is defined. Under the assumption
of a perfect key system, the WPA3 four-way handshake interaction process is reason-
ably abstracted and simplified, enabling formal representation. The characteristics of
the WPA3 four-way handshake interaction process are thoroughly studied, and the four-
way handshake process is modeled by analyzing the behavior of both parties with a
fine granularity using a state machine. The Dolev-Yao model is used, introducing an
adversary-controlled communication channel to fully explore the ability of intruders to
control the communication network. Additionally, a static analysis strategy is combined
to reduce invalid messages and alleviate state explosion.The ability of intruders is ana-
lyzed and an intruders model is constructed based on the principle of abstract modeling.
The security of the four-way handshakemodel is verified using the SPIN tool. The exper-
imental structure confirms the preservation of authentication and confidentiality in the
protocol. However, it identifies a dangerous operation of key reinstallation and proposes
a solution. The improved model’s verification results demonstrate the absence of key
reinstallation.
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Future research directions can be explored from the following aspects: by establish-
ing a standard protocol description language, the protocol can be automatically modeled
to enhance the level of automation. The intrudersmodel constructed in this paper requires
manual analysis of messages and manual forging of messages during man-in-the-middle
attacks.An algorithmcanbe developed to enable automaticmessage forging and improve
the attack efficiency of intruders. Theorem proving methods can be employed to verify
the security properties of the WPA3 protocol, as these methods can handle infinite state
spaces.

Appendix a

//Process Initiator
proctype PIni(mtype self;mtype party;mtype nonce){
end:
do
::atomic{
startflag==0->syn!self,party,nonce,0,counterIni,0;
startflag=-1;
}
::atomic{
syn?eval(NULL),eval(NULL),eval(NULL),eval(0),ev
al(0),eval(0)->

counterIni=counterIni+1;
syn!self,party,nonce,0,counterIni,0;
}
::atomic{
syn?g1,eval(self),eval(Snonce),eval(0),eval(counterIni
),g2->ResRun(self,g1);
PTK=derPTK(0,Anonce,Snonce);
MICIni=PTK;
PTKA=PTK;
PTKS=g2;
counterIni=counterIni+1;
equal(g2,MICIni)->MICIni=MICIni+1;
syn!self,g1,NULL,Encrytion(PTK,5),counterIni,MICI
::atomic{
syn?eval(NULL),eval(NULL),eval(NULL),eval(1),ev
al(1),eval(1)->

MICIni=MICIni-1;
counterIni=counterIni+1;
syn!self,g1,NULL,Encrytion(PTK,5),counterIni,MICI
ni;
MICIni=MICIni+1;
}
ni;
ResCommit(self,g1);
MICIni=MICIni+1;
}
::atomic{
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syn?eval(NULL),eval(NULL),eval(NULL),eval(2),ev
al(2),eval(2)->

counterIni=counterIni+1;
MICIni=MICIni+1;
syn!self,g1,NULL,Encrytion(PTK,5),counterIni,MICI
ni;
MICIni=MICIni+1;
}
::atomic{
syn?g1,eval(self),eval(NULL),eval(0),eval(counterIni)
,eval(MICIni)->

printf("success");
AuthEnd=1;
SecEnd=1;
}
od;
}
//Process Responder
proctype PRes(mtype self;mtype nonce){
end:
do
::atomic{
syn?g3,eval(self),g4,eval(0),g5,eval(0)->counterRes=
g5;
PTK=derPTK(0,Anonce,Snonce);
MICRes=PTK;
syn!self,g3,nonce,0,counterRes,MICRes;
IniRun(g3,self);
counterRes=counterRes+1;
MICRes=MICRes+1;
}
::atomic{
syn?g3,eval(self),eval(NULL),g5,eval(counterRes),ev
al(MICRes)->

IniCommit(g3,self);
MICRes=MICRes+1;
GTK=g5-PTK;
GTKS=GTK;
syn!self,g3,NULL,0,counterRes,MICRes;
counterRes=counterRes+1;
MICRes=MICRes+1;
comm ! Encrytion(PTK,6);
}
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