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1 Introduction 

An effective measure against the novel COVID-19 pandemic is social distancing. 
However, in a real sense for the public, it is not possible for them to estimate the 
distance mentally. An automated surveillance system can aid the augmentation of 
the individual’s perspective capability. Employing a dynamic monitoring system 
brings in a lot of ethical concerns. The privacy of the individuals is at stake if data is 
recorded and stored. The monitoring system is expected to be instantaneous without 
any capacity for data storage. Additionally, the detector must not non-favor any 
object class during identification. This can be attained by developing a system based 
on deep learning. A crucial aspect over here is that the system is supposed to be 
non-intrusive meaning that the warning system cannot target the individuals directly. 
This can be done by displaying visual cue if the subjects in the frame violate COVID-
19 norms. This is a vital for establishment between surveillance and society. After 
finding the gaps in the literature survey, the existing systems are found to be inefficient 
when it comes to real-time implementation. The deep learning model for detecting 
humans in the frame and creating bounding boxes around them to determine the 
distance is proposed. Further, detections are represented using spatial coordinates. If 
the measured distance between two or three people is less than the assigned value, the 
system will display a visual cue. In the previous outbreak, a lot of families lost their 
loved ones and until vaccines prove to be completely efficient, maintaining social 
distance is an unswerving solution to the pandemic. Any form of social gathering 
like weddings, parties, or family events was restricted for the public and following 
the COVID-19 protocol everywhere was not feasible for people, especially for senior 
citizens who were more susceptible to the infection. People went outside carrying
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a fear inside them of the invisible virus which took a toll on their mental health. 
According to the WHO, maintaining social distance is proven to be 98% efficient 
and they insist on following the norms even after pandemic. Hence, what people 
lacked was a surveillance system that would detect whether people are following the 
measures or not and thereby giving them a sense of security. 

The paper is organized as follows. Section 2 describes the descriptions of exist 
sting model. The proposed model is discussed in Sect. 3. The result analysis of the 
proposed model is done in Sect. 4. The conclusion and future research are addressed 
in Sect. 5. 

2 Related Work 

In this section, the work related to existing methodologies used for Social Distancing 
Monitoring Framework Machine learning algorithms are discussed. Yadav et al. 
(2022) developed a model to monitor and manage the crowd for social distance. The 
YOLO and deep sort techniques are used to evaluate the model. Ahmed et al. (2021) 
discussed a platform related to deep learning, the YOLO was used for object recogni-
tion. Mangshor et al. (2021) introduced the YOLO algorithm which was implemented 
with the SDLC to recognize an object. The deep learning model was developed by 
Gopal and Ganesan (2022) to measure the distance between the crowds. Here, ED 
is used for classification process. The model for COVID-19 patients using cough 
information is discussed by Pahar et al. (2022). The PCA and ML algorithms are 
used for object recognition. The Fast-RCNN was implemented by Ren et al. (2015) 
to make the process fast and to run the model. The small objects were recognized by 
Liu et al. (2016) with the contribution of YOLO algorithm. The SSD algorithm was 
implemented by Ganiger et al. (2017) to have a control on the crowd management 
system. Kahale (2020) described the measures in social distancing and provided 
the information which can reduce economically. The tracking of person whether 
an individual is affected by COVID-19 is determined by the model proposed by 
Georgievski (2020). The tracking and object detection algorithms are proposed by 
Georgievski (Harakannanavar et al. 2019a). The various deep learning models and 
their impacts were addressed in Wang et al. (Harakannanavar et al. 2018a) model. 
The model for detection of an individual is carried with video frames and Gaussian 
mixture for deep learning approach. The CNN approach in order to detect the human 
is carried out by Brunetti et al. (Harakannanavar et al. 2019b). The control of static 
approach was discussed by the Manfredi et al. (Harakannanavar et al. 2020a). Here, 
the text features are extracted and the classification was carried out using SVM. 
Huang et al. (Harakannanavar et al. 2018b) cameras were installed to monitor and 
find out the individual in the crowd management system. The significant information 
with respect to D detectors was described in the model suggested by Zou (Harakan-
nanavar et al. 2018c). The social distance monitoring and controlling were made by 
using the networks suggested by Landing et al. (Harakannanavar et al. 2019c). The 
NN which uses synthetic data was suggested by Deng et al. (Harakannanavar et al.
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2019d) to propose stereo images. The fused 3D point clouds are described in the 
suggested model by Zhang et al. (Harakannanavar et al. 2019e) to obtain the outdoor 
scenes. 

2.1 Open Issues and Challenges (Wang et al. 2017)

• One of the primary drawbacks of the existing system is that it is not user-friendly 
because the data retrieval is very slow, and data is not maintained efficiently 
(Brunetti et al. 2018).

• The existing systems are not completely automated meaning the system needs to 
be monitored (Manfredi and Calderara 2014). 

The systems raise a lot of privacy concerns that have been neglected until now. 
The system needs to be real-time. It fails to give high-end detail in surveillance that 
can be neglected through the naked eye (Huang et al. 2010). 

2.2 Problem Definition 

A surveillance system for monitoring the social distancing norms is needed to fight 
against COVID-19. To propose the proper solution for the above problem, a system 
that implements object detection on real-time video and monitors social distancing 
between human beings using a deep learning framework is required to develop. The 
model is explained in Sect. 3. 

3 Proposed Methodology 

The proposed system is validated using PyCharm (IDE) which integrates the laptop 
camera collecting real-time input. Initially, the video is captured frame-by-frame and 
resized to 300 × 300 pixels to meet the object detection model requirements. This is 
done with the help of the OpenCV module. SSD Mobile Net CAFFE model is a pre-
trained deep learning model, used for object detection. Here, the resized frames are 
fed to the system. The model has been pre-trained for 20 labels such as bottle, bicycle, 
chair, monitor. For the model to detect specifically humans, conditional statements 
are used that filter only the human class. The class object humans are assigned a class 
id of 15. The humans are detected by drawing a bounding box around them. Then, 
calculate the mid-point by determining x and y coordinates of the bounding boxes. 
The mid-point helps us to find the distance between two bounding boxes or people. 
The model then enters a conditional loop, which determines whether the subjects 
(humans) are maintaining 2 m or not. If they are maintaining 2 m or more, the color
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Fig. 1 Proposed model 

of the bounding box appears green, and the non-alarming visual cue signifies safety 
and social distancing norms are met. If the subjects are maintaining less than 2 m, 
the color of the bounding box appears red, and the non-alarming visual cue indicates 
threat of exposure toward COVID-19 and is expected to maintain social distance. 
The proposed model is shown in Fig. 1. 

3.1 Dataset Description 

The proposed deep learning model has been pre-trained and tested on MS COCO 
dataset (Zou et al. 2019). Microsoft Common Objects in Context is widely known for 
its 328,000 organized and labeled images. It contains images of other things or stuff



Social Distancing Monitoring for Real-Time Deep Learning Framework 71

such as chair, grass, table, bicycle, airplane, street, background. More the number of 
images in the dataset, more accurately the deep learning model will learn to identify 
and distinguish between objects (human being). It is open source and suitable for 
implementation in machine learning projects (Landing 2020). 

3.2 Finding the Mid-point of the Co-ordinates 

Once the bounding box is created around a person in the frame, the system computes 
the four coordinates. Using the mid-point formula, then find the center point (Zhang 
and Vetter 2015). This center point will now act as a reference for other bounding 
boxes in the frame. The mid-point formula is C (x, y) = (xmin + xmax/2, ymin + ymax/ 
2). 

3.3 Finding the Distance Between Two Bounding Boxes 

C1(xmin, ymin) and C2(xmax, ymax) are the four coordinates that were determined 
in the previous process. The distance between each of the detected people in the 
frame is measured by evaluating the distance between their respective mid-points 
(Harakannanavar and Puranikmath 2017). The distance is calculated using Eq. 1. 

d(C1, C2) =
/
(xmax − xmin)

2 + (ymax − ymin)
2 . (1) 

3.4 Modules 

Modules can be defined as units of the project that work in tandem to ensure the 
smooth running of the system. The three key modules are as follows (Harakannanavar 
et al. 2019f):

• Input module.
• Human detection module.
• Recognition module. 

3.5 Input Module 

Here, two options are provided in view of input for the proposed system. Own laptop 
recorded with real time video. In case of option 2, using a pre-recorded video file for
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Fig. 2 Input module example 1 

Fig. 3 Human detection module

which the file path will be given as input in the code and process further to produce the 
desired output. The input is collected and calibrated frame-by-frame using feature 
extraction. Now, import the OpenCV module from the Python library into virtual 
environment. It is responsible for image processing and development of real-time 
computer vision applications (Harakannanavar et al. 2019g). The input module and 
human detection module are shown in Figs. 2, 3, and 4, respectively. 

3.6 Human Detection Module 

The SSD Mobile Net V2 is an object detection module that was considered in the 
proposed model. It is pre-trained on the Common Objects in Context dataset which 
consists of 164K images (Harakannanavar et al. 2020b). Once the real-time video 
starts running, the model captures multiple frames successively and detects human
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Fig. 4 Result Example 1

according to the assigned class object. Here, open-source software library is used to 
improve on the object class detection. 

For training the deep learning module, the Common Objects in Context 
dataset also known as MS COCO (Harakannanavar et al. 2022a) is used for obtaining 
the results. Next, assign a class id to objects in the frame that categorize into humans. 
Although the model can identify a vast number of objects, that were focusing only 
identify the person in the frame with accuracy (Jayalaxmi et al. 2022). However, due 
to camera limitations, the accuracy reduces as the subjects move far from the camera 
(Kajabad 2019). The proposed model is tested for other object classes such as cat, 
dog, motorcycle, pots, TV, sofa, and monitor (Kreiss 2020). 

4 Result Analysis 

Following are the software requirements used PyCharm and Python. The hard-
ware requirements are Laptop Processor (minimum) (Harakannanavar et al. 2022b): 
Pentium 4 (2.4 GHz), Hard Disk space (minimum): 250 GB, Random Access 
Memory (minimum): 1 GB, and camera and resolution: HD webcam (1280 × 720p) 
which are used to conduct the experiments. The video snippets below show the 
results of the human detection module. In this work, the video is recorded in an 
open space with dimensions 5.5 m depth × 3 m width at a fixed angle to replicate 
a surveillance system. Own laptop camera (Harakannanavar et al. 2022b) is used to  
capture the images for the implementation of the module, and the perspective view 
of the video frame is transformed to a bench view approximately 0.5 m above the 
ground. Figure 4 shows successful human detection along with a bounding box. The 
detection is a complete top-down detection, and since there is only a single person 
in the frame, the box will appear in green.
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Next, another person in the frame to test the modules accuracy is considered. The 
model primarily focuses on measuring the distance between two or more people and 
emitting a non-alarming visual cue. Here, red indicates that the subjects in the frame 
are not maintaining social distancing norms. As mentioned, the permissible distance 
between two people is set to be 2 m, and the bounding boxes will appear green if 
the distance is greater than the threshold. In Fig. 5, the above-discussed framework 
is successfully employed. The neighboring bounding boxes appear in red color. 

Next, the subjects in the frame maintain social distancing measures and the system 
being real-time tracks their movement and calculates the distance. The BB immedi-
ately changes to green as soon as the subjects in the frame move beyond threshold. 
A model is developed that would be applicable in social situations and tested the 
module for three people (Fig. 6). 

Fig. 5 Result Example 2 

Fig. 6 Result Example 3
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In Fig. 7, third team member is positioned between the two. Since the three 
members are not following the protocol in respect to each other, all boxes over here 
appear red. 

Next step is to make everyone in the frame to be positioned at 2 m distance from 
each other. The three bounding boxes appear green and is shown in Fig. 8. 

Now, another permutation of positioning the three subjects in the frame to imitate 
a real-world scenario where there are constant movements is considered for the next 
event. The model works for all sorts of positioning. Figure 9 shows two members 
who are not following the social distancing measures in respect to a third person who 
is standing at the far end to the right. The visual cue alters according to the scenario 
indicating a real-time efficiency of the model.

Another variation in the positioning is carried out further and is shown in Fig. 10. 
It is observed that fourth member entered the frame who was maintaining distance 
in respect to all. The person on the right is following social distancing too.

Fig. 7 Result Example 4 

Fig. 8 Result Example 5 
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Fig. 9 Result Example 6

Fig. 10 Result Example 7 

For verifying the efficiency of the code, rest of the two members were closely 
positioned behind. The model accurately calculates the depth and lateral distance 
between the all the members. 

5 Conclusion and Future Scope 

Social detection and distancing monitoring using a DL model are implemented by 
taking the frames of an input video or from a real-time video recording. The DL model 
is deployed to detect humans and create a bounding box around them. The spatial 
coordinates and the mid-point of the bounding box are calculated. The proposed 
model using deep learning is tested on a video portraying pedestrian on a street 
to identify, and the model can be used as a solid foundation for the development 
of projects in the field of study such as, study of behavioral patterns of people, 
predicting crowd or traffic movement. The model proved with an accuracy of 98.6%
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on real-time dataset. In future, the model can be modified and customized for use 
in other environments such as shopping malls, cinema theaters, offices, restaurants, 
and schools. 
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