
Lecture Notes in Electrical Engineering 1105

N. R. Shetty
N. H. Prasad
H. C. Nagaraj   Editors

Advances in 
Communication 
and Applications
Proceedings of ERCICA 2023, Volume 2



Lecture Notes in Electrical Engineering 

Volume 1105 

Series Editors 

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli 
Federico II, Napoli, Italy 
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán, 
Mexico 
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, München, Germany 
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China 
Shanben Chen, School of Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China 
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore, 
Singapore, Singapore 
Rüdiger Dillmann, University of Karlsruhe (TH) IAIM, Karlsruhe, Baden-Württemberg, Germany 
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China 
Gianluigi Ferrari, Dipartimento di Ingegneria dell’Informazione, Sede Scientifica Università degli Studi di 
Parma, Parma, Italy 
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid, 
Madrid, Spain 
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA, 
USA 
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China 
Janusz Kacprzyk, Intelligent Systems Laboratory, Systems Research Institute, Polish Academy of Sciences, 
Warsaw, Poland 
Alaa Khamis, Department of Mechatronics Engineering, German University in Egypt El Tagamoa El Khames, 
New Cairo City, Egypt 
Torsten Kroeger, Intrinsic Innovation, Mountain View, CA, USA 
Yong Li, College of Electrical and Information Engineering, Hunan University, Changsha, Hunan, China 
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA 
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra, 
Barcelona, Spain 
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore 
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany 
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA 
Subhas Mukhopadhyay, School of Engineering, Macquarie University, NSW, Australia 
Cun-Zheng Ning, Department of Electrical Engineering, Arizona State University, Tempe, AZ, USA 
Toyoaki Nishida, Department of Intelligence Science and Technology, Kyoto University, Kyoto, Japan 
Luca Oneto, Department of Informatics, Bioengineering, Robotics and Systems Engineering, University of Genova, 
Genova, Genova, Italy 
Bijaya Ketan Panigrahi, Department of Electrical Engineering, Indian Institute of Technology Delhi, 
New Delhi, Delhi, India 
Federica Pascucci, Department di Ingegneria, Università degli Studi Roma Tre, Roma, Italy 
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China 
Gan Woon Seng, School of Electrical and Electronic Engineering, Nanyang Technological University, 
Singapore, Singapore 
Joachim Speidel, Institute of Telecommunications, University of Stuttgart, Stuttgart, Germany 
Germano Veiga, FEUP Campus, INESC Porto, Porto, Portugal 
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Haidian District Beijing, China 
Walter Zamboni, Department of Computer Engineering, Electrical Engineering and Applied Mathematics, 
DIEM—Università degli studi di Salerno, Fisciano, Salerno, Italy 
Junjie James Zhang, Charlotte, NC, USA 
Kay Chen Tan, Department of Computing, Hong Kong Polytechnic University, Kowloon Tong, Hong Kong



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the 
latest developments in Electrical Engineering—quickly, informally and in high 
quality. While original research reported in proceedings and monographs has 
traditionally formed the core of LNEE, we also encourage authors to submit books 
devoted to supporting student education and professional training in the various 
fields and applications areas of electrical engineering. The series cover classical and 
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS 

For general information about this book series, comments or suggestions, please 
contact leontina.dicecco@springer.com. 

To submit a proposal or request further information, please contact the 
Publishing Editor in your country: 

China 

Jasmine Dou, Editor (jasmine.dou@springer.com) 

India, Japan, Rest of Asia 

Swati Meherishi, Editorial Director (Swati.Meherishi@springer.com) 

Southeast Asia, Australia, New Zealand 

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com) 

USA, Canada 

Michael Luby, Senior Editor (michael.luby@springer.com) 

All other Countries 

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com) 

** This series is indexed by EI Compendex and Scopus databases. **

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com


N. R. Shetty · N. H. Prasad · H. C. Nagaraj 
Editors 

Advances in Communication 
and Applications 
Proceedings of ERCICA 2023, Volume 2



Editors 
N. R. Shetty 
Central University of Karnataka 
Kalaburagi, Karnataka, India 

H. C. Nagaraj 
Nitte Meenakshi Institute of Technology 
Bengaluru, Karnataka, India 

N. H. Prasad 
Nitte Meenakshi Institute of Technology 
Bengaluru, Karnataka, India 

ISSN 1876-1100 ISSN 1876-1119 (electronic) 
Lecture Notes in Electrical Engineering 
ISBN 978-981-99-7632-4 ISBN 978-981-99-7633-1 (eBook) 
https://doi.org/10.1007/978-981-99-7633-1 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Singapore Pte Ltd. 2024 

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd. 
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, 
Singapore 

Paper in this product is recyclable.

https://doi.org/10.1007/978-981-99-7633-1


Preface 

The Eight International Conference on “Emerging Research in Computing, Informa-
tion, Communication and Applications,” ERCICA 2023 is an annual event organized 
at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka, Bengaluru, India, 
in association with Laghu Udyog Bharati (LUB—Karnataka) and technology partner 
National Research Development Corporation, Ministry of Science and Technology, 
Government of India. 

ERCICA aims to provide an interdisciplinary forum for discussion among 
Researchers, Engineers, and Scientists to promote research and exchange of knowl-
edge in computing, information, communications, and related applications. This 
conference will provide a platform for networking of Academicians, Engineers, and 
Scientists and also will encourage the participants to undertake high-end research in 
the above thrust areas. 

ERCICA 2023 received more than 400+ papers from all over the world, viz. 
from China, UK, Africa, Saudi Arabia, and India. The ERCICA Technical Review 
Committee has followed all necessary steps to screen more than 400 papers by going 
through six rounds of quality checks on each paper before selection for Presen-
tation/Publication in Springer, Lecture Notes in Electrical Engineering (LNEE) 
proceedings, is SCOPUS indexed. 

The acceptance ratio is 1:4 

Kalaburagi, India 
Bengaluru, India 
Bengaluru, India 
February 2023 

N. R. Shetty 
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Prediction of Airfoil Efficiency 
by Artificial Neural Network 

Chinmayi Siddamsetty, D. Jyothika, Tabindah Saleem, P. Manvitha, 
H. V. Srikanth, and S. Vijay Kumar 

1 Introduction 

It is essential and critical to validate the aerodynamic properties of an airfoil in 
designing the fluid flow application and developing the optimal characteristics in 
this regard. The aerodynamic properties of fluid flow around an airfoil are accu-
rately predicted by using the Reynolds-averaged Navier–Stokes (RANS) equations. 
However, this method has very elevated computational costs and very long progres-
sion intervals. Several researchers from the aviation industry have validated machine 
learning techniques for solving fluid flow problems that are less time-consuming 
and cost-effective. Although recent advances in computational power and efficiency 
have greatly reduced these costs, performing numerical simulations remains a time-
consuming and computationally intensive task for many practical applications. As 
a result, it was necessary to shorten the computational time and cost for solving 
problems related to fluid flow. 

Several studies, namely incompressible, steady-state flows, predict flow fields, and 
aerodynamic force coefficients of airfoils, were used to determine the characteristics 
and performance of the airfoil. 

These diversified classes of neural networks have been consistently used to ascer-
tain the visual imagery that these techniques incorporate deep learning techniques, 
and training can be done by extracting the unique features of an employed convolu-
tion layer. For explicit problems, an ANN model is adopted. When this model is used
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2 C. Siddamsetty et al.

for the same purpose, it assists in identifying solutions that can be easily validated 
(Narendra and Parthasarathy 1990; Hunt et al. 1992). 

Ahmed and Kamal (2022) proposed that the ability of a BPNN model to predict 
the significant aerodynamic features Cl and Cd of airfoils was evaluated. The training 
was carried out for the BPNN model, validated, and tested using aerodynamic 
data obtained through numerical simulations of 440 cases. In summary, the BPNN 
produced promising results for predicting the aerodynamic coefficients of airfoils 
that were contemplated for distinct conditions. Moin and Khan (2021) cited the 
best geometric coordinates which were determined by training and comparing the 
network architecture performance of airfoil. In contrast to CFD analysis, the neural 
network was found to be proficient in capturing aerodynamic properties with sparse 
geometric information. 

Sekar and Khoo (2019) carried out investigations without directly solving the 
Navier–Stokes equations, where CNNs were used to estimate the flow field over an 
airfoil as a role of airfoil geometry, Re, and more. Chen et al. (2020) created a dataset 
of CAI to determine the CL and CD using flow condition convolution. Bhatnagar and 
Afshar (2019) used CNNs to validate velocity and pressure fields. There are reports 
that CNN is used to explain the pressure distribution pattern around the airfoils and 
to predict the nonuniform study laminar flow in the 2D or 3D domain (Hui et al. 
2020; Guo et al. 2016). However, simple ANN architectures have been extensively 
adapted for addressing the problems associated with designing of an inverse airfoil. 
Rai and Madavan designed turbomachinery airfoils utilizing pressure distribution 
(Rai and Madavan 2001) and other design variables (Rai and MAdavan 2000) as  
input to ANNs. Huang et al. (1994) used ANNs to design and evaluate the Eppler 
method, which explains the velocity distribution of the airfoil. 

The authors claimed that the lift coefficients determined by this method are highly 
accurate in contrast to the claim, and it is observed that there was a deviation between 
predicted and actual coefficients. Khurana et al. (2008) used an approach with an 
ANN on PARSEC (a common method for airfoil parameterization) airfoils as a search 
agent in order to optimize their shapes. Various reports reported the possibility of 
using supervised machine learning techniques in the field of aerodynamics (Duru 
et al. 2021). However, in the previous studies, the ANN model was trained for lesser 
cases with less range of AoA and needs further investigations to prove its adaptability. 

In this study, the test cases were increased along with the range of AoA. The 
numerical simulation was performed in CFD. This resulted in the model being more 
accurate in predicting the Cl and Cd for different airfoils. The ANN model was 
trained in MATLAB using a dataset with different operating conditions such as Re 
and AoA as input data and the corresponding CL and CD as output data. The primary 
goal of this research was to develop an ANN architecture capable of predicting the 
most important aerodynamic characteristics Cd and Cl, which were determined for 
different airfoils under various aerodynamic conditions.
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2 Methodology 

2.1 Numerical Simulation 

The numerical simulation was performed in the CFD software package Ansys Fluent 
16.0. The numerical simulations were performed on different airfoil geometries under 
various flow conditions to obtain the coefficient of lift and drag which then could be 
used as a training data set to train and validate the ANN model. The CFD analysis 
on four different NACA series airfoils, i.e., NACA 0012, NACA 0015, NACA 2412, 
and NACA 4415 was carried out. NACA 0012 and NACA 0015 are symmetrical 
airfoils and NACA 2412 and NACA 4415 are asymmetric airfoils that have various 
applications in the field of aeronautics. The simulation was performed for 20 different 
AoAs on each airfoil varying from − 10° to 10°. The Re varied from 0.5 × 106 to 5 
× 106, i.e., the Re used in the simulation was 0.5 × 106, 1  × 106, 1.5  × 106, 2  × 106, 
2.5 × 106, 3  × 106, 3.5  × 106, 4  × 106, 4.5  × 106, and 5 × 106. Each airfoil was 
simulated with each Re at the AoA varying from − 10° to 10° with a 1° increment 
between the cases. The meshing details of selected airfoils are shown in Figs. 1a–d.

Altogether, the CFD analysis of 850 such cases was performed. The K-epsilon 
turbulence model was used which is a general description of turbulence by means of 
PDE. The standard k-epsilon model was used for a much more practical approach 
which helps in minimizing the unknowns and presents a set of equations that could 
be applied to various turbulent applications (Li et al. 2020). The C-type domain 
was used with the boundary conditions given as velocity inlet and pressure outlet at 
the inlet and outlet, respectively. The velocity specification was selected as magni-
tude and direction where magnitude was changed according to the Re. The velocity 
components x and y are changed with respect to the AoA as cosα and sinα. 

When an airfoil is subjected to flow, its streamlined shape enables the flow to split 
between the airfoil’s upper and lower surfaces. The pressure in the upper surface of 
the airfoil decreases as the flow stretches over the curved upper surface, whereas in 
the flat lower section, the flow speed and pressure are constant. At the leading edge 
of the airfoil, the pressure distribution is maximum, whereas at the trailing edge, flow 
separation occurs. The static pressure distribution is predicted using CFD, and the 
contour plots are shown in Figs. 1e–h. The conditions for numerical simulations for 
airfoil flow analysis are mentioned in Table 1.

2.2 Feedforward Backpropagation Neural Network 

A feedforward backpropagation neural network (ANN) is a form of ANN that has 
three layers: the input layer, the hidden layer, and the output layer. The substantial 
number of hidden layers is determined by the nature of the challenge. The number 
of neurons or nodes in the input layer is determined by the quality of the input 
characteristics, and the number of nodes or neurons in the layer that produces output
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Fig. 1 a Meshed airfoil NACA 0012, b meshed airfoil NACA 0015, c meshed airfoil NACA 2412, 
d meshed airfoil NACA 4415, e static pressure plot of NACA 0012, f static pressure plot of NACA 
0015, g static pressure plot of NACA 2412, h static pressure plot of NACA 4415
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Fig. 1 (continued)

is determined by the number of outputs. Weighted connections transmit all processing 
items to the next layer, such as neurons or nodes. The weights of the corresponding 
neurons have been multiplied through the hidden layer’s inputs and aggregated by 
the hidden layer to generate a summed output. The output is then processed using 
the sigmoid, tan-sigmoid, or threshold activation functions (Yuan et al. 2018). This 
type of neural network is used because of its speed of functioning, accuracy, and due 
its ease of implementation. The general architecture of the model used is shown in 
Fig. 2.

The delta rule is known as the WIDROW-HOFF learning rule using a supervised 
learning technique. Our model was trained by the adaption learning function called 
gradient descent (LEARNGDM) which was adopted by the following procedure. 

1. By giving all the random values each weight wij and bj where i = 1 to  n and j = 
1 to  m. 

2. Input and output datasets are fed into the BPNN model, and the output of each 
layer is calculated by the following equation: 

y[lc1] 
j p  = f

(
N1∑
i=1 

w
[l+1] 
i j y[l] 

i p  + b[l+1] 
j

)
. 

3. Error at the output layer is computed by the below formula: 

err[L] 
j p  = f '

(
y[L] 
j p

) (
dp − y[L] 

j p

)
, 

in the ith hidden layer (i = L − 1, L − 2, … 1). 
4. The following equations are used to calculate the bias between the input and 

output layers and changes in weights 

b[l] 
i j  (n + 1) = b[l] 

i (n) + NG.err[l] j p, 

w
[l] 
i j  (n + 1) = w[l] 

i (n) + NG.err[l] j p.y
[i−1] 
j p . 

Error terms are back propagated into the neurons of the previous layer while 
calculating the changes in weights and biases.
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Fig. 2 General block diagram of BPNN

5. Steps 2–5 are repeated till the errors are lesser than the minimum specified error. 
6. The present study involves the usage of the sigmoid activation function and is 

given by the following equation: 

F(x) = 1/
(
1 + e−x

)
. 

2.3 Prediction of Aerodynamic Coefficients 

The block diagram (Fig. 3) depicts the methodology used in this neural network which 
is used as a regression analysis tool to determine airfoil aerodynamic coefficients such 
as coefficient of lift and drag (Li et al. 2019). The dataset used in our model consists 
of 850 cases obtained through CFD analysis in the ANSYS fluent software on four 
different NACA airfoils: NACA 0015, NACA 0012, NACA 2412, and NACA 4415. 
Each of these NACA series was analyzed with ten different Re ranging from 5 * 105 

to 5 * 106 for various AoA ranges.
The dataset contained two input parameters, velocity and AoA, as well as output 

parameters, Cl and Cd 70% of the data in the dataset was used for training the network, 
while 30% was used for testing and validation (Michos et al. 1983). Later, a neural 
network was trained using a backpropagation algorithm such as the Levenberg– 
Marquardt algorithm, and training continued until it reached a stopping criterion, 
which was based on the validation error, i.e., the error should reach a minimum value 
(Yildiz et al. 2415). 

The architecture of the BPNN used consists of two inputs with ten neurons in the 
hidden layer and two outputs as shown in Fig. 4.
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Fig. 3 Flowchart of the steps followed

Fig. 4 Architecture of BPNN model used 

2.4 Performance Evaluation 

The following parameters are used to evaluate the performance of the BPNN model. 

1. RMSE: Lower the value of RMSE, higher the accuracy of the regression of the 
model, and it is calculated by the following formula: 

RMSE =
/
1 

n 

n∑
i=0 

|Pi  − Mi |2 .
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2. Pearson correlation coefficient (R): R-value varies from − 1 to 1; the accuracy of 
the regression model is said to be high if it has R-value near to 1. R I calculated 
by the following formula: 

R =
⎡|||√1 − ∑(Mi − Pi  )2

∑
(
Mi − Mi−

)2 . 

n number of data points in the testing subset. 
Pi predicted values for the ith aerodynamic coefficient. 
Mi mean of all measured values for the aerodynamic coefficients. 

3 Results and Discussions 

The multiple numbers of neurons or nodes that are in the hidden layer are used to 
train the ANN model to get the best RMSE value. The RMSE values associated with 
number of neurons in the hidden layer are summarized in Table 2. Ten number of 
neurons in the hidden layer gave the best RMSE value, i.e., 0.0076318 at 27 epochs. 
It was discovered that the correlation (R) value was close to one for all training, 
validation, and testing cases indicating high accuracy of the predicted value. From 
the table, it may be inferred that changes in the number of neurons affect the RMSE 
value in zig-zag fashion indicating that RMSE value is sensitive to several neurons. 

Figure 5 describes the relationship between the RMSE and neurons in the 
hidden layer. A minimum value of 0.0076318of RMSE with accurate prediction was 
achieved, but there was no continuous trend. As the number of neurons increases, 
RMSE value for neuron 10 has increased, and then, it decreased for neuron 14;

Table 2 Correlation table for different neurons 

No. of 
neurons 

Epochs RMSE * 
10−3 

Corr-coeff. 
for training 

Corr-coeff. 
for validation 

Corr-coeff. 
for testing 

Corr-coeff. 
overall 

10 27 7.6318 0.97557 0.98447 0.98303 0.97812 

14 24 6.5816 0.98402 0.98656 0.93697 0.97815 

18 12 9.553 0.97581 0.97877 0.98238 0.97716 

22 9 5.9927 0.97708 0.98695 0.97691 0.97839 

26 6 9.5672 0.9747 0.98147 0.98265 0.97691 

30 13 9.3398 0.98386 0.98061 0.94836 0.97769 

34 13 10.746 0.98359 0.97696 0.95456 0.97792 

36 5 11.265 0.97838 0.97377 0.99939 0.97757 

40 7 8.5035 0.9727 0.98105 0.97739 0.97503 

44 8 8.4694 0.9768 0.98165 0.9791 0.97809 
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Fig. 5 Neurons in hidden layer versus RMSE 

later for neurons 18 and 22, RMSE value has increased and decreased respectively. 
RMSE value for the networks with neurons 26–36 was seen to increase, whereas 
RMSE value has again decreased with an increase in neurons to 44. 

Figure 6 depicts the relationship between the RMSE value and the network used 
for the training, validation, testing, and prediction. The graph shows that it was 
proportionately high at the beginning of training and moderately decreased as training 
progressed. The RMSE value remained constant after 27 epochs at 0.0076318, and it 
did not decrease further. This performance graph only shows the best-case scenario. 
Compared to testing and validation data, RMSE value in the present study is large 
which may be due to the limited number of training data points in 850 instances.

From Fig. 7, we can conclude that the regression value for training, validation, 
and testing was near one which indicates high accuracy in the predicted values. 
BPNN model was trained and validated using the data which was obtained from the 
historical data. As each of the data points falls on the regressions line, the graphs 
demonstrate an excellent correlation between the target and projected values. In this 
work, the trained BPNN model indicates aerodynamic parameters with excellent 
accuracy and a relatively small number of inaccurate predictions when compared to 
other current models. Because machine learning techniques require a high number 
of data sets, model performance is directly related to data size. Only 850 simulated 
datasets were used to train the BPNN model in this investigation. Because 850 is 
such a small figure, it could indicate a constraint of the model’s performance. To 
improve the model’s dependability, more data from CFD simulations of various 
airfoils under various conditions must be collected. This will allow us to use this 
model to estimate aerodynamic coefficients of lift and drag for undiscovered airfoils 
under varied conditions.
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Fig. 6 Performance plot for the best RMSE case

4 Conclusions 

Validation of the BPNN model was done on basis of its efficiency to predict aerody-
namic parameters. It is evident in Fig. 7 that there is a correlation between predicted 
values and the dataset as R is near to one. This research has contributed to the 
development of a model that can be used to determine the aerodynamic coefficients 
(CL and CD) of any airfoil and evaluate its performance. About 850 instances in 
the dataset obtained from numerical simulations are used to train, test, and validate 
the developed ANN model. Regression plots showed a nearly perfect fit between 
the actual and predicted values. At epoch 27, with ten neurons in the hidden layer, 
the RMSE for the best validation performance obtained was 0.0076318. The model 
supports any Mach number between 0 and 0.7 and any Re between 0.5 × 106 and 
5 × 106. To summarize, the developed ANN model produced promising results in 
efficiently predicting the aerodynamic coefficients of various airfoils.
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Fig. 7 Regression plots for the best RMSE value

Nomenclature 

ANN Artificial neural network 
Re Reynolds number 
M Mach number 
AoA Angle of attack 
Cl Coefficient of lift 
Cd Coefficient of drag 
Cm Coefficient of moment 
BPNN Backpropagation neural network 
RMSE Root Mean Square Error 
PDE Partial Differential Equations
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Predicting Holding Days for Equity Gain 
Using Wavelets 

Mala Sundaram, Gitapremnath Raja, and Vimal Pant 

1 Introduction 

The stock price movements and prediction of future stock values are widely studied 
in various fields including finance, machine learning, and the trading market. This 
research attempts to establish that stock can be bought and sold by finding an 
improved equity gain model at profitable positions. Stock price prediction and 
indices’ movements have been previously investigated by several traders, profes-
sionals, and researchers. Many prediction methods for the stock price have been 
proposed in literature based on various factors such as news and sentiment analysis. 
Since the stock price movements are volatile and non-stationary, i.e., non-stationary 
stock prices do not remain constant over time. Therefore, stock market prediction 
becomes a challenging and difficult task. The stock investor’s interest is the motiva-
tion for this research work. This work signifies stock price movements using national 
stock exchange data in the Indian capital market. Further, this work finds the trading 
interval days using wavelet analysis, which can lead to equity gain in the future. 

1.1 Mathematical Preliminaries on Wavelets 

The proposed work utilizes wavelets for the interval-based stock price and indices’ 
movements. Thus, the mathematical preliminaries on wavelets with their related work 
are presented. This work examines the theoretical foundations of wavelet analysis 
and various stock market researches based on wavelets.

M. Sundaram (B) 
Nehru Memorial College, Tiruchirappalli, India 
e-mail: ursmala@gmail.com 

G. Raja · V. Pant 
NIFTEM, Sonipat, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_2 

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_2&domain=pdf
mailto:ursmala@gmail.com
https://doi.org/10.1007/978-981-99-7633-1_2


16 M. Sundaram et al.

1.2 Wavelets 

“A wavelet transform is a tool that cuts up data, functions/operators into different 
frequencies, and then studies each frequency component with a resolution matched 
to its scale” (Daubechies 1990). Wavelet refers to a small oscillation with zero mean. 
Wavelet has frequency- and time-localized functions to analyze the signals identi-
fying the abrupt changes accurately. Wavelets exist for a defined duration and come in 
different sizes and shapes. Wavelength analysis is strengthened by the availability of 
a wide range of wavelets. The two main concepts in wavelets are: scaling and shifting. 
The mathematical representation of equivalent frequency is defined in Eq. 1. 

Feq = 
Cf 

Sδt 
, (1) 

where 

Cf Center frequency. 
S Scale factor. 
δt Sampling interval. 

A significant-scale factor results in a stretched wavelet corresponding to low 
frequency. In contrast, a shorter scale factor results in shrinking/compressed wavelets 
correspond to high frequency (use narrow window for better frequency resolution). 
A stretched wavelet helps in capturing slowly varying signals, whereas a compressed 
wavelet captures abrupt changes. Shifting of a wavelet means delaying (or) advancing 
the wavelet’s onset along the length of the signal. The given signal features are 
identified by shifting and scaling the wavelets used for the specified application. The 
scaling and shifting of wavelets are represented in Fig. 1.

1.3 Discrete Wavelet Transform 

Continuous and discrete wavelet transform differs by how the wavelet is shifted and 
scaled. DWT is easy to implement when compared with CWT. The critical application 
of discrete wavelets is denoising and compression of signals. The idea in denoising 
is to keep the most significant coefficients. The DWT requires the signal’s length to 
be dyadic (power of 2) and highly dependent on the origin of the signal analyzed. 
Any signal (S(t)) can be decomposed by a sequence of projections onto a wavelet 
basis, shown in Fig. 2.
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Fig. 1 Wavelet at various scales and translations

Fig. 2 Wavelet decomposition and reconstruction sample
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1.4 Haar Wavelet 

Haar Wavelet is the oldest and simplest of wavelets and captures fluctuations between 
adjacent observations (Huang and Wu 2008; Lahmiri 2013). It resembles a square 
form. The wavelet function, the scaling function of the Haar Wavelet, is given in 
Eq. 2. 

φ(t) −→← 
−→← 

−→← 
−→← 

= 

⎧ 
⎨ 

⎩ 

1 for  0  < t < 1 2 
−1 for  1 

2 < t < 1 
0 otherwise 

⎫ 
⎬ 

⎭ , 

ϕ(t) =
{
1 for  0  ≤ t1 
0 otherwise

}

. (2) 

2 Literature Review 

This part of the work has focused on studies that have examined the wavelets, wavelets 
applications, data mining techniques, machine learning, and deep learning imple-
mentation in various stock market analyses. Multiple studies show the importance 
of wavelets and their applications in varieties of fields. This work mainly focuses on 
wavelets and their applications in stock price and indices’ movements. 

Wavelets were proposed for various applications (Graps 1995; Gencay et al. 2002; 
Lee and Yamamoto 1994; Fama  1991). The wavelets to the analysis of financial data 
and economical data (Ramsey 1999) and wavelets for finding trading interval days 
are also presented (Mala and Saravanan 2018). The wavelet transform (Daubechies 
1990) successfully applied to both time-series financial (Li et al. 2006; Huang and 
Wu 2008; Lai and Huang 2007; Hsieh et al. 2011; Wang et al. 2019, 2011; Huang 
2011; Wang et al. 2011; Kao et al. 2013; Lahmiri et al. 2013; Shah and Debnath 2017) 
and engineering problems (De and Sil 2012; Rikli 2012) because of its simultaneous 
analysis in frequency and time domains. Wavelet decomposes given stock price into 
high- and low-frequency components (Crowley 2005). The wavelets can capture 
stock price discontinuities in high frequency. In low frequency, the wavelet char-
acterizes the stock data’s coarse structure to identify the long-term trends (Lahmiri 
2014). Wavelet analysis can extract the hidden temporal features of the stock price. 
Various factors in the stock market cause stock market instability. The stock market 
is a complex system that takes much information from news to investors, essential 
information to socio-political events, and its behavior produces an output (Novak and 
Veluscek 2015). “Though most of the wavelet applications are in time-series anal-
ysis, only very few focuses on stock market data analysis. Deployed various wavelet 
methods were deployed in stock series with multi-resolution analysis, denoising 
stock price series, characterizing abrupt changes in the stock prices, and detecting 
stock series’s self-similarity” (Lai and Huang 2007). The discrete wavelet transform
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is applied to analyze the stock index’s prediction on National Stock Exchange Fifty 
Index (Jothimani et al. 2015). The wavelet analysis improves the forecasting perfor-
mance and provides promising indicators in stock market analysis. Stock market 
prediction using hybrid of wavelet transform and Artificial Neural Network has also 
implemented (Mahadevan et al. 2016). “Theoretical foundations for fundamental 
research, the Discounted Dividend Model (DDM), and finally the Discounted Cash 
Flow Model (DCFM), all these models have strengths, despite the lack of accu-
racy, because it is required financial efficiency market” (Wafia et al. 2015). A new 
approach for stock returns prediction is presented by applying data mining tech-
niques with possible features based on the filter-based clustering (Barak 2015). This 
work used a feature selection algorithm and data mining techniques for stock risk 
and return prediction. In data mining techniques classification, various classifiers for 
stock price direction prediction and classification were evaluated (Ballings 2015). 
Data mining methods for analyzing financial reports with quantitative and qualitative 
data by combining data and text mining techniques were proposed by Kloptchenko 
(2004). Using context capturing features based on economic news by automated news 
reading, the stock price was given by Hagenau (2013). The stock price prediction 
using R, a data mining tool in stock market analysis, is proposed (Angadi and Kulkarni 
2015; Khanna 2014). Compared with various models to use, a unidirectional perspec-
tive of the quality of volatility of returns forecasts provided by GARCH, without any 
cost component (Matei 2009). For stock price prediction, various methods have 
been implemented. Most of the researches focus on predicting the stock value of 
future trading days. For financial time-series forecasting, the combined prediction 
model, with principal component analysis (PCA) based on Artificial Neural Networks 
(ANNs), has also been presented (Hu et al. 2021). Various research works analyzed 
the stock/forex market prediction through different deep learning methods and iden-
tified deep learning to improvise stock value prediction with more accuracy. Notable 
researches used machine learning techniques. For large and small capitalizations 
and in different markets, the support vector (SV) predicts stock prices, employing 
prices with daily and up-to-the-minute frequencies (Miranda 2018; Patel et al. 2015). 
To find stock price prediction efficiently, optimization methods were implemented 
(Stankovic et al. 2015). An integrated system used an artificial bee colony (ABC) 
algorithm for forecasting stock markets using wavelet transforms and recurrent neural 
networks (Hsieh et al. 2011). Stock trends prediction by wavelet transform and multi-
stage fuzzy inference optimized by the genetic algorithm implemented by Kishikawa 
and Tokinaga (2000). 

The Brazilian stock market model called the increasing–decreasing linear neuron 
(IDLN) with time-phase adjustment, gradient-based training algorithm, for high-
frequency stock market forecasting presented to solve financial time-series problem 
(Araújo 2015). Efficient Market Hypothesis (EMH) in the Indian stock market in 
the post-liberalization era (1991–2013) through a series of tests was performed. 
The research outcomes suggest that despite substantial progress in the Indian stock 
market, EMH remains weak. Therefore, there remains a distinct possibility by 
investors in Indian stock markets to generate super-normal returns (Gupta and Gedam 
2014). In the Indian Pharmaceutical sector, the technical analysis of selected stocks
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was performed. The result interprets whether to buy or sell them (Boopalan 2014; 
Sudheer 2015; Umaprabha and Malavika 2015). The Colombo Stock Exchange 
(CSE) is examined by its stock price behavior and leads to the result that CSE 
prices do not display any month-specific behavior (Chkraborty 2006). For Tehran 
Stock Exchange, a compound model of ARIMA and neural network was proposed 
to predict the finance market trend (Mousazadeh Abbasi et al. 2015). Few types of 
research demonstrated can improve the African equity price formation process if 
African stock markets integrate their operations (Simons and Laryea 2006; Ntim 
et al. 2011). 

Apart from predicting stock price movements and its improvement in the stock 
index’s accuracy, another area that comforts the investors is the optimal timing for 
buying and selling the stock security toward equity gain. This paper is illustrated to 
guide the investors to make buying and selling decisions based on trading interval 
days. This paper presents the basic ideas of interval findings in the stock market 
using discrete wavelet analysis, and a confusion matrix analyzes the performance of 
stock value. This work deployed a decision tree classifier for predicting stock price 
movement and an accuracy measure for validating the stock price movement. 

3 Methodology 

Data Collection 

The data implemented in this research are collected from the portal Yahoo Finance 
which has one of the richest collections of publicly available stock indices and price 
data on the internet. By using the fix_yahoo_finance Package in Python, this work 
downloaded the required data directly from Yahoo Finance. From January 1, 2010, 
to December 31, 2019, there were a total of 2460 trading days and this work has 
considered the data from August 31, 2016, to December 31, 2019 (~ 818 trading 
days), for testing purpose. 

Interval-Based Framework 

To access and gain stock market knowledge and guide investors in terms of when 
to buy or sell or hold the shares, interval analysis is needed. This work utilized a 
simple wavelet-based model for stock interval calculation, which in future related to 
interval-based trading days. The issues related to the data preprocessing technique, 
architecture design, wavelet selection, and performance measures are considered 
carefully. Using Google Colab, the methods were all implemented online. The frame-
work for stock market analysis using trading interval days’ calculation is depicted in 
Fig. 3.

Stock Price Collection and Preprocessing 

This work is analyzed using various stock sectors, namely banking sector, pharma-
ceutical sector, automobile sector, information technology sector, and food sector,
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Fig. 3 Framework for stock 
market analysis based on 
trading interval days

Stock Market Data Collection 

Pre -Processing the Stock Market Data 

Feature Engineering using Wavelets 

Interval Analysis 

Stock Market Data Performance Evaluation 

and for all, the same periods of stock prices have been taken for analysis. This work 
used 50 stocks from five different sectors from January 1, 2010, to December 31, 
2019. In total 2460 trading days were taken for analysis. This work excluded those 
stocks containing any missing values between the periods of study. The missing 
values, also known as null values, were removed to avoid inconsistencies and handle 
the data effectively and efficiently. It is verified if the stock contains price values 
during the trading days; otherwise, it has been omitted. This research work included 
only the closing price of the stock for each trading day for further analysis. 

Banking Sector 

Banking sector—January 1, 2010, to December 31, 2019 (2460 trading days)—was 
taken for analysis. From August 31, 2016 to December 31, 2019 is considered for 
testing (~ 818 days). The sample dataset for the banking sector is depicted in Fig. 4. 
It is an online process that directly downloads the data from the internet using the 
Python package fix_yahoo_finance.

Various stock market data for the banking sector are listed in Table 1, and the ten 
best-performing bank stocks are chosen for analysis.

The closing price for different banking sector stocks is shown in Fig. 5. This  
figure indicates that price movements are present in all the stocks for the period 
of study (from January 2010 to December 2019). The closing price for different 
pharmaceutical sector stocks is shown in Fig. 6. This figure indicates that price 
movements are present in all the stocks for the period of study (from January 2010 
to December 2019).
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Fig. 4 Stock price collection for bank sector from Yahoo Finance

Table 1 List of few bank 
stocks used in this research 
work 

S. No. Stock symbols 

1 AXISBANK.NS 

2 BANKBARODA.NS 

3 BANKINDIA.NS 

4 CANBK.NS 

5 CENTRALBK.NS 

6 CUB.NS 

7 FEDERALBNK.NS 

8 HDFC.NS 

9 ICICIBANK.NS

The closing price for different automobile sector stocks is shown in Fig. 7. This  
figure indicates that price movements are present in all the stocks for the period of 
study (from January 2010 to December 2019).

The closing price for different food sector stocks is shown in Fig. 8. This figure 
indicates that price movements are present in all the stocks for the period of study 
(from January 2010 to December 2019).

The closing price for different information technology sector stocks is shown in 
Fig. 9. This figure indicates that price movements are present in all the stocks for the 
period of study (from January 2010 to December 2019).

Wavelet Implementation (Interval Finding) 

The stock closing price is the significant input in this processing. First, the interval 
days are calculated using Haar Wavelet. The numerous features like positive peaks 
using a threshold in the wavelet features are then analyzed. Significant features and
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Fig. 5 Various bank sector stock price movements

intervals provide positive peaks in the wavelet, the trading interval days to hold a 
stock for equity gain. The calculated interval trading days are given as input to the 
classifier, where the interval for positive stock market prediction is calculated. The 
results are then evaluated by using a confusion matrix. 

The closing price for the stock SBI and wavelet approximation with reconstructed 
stock price normalized values are shown in Fig. 10. From the wavelet approximation 
coefficients, the positive and negative peaks are identified first. The positive peaks 
indicate the equity gain of the stock as in Fig. 11. The difference between the positive 
peaks is noted for each stock. The average interval days are calculated from the 
peaks for finding the holding period of the particular stock. After finding the average 
interval days for equity gains, the stock is analyzed with the test data to see whether 
the particular interval predicts the gain or not. If the expected and calculated values 
are positive, then it is noted as true and positive prediction. With this, the accuracy 
of the stock is calculated and tabulated for each sector stock.

Algorithm for Interval Finding

STEP 1: Collect the stock price from historical data. 
STEP 2: Split the collected data into training and test data. 
STEP 3: Create the model with training data.
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Fig. 6 Various pharmaceutical sector stock price movements

STEP 4: Deploy the Haar Wavelet, find the positive peaks using threshold in wavelet 
features. 

STEP 5: Calculate the Average Interval days between the positive peaks. 
STEP 6: Evaluate the result with test data. 

Performance Evaluation 

This work deployed a decision tree classifier for predicting stock price movement 
and an accuracy measure for validating the stock price movement. The decision tree 
classifier is a tree-based classifier used to classify the stock data into profit or loss 
class. The actual value for the stock is taken from the dataset. The classifier predicted 
class (profit/loss) is analyzed by using confusion matrix. 

The values of the errors (generally known as type 1 and type 2) are calculated with 
a confusion matrix in Python, Google Colab. The results against the actual value and 
machine predicted value are shown in Fig. 12. Figure 12 indicates the stock taken 
for analysis is SUNPHARMA; the stock prices are downloaded online from NSE 
at dynamic time (SUNPHARMA.NS). The true positive predictions are 478 out of 
818.

Shown equity gain is predicted correctly by a decision tree classifier. Using the 
decision tree classifier, the loss value 337 is predicted correctly, but the trading
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Fig. 7 Various automobile sector stock price movements

Fig. 8 Various food sector stock price movements
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Fig. 9 Various IT sector stock price movements

Fig. 10 Various bank sector stock price movements with wavelet features

intervals show its gain. Therefore, it is also taken with type 1 and type 2 errors. Only 
true positive predictions are considered as correct for the given trading interval. 

The analysis of stock prices NSE closing price of trading days between January 1, 
2010, to December 31, 2019, resulted in an accuracy measure of 43% (food sector)– 
60% (pharma sector). The lower accuracy in the food sector may be attributed to 
either lower trading volumes of the stocks taken and/or the price movements of the 
stocks failing to reach the given threshold to be considered as profit/equity gain. It
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Fig. 11 Bank sector stock price movements—positive peaks predictions

SUNPHARMA.NS        
Classification report - Confusion Matrix  -  

Actual 
ProfitLoss 
PredictedProfit [4780] 
Loss[  3     337] 

Accuracy       0.58 

Total 818, True Positive Predictions 478 (After the 
predicted interval days 4, equity gain obtained) 

Fig. 12 Stock price movements’ accuracy calculation for SUNPHARMA
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can be inferred that if the stocks from this sector were held for approximately five 
trading days, the stock investor may get an equity gain notably with 52% accuracy. 
Hence, the forecasted trading interval days for five sectors considered for analysis 
are approximately five trading days. 

Result and Analysis 

In this theme of five different sectors, namely banking, information technology, 
pharmaceutical, food, and automobiles, ten stocks were taken for each industry for 
equity gain analysis. The movement of stock is considered from January 1, 2010, 
to December 31, 2019. All these stocks were analyzed by using Haar Wavelet to 
find trading interval days. By utilizing these interval days, the stocks for equity gain 
were analyzed. The empirical results show that by holding on an average of 5 days, 
we may get equity gain with a probability of 52.92%. According to the effective 
market hypothesis theory, the stock market will follow a random movement. The 
accuracy of predicting these movements cannot exceed 50%. Even if a model was to 
predict the movements in a particular financial market with much higher accuracy, it 
might be by chance. The same model cannot predict the movements in other financial 
markets where the movements are random, and the price movements are based on 
other factors and not just historical prices. 

The results section is analyzed by two themes of maximum accuracy and minimum 
interval days. 

Food sector 

Stock name Interval days Accuracy (%) 

ITC.NS 5 57 

GRMOVER.BO 7 56 

NESTLEIND.NS 4 56 

GODFRYPHLP.NS 4 43 

BRITANNIA.NS 4 53 

ATFL.NS 4 52 

DFM.BO 5 52 

TATACOFFEE.NS 5 52 

SUKHJITS.BO 4 51 

KRBL.NS 5 50 

The bold indicates the accuracy associated with minimum interval days and the interval days 
associated with maximum accuracy 

IT sector 

Stock name Interval days Accuracy (%) 

DSSL.NS 8 58 

HCLTECH.NS 5 56

(continued)
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(continued)

IT sector

Stock name Interval days Accuracy (%)

INFY.NS 4 54 

RSYSTEMS.NS 8 54 

TCS.NS 4 54 

EXPLEOSOL.NS 7 52 

SASKEN.NS 4 52 

MINDTREE.NS 4 51 

MPHASIS.NS 4 51 

COFORGE.NS 4 50 

The bold indicates the accuracy associated with minimum interval days and the interval days 
associated with maximum accuracy 

Pharma sector 

Stock name Interval days Accuracy (%) 

AJANTPHARM.NS 5 60 

LUPIN.NS 4 59 

SUNPHARMA.NS 4 57 

DRREDDY.NS 4 56 

GLAXO.NS 4 56 

DIVISLAB.NS 4 55 

GLENMARK.NS 4 55 

IPCALAB.NS 4 54 

CADILAHC.NS 4 53 

SANOFI.NS 4 53 

The bold indicates the accuracy associated with minimum interval days and the interval days 
associated with maximum accuracy 

Automobile sector 

Stock name Interval days Accuracy (%) 

EICHERMOT.NS 4 55 

BAJAJ-AUTO.NS 4 54 

TATAMOTORS.NS 4 53 

HEROMOTOCO.NS 4 51 

ASHOKLEY.NS 5 50 

M&M.NS 4 50 

MARUTI.NS 4 49

(continued)
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(continued)

Automobile sector

Stock name Interval days Accuracy (%)

TVSMOTOR.NS 4 49 

ESCORTS.NS 4 48 

HINDMOTORS.NS 17 44 

The bold indicates the accuracy associated with minimum interval days and the interval days 
associated with maximum accuracy 

Banking sector 

Stock name Interval days Accuracy (%) 

CUB.NS 5 56 

INDUSINDBK.NS 4 55 

AXISBANK.NS 4 53 

FEDERALBNK.NS 5 53 

HDFC.NS 6 53 

KARURVYSYA.NS 5 53 

BANKBARODA.NS 4 52 

CANBK.NS 4 52 

ICICIBANK.NS 4 52 

PNB.NS 5 52 

The bold indicates the accuracy associated with minimum interval days and the interval days 
associated with maximum accuracy 

Each sector highlights the research work by each theme, and the accuracy value and 
minimum interval days serve the objective of this research work. However, this work 
excluded the stock if it contains any missing values between January 1, 2010, and 
December 31, 2019. This research work included only the closing price of the stock 
for each trading day for further analysis. 

From the sample that was for analysis, in the pharmaceutical sector, the stock 
AJANTAPHARM.NS performed the best having a 5-day trading interval with 60% 
accuracy for getting an equity gain. The stock CADILAHC.NS with a trading interval 
of 4 days had the lowest accuracy of 53% in the sample. This work predicted an 
average of five trading interval days for equity gain with an accuracy of 52.9%. 

In the sample taken for banking sector, the stock CUB.NS had the highest accuracy 
of 57% for the derived five trading interval days and four stocks BANKBARODA.NS, 
CANBK.NS, ICICIBANK.NS, and PNB.NS had the lowest accuracy of 52% for 
their derived trading interval days. In the sample taken for food sector, the stock 
ITC.NS had the highest accuracy of 57% for the derived five trading interval days 
and the stock GODFRYPHLP.NS had the lowest accuracy of 43% for the derived 
four trading interval days. In the sample taken for IT sector, the stock DSSL.NS
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had the highest accuracy of 58% for the derived eight trading interval days and the 
stock COFORGE.NS had the lowest accuracy of 50% for the derived four trading 
interval days. In the sample taken for automobile sector, the stock EICHERMOT.NS 
had the highest accuracy of 55% for the derived four trading interval days and the 
stock COFORGE.NS had the lowest accuracy of 44% for the derived 17 trading 
interval days. There is a 17% difference in accuracy between the stock’s predicted 
trading interval days. This is mainly due to the difference in the trading volumes of 
the stocks. Some stocks also failed to touch the defined threshold to be considered 
as a profit in the wavelet features, and this also affected the accuracy of the stock. 

4 Conclusions 

The analysis and findings concluded that the Haar Wavelet method used for 
smoothening and predicting the interval days for the stock price worked very well 
for forecasting share prices. This work excluded any stock with one or more missing 
values in the close price for all the sectors as the objective of this research is to find 
the interval trading days. If a stock is not traded on a particular trading day, it does 
not align with this research work’s objective of finding minimum trading interval 
days and may lead to erroneous results. 

Further empirical result analysis of selected stocks of various sectors and compa-
nies confirmed the price movements with accuracy. This model, when used with care, 
may benefit investors. This work will reduce the time in terms of the holding period. 
An investor can get equity gain with minimum interval days for a given threshold. 
Further research can be done to include stocks with missing close prices on trading 
days to improve accuracy within each sector. 
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Intelligent Camera-Based 
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1 Introduction 

Older people and others who are physically disabled rely on wheelchairs. The design 
and execution models of an entirely eye-controlled wheelchair are as shown in 
Fig. 1. Different automatic systems, such as voice-controlled wheelchair or joystick-
controlled wheelchair systems, are offered on the market depending on the needs 
of people with impairments (Tharwat et al. 2022; Patel and Prakash 2015). People 
who are completely paralyzed occasionally find it very complex to use that kind 
of equipment. Here, the eye-controlled wheelchair system gives them independence 
they need to live more independently and comfortably. Additionally, they conserve 
a significant amount of energy and outside labour. Real-time picture analysis from 
the camera is used to send the commands for communicating with the motor driver 
to operate the connection through GPIO pins. With the help of motor driver, various 
operations can carry out, including left, right, advance, and stop (Viswanatha et al. 
2022; Culpepper and Keller 2003).

The face and eye detections are done by using OpenCV at the advanced level of 
image processing. For positioning the accurate pupil, tracking and detection, a variety 
of applications and algorithms are used. One of these, the Haar cascade detection 
technique, is utilised to detect both eyes as well as single and many faces (Jaffe 
1982; Abe et al. 2002). The final objective of this technique is to identify the precise 
eye pupil and pinpoint its centre. OpenCV libraries like cv2, numpy are used for 
image processing like image colour conversion, pattern matching edge detection, 
object detection, and edge detection are used to automatically determine and track 
the eye pupil. There are numerous more methods for tracking eye pupils. However,
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Fig. 1 Block diagram

they have their own restrictions. However, different outputs would be produced for 
various users, leading to incorrect pupil position in the eye (Viswanatha et al. 2020; 
Kuno et al. 1998; Robinson 1963). 

The camera sends the images that it has captured to the base station, which could 
be a computer or laptop. After identifying the eyes using trained Haar cascade-like 
features for eye detection, the images are processed using image processing methods 
in Python utilizing the Open-source Computer Vision Library. With the use of the 
Hog method and 68 points face detection, image processing can pinpoint the pupil’s 
location. Two blocks make up the full frame (Ito 2002; Kishimoto 2001; Reddy and 
Rajeswari 2019; Corno and Farinetti 2002). 

The algorithm specifies each block’s width and length. Through repeated analysis, 
we may determine the direction in which the eye is looking by calibrating the block 
in which the pupil is located. Processing essentially separates the image into three 
sections, left, right, and centre. The output is “Right” if the pupil’s position is in the 
first block. It produces the result “Left” if it is located in the third block (Abe and Oi 
2003, 2004; Ramachandra et al. 2022; Barea et al. 2002). 

The output is “Straight” if the pupil is in the centre. The default response upon 
three eye blinks is “Stop.” The Raspberry Pi is then informed of this output. 

1.1 Motivation 

A wheelchair is required by over 132 million disabled persons worldwide, or 1.86% 
of the total population. Millions of people worldwide have the inability to control 
any of their limbs or even their head due to diseases associated with upper and lower
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motor neurons, thereby weakening the muscles. Therefore there is a need to build 
the system with better technology to give disabled people, wonderful opportunities 
to feel autonomous and lead accessible lives. For the system based on eye control 
and cost-effective, a revolutionary technique is used. To reduce the need for the 
disabled person’s assistance, we strive to suggest an electric wheelchair with eye 
movement bias control (Sarangi et al. 2007; Wang and Ishimatsu 2005; Jia and Hu 
2005; Viswanatha and Reddy 2017; Purwanto et al. 2008). 

1.2 Objectives

• Controls the wheelchair based on the eye movements and detection of obstacle in 
the path.

• Highlight the features of digital image processing and represents the alternative 
resources available.

• Learn use of algorithms like Haar cascade, Canny edge detection, and Hough 
transform to track the eye movements.

• Use Python 3.0 and OpenCV library installed into Raspberry Pi to do image 
processing. 

2 Methodology 

Eye pupil detection and eye tracking are the system’s fundamental concepts. These 
are achieved through various image processing techniques. The actual working 
methodology of this system is as follows—detecting human face and eyes using 
Haar cascade algorithm, eyes as region of interest, webcam captures the images of 
eye and the pupil movement detection by using Canny edge detection and Hough 
Transform. After tracking the eye movement, the chair is instructed to move accord-
ingly with the help of driver module. As a measure of safety, an ultrasonic sensor is 
used to avoid the obstacles on the way by detecting them in well advance. The actual 
working of algorithms mentioned is shown in Fig. 2.

2.1 Haar Cascade Algorithm 

This algorithm contains “Haar Wavelet transfer functions” as shown in Fig. 3 serve 
as the foundation of Haar cascade and are described as a series of rescaled "square-
shaped" functions that collectively make up a wavelet family or basis.

The working flow of Haar Wavelet is shown in Fig. 4. It uses the Haar Wavelet 
approach to divide the image’s pixels into squares according to their functions. To 
obtain a high level of accuracy from what is referred to as “training data,” this involves
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Fig. 2 Architecture of methodology

Fig. 3 Haar wavelets

machine learning techniques. The “features” that are detected are computed using 
“integral image” principles. The AdaBoost learning method, which is used by Haar 
cascades to provide effective classifier results, chooses a small number of crucial 
features from a huge set.

The workflow of Haar Cascade Algorithm is as shown in Fig. 4. In this context, 
it involves the key steps, starting from taking clean data followed by training the 
classifer to real time face detection. Once face detection is success, it will move on 
to find the region of interest followed by eye detection on the face of human.
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Fig. 4 Flowchart of Haar 
cascade algorithm

2.2 Canny Edge Detection 

The Canny edge detection technology helps to reduce size of data that must be 
processed and still obtains the structured information of various objects. It is 
commonly employed in different systems that use OpenCV. According to Canny 
edge detection algorithm, if necessary conditions like gaussian smoothing, edge 
tracking by hysteresis are met for an object, most computer vision based systems can 
use edge detection for it. The algorithm’s internal process steps are shown in Fig. 5.

The steps shown in the above flowchart of Canny edge detection are as follows:

1. Gaussian smoothing uses a Gaussian filter for the removal of noise. 
2. In gradient filtering, x and y directions of image are calculated by convolution 

mask method and gradient strength and edge’s direction are calculated.
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Fig. 5 Flowchart of Canny 
edge detection

3. Non-maximum Suppression step is used to remove the unwanted pixels which 
are not edge’s part. 

4. Hysteresis in this step upper threshold and lower threshold is used as follows. 

(i) Upper threshold where the gradient value is more for a pixel is considered 
as edge pixel. 

(ii) Lower threshold where the gradient value is less for a pixel is rejected. 
(iii) If the value is in between two thresholds then, the pixel is accepted if and 

only if the surrounding/neighbouring pixel is higher than upper threshold. 

Some general requirements for edge detection. 

1. The error rate should be very low such that the algorithm captures visible edges 
in image precisely. 

2. The centre of the edge will be correctly localized by the operator’s detection of 
edge point. 

3. False edges are not to be produced by the image noise and each edge in the image 
should only be marked once in the image.
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2.3 Hough Transform 

This method is used to seclude the information of shape like circle or lines in a picture 
as shown in Fig. 6. This Hough transform method is mostly used for the detection 
of normal curves like circles, lines, and ellipses and so on. 

3 Implementation 

The implementation of the system is shown in Fig. 7. It is OS-based system which 
collects the live data. A low-power on-board computer-based Raspberry Pi is used. 
This provides some input and output pins and some useful ports like UART, HDMI, 
USB, and an Ethernet adapter port to connect over the internet via a wired and can also 
be connected wirelessly. Raspberry Pi also supports external memory up to 32 GB

Fig. 6 Edge and pupil detection 
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Fig. 7 Experimental setup 

and has RAM of 4 GB. It is controlled with the help of ARM architecture. Figure 7 
represents the experimental setup of system. A web camera is placed in before the 
user’s eye. Here, the crucial part is the length between eyes and the camera is set 
that can be 9–12 cm. The camera captures the images of person face and determines 
the eyeball position accurately. After identification of pupil position, the algorithm 
measures the mean from outer edge/corner of eye. This provides the right information 
of eyeball movement and accordingly it controls the motor driver along with a relay 
board to control the motor connected to the wheelchair. 

The motor driver circuit is connected to Raspberry Pi 4 and also a camera module 
which captures the images and then produces the command signal to the GPIO pins. 
Perform the left, right, forward, and stop operations. 

4 Result and Discussion 

The results obtained at each stage of image processing are shown step by step. The 
webcam detects the face and eyes, creating Regions of Interest (ROIs) by capturing 
images using the Haar Cascade algorithm. By using the Canny edge detection, the 
next process which converts the image from BGR to grey removes the noise and 
detects edges. Then, the circles which are pupils in our case are detected by Hough 
transform. This pupil movement or direction information is sent to the driver motor 
to drive the chair in the respective direction. The outputs obtained in each stage are 
shown as.
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4.1 Haar Cascade Algorithm for Face and Eye Detection 

The face and eyes are detected using the Haar cascade algorithm, and its output as 
shown in Fig. 8, featuring rectangular boxes around the regions of interest. Subse-
quently, images of the eyes, identified as the Region of Interest (ROI) in this case, 
are captured. This dataset is used for training in edge detection and Hough transform 
for pupil location. 

The important libraries used in the image processing are imported first, importing 
CV2, and numpy is must. For detection of face and eye, a html file containing 
the features of face and its regions should be installed before performing detection 
algorithm. The important parts of coding with final output are shown below: 

The below function is used to load face and eye features. 

Face detection is done by using inbuilt functions which are as follows.

Fig. 8 Output of detection 
of face and eye 
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Fig. 9 Output of canny edge detection 

Eye detection is done by using the inbuilt functions which are as follows. 

4.2 Canny Edge Detection 

The edges are detected from the images captured in Haar cascade and it is shown in 
Fig. 9. Here, detecting the edges avoids the noise in the picture which is not necessary 
in detecting the pupils which are circle objects which can be detected in next step of 
the process. 

The edge detection can be done by using the inbuilt function available in CV2 
library as mentioned in the below function. 

4.3 Hough Transform 

Here, Hough transform is used to detect circles which can also be used to detect 
lines. Here, in this case, pupils which are circle in shape detected by this algorithm 
are shown in Fig. 10.
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Fig. 10 Output of Hough transform 

Detection of circles can be done by using the Hough function that is available in 
CV2 library as mentioned in the instructions as follows. 

4.4 Driving Motor 

The system takes the resulting image processing data and sends it to a motor drive 
circuit for moving the wheelchair based on the average pupillary signal of the eye. 
There, the system as shown in Fig. 11 uses ultrasonic sensors to detect obsta-
cles. Succeeded in measuring the length between the obstacle on the way and the 
wheelchair, where the obstacle is detected directly in front of the wheelchair and if 
it exceeds a distance threshold, emergency braking is used to halt the system. 

Fig. 11 Wheelchair setup with electric motors powered by battery
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5 Conclusion 

The implemented wheelchair system is not only important as an alternative resource 
but also assists individuals with physical disabilities in leading independent lives. 
The sole purpose for implementation of proposed wheelchair system is to emphasize 
the properties of image processing. Time needed for the system for video is to be 
processed in a real-time environment, so there are some real-time design constants 
that are calculated. Therefore, the system executes the wheelchair transfer process 
with a constant delay time. Since in low light it is difficult to track the pupil movement 
in eye, the system works perfectly in fluorescent mercury room lighting, which 
contains little ambient light or infrared light. 
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1 Introduction 

TinyML attempts to remove the conventional power barrier that inhibits broadly 
dispersed machine intelligence by bringing ML model on ultra-low-power IoT 
devices, generally near to milli-watt. TinyML allows increased reactiveness while 
eliminating the energy cost involved with wireless connectivity, which is significantly 
greater than that of computers, by doing offline inference close to the data source. 
Given the importance of TinyML for future technologies, the area needs a widely 
regarded benchmark to reach its full potential. Recent developments in Internet of 
Things (IoT) technology have made a variety of time- and data-dependent applica-
tions possible, including virtual reality, embedded computer vision, and autonomous 
driving. Due to the frequent need for complex processing of huge amounts of sensor 
data under strict time limitations, the use of deep neural network (DNN) algorithms 
on MCU and edge devices is an emerging trend. TinyML’s growing popularity has 
contributed to some industry maturity, resulting in the release of software stacks like 
EdgeML, Open Neural Network, Restricted Coulomb Energy, and CNN’s Tensor-
Flow Lite inference. The TFLite in particular draws attention since it enables the 
simple and portable execution of neural nets on memory constrained MCUs. 

TFLite provides portability and minimal memory overhead on MCUs. Addition-
ally, TFLite executes a NN graph via an interpreter, enabling the deployment of the 
same model graph across many IoT platforms, including GPUs and MCUs. NNs 
(CNNs, DNNs, and LSTMs) are the dominant force in machine learning; however, 
non-NN-based ML solutions also play a significant role in TinyML due to their 
low-power and memory-intensive processing (TinyML Benchmark 2021). And we 
must address a number of major issues, including as heavy consumption of power, 
network throughput, stability of network and performance, latency, resilience, and
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Table 1 Comparison between ML on different platforms 

Entity Comparison 

Cloud ML Mobile ML TinyML 

Algorithm DNN Optimized algorithm like 
CNN, MobileNets, etc. 

CNN-micro 

RAM Large models in terms 
of gigabytes (HBM) 

Constrained resources 4 to 
8 GB RAM (DRAM)  

Severely constrained 
100 KB RAM (SRAM) 

Model AlexNets, Inception, 
ResNets, VGG Nets 

MobileNetsV1, MobileNetV2, 
ShuffleNets, ImageNets 

MobileNets and TFLite 
micro 

Accuracy High accuracy Focus on accuracy and 
efficiency 

Low accuracy increase 
in privacy 

ROM SSD/disk in TB-PB Flash 64-128 GB eFlash 1 MB 

Power −250 W −5–8 W −0.05 W 

security, i.e., data privacy that arise when ML inference is moved closer to the edge. 
The TinyML (as per Table 1) paradigm is still in its infancy and must be properly 
aligned to interact with current Edge-IoT frameworks. 

2 Literature Survey 

The popularity of TinyML is growing among academic and business circles (Shafique 
et al. 2021). A recent survey outlined successes and barriers for advancing embedded 
ML. Improved algorithms are made to use resources more effectively, enhance model 
performance, and deployment optimization in a real-world setting. Additionally, 
ultra-low-power AI processors and accelerators have been suggested to allow always-
on ML capabilities for a prolonged length of time powered by a battery. To get the best 
results from TinyML’s machine learning solutions for devices with limited resources, 
it is important to work together to design both the hardware and the algorithm to 
maximize performance. Integration of different ML technologies is shown in Fig. 1.

Visual attention condensers are used into carry out deep picture recognition (Wang 
et al. 2023). AttendNets is a low-precision on-device image recognition system. 
It makes advantage of micro–macrostructures that were generated by a machine 
throughout the design process. To demonstrate the importance of the AttendNets, 
it is measured against the ImagNet50 benchmark. Results indicate that it reduces 
3x multiply–add operations and increases accuracy by 7.2%. In comparison with 
MobileNetV1, it also consumes 16.7 times less RAM and 4.17 times fewer param-
eters. The framework offers the best option between the accuracy and network 
efficiency trade-offs. By utilizing automated micro–macro-architecture elements, 
it enhances spatial-channel selective attention. 

The paper provides a higher level, as independent of hardware and software as 
feasible abstraction of TinyML software using TinyMLaaS. Additionally, they have
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Fig. 1 Representation of 
different ML technologies

performed this as an “as-a-service”. Because ML compilers that are specially made 
to adapt a given ML model to the target hardware platform must be weighed against 
the advantages of using specialized hardware for ML (Doyu et al. 2021). It also 
offers insufficient flexibility against the possibility of fast-changing hardware context 
because it necessitates re-compiling the ML inference model for the targeted device. 

2.1 Advantages of TinyML 

1. Latency: For time-critical applications, latency is a vital requirement. Typically, 
data processing on an embedded device results in less latency than data transfer 
to the cloud. Examples of applications where delay is not acceptable and data 
processing on the device is required include user experience apps and driver-
assisting systems (Banbury et al. 2021). 

2. Reduction of data transmission: When network access is unreliable or not avail-
able, it is necessary to process data at the edge device. Streaming large amounts 
of raw data from sensors like cameras, microphones, and accelerometers is often 
not practical. 

3. Power effectiveness: MCUs may run for a long period on a tiny amount of power 
since they are built to do exceptionally low-power computations. Microcontroller 
units (MCUs) can be powered by batteries or other energy sources, such as energy 
harvesting.
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2.2 Current Challenges and Solutions 

1. Finding practical models for the edge is a difficult challenge: Based on the factors 
that impact the size of the model, how quickly it can make predictions, and how 
much power it requires for the application, TinyML systems must choose the 
target MCU hardware for their projects (Banbury et al. 2021). To focus on model 
architectures that are pertinent to the system design decisions, constrained neural 
architectural search (NAS) can be performed (Fedorov et al. 2019; Paissan et al. 
2021). 

2. There may be very little data in the given datasets. In addition to identifying 
strategies to test corner situations based on system specifications, test-driven 
development may be utilized to verify that test data is not used during training 
(Lakshman and Eisty 2022; Giray  2021). 

3. Maintaining model development tools for several target hardware platforms is 
challenging. So, iterate more quickly by appropriately establishing the TinyML 
TFLM framework architecture from the beginning (David et al. 2021). The strain 
brought on by duplicate computations can be lessened by using event-based 
techniques to visual information processing (Sironi 2021). 

4. The repeatability of a hyperparameter search process might be problematic. It is 
challenging to train TinyML OpenCV models from a performance-driven stand-
point. So, it will be beneficial to include verification-based counter-examples 
to the training process (Lomuscio 2021). And platforms like EdgeImpulse and 
Qeexo provide AutoML features which are already offered via the web and 
implemented directly into edge CV applications. 

5. While coming to model evaluation and compilation to handle environmental 
abnormalities or noise, TinyML models must be resilient. Before an application 
is installed on the MCUs, performance cannot be evaluated. MLCommons has 
released the MLPerfTiny benchmark, the first industry-standard benchmark suite 
for extremely low-power machine learning systems (Ramachandra et al. 2022). 
Since MCUs are primarily single-threaded, compilers must be able to provide 
access to performance metrics for them. 

6. Due to computing limitations, it is challenging to debug compiled model’s perfor-
mance on the edge device. TinyML development requires the usage of emulators 
and simulators for MCUs. Device simulators can be used to compare how well 
the built TinyML models perform vs. raw models (Doria and Kadlec 2018). 

7. If we succeed in model validation in a training environment, TinyML deployment 
in the real world remains bit challenging part. Deploying an embedded program 
with flaws is difficult. So, one must continuously evaluate and validate the model 
(Viswanatha et al. 2019; Viswanatha and Reddy 2017; Viswanatha et al. 2020; 
Sudharsan et al. 2021; Wong et al. 2020).
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2.3 Some Algorithms and Framework at Edge 

There are three types of frameworks, and associated algorithms are depicted in the 
following subsections. 

2.3.1 FOMO 

The new deep learning architecture, Faster Objects, More Objects (FOMO), has the 
potential to open up new computer vision applications. Small CPUs cannot handle 
the memory and processing demands of the majority of object detection deep learning 
models. FOMO is a technique that only requires a small amount of memory, making it 
well-suited for use in TinyML. TinyML is a subfield of machine learning that focuses 
on running ML models on devices with limited memory, such as microcontrollers. 
In contrast to other techniques that may require more memory, FOMO can be used 
effectively on devices with only a few hundred kilobytes of memory. 

2.3.2 TFLite Framework 

When only a few tens of kilobytes of RAM is available, embedded devices can 
execute the TensorFlowLite framework. 

• The design of on-device machine learning focused on addressing five main 
constraints: reducing model and binary size, minimizing battery consumption, 
protecting privacy by ensuring that no personal data leaves the device thereby 
increasing the security and improving latency by eliminating the need for round-
trip communication with a server, resulting in efficient inference and a lack of 
network connections (Sanchez-Iborra and Skarmeta 2020). 

• The technology supports a range of platforms, such as MCUs, embedded Linux, 
and Android and iOS smartphones. 

• The technology offers support for several programming languages, such as C, 
C++, Python, and Java. 

• High performance is provided by the technology through model optimization and 
code and hardware optimization. 

• Examples of complete solutions for a variety of platforms for well-known machine 
learning issues are text classification, object recognition, posture prediction, 
knowledge discovery, and picture categorization (Sanchez-Iborra and Skarmeta 
2020).



54 V. Viswanatha et al.

2.3.3 MobileNetV2 

• MobileNetV2 is made up of a convolutional neural network with 53 layers. 
• It can categorize photographs into over a thousand distinct categories after being 

trained on the ImageNet database, which has over a million images. 
• The network in its pretrained state has mastered the recognition of a wide variety 

of items, including monitor, keyboards, mouse, pen, pencils, and animals. 
• Images having a resolution of 224 by 224 pixels are supported by the network. 
• The calculation is optimized by using Eq. (1) and choosing the computing order 

that reduces the total number of tensors that must be retained in memory, hence 
lowering the amount of memory needed. 

M(G) = min 
π ∈∑

(G) 
max 
i∈1..n

[
.∑

i,π,G 

|A|
]. 

+ size(π i ) . . . (1) 

• The collection of intermediate tensors that are linked to any of nodes I through n 
is represented by R(i, π, G).  

• Size (i) is the entire amount of memory required for internal storage during 
operation i, and |A| stands for the size of the tensor A (Sandler et al. 2018). 

3 Methodology 

Initially, collect the data and extract the features using algorithms like CNN, and we 
can use frameworks like MobileNetsV2 to reduce the computational cost. Then iden-
tify the model and train it. After getting the results, evaluate and validate the model 
using validation and test set, and then finally convert the model to TensorFlowLite 
and deploy it on edge devices. 

Figure 2 shows the workflow of deployment of TinyML on MCUs
In this paper, the proposed example shows the complete procedure of how TinyML 

works edge devices and the implementation of generic applications wherein ML, IoT, 
and computer visions are incorporated for better efficiency like in object detection, 
gesture detection, voice recognition, etc. 

3.1 Object Detection 

In this paper, we made a comparison between YOLO families where YOLOv7 tiny 
found to be the best algorithm for object detection and as shown in Fig. 3.

YOLOv7-tiny and YOLOv7-W6 are among the several basic YOLOv7 models. 
The foundational model that is most suited for standard GPU computation is
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Fig. 2 TinyML workflow

Fig. 3 Comparison of YOLO families (Wang et al. 2023)

YOLOv7. A simple model optimized for edge GPU is called YOLOv7-tiny. 
Computer vision models with TFLite are lighter to execute ML on mobile computing 
devices or distributed edge servers and devices. They are also designed for Edge AI 
and deep learning workloads. For distributed real-world computer vision applica-
tions, this approach is crucial. The edge-optimized YOLOv7-tiny differs from the 
previous versions in that it employs Leaky ReLU as the activation function as opposed 
to SiLU in the other models.
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3.2 Person and Animal Detection 

To implement the machine learning model on MCU, the model which is developed 
to be deployed and can detect person or animal like cow, monkey, elephant, etc. as 
these animals can harm the field of farmer, the proposed system can notify if animal 
or person is detected near farmland. To achieve this by using many machine learning 
models, here YOLO and CNN algorithms are used for the purpose mentioned above. 
The complete implementation process of YOLO and CNN is depicted in Figs. 4 and 
5, respectively. 

3.2.1 Using YOLO Algorithm 

Steps:

1. Create a custom dataset.

Fig. 4 Steps involved in model for person/animal detection 

Fig. 5 Architecture of person detection (Viswanatha and Reddy 2017) 
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2. YOLOv7-tiny may be trained to recognize just people/animal using a custom 
dataset and the DarkNet. 

3. YOLOv4-tiny may be trained to recognize just people using a custom dataset 
and the DarkNet. 

4. Convert the trained DarkNet model to TFLite model. 
5. Deploy the model on MCUs like SparkFun Edge, Arduino Nano BLE 33 Sense, 

etc. 
6. From BLE connected to the cloud, get notifications if animal/person is detected. 

3.2.2 Using CNN 

The camera module will detect the object, and the output will be sent to main loop. 
Image provider captures the image data from the Himax camera. 
Then TFLite interpreter runs the model. 
Then the machine learning model will run trained to detect person/ animal. 
Detection responder takes the further action. 
Notifications will be sent to authorized person if person/animal is detected. 
Convolutional neural networks are used to train person detection model using 

the Visual Wake Words dataset. This collection of 115,000 photographs has been 
categorized with the presence or absence of people. 

The model is considerably bigger around 250 KB. This increased size means that 
running a single inference will take much longer in addition to using significantly 
more memory. 

Grayscale photographs of 96 by 96 pixels can be entered into the model. Each 
picture is offered as a 3D tensor of shape (96, 96, 1), with the last dimension 
containing an 8-bit value that denotes a single pixel. The value, which ranges from 
0 (completely black) to 255, describes the color of the pixel (fully white). 

3.3 Hardware Specifications 

• The SparkFun Edge Development Board is shown in Fig. 6 along with a Himax 
CMOS camera that was created in collaboration with Google and Ambiq.

• This cutting-edge board is perfect for learning about speech and gesture detection 
without having to depend on other services. 

• The Apollo3 Blue microcontroller from Ambiq Micro, which is well-known for 
its energy-efficient ARM Cortex-M4F 48 MHz CPU, powers the board. 

• This CPU is specifically made to run TensorFlowLite and requires only 6uA/ 
MHz, making it an excellent choice for the job. 

• Due to its low power consumption, the SparkFun Edge Board can function solely 
on a CR2032 coin cell battery for up to 10 days.
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Fig. 6 SparkFun Edge and its parts

4 Results and Discussion 

The results obtained from the model which is deployed on SparkFun Edge gave the 
good results and are shown below. Firstly, the code to detect the person and animals 
was ran on Google Colab using YOLOv5, then the same saved model is converted 
into TensorFlowLite model. Then the TFLite model is deployed on SparkFun Edge 
Board. Using BLE, we can connect the board to server and send the email notifications 
to authorized person if an animal or a person is detected. So, we can provide security 
to the farmland. 

The model ran on PC, and the model deployed on SparkFun Edge is shown below 
in Fig. 7.

Figure 8 represents the person detection and its score.
If we face the SparkFun’s Himax camera to persons face or body, the person score 

increases and no person score decreases. 
The animal detection which uses YOLOv5 is as shown in Figs. 9 and 10.
The response thrown by the tool while running important TinyML libraries and 

functions on Colab platform for animal detection is as follows. 

• Cloning, installing, and checking YOLOv5
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Fig. 7 SparkFun Edge Board with Himax CMOS imaging camera

Fig. 8 Person detection results
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Fig. 9 Cow detection 

Fig. 10 Monkey detection

• Training YOLOv5
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• After running for 101 epochs, we got the result stored in runs/train/exp directory 

…… 

….



62 V. Viswanatha et al.

From results obtained above, choose animalbest.pt from weights and check for 
testpic.jpg 

• From the result, it has got using OpenCV; read the test image, and predict it as 
cow with probability 0.76 

• Then save the model and convert it to TensorFlowLite as shown 

• Then finally deploy it on MCUs.
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Memory consumption on MCU is also taken into consideration as its edge 
computing. 

The SRAM contains the runtime variables created during NN execution. The 
selected boards only feature 384 KB to 1 MB of SRAM. This limits the execution 
and deployment of big models. 

SRAM in MCUs is limited in size, which can affect the execution and deploy-
ment of large neural networks. The amount of SRAM available in a given MCU is 
determined by the compiler used to build the neural networks and IoT applications 
and can be limited by factors such as power leakage and production costs. Large 
neural networks that were trained on datasets with many features may require more 
SRAM and take longer to compile and flash onto target boards. 

5 Conclusion 

Machine learning analysis on low-power devices, TinyML, is receiving more and 
more interest in both academia and industry. The potential to use great decision at 
the network’s edge is enormous for the MCUs ecosystem. Using machine learning 
in embedded systems with little resources in light of prospective uses, gadgets are 
becoming necessary. TinyML is a rapidly growing field that involves making deci-
sions about how to balance various integral components, such as hardware, software, 
and machine learning and deep learning algorithms. It is an important area of devel-
opment in the field of artificial intelligence. On well-known MCU board, demon-
strate and examine the onboard functionality of neural network models. TinyML was 
developed as a result of the need for a scalable solution caused by the ingestion of 
traditional ML models and the requirements of edge devices. 

The variety of classification methods, including SVM, MLP, decision trees, and 
RF, may be combined into an MCU board. The conclusion was RF and decision trees 
offer the highest accuracy, memory footprint, and classification speed. 

In this study, we tested the responsiveness of TinyML model that was trained 
using information gathered by the SparkFun Edge and Himax CMOS sensors. We 
conducted tests on the ability to recognize person, animal, speech patterns, and noises. 
Results demonstrate that TinyML may be used for object detection, smart farming, 
defense, etc. opening the door for the creation of fresh, innovative, and long-lasting 
applications. 

Future works: There are many potential developments in the field of TinyML 
in the future. One possibility is to conduct a multi-dimensional analysis of trade-
offs between different factors, such as power consumption, energy management, 
inference rates, and memory management rates. This analysis could help to better 
understand the differences between tiny and non-tiny implementations of various 
machine learning algorithms. Also, in our work, we can detect wild animals by the 
sound they make as we can run speech recognition models on MCUs.
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Social Distancing Monitoring 
for Real-Time Deep Learning 
Framework 

Sunil S. Harakannanavar, R. Pramodhini, A. S. Sudarshan, Atish, 
Rohit Jadhav, and S. Kruthik 

1 Introduction 

An effective measure against the novel COVID-19 pandemic is social distancing. 
However, in a real sense for the public, it is not possible for them to estimate the 
distance mentally. An automated surveillance system can aid the augmentation of 
the individual’s perspective capability. Employing a dynamic monitoring system 
brings in a lot of ethical concerns. The privacy of the individuals is at stake if data is 
recorded and stored. The monitoring system is expected to be instantaneous without 
any capacity for data storage. Additionally, the detector must not non-favor any 
object class during identification. This can be attained by developing a system based 
on deep learning. A crucial aspect over here is that the system is supposed to be 
non-intrusive meaning that the warning system cannot target the individuals directly. 
This can be done by displaying visual cue if the subjects in the frame violate COVID-
19 norms. This is a vital for establishment between surveillance and society. After 
finding the gaps in the literature survey, the existing systems are found to be inefficient 
when it comes to real-time implementation. The deep learning model for detecting 
humans in the frame and creating bounding boxes around them to determine the 
distance is proposed. Further, detections are represented using spatial coordinates. If 
the measured distance between two or three people is less than the assigned value, the 
system will display a visual cue. In the previous outbreak, a lot of families lost their 
loved ones and until vaccines prove to be completely efficient, maintaining social 
distance is an unswerving solution to the pandemic. Any form of social gathering 
like weddings, parties, or family events was restricted for the public and following 
the COVID-19 protocol everywhere was not feasible for people, especially for senior 
citizens who were more susceptible to the infection. People went outside carrying
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a fear inside them of the invisible virus which took a toll on their mental health. 
According to the WHO, maintaining social distance is proven to be 98% efficient 
and they insist on following the norms even after pandemic. Hence, what people 
lacked was a surveillance system that would detect whether people are following the 
measures or not and thereby giving them a sense of security. 

The paper is organized as follows. Section 2 describes the descriptions of exist 
sting model. The proposed model is discussed in Sect. 3. The result analysis of the 
proposed model is done in Sect. 4. The conclusion and future research are addressed 
in Sect. 5. 

2 Related Work 

In this section, the work related to existing methodologies used for Social Distancing 
Monitoring Framework Machine learning algorithms are discussed. Yadav et al. 
(2022) developed a model to monitor and manage the crowd for social distance. The 
YOLO and deep sort techniques are used to evaluate the model. Ahmed et al. (2021) 
discussed a platform related to deep learning, the YOLO was used for object recogni-
tion. Mangshor et al. (2021) introduced the YOLO algorithm which was implemented 
with the SDLC to recognize an object. The deep learning model was developed by 
Gopal and Ganesan (2022) to measure the distance between the crowds. Here, ED 
is used for classification process. The model for COVID-19 patients using cough 
information is discussed by Pahar et al. (2022). The PCA and ML algorithms are 
used for object recognition. The Fast-RCNN was implemented by Ren et al. (2015) 
to make the process fast and to run the model. The small objects were recognized by 
Liu et al. (2016) with the contribution of YOLO algorithm. The SSD algorithm was 
implemented by Ganiger et al. (2017) to have a control on the crowd management 
system. Kahale (2020) described the measures in social distancing and provided 
the information which can reduce economically. The tracking of person whether 
an individual is affected by COVID-19 is determined by the model proposed by 
Georgievski (2020). The tracking and object detection algorithms are proposed by 
Georgievski (Harakannanavar et al. 2019a). The various deep learning models and 
their impacts were addressed in Wang et al. (Harakannanavar et al. 2018a) model. 
The model for detection of an individual is carried with video frames and Gaussian 
mixture for deep learning approach. The CNN approach in order to detect the human 
is carried out by Brunetti et al. (Harakannanavar et al. 2019b). The control of static 
approach was discussed by the Manfredi et al. (Harakannanavar et al. 2020a). Here, 
the text features are extracted and the classification was carried out using SVM. 
Huang et al. (Harakannanavar et al. 2018b) cameras were installed to monitor and 
find out the individual in the crowd management system. The significant information 
with respect to D detectors was described in the model suggested by Zou (Harakan-
nanavar et al. 2018c). The social distance monitoring and controlling were made by 
using the networks suggested by Landing et al. (Harakannanavar et al. 2019c). The 
NN which uses synthetic data was suggested by Deng et al. (Harakannanavar et al.
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2019d) to propose stereo images. The fused 3D point clouds are described in the 
suggested model by Zhang et al. (Harakannanavar et al. 2019e) to obtain the outdoor 
scenes. 

2.1 Open Issues and Challenges (Wang et al. 2017)

• One of the primary drawbacks of the existing system is that it is not user-friendly 
because the data retrieval is very slow, and data is not maintained efficiently 
(Brunetti et al. 2018).

• The existing systems are not completely automated meaning the system needs to 
be monitored (Manfredi and Calderara 2014). 

The systems raise a lot of privacy concerns that have been neglected until now. 
The system needs to be real-time. It fails to give high-end detail in surveillance that 
can be neglected through the naked eye (Huang et al. 2010). 

2.2 Problem Definition 

A surveillance system for monitoring the social distancing norms is needed to fight 
against COVID-19. To propose the proper solution for the above problem, a system 
that implements object detection on real-time video and monitors social distancing 
between human beings using a deep learning framework is required to develop. The 
model is explained in Sect. 3. 

3 Proposed Methodology 

The proposed system is validated using PyCharm (IDE) which integrates the laptop 
camera collecting real-time input. Initially, the video is captured frame-by-frame and 
resized to 300 × 300 pixels to meet the object detection model requirements. This is 
done with the help of the OpenCV module. SSD Mobile Net CAFFE model is a pre-
trained deep learning model, used for object detection. Here, the resized frames are 
fed to the system. The model has been pre-trained for 20 labels such as bottle, bicycle, 
chair, monitor. For the model to detect specifically humans, conditional statements 
are used that filter only the human class. The class object humans are assigned a class 
id of 15. The humans are detected by drawing a bounding box around them. Then, 
calculate the mid-point by determining x and y coordinates of the bounding boxes. 
The mid-point helps us to find the distance between two bounding boxes or people. 
The model then enters a conditional loop, which determines whether the subjects 
(humans) are maintaining 2 m or not. If they are maintaining 2 m or more, the color
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Fig. 1 Proposed model 

of the bounding box appears green, and the non-alarming visual cue signifies safety 
and social distancing norms are met. If the subjects are maintaining less than 2 m, 
the color of the bounding box appears red, and the non-alarming visual cue indicates 
threat of exposure toward COVID-19 and is expected to maintain social distance. 
The proposed model is shown in Fig. 1. 

3.1 Dataset Description 

The proposed deep learning model has been pre-trained and tested on MS COCO 
dataset (Zou et al. 2019). Microsoft Common Objects in Context is widely known for 
its 328,000 organized and labeled images. It contains images of other things or stuff



Social Distancing Monitoring for Real-Time Deep Learning Framework 71

such as chair, grass, table, bicycle, airplane, street, background. More the number of 
images in the dataset, more accurately the deep learning model will learn to identify 
and distinguish between objects (human being). It is open source and suitable for 
implementation in machine learning projects (Landing 2020). 

3.2 Finding the Mid-point of the Co-ordinates 

Once the bounding box is created around a person in the frame, the system computes 
the four coordinates. Using the mid-point formula, then find the center point (Zhang 
and Vetter 2015). This center point will now act as a reference for other bounding 
boxes in the frame. The mid-point formula is C (x, y) = (xmin + xmax/2, ymin + ymax/ 
2). 

3.3 Finding the Distance Between Two Bounding Boxes 

C1(xmin, ymin) and C2(xmax, ymax) are the four coordinates that were determined 
in the previous process. The distance between each of the detected people in the 
frame is measured by evaluating the distance between their respective mid-points 
(Harakannanavar and Puranikmath 2017). The distance is calculated using Eq. 1. 

d(C1, C2) =
/
(xmax − xmin)

2 + (ymax − ymin)
2 . (1) 

3.4 Modules 

Modules can be defined as units of the project that work in tandem to ensure the 
smooth running of the system. The three key modules are as follows (Harakannanavar 
et al. 2019f):

• Input module.
• Human detection module.
• Recognition module. 

3.5 Input Module 

Here, two options are provided in view of input for the proposed system. Own laptop 
recorded with real time video. In case of option 2, using a pre-recorded video file for
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Fig. 2 Input module example 1 

Fig. 3 Human detection module

which the file path will be given as input in the code and process further to produce the 
desired output. The input is collected and calibrated frame-by-frame using feature 
extraction. Now, import the OpenCV module from the Python library into virtual 
environment. It is responsible for image processing and development of real-time 
computer vision applications (Harakannanavar et al. 2019g). The input module and 
human detection module are shown in Figs. 2, 3, and 4, respectively. 

3.6 Human Detection Module 

The SSD Mobile Net V2 is an object detection module that was considered in the 
proposed model. It is pre-trained on the Common Objects in Context dataset which 
consists of 164K images (Harakannanavar et al. 2020b). Once the real-time video 
starts running, the model captures multiple frames successively and detects human
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Fig. 4 Result Example 1

according to the assigned class object. Here, open-source software library is used to 
improve on the object class detection. 

For training the deep learning module, the Common Objects in Context 
dataset also known as MS COCO (Harakannanavar et al. 2022a) is used for obtaining 
the results. Next, assign a class id to objects in the frame that categorize into humans. 
Although the model can identify a vast number of objects, that were focusing only 
identify the person in the frame with accuracy (Jayalaxmi et al. 2022). However, due 
to camera limitations, the accuracy reduces as the subjects move far from the camera 
(Kajabad 2019). The proposed model is tested for other object classes such as cat, 
dog, motorcycle, pots, TV, sofa, and monitor (Kreiss 2020). 

4 Result Analysis 

Following are the software requirements used PyCharm and Python. The hard-
ware requirements are Laptop Processor (minimum) (Harakannanavar et al. 2022b): 
Pentium 4 (2.4 GHz), Hard Disk space (minimum): 250 GB, Random Access 
Memory (minimum): 1 GB, and camera and resolution: HD webcam (1280 × 720p) 
which are used to conduct the experiments. The video snippets below show the 
results of the human detection module. In this work, the video is recorded in an 
open space with dimensions 5.5 m depth × 3 m width at a fixed angle to replicate 
a surveillance system. Own laptop camera (Harakannanavar et al. 2022b) is used to  
capture the images for the implementation of the module, and the perspective view 
of the video frame is transformed to a bench view approximately 0.5 m above the 
ground. Figure 4 shows successful human detection along with a bounding box. The 
detection is a complete top-down detection, and since there is only a single person 
in the frame, the box will appear in green.
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Next, another person in the frame to test the modules accuracy is considered. The 
model primarily focuses on measuring the distance between two or more people and 
emitting a non-alarming visual cue. Here, red indicates that the subjects in the frame 
are not maintaining social distancing norms. As mentioned, the permissible distance 
between two people is set to be 2 m, and the bounding boxes will appear green if 
the distance is greater than the threshold. In Fig. 5, the above-discussed framework 
is successfully employed. The neighboring bounding boxes appear in red color. 

Next, the subjects in the frame maintain social distancing measures and the system 
being real-time tracks their movement and calculates the distance. The BB immedi-
ately changes to green as soon as the subjects in the frame move beyond threshold. 
A model is developed that would be applicable in social situations and tested the 
module for three people (Fig. 6). 

Fig. 5 Result Example 2 

Fig. 6 Result Example 3
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In Fig. 7, third team member is positioned between the two. Since the three 
members are not following the protocol in respect to each other, all boxes over here 
appear red. 

Next step is to make everyone in the frame to be positioned at 2 m distance from 
each other. The three bounding boxes appear green and is shown in Fig. 8. 

Now, another permutation of positioning the three subjects in the frame to imitate 
a real-world scenario where there are constant movements is considered for the next 
event. The model works for all sorts of positioning. Figure 9 shows two members 
who are not following the social distancing measures in respect to a third person who 
is standing at the far end to the right. The visual cue alters according to the scenario 
indicating a real-time efficiency of the model.

Another variation in the positioning is carried out further and is shown in Fig. 10. 
It is observed that fourth member entered the frame who was maintaining distance 
in respect to all. The person on the right is following social distancing too.

Fig. 7 Result Example 4 

Fig. 8 Result Example 5 
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Fig. 9 Result Example 6

Fig. 10 Result Example 7 

For verifying the efficiency of the code, rest of the two members were closely 
positioned behind. The model accurately calculates the depth and lateral distance 
between the all the members. 

5 Conclusion and Future Scope 

Social detection and distancing monitoring using a DL model are implemented by 
taking the frames of an input video or from a real-time video recording. The DL model 
is deployed to detect humans and create a bounding box around them. The spatial 
coordinates and the mid-point of the bounding box are calculated. The proposed 
model using deep learning is tested on a video portraying pedestrian on a street 
to identify, and the model can be used as a solid foundation for the development 
of projects in the field of study such as, study of behavioral patterns of people, 
predicting crowd or traffic movement. The model proved with an accuracy of 98.6%
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on real-time dataset. In future, the model can be modified and customized for use 
in other environments such as shopping malls, cinema theaters, offices, restaurants, 
and schools. 
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Designing Energy Routing Protocol 
with Energy Consumption Optimization 
in Cognitive Radio Networks 

Dileep Reddy Bolla, P. Ramesh Naidu, J. J. Jijesh, T. R. Vinay, 
Satya Srikanth Palle, and Keshavamurthy 

1 Introductıon 

Regarding energy economy and the smallest hop count in the routing protocol, the 
routing protocol in wireless sensor networks is crucial. The terminal node in a cogni-
tive radio network, which may have any number of mobile nodes, often uses a battery 
to supply power and ensures it can communicate over extended distances. In cogni-
tive radio networks, energy resources play a key part in this. One node in a network 
loses energy, which means that node cannot continue to participate in the data trans-
mission process and is referred to as a dead node. Numerous issues, including data 
interruption faults in the link and excessive energy consumption, could be brought 
on by these dead nodes. We can create a forwarding link node that is positioned in 
the middle of the nodes to address this issue, but this would result in congestion at 
the data points and a bigger degree of transmission loss as a result of the link cluster 
head’s energy exhaustion. Additionally, it has been found that routing protocols that 
disregard the energy component use a lot of energy and are expensive. 

These days, there is a lot of room for energy-saving methods, such as sensor 
networks with clusters and a hierarchical routing protocol to lengthen the lifetime of
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the network. It is noted that the energy state of the cluster heads and sensor nodes 
has not been taken into account in the LEACH protocol. To address this problem, 
various researchers have proposed various techniques, such as orthogonal frequency-
division multiplexing (OFDM) type of sensors and optimal sleep–wake scheduling, 
but these have not had an impact and also have an issue with increased packet delay, 
because each of the sensor nodes has its own energy state. 

In this work, we suggest an energy-efficient routing protocol for cognitive radio 
networks based on the comparative analysis conducted in this article. This protocol 
primarily focuses on enhancing network performance at various levels of energy 
stages, such as normal, warning, and dangerous stage. In the suggested study, we have 
concentrated on the node’s energy consumption and the network lifespan residual 
energy model. Additionally, we conducted a comparison of the proposed EERP 
with the LEACH protocol and found certain advantages including lower energy 
consumption, a longer network survival time, a decrease in packet loss rate and 
packet delay of data delivery, and protection of low-energy nodes. 

2 Related Work 

The network throughput would drastically decrease as a result of such uncooperative 
behavior. We suggest a credit-based Secure Incentive Protocol (SIP) to encourage 
collaboration across mobile nodes with different objectives in order to solve this issue 
(Zhang et al. 2007). In addition to introducing energy-efficient uneven clustering 
protocol to APTEEN, the strategy also integrates cross-layer design methodology 
with routing and spectrum allocation. Ant colony algorithm is used to complete inter-
cluster path search, which reduces the workload of the cluster head (Wang and Wang 
2019). NP-complete optimization issue with an EQS route is serving as a workable 
solution. We develop a new deep reinforcement learning model that supports the 
DRQR protocol to create EQS routes in real time through offline training as opposed 
to online training as most literature research does in order to address this issue (Tran 
et al. 2022). 

In order to accomplish efficient routing protocol operation in terms of maximum 
energy conservation, maximum-possible routing pathway setups, and minimal 
delays, a signaling mechanism and an energy-efficient system were developed based 
on a simulation scenario (Mastorakis et al. 2014). In order to address bandwidth 
constraints and battery life issues in wireless sensor networks, cognitive radio tech-
nology is being studied (Srividhya and Shankar 2022). The energy utility function 
is optimized by customizing the sensing period, sensing threshold, and number of 
collaborating SUs at the same time with the restriction of offering adequate protection 
for the primary user (PU) (Wu et al. 2014). But without considering energy efficiency, 
low-energy adaptive clustering hierarchy (LEACH) has been included into CWSN. 
The fact that node energy is finite and cannot be increased is one of the shortcom-
ings of CWSN. To increase energy efficiency and increase the lifespan of CWSN, 
an efficient routing (Ge et al. 2018) protocol is required. In the CWSN, it is crucial
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to minimize energy use during data transmission. Along with the research work, an 
enormous work as in Bolla and Shivashankar (2017), Jijesh et al. (2021), Shankar 
et al. (2020), Palle et al. (2020), Bolla and Shankar (2020), Ding et al. (2017), Wang 
et al. (2013), Shome et al. (2021), and Ibrahim et al. (2022) is helpful in carrying out 
the work. 

3 System Model for Energy Consumption of CRNs 

As per the LEACH protocol, a system model for consumption of the energy for 
sending the nodes is discussed in Fig. 2 as follows. 

In Fig. 2, we assume that the distance from transmitting node to receiving node 
is given by a variable d and energy consumption for the amplifier is Eamp. Energy to 
receive the signal is Emin and the relation between Eamp and Emin is given in Eq. 1. 

Eamp(d) = kdn Emin, (1) 

where the value of n can be 2 or 4 and k is a constant. For instance, n = 2 and 
k = 1, then lifetime analyzed to lifetimes how outperforms lifetime down on 1 can 
be rewritten as in Eq. 2. 

Eamp(d) = d2 Emin. (2) 

To calculate the energy transfer parameters and receiver parameters, we use ET X  

and ERX  , respectively, where ETR is the computational energy. And it is given by 
Eq. 3. 

ET R  = ET X  + ERX  . (3) 

For sending or receiving of L bits of data, then we use Eqs. 4–6. 

ET X  (l, d) = l(Eelec) + d2 Emin, (4) 

ERX  (l = l Eelec), (5) 

ET R  = ET X  + ERX  = 2l Eelec + ld2 Emin. (6) 

Further, residual energy (R) can be calculated based on the percentage of ratio 
given below as follows as in Eq. 7. 

R = current residual energy value 
initial energy value 

. (7)
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4 Routing Protocol 

In the proposed work, we have focused on the residual energy, and based on this, the 
routing strategy has been proposed. To understand clearly, for instance, a link is said 
to be free if its R (overall) residual energy is more than zero. If not, the link is not 
free. The routing path has been established on the residual energy (with greater ER). 
It is essential for distributing the network’s load. It is not assumed that the nodes will 
be sent if their leftover energy is in the danger stage. A prolonged survival time can 
be considered only for the source and destination nodes. 

In this article, we have assumed two thresholds T 1 and T 2 are the node’s relative 
residual energy values are thought to be, and the energy within the node has been 
separated into three stages. Stage 1: Normal stage (TS1), Stage 2: warning stage (TS2), 
Stage 3: danger stage (TS3). T 1 is smaller than T 2. As per Eqs. 8–10, the proportion 
of remaining energy T is compared with T 1 and T 2. 

Ts1 = normal T2 < T < 1.0 Er is high, (8) 

Ts2 = warning T1 < T < T2 Er is middle, (9) 

Ts3 = danger 0.0 < T < T1 Er is low. (10) 

According to the equations above, the node is safeguarded and is not transmitted 
when it is in a dangerous stage. 

4.1 Route Request 

Any node that needs to transfer data must first check the availability of the routing 
database to see if a valid route is present. It must first send a route request (RREQ) 
message to connect with the closest node. According to Fig. 1, the RREQ is made 
up of the source ID, sequence number, destination ID, residual energy message, and 
relative residual energy value. 

When the RREQ message is received by the intermediate nodes which are the 
neighboring nodes from the source node, then the protocol has to first verify the 
corresponding route concerning the routing table, and as per the requirements, the 
effective routing table is updated to overcome the loop generation sequence (14, 15, 
and 16). The process of continuous forwarding of the RREQ is continued until the

S-ID D-ID Seq-No R_ msg R_rel 

Fig. 1 Route request RREQ message format
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Fig. 2 Energy consumption versus sequence number

route to the destination node appears. The node that is being forwarded will obtain 
the information of the energy from the RREQ message format. With the acquired 
information, it compares it with its energy information, and then it decides and 
checks whether the information in the routing table needs to be updated or not. The 
relationship between the old and new energy levels is as follows, and the E (new) is 
as in Eq. 11. 

If E(i) < E(old) 

Then 

E(new) = E(i ) 
Else 

E(new) = E(old) 

. 

The new energy E(new) is 

E(new) = E(old) 
N∑

i=0 

E(i ). (11)
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4.2 Route Discovery 

The route discovery process is complete once the RREQ can be delivered to the 
source node. If the intermediate node has the destination node, the RREQ message 
is forwarded to the source, for example. The destination node will check the energy 
level information (E) with the threshold residual energy, say T1 and T2, after receiving 
the RREQ. The method of establishing the current link and completing the routing 
is based on these thresholds, and after a little wait, the RREQ source node receives 
a message indicating that the route discovery procedure is finished. 

4.3 Route Establishment and Route Maintenance 

In the proposed work, when the residual energy of a node is exhausted, then the 
node needs to find out the next-hop possible route sensing node. This involves the 
following two phases. 

Phase 1: To select the neighboring sensing node, the node with the comparatively 
largest residual energy is used. 
Phase 2: To pick up the neighboring sensing node for the next hop to transmit 
the data, we need to compare the neighbor sensing node residual energy with the 
predefined threshold value (E). 
Phase 3: If the energy of the chosen neighboring sensing node is below the prede-
fined threshold, we will reduce the predetermined threshold (E) and reselect the 
next-hop node. 

Based on the three steps, the routing between the source node and destination 
node can be determined, previously described by taking into account the residual 
energy levels. But in order to maintain the route, the following route maintenance 
technique is used. 

Once the route from source to destination has been established, the path is referred 
to as an active path. In the event that the source node has changed locations during data 
transmission, the route discovery process needs to be restarted. A route error (RERR) 
message is provided to the source node if the destination node or any intermediary 
nodes move. 

There are two categories of route maintenance in this situation. During the source 
route rediscovery procedure, the source node must first broadcast the RREQ message 
to its neighbors along with the destination node sequence number, residual energy, 
and relative residual energy. In order to repair the damaged link by using another 
intermediate node, attention must be given with the upkeep of the intermediate nodes. 
In order to reestablish the path to the destination node, the corresponding intermediate 
nodes broadcast the RREQ message to their nearby nodes. When the path between 
the source node and the destination node is re-established, this operation can be 
finished.
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5 Performance Analysis 

Researchers have been able to assess the suggested routing protocol’s performance in 
terms of typical energy usage, packet loss rate, and network longevity by contrasting it 
with the LEACH protocol. The comparative analysis of the above-mentioned metrics 
for the existing and the proposed works is presented as follows in Fig. 2. 

5.1 Packet Loss Rate 

This metric is helpful for tracking the effectiveness of cognitive radio networks. 
As per the results obtained, we observed that the packet loss rate of sensing the 
node is rising. This is due to the reason that the death date in the network nodes 
has been increased. The proposed work has a smaller packet loss rate because of 
the energy consumption optimization mechanism using residual energy concept, 
and further due to the maintenance of the lifetime analyzed to lifetime show out 
performs lifetime drop-down quality lifetime analyzed to lifetimes how outperforms 
lifetime of communication in the network as in Fig. 3. 

Fig. 3 Loss rate versus time
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Fig. 4 Number of live nodes versus time 

5.2 Network Lifetime 

This is often determined by how long the network’s sensing nodes survive. From the 
results obtained in Fig. 4 it is observed that as the network working hours increases 
with time. 

The survival rate of network nodes has decreased, but the proposed protocol has 
a better number of live nodes than the existing protocol. 

6 Conclusion 

The research work proposed in the article is mainly focused on improvising the 
network lifetime in CRNs. As per the study carried out, in order to assess the proposed 
work, we assessed the two energy consumption optimization routing protocols, taking 
into account the network lifetime, node energy consumption, and packet loss rate. 
We found that the LEACH protocol performs better for CRNs. Overall, the outcomes 
show that the suggested approach performs better than the existing methodology. The 
energy consumption appears to have a rather positive impact on the network lifetime 
and consumption of energy is drop-down by about 5%, the live nodes concerned has 
been improved by about 13%, and the loss rate has been reduced by about 6%.
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Implementation of the AES Algorithm 
on FPGA 

Bhukya Balaji Naik, Y. M. Sandesh, Naveen Kumar, 
and K. S. Vasundhara Patel 

1 Introduction 

Data privacy across unsecure networks is just one of numerous security concerns 
that have emerged as a result of the constant growth in Internet and wireless commu-
nications users (Rais and Qasim 2009). In order to protect user data from attacks and 
defeat them, cryptography emerged as a key strategy in order to maintain confiden-
tiality and to keep away the unauthorized parties (Rais and Qasim 2009; Christy and 
Karthigaikumar 2012). 

AES technique is one of the most widely used encryption protocols in the industry, 
protecting sensitive data from outside threats. The most widely used versions are 
256-bit AES, which provides stronger security, and 128-bit AES, which guarantees 
superior performance throughout the encryption and decryption processes (Gupta 
et al. 2011). From one algorithm to the next, the process is different. Text can be 
encrypted or decrypted with the use of a key cypher. The plaintext data contained in 
cypher text is not readable by humans (Luo et al. 2011). AES is currently utilized 
for a variety of purposes. It is used to protect the personal data of the secret agencies 
which are kept on the cloud. It is also used to maintain sensitive information (Gupta 
et al. 2011; Luo et al. 2011). 

The area and power comparison between Cadence Virtuoso and the Xilinx Zynq®-
7000 SoC of the AES 128-bit algorithm designs are introduced in this paper. Ten

B. Balaji Naik (B) · Y. M. Sandesh · N. Kumar · K. S. Vasundhara Patel 
Department of Electronics and Communication, BMS College of Engineering, Bengaluru, India 
e-mail: balajinaik@bmsce.ac.in 

Y. M. Sandesh 
e-mail: sandeshym.lvs21@bmsce.ac.in 

N. Kumar 
e-mail: naveenkumar.lv21@bmsce.ac.in 

K. S. Vasundhara Patel 
e-mail: vasu.ece@bmsce.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_7 

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_7&domain=pdf
mailto:balajinaik@bmsce.ac.in
mailto:sandeshym.lvs21@bmsce.ac.in
mailto:naveenkumar.lv21@bmsce.ac.in
mailto:vasu.ece@bmsce.ac.in
https://doi.org/10.1007/978-981-99-7633-1_7


90 B. Balaji Naik et al.

rounds make up the AES-128 bit, and a key extension module creates ten keys for 
each round. 

This paper is structured as follows: The AES algorithm is briefly described while 
we compare the area and power parameters after that. The implementation, simula-
tion, and synthesis results are presented, and the future scope is explained at the end 
of the paper. 

2 Problem Statement 

We have observed the implementation of AES on many devices, and it is implemented 
in various programming languages. We have implemented AES algorithm in Verilog 
HDL and compared the results in different tools in expectation of better results 
compared to one another. It is possible to implement on more advanced devices such 
as PYNQ board which is used for both embedded and hardware application. 

3 AES Algorithm 

When the data encryption standard algorithm, also known as the DES algorithm, 
was created and put into use, it made sense for that generation of computers. By 
today’s standards of computation, the DES algorithm was easier and faster to crack 
each year. Longer key sizes and harder-to-crack ciphers called for a more reliable 
algorithm (Christy and Karthigaikumar 2012; Sumanth Kumar Reddy et al. 2011). 
To address this issue, they developed the triple DES, but due to its comparatively 
slower rate, it was never widely adopted (Advanced Encryption Standard 2001). 

The AES was created as a result to address this flaw. AES-128 bits, AES-192 bits, 
and AES-256 bits are the three block ciphers that make up the symmetric advanced 
encryption standard (AES). Each cipher uses cryptographic keys that are 128 bits, 
192 bits, or 256 bits in length to encrypt and decrypt the data in blocks of 128 bits, 
respectively (Zhang and Wang 2010). Depending on the key length that was used, the 
procedure runs through 10–12 or 14 execution rounds. The suggested architecture’s 
base is AES-128-bit encryption. Each block of 128 data bits and the 128-bit cypher 
key are handled by a 4 * 4 state matrix and a key matrix, respectively (Advanced 
Encryption Standard 2001; Zhang and Wang 2010). 

The state matrix and key matrix are initialized at the beginning of the algorithm 
using the original plaintext and the user input key, respectively. The ten rounds of 
AES-128 encryption are shown in Fig. 1. Each of the two matrices follows a different 
path through each round while performing various operations, and their outputs are 
merged in the add round key phase at the conclusion of each round. Sub-bytes, shift 
rows, mix columns, and add round keys are the four main transformations that make 
up the round block that handles the state matrix. The add round key modification is 
carried out initially by the algorithm. The add round key transformation is first applied
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Fig. 1 Key expansion mechanism 

to the original plain text and cypher key by the algorithm. Additionally, the final round 
of the algorithm is different from the first nine rounds in that it doesn’t change the 
columns in a mix (Granado-Criado et al. 2010; Rahimunnisa et al. 2012; Maraghi 
et al. 2013). The cypher key, on the other hand, goes through many processing steps 
since it is put through a key schedule operation, which causes it to expand into ten 
keys throughout the course of the algorithm’s ten rounds. 

The following subsections provide explanations for each stage. 

3.1 Sub-bytes Transformation 

Byte is changed to a value in the S-box through a nonlinear conversion. Its use in the 
algorithm is predetermined for the S-box. Data substitution is done with the S-box. 
S-box can be thought of simply as a lookup table. Each block has 8 bits of data: The 
first 4 bits can be seen as row index, and the last 4 bits as column index. By using these 
row and column indexes, we can retrieve the value from the S-box (Rahimunnisa 
et al. 2012; Maraghi et al. 2013).
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3.2 Shift Rows Transformation 

In this procedure, each row of the state is cycled to the left based on the row index. 
There have been 0 spaces added to the left of the first row. One place is added to 
the left of the second row. There is a two-space leftward shift to the third row. Three 
spaces to the left, the fourth row is shifted (Mathew et al. 2011). 

3.3 Mix Columns Transformation 

The four-byte columns are now altered using a unique mathematical function. This 
function takes a single column’s four bytes as input and replaces it with four brand-
new bytes. The outcome is a second, brand-new matrix with 16 additional bytes. It 
should be made clear that this phase does not take place in the championship round 
(Mathew et al. 2011; Mozaffari-Kermani and Reyhani-Masoleh 2012). A transfor-
mation where a fixed polynomial is multiplied by each 4-byte column of the state 
matrix a(x) modulo x4 + 1 and interpreted as a 4-term polynomial over GF (28), 
where 

A(x) equal to 03x3 + 01x2 + 0lx  + 02x . (1) 

3.4 Add Round Key Transformation 

The 16 bytes of the matrix, which are now regarded as 128 bits, are XORed with the 
128 bits of the round key. If this is the last round, the output is the ciphertext. If not, 
the operation is repeated and the 128 bits that 

3.5 Key Expansion 

1. Employ the four-byte wi words. Four words make up subkey. In relation to AES 
and AES-128: 

2. Cipher key = first subkey (w3, w2, w1, w0). 
3. The formula  for other  words is as follows:  

For each and every value of I that is not a multiple of 4, wi = wi-1 wi-4:
• RotWord: Left shift rotation of the w4k-1 bytes (nonlinearity).
• SubWord: All four bytes of Sub-Bytes fn are used (Diffusion).
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• To break the symmetry, the result, rsk, is XORed with w4k-4 and a round constant, 
yielding w4k = rsk w4k-4 rconk.

• AES-192 bits and AES-256 bits key expansion is more challenging. 

4 Encryption 

The process of converting information into a secret code that conceals its true purpose 
is known as encryption. The cypher and variable that will act as the message’s special 
key must both be selected by the sender at the beginning of the encryption procedure. 
Symmetric as well as asymmetric ciphers are the two most popular types of ciphers. 

One key is all that is needed for symmetric cyphers, also referred to as secret 
key encryption. It is frequently referred to as a shared secret since the sender or 
computing system encrypting the communication must share the secret key with 
everyone allowed to decrypt the message. Asymmetric encryption frequently moves 
much more slowly than symmetric key encryption. Four subprocesses are included 
in each round: sub-bytes, shift rows, mix columns, and add round key (Zhang and 
Wang 2010; Granado-Criado et al. 2010; Karimian et al. 2012; Fig.  2).

5 Decryption 

Data that has been encrypted can be decrypted and returned to their original form. 
Usually, encryption is carried out backward. It decodes the data to make decrypting 
the data possible only for a trustworthy user with access to the secret key or password. 

Privacy is one of the reasons for using an encryption-decryption system. Exam-
ining unauthorized access from groups or people is necessary as information travels 
over the Internet. The AES cipher text can be returned to its original state using 
inverse encryption (Mozaffari-Kermani and Reyhani-Masoleh 2012). As was already 
noted, symmetric cryptography is used in the advanced encryption standard. In other 
words, both data encryption and decryption use the same key (Mozaffari-Kermani 
and Reyhani-Masoleh 2012; Karimian et al. 2012). 

This distinguishes it from asymmetric encryption techniques, which demand both 
public and private keys. The inverted round key is used to start the AES decryption 
process in our scenario. The algorithm then reverses each and every step (shift rows, 
byte replacement, and later column mixing), until it is able to decrypt the original 
message. 

6 Simulation Results 

See Figs. 3 and 4.
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Fig. 2 Block diagram of AES encryption and decryption

Fig. 3 Encryption result
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Fig. 4 Decryption result 

7 Area  Analysis  

It is observed that area utilization is better in the z-board compared to the cadence 
tool (Figs. 5 and 6). 

Fig. 5 In zed board 

Fig. 6 In cadence
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Fig. 7 Zed board 

Fig. 8 In Cadence 

8 Power Analysis 

We have seen better power reduction in z-board in comparison with cadence tool 
(Figs. 7 and 8). 

9 Synthesis Result 

The AES blocks are synthesized in Zynq-7000, XC7Z007S FPGA device. Synthe-
sized block diagrams are shown in Fig. 9.
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Fig. 9 Schematic of AES 

10 Conclusion 

This approach supports both the encryption and decryption standards, which is how 
the aforementioned proposed work, or AES core, functions. The design was tested 
using the Xilinx Vivado XC7Z007S for zed board FPGA and cadence simulation 
tool, and it was determined that area and power consumption are comparatively low 
in Xilinx Vivado XC7Z007S (Table 1). 

This Rijndael algorithm-based implementation of AES core for 128-bit data 
blocks encourages the cryptographic standard to concentrate on even larger data 
blocks with lengths like 192 and 256 bits of plain text data and to go further with 
appropriately chosen key lengths in order to achieve the best cryptographic algorithm 
and deter adversaries and intruders. One of the most useful tools available today is 
characterized by its speed, versatility, and resistance to all types of cyberattacks, and 
its existence is a great blessing to us (Table 2).

Table 1 Synthesis report 
Parameter Design 1 Design 2 

Vendor Xilinx Cadence 

Device XC7Z007S Cadence 

Slices 521 674 

Slice LUTs 2490 1431 

Frequency (MHz) 255.29 266.33 

Throughput (Gbps) 32.08 34.09 
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Table 2 Dynamic power 
comparison Parameter Design 1 Design 2 

Vender Xilinx Cadence 

Device XC7Z007S Digiflow 

Power consumption (mW) 170 223 

11 Future Scope 

When utilizing cypher keys with lengths of 128, 192, and 256 bits, an iterative 
private key symmetric block cypher, a popular strategy for advanced encryption, can 
accommodate data blocks of 128 bits. The 128-bit and 128-bit key AES cryptosystem 
is presented in this project as an efficient Verilog implementation. Xilinx is used 
to verify the description of the optimized and synthesizable Verilog code that is 
used to implement the 128-bit data encryption and decryption process. AES can 
be implemented on more advanced FPGA boards such as PYNQ to archive better 
results, and implementation of 192 bits and 256 bits is possible with better speed, 
power, area, etc. AES is a very secure form of encryption; however, in a few years it 
could not be completely impregnable. There haven’t been any successful real-world 
attacks reported to date, but given how quickly technology is developing, there may 
be risks in the future. Mistakes also occur. If AES encryption is used improperly, 
hackers may gain access through implementation problems. Fortunately, effective 
attacks are prevented by using AES properly. As a result of their constant search 
for ways to defeat AES encryption, cryptographers have created a wide variety of 
theoretical attacks. 

Up to now, only a few side-channel attacks have been successful, and nobody has 
been able to pull it off. Fortunately, no hacker will be able to break an AES system that 
has been properly set up. Therefore, assuming there isn’t a mistake, your sensitive 
information is fully secure. There can be some possible hazards if the encryption is 
applied improperly. 
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Security System Using PIR Sensor 

K. Ashwitha, B. R. Puneeth, B. Sumithra, and Mohammed Taiyab 

1 Introduction 

Any person must have the need for security. For a calm life, it is essential that we feel 
secure and everything is okay. But how can one achieve that sense of security in this 
dangerous world where crime, terror, and terrorism are at their highest? We have a 
solution in the form of security systems using PIR sensor, and more and more people 
are installing them as a result to feel protected and secure (Salunke et al. 2021). For 
security and safety reasons, a variety of electronic security systems can be utilized 
at home and other crucial workplaces. 

Our paper mainly depends on a scenario, and the model is constructed based on 
that. This security system model is designed in scenarios where expensive diamonds 
are kept for the showcase in a palace. Whenever a person or any object is around 
the expensive product within the measured circles, the security team will be notified, 
and the action would be taken on priority.
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A security alarm is a tool used for safety (Takkar et al. 2021). It has numerous 
applications in the security and defense sectors, ranging from the protection of low-
value organizational assets to the security of basic household goods. They were 
formerly pricey answers to security issues. This type of security system is becoming 
more accessible due to cost-cutting measures and rapid technical improvements. 

A transmitter and a receiver are typically used in an electronic security system. In 
this case, the receiver receives an IR that was sent or transmitted by the transmitter. 
The device’s IR beam is turned off when a person walks or passes across it, setting 
off the alarm. However, there are drawbacks to this kind of device, including poor 
line of sight and a small signal range. Using a PIR sensor, we can get rid of these 
drawbacks. A wireless security system called a PIR sensor-based security system 
places pyroelectric infrared motion sensors on each of the four sides of the area to 
be monitored, i.e., the front, back, left, and right. 

2 Literature Review 

A simple alarm unit and manually switch dependent sensors were suggested by 
Harshal Hemane and Debarati Sen. When a human moves in front of the motion 
sensor on a laser security system, the system’s alert is set off by the person’s body 
heat. In their research paper, “LASER BASED SECURITY SYSTEM FOR HOME,” 
the alarm also alerts the security monitoring business and the local law enforcement 
(Hemane et al. 2022). 

According to M. N. Lafta et al., design and fabrication of alarming system based 
on laser and LDR, the laser and LDR systems have a broad operating range and are 
highly sensitive. The laser’s light is detected by an LDR that is connected to the 
circuit. Any time the Light’s beam is altered, a warning is raised. This extremely 
reactive, low-computing-requirement approach is ideal for industrial applications, 
intelligent surroundings, and monitoring (Lafta et al. 2022). 

The cloud-based intruder security system that Francis et al., proposed when 
compared to other security systems, the cloud-based intruder security system is 
more effective and safer. It can also be accessed and remotely viewed from any 
location, making it easy to guard. Despite the rapid advancement of intruder detec-
tion and security technologies, there are still certain problems with installation and 
maintenance expenses that need to be fixed (Lafta et al. 2022). 

The purpose of the review is to raise awareness of the security alarm’s use of 
Internet of Things (IoT) technology and the security measures that one should take 
on a regular basis due to the rise in burglaries and kidnappings in society today. It 
also aims to highlight the difficulties that arise when a security system is connected 
to the internet and how to prevent all cyber-criminal attacks.



Security System Using PIR Sensor 103

3 Working Process 

Security is the primary ideology. This is based on a PIR sensor that has an IC that 
emits buzzer or siren noises. The PIR sensor detects the infrared radiation that people 
release, and it subsequently generates a digital output. It is primarily utilized in appli-
cations for automatic lighting, security alarms, and motion detectors (Francis et al. 
2022). They typically detect movement by detecting changes in infrared radiation. 
The Arduino Uno receives this digital output in return. 

When a human or any kind of object is found, it thus makes the sound. A buzzer 
is activated. 

It is used to produce sounds like police, fire engine, ambulance, and machine gun 
sirens, among others. 

After the detection, the expensive ornament has been pulled down to a security 
place through a 12 V motor. 

The System Works in the Following Steps

• The system developed is kept running always.
• The detector is connected to the sensing circuit.
• When the beam is interrupted and cannot reach the detector, its voltage output 

changes, and the circuit sense the change and put out a warning signal.
• Once the warning signal is on. The admin is notified with the message. 

4 Working Principle 

PIR sensors can often detect animal or human movement within a specified range. 
PIR is constructed of a pyroelectric sensor, which can recognize various infrared 
radiation intensities. The detector passively absorbs energy rather than emitting any 
of its own. 

It picks up environmental infrared radiation. The pyroelectric gadget (Budijono 
et al. 2014) produces an abrupt electrical signal when focused on the optical system 
once infrared radiation from the human body particles with temperature is present. 

Simply said, a human body or any other animal that passes by blocks the PIR 
sensor’s first slot. The two bisects have a positive differential change as a result. The 
sensor creates a negative differential shift between the two bisects when a human 
being departs the sensing area (Fig. 1).
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Fig. 1 Representation of 
human being interference in 
sensing area 

5 Circuit Components 

A. NodeMCU. 
B. PIR sensor. 
C. 12 V motor. 
D. Buzzer. 
E. Connecting wires. 
F. Breadboard. 
G. USB cables A–B. 
H. Relay module. 
I. 12 V power supply. 

A. Node MCU: A low-cost System-on-a-Chip (SoC) called the ESP8266 serves 
as the foundation of the open-source Node Microcontroller Unit (NodeMCU). 
The Espressif Systems-designed and -produced ESP8266 has all of the essential 
components of a computer, including CPU, RAM, networking (WiFi), and even 
a contemporary operating system and SDK. This makes it a fantastic option for 
all types of Internet of Things (IoT) projects (Fig. 2).

B. PIR Sensor: An electronic sensor that measures the infrared (IR) light emitted by 
objects in its field of vision is known as a passive infrared sensor (PIR sensor). 
Most frequently, they are utilized in PIR-based motion detectors (Soltani et al. 
2022). PIR sensors are frequently utilized in autonomous lighting and security 
alarm systems. PIR sensors can detect movement in general but cannot identify 
who or what moved (Fig. 3).

C. 12 V Motor: A straightforward rotation motor spins 360° while running at 6000 
RPM (Fig. 4).

D. Buzzer: A beeper or buzzer, for example, could be electromechanical, piezo-
electric, or mechanical in design. The major function of this is to convert the 
signal from audio to sound (Andriansyah et al. 2017). It is often powered by DC
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Fig. 2 NodeMCU

Fig. 3 PIR sensor

voltage and used in timers, alarm clocks, printers, computers, and other elec-
tronic devices. It can produce a variety of sounds, including alarm, music, bell, 
and siren, according on the varied designs (Fig. 5).

E. Relay Module: An electrical switch that is activated by an electromagnet is a 
power relay module. A distinct low-power pulse from a microcontroller is used 
to trigger the electromagnet (Satheeshkumar et al. 2017). The electromagnet 
pulls when it is turned on, allowing a circuit to be opened or closed (Fig. 6).

F. 12VDC 2A: A 12 V power supply that you can connect into a standard outlet and 
works with inputs of 100–240 VAC. The most dependable and likely to function 
for all of the components you select (Saranraj et al. 2020). Use it when your 
circuit doesn’t need to be mobile or situated somewhere without wall power 
(Fig. 7).
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Fig. 4 12 V motor

Fig. 5 Buzzer

Fig. 6 Relay module
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Fig. 7 12VDC 2A 

6 Circuit Diagram 

How each component is connected to each other to achieve the project “Security 
System.” 

A. For 12 V power supply, negative terminal is connected to DC 12 V motor negative 
terminal. 

B. For 12 V power supply, positive terminal is connected to relay model (COM) 
terminal. 

C. Relay model (NC) terminal is connected to DC 12 V motor positive terminal. 
D. Positive terminal of PIR sensor is connected to 3.3 V of NodeMCU. 
E. Negative terminal of PIR sensor is connected to GND of NodeMCU. 
F. Output terminal of PIR sensor is connected to D1 pin of NodeMCU. 
G. Negative terminal of buzzer is connected to GND pin of NodeMCU. 
H. Positive terminal of buzzer is connected to D2 pin of NodeMCU. 

We have programmed NodeMCU using Arduino IDE. Figure 9 shows the code 
that was used to upload into NodeMCU. Figure 10 shows how Admin/Security being 
notified when motion is detected (Fig. 8).
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Fig. 8 Circuit diagram of the proposed model of security system 

Fig. 9 Code to upload NodeMCU
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7 Project Image
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Fig. 10 Notification detected during motion 

8 Conclusion 

Author created the security on such a low budget. It had received complete security 
protection. High-tech home security options like laser security systems were previ-
ously exclusively accessible to the wealthy. It is a simple alarm system with manually 
switch dependent sensors. When a human moves in front of the sensor on a security 
system, that person cuts the laser, setting off the alarm.
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A Novel Design and Implementation 
of Full Adder Circuit Using QCA 
and Qiskit 

Suman Mondal, Shruti Gatade, N. Samanvita, and Karthiganesh 

1 Introduction 

Complementary metal oxide semiconductor (CMOS), which is used to construct inte-
grated circuits in various devices, is one of the most prominent and well-known tech-
nologies in today’s world as far as the computer chip design business is concerned. In 
comparison with other MOS technologies available today, CMOS technology offers 
a lower power dissipation. The number of components on a chip would double every 
18 months, according to Gordon Moore’s law, which was introduced in 1965 (Kalo-
geiton et al. 2017). High consumption, low speed, and density beyond 10 nm limit 
the usage of CMOS technology. As a result, numerous studies have been carried 
out in order to identify various technologies that could be used to replace traditional 
CMOS technology (Bahar et al. 2013). 

As an alternative to CMOS technology, QCA transistor-less technology, single 
electron transistor (SET), and carbon nanotube (CNT) are now being utilized. 
When compared to equivalent implementations using conventional VLSI technology, 
QCA on the nanoscale has a bright future because of its potential to achieve high 
performance in terms of clock frequency, device density, and power consumption 
(Gassoumi et al. 2021). 

Basic logic gates, which can be realized using quantum gates, are the fundamental 
building blocks of logic circuits (Laajimi et al. 2017). Logic circuit implementations 
have been a focus of quantum system designers (Safoev et al. 2017; Singh et al. 2016). 
These were potentially constructed using quantum gates with a qubit characterization. 

In the proposed work, the quantum gates and instantiation mechanism to build and 
implement full adder circuit. The fundamental logic circuits can be instantiated to 
perform high-end logic operations. As a result, the design elements become simpler

S. Mondal · S. Gatade (B) · N. Samanvita · Karthiganesh 
Department of Electrical and Electronics Engineering, ICAP Centre, Nitte Meenakshi Institute of 
Technology, Bengaluru, India 
e-mail: Shruti.gatade@nmit.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_9 

113

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_9&domain=pdf
mailto:Shruti.gatade@nmit.ac.in
https://doi.org/10.1007/978-981-99-7633-1_9


114 S. Mondal et al.

because complicated code is no longer necessary, and these circuits are validated by 
simulation using the IBM quantum (Thalaimalaivanaraj et al. 2020) simulator. 

The QCA design of basic quantum gates such as CNOT and Toffoli, as well as 
the construction of a full adder employing these gates in the QCA designer tool and 
IBM Qiskit simulator, is described in this work. The rest of the paper is organized 
as following, a summary of the QCA technology, quantum computing and working 
with qubits, the CNOT, Toffoli and full adder design, the simulation results in QCA 
designer tool, and the simulation results using Qiskit simulator. 

Quantum Cellular Automata (QCA) Background 
QCA represents data as a charge configuration rather than charge flow. Basic QCA 
cell has four quantum dots arranged in a square and has two stable states ‘1’ and ‘0’ 
(Vahabi et al. 2021). When two cells are put next to each other, they tend to assume 
the same configuration. Basic native gate in QCA is the majority gate with three 
inputs A, B, and C and one output. Computation happens in the central part. Truth 
table looks like AND and OR gates in the same gate. Majority gate works as the 
output is the majority of the input (Singh et al. 2016). Figure 1 shows a basic QCA 
cell and a QCA wire. 

A clock is an important part in QCA that ensures which device holds onto the 
value and which device assumes its values (Daddala et al. 2015). The clock signals 
in QCA are generated by an electric field given to the cells, which either raises all 
of the tunneling barriers between dots within a QCA cell or lowers them all. QCA 
designer tool provides 4 clocks: Clock 0, Clock 1, Clock 2, and Clock 3. CMOS 
wires can also supply this electric field to the clock when it is burned under the QCA 
circuitry.

Fig. 1 a Basic quantum cell b QCA wire 
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2 Quantum Computing and Qubit 

Quantum computing operates by controlling the behavior of particles like electrons 
and photons in a different way from regular computers. It simulates two bits at one 
time and is very fluid with non-binary identities or combinations. It can exist in 
a superposition of zeros and ones with some probability of being zero and some 
probability of being one. It has an identity on a spectrum. 

Qubits use superposition to reduce the number of steps required to complete a 
computation. When a single phosphorus atom is placed in a silicon crystal immedi-
ately close to a transistor, the outermost electron of that atom is used as a qubit. The 
electron now has a magnetic dipole known as spin, which has two orientations: up 
and down, which can be represented as a traditional 1 and 0. A high magnetic field 
has to be provided to discern the energy state of the electron when it is in spin up or 
spin down. For this, a superconducting magnet is employed. The electron will be in 
its lowest energy state, with its pin pointing down, and it will need some energy to 
spin it up. We can place the qubit in a span of state by striking it with a microwave 
pulse, but it must be of a precise frequency to write information in it (Raman et al. 
2022). The frequency is determined by the magnetic field in which the electron is 
located. As a result, if the pulse is generated at a certain location, a special quantum 
superposition of the spin up and spin down states is achieved, with a specified phase 
between the superpositions. 

In this work, we use the IBM quantum circuit simulator, which is a collection of 
high-performance simulators and algorithms. It is a general-purpose simulator, and 
the optimum method required for the simulation is selected on the basis of the input 
parameters and circuit provided. Generic code can also be written using the Qiskit 
library, which could also be used for generating circuits and its relevant components. 
Qiskit is an open-source software library that covers the entire stack, from the actual 
interface with IBM Q hardware up to application-level algorithms. As a result, the 
tool is divided into four libraries that are each called after one of the four ancient 
elements terra, aqua, aer, and ignis. When integrated, the four Qiskit libraries provide 
the most comprehensive back-to-back quantum computing software solutions. They 
all interact with one another through shared data structure elements. The Qiskit 
software library is completed by an extensive educational collection (Sharma et al. 
2022) that spans the entire spectrum of courses for beginners to professionals and 
from quantum theory to low-level notebook-assisted implementations of specialized 
quantum circuits.
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3 Basic Quantum Gates and Full Adder 

(a) CNOT Gate 

The CNOT gate operates on two qubits. The control qubit is usually the first qubit to 
be realized. The target qubit is the second of the two qubits. The CNOT gate operates 
in base states which is expressed as (Fig. 2): 

f (x, y) = (x, x ⊕ y) 

First input x is control bit; if it is 0, no effect on second bit; and if it is 1, it acts 
like a NOT gate on second bit. 

(b) Toffoli Gate 

Toffoli gate, commonly known as controlled-controlled NOT gate (CCNOT), is a 
universal reversible logic gate comprising 3-bit inputs and outputs (Bahar et al. 
2013). When the first two bits are both 1, the third bit is inverted; otherwise, all bits 
remain unchanged (Tables 1 and 2). 

(c) Full Adder 

A full adder is required by most digital circuits in order to execute addition and 
subtraction. It adds two inputs and a carry in bit, which results in a sum and a carry 
out bit. As a result (Fig. 3), it has three inputs and two outputs, respectively. The 
circuit diagram of full adder is shown in Fig. 4.

Fig. 2 Logic diagram for 
CNOT (XOR) 

Table 1 Truth table for 
CNOT (XOR) Input Output 

X Y X O/P 

0 0 0 0 

0 1 0 1 

1 0 1 1 

1 1 1 0
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Table 2 Truth table for Toffoli gate 

Input Output 

X Y Z X ' Y ' Z '

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 1 1 

1 0 0 1 0 0 

1 0 1 1 0 1 

1 1 0 1 1 1 

1 1 1 1 1 0

Fig. 3 Logic diagram for 
Toffoli gate 

Fig. 4 Logic diagram for 
full adder circuit 

4 Circuit Simulation and Results 

(a) CNOT Gate (XOR Gate) 

The CNOT gate performs a two-qubit operation. As per the simulation graph shown 
in Fig. 5b, we can observe that whenever both input values are the same that is ‘0’ 
or ‘1’, then corresponding output obtained is low, and whenever the input values are 
different (Fig. 5), the output obtained is high (Table 3).
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Fig. 5 a CNOT gate circuit gate b simulation output waveform of CNOT

(b) Toffoli Gate 

The Toffoli gate performs a three-qubit operation. The circuit works as an AND gate 
circuit. One qubit is the control qubit, and when the remaining two qubits are the 
same, the output obtained is high; else, low output is obtained. Implementation of the 
circuit diagram and corresponding simulation output waveform are shown in Fig. 6a, 
b.

(c) Full Adder 

A full adder circuit performs addition of the inputs. It adds three inputs—two 
operands and a carry bit (Gassoumi et al. 2021; Subashini and Koteeshwari 2018).
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Table 3 Full adder truth table 

Input Output 

X Y Cin Sum Carry 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 0 

0 1 1 0 1 

1 0 0 1 0 

1 0 1 0 1 

1 1 0 0 1 

1 1 1 1 1

Fig. 6 a Toffoli gate circuit implementation b simulation output waveform
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Fig. 7 a Full adder circuit implementation b simulation output waveforms 

It outputs a sum and a carry bit value. As per the simulation graph, depending on the 
inputs given, the values of sum and carry in and carry out are carried forward and 
displayed. In the above figure, the output is shown as a yellow color waveform with 
carry and sum as the initials (Fig. 7). 

5 Qiskit Simulation Results 

(a) CNOT Gate 

CNOT gate is simulated using IBM Quantum Composer. It uses 1024 shots to 
complete the simulation. Before execution, the state is 0000. After simulation, the 
frequency values 000 and 011 have probability of 522 and 502 (Fig. 8).
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Fig. 8 CNOT gate simulation Qiskit simulator 

(b) Toffoli Gate 

Toffoli gate is simulated using IBM Quantum Composer. It uses 1024 shots to 
complete the simulation. Before execution, the state is 1110. After simulation, the 
frequency values 0010 and 1010 have probability of 522 and 502 (Fig. 9).

(c) Full Adder 

Full adder circuit is simulated using IBM Quantum Composer. It uses 1024 shots to 
complete the simulation. Before execution, the state is 1001. After simulation, the 
frequency values 1001 and 1024 have probability of 522 and 502.
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Fig. 9 Toffoli gate simulation Qiskit simulator

The CNOT, Toffoli gate, and full adder are implemented in QCAD and IBM 
Qiskit simulator (Fig. 10). The below table shows the time taken for simulation in 
both platforms.

Circuit name QCAD (in s) Qiskit (in s) 

CNOT gate 1 2.5 

Toffoli gate 1 2.7 

Full adder circuit 1 2.8
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Fig. 10 Full adder implementation using simulation Qiskit simulator

CNOT Gate 

Simulator used: IBM Quantum Composer (using Qiskit) 
State: 0000 (probability: 51.75781%) (before execution) 

0011 (probability: 48.24219%) (before execution) 
Frequency: 000 (488) (after execution) 

011 (536) 
No. of shots: 1024 (QASM simulator) 32 qubits 

Toffoli Gate 

Simulator used: IBM Quantum Composer (using Qiskit) 
State: 1110 (probability: 1) (before execution)
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Frequency: 0010 (535) (after execution) 
1010 (489) 

No. of shots: 1024 (QASM simulator) 32 qubits 

Full Adder 

Simulator used: IBM Quantum Composer (using Qiskit) 
State: 1001 (probability: 1) (before execution) 
Frequency: 1001 (1024) (after execution) 
No. of shots: 1024 (QASM simulator) 32 qubits 

6 Conclusion 

QCA technology is a non-traditional circuit design pattern. CMOS technology draw-
backs, primitive growth, and challenges with VLSI chip design are presented in this 
paper. Simulation is carried out in two software, i.e., QCA and Qiskit. QCA gives 
the information about the design of the chip, and Qiskit results tell us about the prob-
ability occurrence of the qubits. Using the QCAD simulator, we were able to realize 
the QCA structures of CNOT and Toffoli gates, as well as view the cell structure of 
a full adder circuit. Simultaneously, we observed similar circuits being executed in 
a quantum simulator using Qiskit and compared their entire execution time. 
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GitHub Users Recommendations Based 
on Repositories and User Profile 

R. Nagaraj, G. R. Ramya, and S. Yougesh Raj 

1 Introduction 

By offering code hosting services and team-based software development frameworks, 
GitHub has gained the attention of many software engineers globally as a prominent 
software development platform, a social coding, and a web-based Git repository 
hosting service that enables the developers to engage in open-source project docu-
mentation, design, coding, and testing in a socio-cultural context. The important 
feature of this platform is that it allows following other users or organizations, so 
that they may get alerts about their public activity. This feature has enhanced user 
collaboration by encouraging them to explore more repositories and promoting the 
conversation on GitHub. 

Moreover, GitHub is considered as a social media platform designed specifically 
for developers where they can duplicate the relevant projects and then customize 
the features of those projects to match their requirements. Also, users can ask for 
assistance from or have a conversation with people who are on their following lists 
when they run into technical difficulties while developing a repository, bug patches, 
code restructuring, and feature enhancements. 

Even though the developers have the option to search for the projects or do the 
above things, it takes a lot of time and might disappoint them. So, to overcome this 
we analyzed a method to identify and recommend the followers working on similar 
domains to the user by using different centrality measures of network analysis, link 
prediction between the users, and recommending followers based on the content-
based filtering technique. 

The paper has five sections where Sect. 2 describes the related works and empha-
sizes the key characteristics used by us to implement the different measures of
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social network analysis and some techniques to identify the prominent followers. 
Section 3 has a detailed explanation of methodology analysis and the experimental 
findings from the implementation used to evaluate the effectiveness of the analysis 
are documented in Sect. 4. Finally the conclusion is given in Sect. 5. 

2 Related Works 

Initially we need to understand how GitHub works and what features it offers. As 
a result, we referred to a number of research studies conducted on GitHub with 
various objectives, where (Joy et al. 2018; Sarwar 2021; Koskela et al. 2018) focused 
on understanding and analyzing the various parameters of the open-source software 
GitHub. They were able to identify the key parameters as the number of contributions, 
programming languages, project size, and project age, and they investigated their 
significance by developing a conceptual model and experimenting with GitHub data. 
They were able to confirm that the above parameters have a greater impact on project 
performance as a result of this. 

In paper Radha et al. (2017) proposed the implemented of different centrality 
measures where the USA road network to attain congestion-free shipment. They 
analyzed the road network based on the performance indicators and identified ways 
to reduce traffic issues that could aid in traffic management. 

Thangavelu and Jyotishi (2018), Sharma and Mahajan (2017), and Gajanayake 
et al. (2020) proposed a detailed analysis of GitHub work and its projects. They 
primarily focused on identifying the characteristics of the firm behind the influence of 
the performance of the open-source project at different stages. In order to experiment 
they developed a model with four stages such as issues, forks, pull requests, and 
releases. Through this, they were able to examine the factors of success of the open-
source project at different levels. We were able to gain an understanding of how 
GitHub works and the role of parameters as a result of these works. 

Identification of a key person in the network using the well-known centrality 
measures such as degree, betweenness, closeness, katz, and Eigenvector centrality 
was proposed by Landher et al. (2010) and Yadav et al. (2019). They were able 
to conclude that Katz centrality is better for the network they chose based on the 
distance between nodes, the number of shortest paths, and ranking by implementing 
the above measure. 

Farooq et al. (2018) implemented the above measures as well as and also the 
coefficient clustering and page rank to a covert network and were able to visualize 
the metrics that assisted them in identifying the most influential node. These two 
works served as a foundation for our research because they provided insight into 
how to implement those measures in our network. 

Liu et al. (2019) proposed a method for predicting links between paper citations 
based on keywords, times, and author information. A series of experiments were also 
performed on the real-time dataset. They were able to correlate two papers and create 
a link in the citation network by assigning a value to a pair that was as accurate as
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possible. As a result, the dataset validated the feasibility of their proposal. We got 
an idea for implementing the link prediction to our dataset from this work. 

Furthermore, to gain a better understanding of other methods for determining the 
social network’s most significant node, we referred to the work of Ramya and Baga-
vathi Sivakumar (2021), who demonstrated that DC-FNN classification outperforms 
fixed clustering and NLP-based sentiment analysis in identifying the influential node 
in the Twitter dataset based on categories such as pricing, service, and timeliness. 
They tested these approaches on the likelihood function using iterative logistic regres-
sion analysis and the temporal influential model (TIM), and the results show that they 
are more accurate than other methods in terms of precision, recall, and f-measure. 
We gained an understanding of the topic’s role in a node’s influence level as a result 
of this research. 

3 Methodologies of Analysis 

3.1 Data Description 

We considered the essential GitHub values such as user, followers, following, gists, 
and numrepos, because we used real-time data from GitHub users. The values were 
adequate for our analysis, and a more detailed explanation is provided in the following 
sections. 

3.2 Overview of the Work Flow Model 

In this diagram, we depicted the flow of methods that assisted us in obtaining the 
required analysis. There are six divisions in total, with the first two illustrating GitHub 
access and follower analysis, and the outputs obtained being passed to the other 
four divisions for detailed analysis. The first division represents the calculation of 
centrality measures, and the second division represents prediction and follower anal-
ysis, which leads to the recommendation of the top 10 followers to the user. Although 
these two divisions are related, we separated them for clarity. Finally, the fourth divi-
sion represents the prediction of future links between followers. As needed for our 
research, the output from each division is considered for analysis in other divisions 
(Fig. 1).
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Fig. 1 Overview of the work flow model 

3.3 Centrality Measures 

Our methods consist of different stages where the results obtained from each stage 
are used in other stages to obtain an efficient output. Initially, we explored and 
understood the spread of followers for a particular user or developer by establishing 
a connection to the GitHub API (PyGitHub) using Personal Access Token, and then 
the username of a particular user (here the user is ‘Anshul Mehta’) was given to get 
the ego-centric graph of the first level of followers in Fig. 2. For better understanding 
we explored the followers of the followers and plotted the directed graph.

As our first objective, we implemented centrality measures to identify the promi-
nent follower in the network. Basically, centrality is used in a big network to estimate 
an individual’s properties. The degree of interpersonal interaction and communica-
tion within a social network is also measured by centrality. More connections between 
network members result in greater centrality and always the community develop-
ment in any online social network is mainly driven by individual nodes having high 
centrality. 

3.3.1 Degree Centrality Measure 

Degree centrality (DC) is a metric of exposure that evaluates a node’s network 
connectedness using the number of direct contacts to the node. 

Dv = ai vn i = 1 (1)
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Fig. 2 Followers graph of Anshul Mehta (developer)

In Eq. (1), the adjacency matrix aiv was used to determine the degree centrality 
of node v. 

3.3.2 Betweenness Centrality Measure 

Betweenness centrality (BC) measures the length of time a user or node acts as a 
bridge between two nodes in a sizable community network while taking into account 
the quickest path. 

CBv = 
σst  (v) 
σst  

s �= v �= t ∈ V (2) 

In Eq. (2), the terms σst  and σst  (v) stand for the total number of shortest routes 
from node s to node t and the number of paths that passes through v, respectively. 

3.3.3 Closeness Centrality Measure 

Closeness centrality (CC) is a measure of how long it takes for information to go 
from one node to every other node in a network and it is also the length of the shortest 
path between any two nodes in a complicated network graph.
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Cx  = 1 

yd(y,x) (3) 

In Eq. (3), d(x, y) is the measured distance between the x and y. 

3.3.4 Eigenvector Centrality Measure 

Eigenvector centrality (EC) is used to assess a node’s effect over other nodes in the 
network. A node’s influence will be stronger if it is connected to significant nodes, 
but its impact on other nodes will be low if it is connected to less important nodes. 
So, the significance of the node’s neighbours determines its relevance 

ECv = vx = 1 

τmax(A) j=
n 
1a j x  v j 

(4) 

In Eq. (4), v = (v1, 2, . . .) is the eigenvector for the highest eigenvalue τmax(A) 
of the adjacent matrix A. 

3.4 Similarity Measures 

In addition to that coefficient clustering was calculated to identify how closely the 
followers were present in a network. The obtained values of each follower were stored 
as a data frame with basic values of a GitHub such as the number of repositories, 
gists, number of followers, and number of following to get an idea of data spread 
and analyze the influential parameters. 

As a part of the next research, we implemented the link prediction using the 
cosine distance for the obtained network. Link prediction is used to find a collection 
of missing or future linkages between the users by forecasting and estimating the 
likelihood of each non-existing link in the network. 

cos(x, y) = x .y 

||x || ∗ ||y|| (5) 

In Eq. (5), the terms x .y and ||x || and ||y|| are the dot product and the length of 
the vectors x and y, whereas the cross product of the vectors x and y is ||x || ∗ ||y||. 

Whereas, the cosine of the angle created by the two vectors is used to calculate 
how similar two users or objects are when they are treated as two vectors in m-
dimensional space. During filtering, it is often used to compare two documents, and 
subsequently more and more regularly to compare two individuals or other aspects 
instead of simply documents. Since it is often utilized in positive space, it determines 
how close 0 and 1 are in value.
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Fig. 3 Data frame created from the calculated values 

Then to get a clear idea of similarities among the followers, we employed the 
follower similarity which identifies the similarities between the followers based on 
ratings given by them and also found the feature similarities in which the similar 
features among the followers were evaluated. The data frame consisting of these 
values was formed in Fig. 3. In addition, the pairwise cosine was found to get a clear 
idea of similarities between the followers. By using these data, similar followers 
were found based on the aggregate similarity score (based on the number of gists, 
repositories, followers, and following) with a developer. 

As we were able to identify similar followers now, we focused on finding the 
potential followers to recommend the user based on the content filtration technique. 
Here the keywords of the repositories are considered as content. The reason for the 
content-based recommendation is that it recommends based on the user preferences 
and this would help us in recommending the followers to the developer. 

To implement the recommendation, we initially found the keywords of repositories 
by stage-wise like name, description, and language. Here comes the natural language 
processing (NLP) where the strings were converted to lowercase and by stemming, 
we found the keywords. This was done in two approaches such as bag of words and 
TF-IDF. 

TF-IDF = TF(t, d) + IDF(t) (6) 

In Eq. (6), TF(t, d) is the term frequency of term ‘t’ that appears in a document 
‘d’ and IDF(t) is the inverse document frequency. 

Bag of words is an NLP model used to count the frequency of each word in a 
corpus for that document, whereas TF-IDF is used to quantify the importance of the 
relevance of string representation in documents among the collection of documents. 
As we obtained the words, now again the cosine distance was checked in a bag of 
words and TF-IDF to find the similarity. These words were then stored and sorted 
with the corresponding indexes. Now we developed a recommender where the index 
fetched from the similarity array and sorted the distance in descending order to get 
the top 10 followers for both bag of words and TF-IDF.
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As we found the followers for the user now, we identified the list of followers 
who can be recommended to the user. In addition, this was done to all the first-level 
followers of the developer to check whether our method worked properly or not. 
From this, we obtained the end result of recommending the followers to the user 
working on similar domains. 

Finally, the future prediction between the user’s followers was calculated using 
the Jaccard coefficient and Adamic Adar coefficient, and the results were visualized 
to get an idea of links. We discovered the network’s common triads to gain a better 
understanding of the links and influence of followers. 

4 Experimental Results 

This section carries out a thorough experimental and quantitative study of the anal-
ysis undertaken and the results were shown with an explanation. Initially, the graph 
was obtained and then the centrality measures were implemented on the follower’s 
network in Figs. 4 and 5 depicts the centrality of common neighbours. 

Further, the link prediction between the followers was identified using cosine 
distance and values for the corresponding followers were stored in the data frame as 
in Fig. 6.

The cosine similarity was calculated between the followers and the features of 
the data frame which helped us to get an idea of the relations between the followers 
as in Fig. 7.

The above values were then added to the data frame as in Figs. 8 and 9.
Based on these values the similar feature of the user was calculated by considering 

the ratings given and it was mapped to the gists as a similar score. So, when we give 
the gists number the corresponding features get displayed as in Fig. 10.

Based on the score of similar features, the aggregate score was calculated which 
helped us to find similar followers to the user as in Fig. 11.

Fig. 4 Values obtained from the centrality measures
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Fig. 5 Common neighbours centrality measure

Fig. 6 Values obtained from the cosine distance measure
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Fig. 7 Implementation to find user and feature similarity

Fig. 8 Values obtained from the user similarity 

Fig. 9 Values obtained from the feature similarity

As a next step for recommending the followers, we used the content-based 
filtering approach where the keywords of repositories, such as name, description, 
and language were extracted and added to the data frame by converting strings to 
lowercase and stemming as in Fig. 12.
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Fig. 10 Similar feature of gists 26

Fig. 11 Found similar followers for user Anshul Mehta

Fig. 12 Extracting keywords from repositories
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By the method of TF-IDF and bag of words, the frequency of words was found 
and then cosine similarity was used to identify the similarity between the TF-IDF 
vectors which was then stored in the sorted list as in Fig. 13. 

From the above diagram, we can infer some of the known keywords such as 
JavaScript, stake, dart, etc. We may thus conclude that extraction was successful 
since we have now identified the followers who, in light of the list of followers, can 
be suggested to the user as in Figs. 14 and 15. 

Fig. 13 Frequency of keywords extracted from the TF-IDF 

Fig. 14 Keywords obtained were stored to the corresponding user
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Fig. 15 Finding the top 10 users from both the methods 

The follower’s list closer to the user is printed from the data frame where we can 
see some followers are the same in both the methods. Figure 16 shows the list of top 
10 followers from both the methods. 

At last, the objective of our research is to recommend the top 10 followers to the 
user based on the working of followers in similar technologies or domains. So, the 
recommendation is done as in Fig. 17.

Additionally, in order to identify the future link prediction between the followers 
we find Jaccard coefficient and Adamic Adar coefficient measures and also visualized

Fig. 16 List of top 10 
followers from both methods 
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Fig. 17 List of top 10 
followers recommended to 
the developer

the prediction for the top 100 and top 10 followers. Figure 18 depicts scores of Adamic 
Adar and Jaccard coefficient. 

As per the scores, the graph was plotted where the lines between followers shows 
the future link predictions for the top 100 and top 10 followers. Figures 19 and 20 
depict visualization for Adamic Adar and Jaccard coefficient for top 10 followers.

From these graphs, we could be able to infer that there are high chances of future 
links between the followers of users. As the outliers are the same in these graphs, all 
graphs are nearly giving the same prediction of links. Figure 21 depicts the scores 
between the followers.

The outer clusters remain the same and all the inner clusters are concentrated for 
a few users forming the bigger circle. On basis of scores obtained from the Jaccard 
coefficient and Adamic Adar coefficient, the top 10 most predicted links between the 
user and his followers were evaluated.

Fig. 18 Scores of Adamic Adar and Jaccard coefficient 
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Fig. 19 Adamic Adar coefficient for top 10 followers 

Fig. 20 Jaccard coefficient for top 10 followers
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Fig. 21 Scores between the followers

Fig. 22 Triad of developer and followers 

The common triads in the network were found to get an idea of links and influence 
followers. Triads are a set of three actors and the smallest community possible in a 
network. Through this, we were able to identify that user and closest follower present 
in all triads as in Fig. 22. 

5 Conclusion 

Every day, more people join GitHub, but identifying users working in a similar 
domain is critical for developers so that they can collaborate and work together. We 
discussed the recommendation system designed specifically for the user and their 
followers in this paper. We were able to achieve our goals by employing approaches
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such as centrality measures, link prediction with standard algorithms, and content-
based recommendations based on the developer’s real-time data. The results of the 
tests and a thorough quantitative analysis indicate that the metrics used are effective 
in suggesting notable followers to the network user. 
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Social Network Hashtag Analysis 
for the 75th Year of India’s Independence 

A. Veeramanohar, A. J. Nishanth, S. Vishvajit, and G. R. Ramya 

1 Introduction 

Twitter is a free social networking platform which essentially aims to connecting 
people. It allows users to publish posts known as tweets. Users can include text, 
videos, photos or links in the tweets (Nair et al. 2015). Twitter is widely used by 
people to get the latest news and events, to communicate with fellow users; and 
follow world leaders, politicians, sports personalities and celebrities (Ramya and 
Bagavathi Sivakumar 2021). 

This notable fast spread of news in twitter is because of the grouping of topics. 
Topics are grouped using hashtags (#). Twitter came up with the hashtag with the 
purpose of categorizing discussions and online exchanges which helps in gathering 
activity that spans globally. These hashtags play an important role in Twitter as it 
helps in finding the relevant content for the user. Hashtags are also used to identify 
the trending topics that are being discussed currently on twitter. While there are a 
number of hashtags present, the key is to identify the right ones so that it matches 
the content and reaches more number of people (Otte and Rousseau 2002). 

This study involved extracting tweets containing the official hashtag #HarGhar-
Tiranga of the 75th Indian Independence campaign. “Har Ghar Tiranga” is an event 
which is a part of the campaign Azadi Ka Amrit Mahotsav, inviting people to take 
a Tiranga home and lift it to celebrate India’s 75th year of independence. The idea 
behind this drive is to instil patriotism in people’s minds and promote awareness of 
the Indian flag.
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This study employs social network analysis based on around 12,000+ Twitter users 
and above 35,000 tweets of Twitter. All these tweets were posted on the occasion 
of the 75th year of Indian Independence. The dataset obtained was analyzed for 
several social network parameters like degree, assortativity, centrality measures like 
betweenness centrality, closeness centrality, eigenvector centrality and sentiment 
analysis (Broniatowski et al. 2014). 

The paper has four sections where Sect. 2 describes the related works and empha-
sizes the key characteristics used by us to implement the various measures of social 
network analysis. Section 3 contains a detailed explanation of the methodology 
analysis used to assess effectiveness. Section 4 concludes with a conclusion. 

2 Related Works 

Various extensive research papers have been on the highlights of the proposed system 
that includes social network analysis based on Twitter posts. The paper (Yum 2020) 
describes the analysis of tweets during COVID-19. Study finds out that Donal J 
Trump is the central node that connects all other nodes (nodes are twitter account) 
since he was the President of United States. Centrality measures done on the dataset 
showed the same concluding that people followed him most during COVID-19 and 
he was most influential as he held the power and lead the country. 

Ramya and Bagavathi Sivakumar (2021) uses sentiment analysis to identify influ-
encers on twitter. It describes what a sentiment analysis is and who all are an influen-
tial user. Twitter data was preprocessed by prompting weighted partition around 
medoids (WPAM) along with artificial cooperative search (WPAM-ACS) which 
helped in extracting topics from Twitter data through dynamic clustering (DC). Data 
contained the tweets for which polarities were checked. This was done using deep 
learning. Natural language processing (NLP) was supposed to be used but it pointed 
out that tweets were in user’s own language for which NLP was difficult. A set of 
measures were taken and for each tweet, they were calculated and in the end a graph 
was produced in which highly influential users were found. 

During a time of crisis, or during election times, twitter is faster in spreading news 
than news channels. Nair et al. (2015) tell us how twitter was used during the 2015 
floods in Chennai. Social media plays a vital role in the spread of information during 
disasters. Nair et al. (2015) contain a study regarding how the people of Chennai, 
Tamil Nadu used twitter in response to the one of the country’s worst floods ever. The 
tweets collected were examined using machine learning algorithms such as Naive 
Bayes, random forests and decision tree. The performance of all the three algorithms 
were compared and it was found that random forest was the best algorithm that can 
be relied on, during a disaster.
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Fig. 1 Data extraction from Twitter 

Fig. 2 Sample dataset 

3 Methodology 

3.1 Data Extraction 

The tweets from twitter were extracted using “tweepy” library in Python. It is an 
easy-to-use Python library which helps in accessing the Twitter API. 

The tweepy library requires Twitter API key and then fetches the raw tweet data 
by using a keyword. Figure 1 displays the code for extracting data from Twitter. Once 
the raw data is fetched, it is then processed and the final dataset is formed. A total 
of 35,947 tweets were extracted from the platform. The data was collected on 3rd 
September, 2022. Figure 2 is the dataset. The dataset has information like user ID, 
name of the user, tweet, users mentioned in a tweet and a Boolean indicator to show 
whether the tweet is an original tweet or a retweet. 

3.2 Generalized Insights 

After collecting the data, the next step was to pull out the basic measures from the 
dataset. A total of 35,847 tweets by 12,253 users were obtained. It was observed that 
there was a total of 33,680 retweets and 2267 direct tweets. From the dataset, the top 
10 most mentioned users were tabulated and the most mentioned user was Narendra 
Modi, the Prime Minister of India with 2609 mentions, followed by NYKS India, 
a youth organization established during the Rajiv Gandhi government. The other 
notable mentions in the most mentioned user list included the Indian actors Pawan
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Fig. 3 Distribution of tweets 

Kalyan and Mahesh Babu. Retweet in Twitter means to share a tweet from another 
user. 

By observing Fig. 3, we can infer that retweets were more when compared with 
original tweets. 

3.3 Conversion of Data into a NetworkX Graph 

All the users who tweeted or retweeted were considered as nodes. When a user 
mentions another user, an edge is formed and these nodes, edges were used to form 
a network (Bastian et al. 2009). 

From the collected dataset, we iterate through each tweet and an edge is formed 
between the users who have tweeted and the each of the users who has been mentioned 
in that specific tweet. Figure 4 shows the code for forming edges between nodes in 
the network. 

Fig. 4 Edges between the nodes in the network
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The number of nodes increased after adding edges since the users who have not 
tweeted were also mentioned by the users who have tweeted. After adding edges, the 
number of tweets increased from 12,253 to 16,742. The network formed consisted 
of a total of 16,742 nodes and 25,550 edges. 

3.4 Basic Social Network Measures 

Statistical measures, like the density, degree, assortativity, page rank of the system 
are determined then from the obtained data. The density of the system given by 
the following formula gives use of the possible connections actually present in the 
system. 

d(G) = 
L 

Lmax 
(1) 

In Eq. 1, L is the actual number of connections present in the system and Lmax is 
the total possible connections in the system. Usually, density lies between the 0 and 
1. In this network, the density of the system is obtained as 0.0001823190. 

The degree of the system gives us the number of connections a node has to other 
nodes. From Fig. 5, the node with the highest degree is Narendra Modi with a degree 
of 2362. Following Narendra Modi, the node “Amrita Mahotsav” has the second 
highest degree value of 693. Indian actors Pawan Kalyan and Mahesh Babu have a 
degree value of 353 and 315, respectively.

The degree assortativity gives us the ability of nodes of higher degree to connect 
to higher degree nodes with respect to, low degree nodes. In our analysis the degree 
assortativity for the data is obtained as − 0.1211564434. The degree assortativity 
helps in understanding the formation of the network. A negative value of degree 
assortativity means that the higher degree nodes have more tendency to attach to 
lower degree nodes. 

A node may have a high degree score which means it has numerous connections 
but a relatively low eigenvector centrality score, as the connections maybe with other 
low scored nodes. Also, a node may have a high betweenness centrality score but a 
low eigenvector centrality score if it is distant from the centres of importance in the 
network. Page Rank helps us in assigning a score to every node, indicating the level 
of importance a node holds in the network. 

PageRank differs from eigen-centrality in terms of bringing link direction into the 
picture. The outcome is that nodes with many incoming connections are influential, 
and the nodes to which they are connected share some of that influence. PageRank 
is an adjustment of Katz centrality that takes into consideration this issue. 

The PageRank helps in uncovering the most important and influential node in the 
network. From Fig. 6, it can be observed that Narendra Modi is node with the highest 
PageRank value in the network and we can conclude that he is most influential person 
in the entire network.
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Fig. 5 Degree of the nodes

Fig. 6 PageRank centrality
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3.5 Social Network Centrality Measures 

In social network analysis, the centrality measures play an important role in identi-
fying the important nodes of a network. The centrality metrics/measure gives us the 
information of how central a node is in the network. There are several centrality 
measures like betweenness centrality, closeness centrality, eigenvector centrality 
each of which gives us the importance of a node from different perspectives. 

3.5.1 Betweenness Centrality 

The betweenness centrality is metric based on the path between the nodes of a 
network. This measure shows us which nodes act as the connections between the 
nodes of a network. Nodes with high betweenness centrality score will have more 
influence within the network than the ones with lower betweenness centrality score. 

g(v) =
∑

a �=v �=b 

σab(v) 
σab 

(2) 

The betweenness centrality is calculated using Eq. (2), where σab is the total 
number of shortest paths from node a to node b and σab(v) is the number of paths 
that pass across v. 

From Fig. 7, we can clearly deduce that Narendra Modi, the Prime Minister of 
India acts as the bridge between nodes in most parts of the network. Other notable 
personalities in the list include Amit Shah, the former president of the Bharatiya 
Janata Party and Jay Shah, the president of BCCI.

3.5.2 Closeness Centrality 

The closeness centrality is a measure which is based on the distance between two 
nodes. The average of the shortest distance of a node from all the other nodes in the 
network is calculated. The closeness centrality gives us information on how close a 
node to all the other nodes in the network. While betweenness centrality gives us a 
measure of how others are dependent on a particular node, the closeness centrality 
gives the access each node has to the other nodes in the network. The closeness 
centrality is measured using the following Eq. 3, where N is the number of nodes 
and i �= j and dij is the length of the shortest paths between nodes i and j. 

CC(i ) = N − 1∑
j d(i, j ) 

(3)
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Fig. 7 Betweenness centrality

From Fig. 8, we can say that the spread of information between the nodes of the 
network has been faster and more efficient through the node Narendra Modi. We can 
conclude that Narendra Modi is the most important/central person in the network. 

Fig. 8 Closeness centrality measure
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Fig. 9 Degree centrality 

3.5.3 Degree Centrality 

Degree centrality is one of the measures to analyze the influential node in a network. 
It is simply the count of total number of connections to a node. But a disadvantage 
with this measure is it cannot differentiate between quality and quantity. Degree 
centrality cannot differentiate between the prime minister and a normal student. The 
degree centrality is measured using the following Eq. 4. 

Cd ( j ) = 
n∑

j=1 

Ai j (4) 

In our network, we got Narendra Modi as the node with highest degree centrality 
score, which is clearly visible in the graphical representation of degree centrality in 
Fig. 9. We also got Pawan Kalyan and Mahesh Babu, two famous actors in the top 
10 list. The top 10 had few normal two users whose followers were very less when 
compared with the others in list. 

3.5.4 Eigenvector Centrality 

The eigenvector centrality helps in measuring the influence of a node in the network. 
Relative scores are given to all the nodes in the network by finding the largest eigen-
value in the network and its associated eigenvector of the adjacency matrix. It is a
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Fig. 10 Eigenvector centrality 

generalized version of the degree centrality. The eigenvector centrality is measured 
using the following Eq. 5. 

xv = 
1 

λ

∑

tεM(v) 

xt = 
1 

λ

∑

tεV 

aV,t xt (5) 

The above formula for eigenvector can be rewritten as, Ax = λx where λ is a 
constant. 

From Fig. 10, it is clearly evident that “Narendra Modi” is the most influential in 
the entire network as observed through eigenvector centrality. 

From all the centrality measures calculated, we can deduce that Narendra Modi 
is the most important person/node in the network and also the most influential in the 
network. 

3.6 Word Cloud 

A word cloud is a cluster of words in different sizes. The size of the word in the 
word cloud is directly proportional to the importance of the word and the number 
of times the word has been used. There were a total of 2088 unique words used in 
the tweets. From the above word cloud, we can see that the word “HarGharTiranga” 
is the most used word in the observed tweets. Other words making a mark in the 
word cloud include “Azadi” and also “Indian Army”, which were mentioned in 305 
tweets. Figure 11 represents the word cloud formed from the tweets in our network.
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Fig. 11 Word cloud for tweets 

3.7 Sentiment Analysis 

Sentiment analysis, also known as opinion mining, is process which involves compu-
tationally determining whether an opinion is positive, negative or neutral (Nooy et al. 
2018). In politics, sentiment analysis is used to keep track of the view about oneself 
among the people. It helps in finding the consistency and inconsistency between the 
statements and actions made. It also serves as an important tool in the prediction of 
election results. It is used in several other fields like business, where companies use 
it to develop new strategies based on the feelings of their customers. It acts like a 
feedback mechanism in business. It is also used to analyze social phenomena and 
understand it for predicting potentially dangerous situations (Landherr et al. 2010; 
Yadlapalli et al. 2020). 

Valence Aware Dictionary and Sentiment Reasoner (VADER) sentiment analysis 
is a rule-based sentiment analysis tool and a lexicon (Hutto and Gilbert 2014). It 
gives the opinion a score which tells us about the positivity and negativity of the 
sentiment. It assesses the sentiment of a given data without any previous training 
unlike machine learning, where we have to train models before deploying them. 

A composite score is calculated by adding the valence scores of each word in the 
lexicon, adjusting them in consonance with the rules, and then normalizing it to a 
value between − 1 (very negative) and + 1 (very positive) increase. This is a most 
useful metric when you want a one-dimensional measure of sentiment for a given 
sentence (Hutto and Gilbert 2014). 

Normalization is usually calculated by using the below Eq. 6, 

x = x√
α + x2 

(6)
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Fig. 12 Code for sentiment analysis 

where x = sum of valence scores of constituent words and α = normalization 
constant. 

The compound score is a measure that calculates the sum of all ratings in the 
lexicon, normalized from − 1 (very negative) to 1 (very positive) (Hutto and Gilbert 
2014). 

Positive sentiment → Compound score ≥ 0.05 
Neutral sentiment → Compound score > −0.05 and Compound score < 0.05 

Negative sentiment → Compound score ≤ −0.05 

Figure 12 shows the code for implementing the logic of threshold for each 
sentiment. Based on the above-mentioned threshold values for each sentiment by 
analyzing the 35,847 tweets, around 63.65% of tweets were neutral and 30.85% 
were positive. Only 5.5% of tweets were negative. The sentiments in the tweets reflect 
the emotions or mindset of the tweeters. Thus, we can understand that majority of 
the tweeters were having a positive or neutral impression on the HarGharTiranga 
campaign. Figure 13 visualizes the distribution of positive, neutral and negative 
tweets from the dataset.

3.8 Visualizing the Network Using Gephi 

Gephi is open-source visualization software for graphs and network. It helps in 
displaying large networks in real time using a 3D rendering engine for faster explo-
ration. A flexible multitasking architecture provides new ways to process complex 
datasets and deliver valuable visual results. By using this software, our network has 
been visualized. 

The ForceAtlas2 layout has been used, which is the standard choice for this 
type of analysis. It places the nodes simulating the physical forces of attraction and 
repulsion between them. When two knots are tied, they are closer together; if they 
are not connected, they are further apart. This arrangement creates an informative 
graph of communities, because users belonging to the same community are grouped 
together, while users from different communities are located in different regions.
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Fig. 13 Sentiment analysis 
of tweets

From the above network graph Fig. 14, we can visually see that most of the nodes 
are left unconnected and a part of the network is tightly connected in the centre. The 
poor density observed earlier can be now visually seen through this visualization of 
the network. 

The yellow-coloured node in Fig. 15 is “Narendra Modi”. It is clearly visible that 
his node is the most connected in the network. Figure 16 shows the labelled version 
of Fig. 16, where the central yellow-coloured node is labelled as “Narendra Modi”.

Fig. 14 Visualization of the 
network 
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Fig. 15 Visualization for the node “Narendra Modi” (yellow colour) 

Fig. 16 Labelled version for Fig. 15
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4 Conclusion 

This study explores the influential nodes for HarGharTiranga hashtag in twitter by 
employing social network analysis. This study suggests few important findings, first 
most of the tweets in the dataset was retweets. This shows that majority of the users 
tend to retweet tweets of influencers rather than tweeting their own tweet. Second, 
almost in all the centrality measures, Narendra Modi—the prime minister of India 
emerged as the top scorer. This reflects the influence of Narendra Modi in Twitter. 
Third, while considering the top 10 scorers in all the measures few famous personal-
ities, like Amit Shah, Jay Shah, Pawan Kalyan and Mahesh Babu have been found to 
be influential too. But Narendra Modi had a huge difference in scores compared with 
the others. This shows how Narendra Modi has emerged as a monotonous leader in 
India. 

Fourth, HarGharTiranga, Azadi Ka Amrit Mahotsav and Indian Army were the 
most frequent occurring words in the tweets. The occurrence of “Indian Army” in the 
tweets reflects the gratitude of people towards the army by mentioning them in their 
tweets related to Independence Day. Fifth, by analyzing the sentiments of the tweets, 
majority of the tweets were either positive or neutral. So, this shows the positive 
impact and peoples’ acceptance towards the HarGharTiranga campaign. 
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A Survey Analysis on Dental Caries 
Detection from RVG Images Using Deep 
Learning 

P. Nageswari, Piyush Kumar Pareek, A. Suresh Kumar, Pai H. Aditya, 
M. S. Guru Prasad, and Manivel Kandasamy 

1 Introduction 

In the medical field, computer-supported evaluation software has been utilized to 
obtain second opinions. Deep learning techniques are difficult to use, but they have 
been incorporated with encouraging results for a number of health applications. 
With teeth, mouth is vital component of body, and each person’s smile is unique. 
Poor oral health care leads to gum disease, dental caries, tooth loss, bone loss, and 
other dental issues. Oral illnesses impact ~4 billion people around the world (Singh 
et al. 2022). A developing area of study in the healthcare industry is medical imaging. 
Medical imaging is crucial for the early identification, diagnosis, and treatment of 
disorders. Dental caries is one of the most common conditions affecting people of all 
ages globally. Using radiovisiography (RVG) or dental X-ray images (Tomer et al. 
2020), it could be challenging to spot dental caries in its early stages. Tooth decay,
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often known as dental caries, is a widespread chronic ailment that affects people 
all over the world and is caused by the erosion of dental enamel. The bacteria that 
cause dental decay produce acid that damages tooth enamel, eventually causing a 
small hole in the tooth. Formation of dental caries is though multifarious contact 
among acid producing bacteria and fermentable carbohydrate, teeth, saliva (Arora 
et al. 2020). Digital radiography has been used in dentistry for the past 20 years, 
and dental professionals are using it more frequently every day. Dental radiography 
displays tooth decay and bone loss. The presence of a hidden dental structure is not 
visible during a physical examination (Singh et al 2021). 

Deep learning has had a substantial impact on the medical industry for a number of 
years, yielding results that are well acknowledged (Chandrappa et al. 2021). Despite 
the database’s small size, dental surveys show that several studies are carried out to 
detect and cure dental caries. There is no publicly accessible or industry-standard 
database that contains dental X-ray pictures (Naveen Kumar et al. 2019). A database 
of 1336 dental X-ray images were produced by the authors (Mohd et al. 2021; 
Rubidha et al. 2022; Gupta et al. 2022). Since dental caries can range in size from tiny 
to large, it can be difficult to characterize patterns using dental X-ray images for caries 
identification (Nisha Chandran and Gangodkar 2021). In order to accurately diagnose 
dental cavities from 2D dental radiographs, CNN, a deep learning architecture, must 
be used. The difficult task of image segmentation and feature extraction from dental 
X-ray pictures is characterizing the area of a tooth with caries (Haseena 2022; Rajesh 
et al. 2020). 

In light of the importance of dental caries crowd detection and analysis, numerous 
reports are recommended (Jawahar et al. 2022). These articles frequently discuss 
computer vision-based CNN models to detect dental caries. In this study, the three 
methodologies are density-based, regression-based, and detection-based will be 
contrasted (Kirubakaran et al. 2021). 

2 Methodology 

Convolution neural network is designed to identify between dental caries photographs 
with a 2D shape and performs better in this area than other deep learning models 
(Balamurugan et al. 2022). The ability of CNN to extract features is quite good. CNN 
maintains the spatial interaction of pixels, in contrast to vector image processing 
techniques. We have gathered a collection of roughly 1336 radiovisiography (RVG) 
X-ray pictures from dental clinic in India, since the typical dental X-ray database is 
not online (Balamurugan et al. 2022). X-rays of the patient’s mouth are taken using 
dental imaging sensors, and RVG images are stored using Kodak’s Care Stream 6100 
RVG software. The dimensions of each RVG image are 748 × 512. To convert .rvg 
files into the .jpg format, which is supported by practically all dental clinics, one 
needs a license copy of the RVG software (Parasuraman et al. 2023). From the X-ray 
image, each tooth was clipped independently. These teeth sample images have been
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cropped and shrunk to 224 × 224. Every image is reduced in size and saved in a 
folder labeled “caries” or “no caries.” 

Database size is increased by applying image augmentation methods like rotate 
image positive by 15°, rotate image negative by 15°, rotate image positive by 60°, 
rotate image negative by 60°, rotate image positive by 90°, rotate image negative 
by 90°, vertical flip, horizontal flip, and mixture of horizontal, vertical, and rotating 
images by angle 15. A sample dental database with teeth with and without caries is 
shown in Fig. 1a, b. 

A. VGG-16 Architecture 

VGG-16 would be a convolutional neural network plan that won the ILSVR chal-
lenge in 2014. This is now recognized as among the top optical prototype plans 
on the market. The much more notable feature of VGG-16 would be that, rather 
than expanding the number of hyper-limits, researchers focused upon creating 3 × 
3 channel convolution layers with stage 1 using similar padding and max pool layer 
as stage 2’s 2 × 2 channel. Throughout the architecture, it continually follows the 
convolutional and maximum pool layers’ game plan (Fig. 2). 

Fig. 1 Sample RVG images a caries, b no caries 

Fig. 2 VGG-16 architecture
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Image Data Generator from the Keras. Preprocessing library to do VGG-16 model 
on dental X-ray images. The goal of Image Data Generator is to input information 
with names into the model as accurately as possible. It is a crucial class since it 
contains multiple capabilities such as rescaling, turning, zooming, flipping, and so 
on. The best part about this class is that it has no bearing on the information on the 
plate. This class hustles information while passing it on to the show. As a result, 
Image Data Generator will call all of the information inside the caries coordinator 
caries and the no-caries envelope no-caries. As a result, data can be successfully 
transmitted to a neural network. 

The VGG-16 was designed using 1104 dental X-ray pictures of size 224 × 224 
and tested on 121 images for 37 emphases, achieving a 75.3% testing accuracy. After 
the 38th emphases, the model exhibition begins to disintegrate. 

B. Inception V3 

A starting network is a deep neural network with a construction plan that includes 
repeated components known as beginning modules. It used a unique set of techniques 
to push execution, both in terms of speed and precision. Its continuous progress has 
resulted in the creation of a network with few variants. 

(i) Inception v1 

The size of striking parts in an image can range from exceedingly small to incredibly 
large. Because there can be such a wide range of information, choosing the proper 
piece size for convolution movement can be difficult. The more obtrusive piece is 
chosen for knowledge that is passed on all more locally, and the bigger portion is 
liked for information that is distributed all more throughout the world. Overfitting 
is a risk with really deep networks. It is also difficult to depart because the trend 
has resurfaced across the entire network. Stacking massive convolution exercises in 
a haphazard manner is computationally expensive. If channels of varying sizes had 
the choice to chip away at a comparative level, the network would essentially get 
nothing “more widespread” rather than “deeper.” What do you think? demonstrates 
a “naive” conception module. It conducts convolution on commitment with three 
different channel sizes (1 × 1, 3 × 3, 5 × 5). Furthermore, maximum pooling has 
been completed. The results are connected and forwarded to the next module of the 
start-up process. Figure 3 shows the Naïve version of inception module.

To make it less expensive, deep neural networks are computationally expensive. 
Before the 3× 3 and 5× 5 convolutions, a 1× 1 convolution layer is added. Although 
it may appear counterintuitive to add more activity, 1× 1 convolutions are undeniably 
less expensive than 5 × 5 convolutions, and a lower number of information channels 
also help. Instead, then being shown before the max pooling layer, 1 × 1 convolution 
is shown after it. 

(ii) Inception v2 

Reduce the size of the illustrative bottleneck. When convolutions do not change 
components of information significantly, neural networks operate well, according to
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Fig. 3 Inception module Naïve version

Fig. 4 Stacking method 
causes lift in execution
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Fig. 5 Stacking method causes lift in execution 

instinct. Excessive usage of lessening characteristics can result in data loss, which is 
regarded as “an example of a bottleneck” (Fig. 4).

(iii) Inception v3 

Until near the end of the training procedure, when correctness was approaching 
immersion, auxiliary designations did not make much of a difference. It was decided 
to look into possible results to improve on Beginning v2 without necessarily modi-
fying modules. As a result, version 3 was released, which included the RMS 
Prop Streamlining agent, factorized 7 × 7 convolutions, batch norm in auxiliary 
distributions, and name smoothing overfitting is avoided (Fig. 5). 

C. AlexNet 

AlexNet engineering consists of five convolutional layers and three completely asso-
ciated layers, as seen in Fig. 6. A number of Convolutional Portions (channels) extract 
fascinating visual highlights. There are usually several parts of identical size in a 
single convolutional layer. AlexNet’s primary Conv Layer, for example, has 96 bits 
of 11 × 11 × 3 size. A section’s width and height are usually equivalent, and its depth 
is the same for the range of channels. Following the initial two convolutional layers 
are Covering Max Pooling layers, which are shown next. The third, fourth, and fifth 
convolutional layers are directly linked. The Covering Max Pooling layer follows 
the fifth convolutional layer, and the consequence is the advancement of two entirely 
associated layers. Softmax categorization is handled by a second entirely related 
layer with 1000 class marks. After all convolution and fully related layers, ReLU 
nonlinearity is applied. Prior to doing pooling, ReLU nonlinearity of the first and 
second convolution layers is followed by a neighborhood standardization venture.

AlexNet’s presentation will be ruined if any of the convolutional layers are 
removed. Engineering was done on dental X-ray pictures for 67 different ages, with 
a precision of 53.98%.
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Fig. 6 Stacking method causes lift in execution

3 Proposed Architecture 

Proposed architecture of CNN for dental caries detection (CCNN DCD) is given 
in Fig. 7. Convolutional neural networks, often known as CNNs or ConvNets, are 
a type of neural network that spends a lot of time processing data with lattice-
like geography, such as images. CNN automatically distinguishes relevant elements 
with little to no human intervention. CNNs, like traditional neural networks, were 
energized by neurons in human and animal brains. Three important benefits of CNN 
were found by Singh et al (2021): similar representations, insufficient connections, 
and parameter allocation. In contrast to conventional fully associated (FC) networks, 
CNN uses shared loads and neighborhood linkages to use 2D information structures 
such as picture signals. This activity uses a small number of borders, which simplifies 
both preparation interaction and network velocities. A typical type of CNN, known as 
a multilayer perceptron (MLP), consists of several convolution layers preceding sub-
testing (pooling) levels, with FC layers serving as completion layers. The advantages 
of employing CNNs over other classic neural networks in computer vision are almost 
impossible to ignore. A multilayer perceptron is a form of CNN that has numerous 
convolution layers before the sub-testing (pooling) levels, with FC layers functioning 
as completion layers.

4 Results and Discussion 

In order to test and trained 1300 images out of 6000 RVG scanned images received 
from medical center in India. Out of those, 1300 images are scrutinized for training, 
and 100 images for verification and validation to access the performance of a system.



168 P. Nageswari et al.

Fig. 7 CCNN architecture

This system is developed using Keras Python and TensorFlow libraries with the 
help of trained with Google Colab. The comparative analysis has been trained with 
Inception3, AlexNet, VGG-16, and proposed model. 

Table 1 its showing compares the study of deep learning models with the suggested 
CCNN DCD model. Our model has accurately categorized 100 test photos. As a 
result, we were able to attain an acceptable accuracy of 93.2% achieved using given 
Eqs. 1, 2 and it is shown in Fig. 8. 

Accuracy = TP + TN 
TP + TN + FP + FN 

∗ 100, (1) 

Recall = 
TP 

TP + FN 
∗ 100. (2) 

Figure 9 shows the testing and trained accuracies of proposed system model with 
100 epochs.

Table 1 Comparative study with CCNN 

DL model No. of epochs Practice database 
size 

Testing database 
size 

Accuracy (%) 

Inception3 80 1300 100 87.2 

AlexNet 69 1300 100 61.89 

VGG-16 37 1300 100 78.6 

CCNN—proposed 
model 

100 1300 100 93.8
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Fig. 8 CCNN for accuracy 
comparatives
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Fig. 9 CCNN for test and train accuracy models 

5 Conclusion 

In this paper, RVG pictures are classified using a specific, unique customized convo-
lution network to detect for dental issues. In order to increase datasets and improve 
the image’s visual readability, this section defines picture improvement approaches 
with a number of enhancement processes that highlight distinct differences between 
the image’s attributes. The image is then double thresholder and used as a frame-
work example to designate the focuses around the jaw. The unnecessary component 
was then removed after separating the upper and lower jaws in order to separate the 
individual teeth. A CCNN computation for dental disease distinguishing proof was 
employed to successfully detect impacted caries, abscesses, impacted third molars, 
and root fragments with the accuracy rate of 93.8% has been achieved.
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IoT-Based Smart Agriculture Monitoring 
System Using Web Application 

K. S. Shashidhara, M. Aakaash, Aman Kumar, P. Girish, 
B. D. Parameshachari, and Veerendra Dakulagi 

1 Introduction 

This agriculture is an integral part of the world’s economy especially in the case 
of developing countries. It is regarded as one of the primary source of income, 
employment and food, the basic needs for some. According to World Bank, agri-
cultural development is one of the most important tools to end poverty and feed 
a projected 9.7 billion people by 2050 (https://www.worldbank.org/en/topic/agricu 
lture/overview), and according to Food and Agriculture Organization, the share of 
agricultural population is 67% of the total population in the world (https://www.tracto 
rjunction.com/blog/top-10-agricultural-producing-countries-in-the-world/). The top 
agriculture producing countries in the world are China, USA, Brazil and India 
(in the 4th place) (https://www.tractorjunction.com/blog/top-10-agricultural-produc 
ing-countries-in-the-world/). 

Current scenario of agriculture and farming in India is going on a steady pace 
with lots of additional support especially the use of technologies like IoT, machine 
learning, image processing and so on. But still a majority of the farmers rely on 
traditional techniques. Some areas have lesser access to modern machinery, logistics, 
storage and do not get regular updates on the data of weather patterns of that area, 
crop health and other data that can be obtained from the fields.
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Adverse climatic changes, not monitoring crop health, inadequate or excess use 
of irrigation and other natural sources on the agricultural land can lead to destruction 
of plant life and subsequently reduce the yield. 

In this project, with the use of sensors and IoT the agriculture field is monitored 
by looking into water content in soil, water level in the tank and smoke detection. 
Along with these, a crop disease detection system is used to detect the disease the 
plant is suffering as timely awareness of this might save lots of crops thereby helping 
the farmer. Apart from this, monitoring the weather is an important aspect as sudden 
and unpredictable climatic changes are also prevailing issues. Hence, the feature 
of monitoring the weather of the location of the field has also been included. A 
web application has been created for the user that provides the outcomes of all 
these features mentioned above along with the option to choose language in order to 
overcome language barrier. 

2 Related Works 

Puranik et al. (2019) have implemented automation in agriculture by using smart 
irrigation system and monitoring some aspects of the farm using sensors and sending 
the data obtained from field remotely. Varghese and Sharma (2018) have designed 
a system for pesticide deployment based on area density, used SVM for crop health 
and smart sensors for monitoring through a raspberry pi and SMS API for alerts. 
Deepa et al. (2020) have explained the importance of smart farming. They have 
proposed a model using IoT and cloud computing. Soil health monitoring system 
is implemented and measurement of different parameters like soil temperature, soil 
moisture, pH value and humidity. Abdu et al. (2020) have pointed out the importance 
of detection of diseases on plants. They have compared the performance of SVM 
and deep learning and concluded that the deep leaning model outperforms SVM by a 
substantial margin in terms of classification accuracy. Wiangtong and Sirisuk (2018) 
have implemented precision farming, control of temperature and humidity. They 
have installed timer, condition and hysteresis control. They have put more emphasis 
on optimizing plantation process. Data is shown in web application. Nagaraja et al. 
(2019) proposed smart agriculture management to increase crop production using 
machine learning and IoT and put more emphasis on reducing resource wastage. 
They have made a system for crop prediction using soil sample, sensory data and 
lab tests result. Haque et al. (2020) used two machine algorithms: support vector 
machines and linear regression to analyze the crop yield. It depends on parameters 
like water, UV rays, pesticides, fertilizer and area of land covered in that region and 
considered crops like wheat, corn, sugar beet and soybean. These parameters are 
chief key factors affecting the yield.
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3 Hardware Operation 

The components included in the hardware equipment of the model are—Raspberry Pi 
3B+ and the microcontroller board that acts as the processing unit. All the required 
sensors for monitoring the agricultural field are connected to the microcontroller 
board. The sensors include soil moisture sensor, water level sensor, gas sensor, 
solenoid valves and pump. All these sensors are considered to be data acquisition 
units, since they are keenly responsible for the information received from the field. 
Relay module is as a control device that is connected to the pump and the solenoid 
valve. The pump and solenoid valve are activated at the required instance, with the 
help of the relay. The Raspberry Pi does not include an inbuilt ADC. Hence MCP3008 
has been utilized which is an analog to digital converter. A battery is used as the power 
source for the Pi. 

As shown in the block diagram (Fig. 1), all the sensors are placed on the agriculture 
field with the soil moisture sensor in the soil for detecting water content in the soil, 
the water level sensor in the tank for monitoring the irrigation and the gas sensor 
functioning as a smoke detector. Apart from these sensors, a motor has been placed 
inside the tank for pumping out water, and solenoid valve which performs the open 
and close functioning for providing water supply for the area of the field required, 
all of these controlled by the Raspberry Pi.

The functioning of the model beings as thus:

1. It starts with the soil moisture sensor. This sensor detects the water content level in 
the field wherever it is situated depending on a pre-set threshold which classifies 
as whether there is enough water content at that place. When this sensor detects 
that the water content level is lesser than the threshold, it sends a command or a 
value to the Raspberry Pi indicating that the water content is low. 

2. After receiving its value, the Raspberry Pi checks the water level sensor that is 
placed in the tank, used for irrigating the field. If the water sensor returns a value 
indicating that the water tank contains sufficient water, then the Pi activates the 
relay module which triggers the motor in the tank and then the solenoid valve. 

3. The relay module as described in the hardware description works as a switch 
performing open and close operations for circuits. When it receives the command 
from Pi, it activates the submerged motor placed in the tank to begin pumping 
water to the field. When the water is being pumped out, it activates the solenoid 
valve, which works as a mechanical tap to open and supply water to that part of 
the field where the water content is less. 

4. The gas sensor functions as a smoke detector, monitoring the field for any acci-
dental fires, which can cause lot of harm and damage the entire field and even 
neighbouring areas if not curbed properly. This gas sensor sends an output value 
if it detects smoke. With the value displayed on the web-app, the farmer can take 
appropriate measures before the smoke can spread into a bigger fire, destroying 
the crops and causing the farmer irreparable loss. 

5. Now for sending the data from Raspberry Pi to the web application through cloud, 
a platform called ThingSpeak is utilized. It is an open IoT platform that is used
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Fig. 1 Block diagram of hardware configuration

to monitor the data online. In ThingSpeak channel (a place where date is sent 
and stored), the data can be categorized as public or private depending on the 
requirements. ThingSpeak takes around 15 s to update the readings in the page. 
Initially creation of a new channel in ThingSpeak is done by entering the name 
and description of the data to be uploaded on this channel.

6. To send data to ThingSpeak, a unique ThingSpeak API key is used, which is 
added in the Python master code for the on-field equipment to upload the CPU 
data to its website. After execution, the outputs are received accordingly. Now 
the values obtained in ThingSpeak are reflected on a webpage (created with the 
help of “Creative Tim”, an open source design site) and connected to the main 
web application.
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4 Crop Disease Detection 

Crop disease detection is one of the most explored part right now in the use of 
technologies like artificial neural networks, machine learning, deep learning and 
CNN in agriculture. Crop loss due to diseases can be minimized. The block diagram 
below describes the flow of how crop disease detection procedure works. 

As observed in the Fig. 2, the crop disease implementation goes through stages 
such as using the necessary libraries, accessing the dataset, dividing it into training 
and testing before building the model. Once the model is built, it is saved for future 
use so that it can be accessed when deploying the web application. Then it is tested 
to determine its accuracy and get the required output. 

Here is the procedure of how the crop disease model is constructed. CNN sequen-
tial model has been used for training the network, since it involves operation using 
image data.

1. Importing and accessing all necessary libraries and packages for the implemen-
tation of the model. The libraries used are–NumPy, OpenCV-Python, Matplotlib, 
Keras and TensorFlow.

Fig. 2 Crop disease 
detection flow 
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2. Acquiring the dataset (important step in any deep learning/machine learning 
project), “Plant Village”, will be accessed here. Google Colaboratory (Colab) is 
used to execute this model. 

3. After accessing the dataset, the images are loaded by selecting at random some 
number of images from each of the category of the dataset (description in about 
the dataset), these images will be given as input later to the CNN model. 

4. These loaded images are divided into training data and testing data. This is divided 
as such because, for working with any model to obtain output a training data must 
be provided that will help the model understand the features it must consider in 
order to give a correct result. Testing data will then be used to validate how better 
the model is giving the result. 

5. Specifying the necessary parameters for the CNN model and building it like image 
parameters (height, width, depth of each image), number of epochs (number 
of times the model is going to be trained), then name of the CNN model— 
sequential model, the layers necessary like convolution layer, max pooling layer 
are added, batch normalization criteria, activation functions (ReLU, Softmax) 
are specified, dropout parameter is defined which is used to reduce overfitting in 
neural networks and flatten is a function used to flatten the output from the CNN 
layers to connect to the other layers. 

6. After specifying the parameters and defining the structure of the CNN model, 
the loss function which is binary cross entropy and the type of optimizer—Adam 
optimizer to be used are specified. 

7. The sequential model constructed for the function of crop disease detection as 
specified in the figure below consists of different layers, used to extract the 
features from the input image provided to the model.

• Figure 3 is the sequential model which is used for training to detect the crop 
diseases.

• The layer 1, layer 2 and layer 3 perform the feature extracting operation on the 
input image provided. Within each layer, the image undergoes convolution and 
returns a feature map which in turn undergoes max pooling, followed by dropout.

• After each layer (layer 1, layer 2 and layer 3), dropout of 25% takes place where 
25% of neurons are dropped so that the network doesn’t depend on only one set 
of neurons each time it trains.

• Batch normalization stabilizes the learning process, it reduces the number of 
epochs for neurons depending on their training.

• At the end of the feature extracting operation of all the three layers, the classi-
fication part begins when the feature map is flattened and passed through dense 
neural network layers with ReLU and Softmax activation functions.

• These help in classifying the input, and Softmax returns probabilistic values for 
its input since it acts as a loss function. 

This is the structure of the CNN sequential model used and its working when 
given an image as input.
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Fig. 3 CNN sequential model structure

8. Then the model is trained and once it has finished training, it is saved for future 
use since, this saved model is accessed in the backend when operating with the 
web application for getting the output results. 

5 Web Application 

With the completion of hardware system and crop disease detection model, the 
chapter is the incorporation of both the modules and developing a web application. 
Finally, the deployment of web application in AWS Cloud services. 

The web application is deployed in AWS using EC2 instance on Ubuntu server. 
The program starts from flask framework where app routings maps action from the 
web application and gets the data from the web-app, on receiving the data, city 
name is passed to weather forecast function where coordinates of that location is 
extracted and weather report is pulled from open weather portal using API, output 
is extracted and returned back to main function. Similarly, image is sent to disease 
detector function, where loaded model diagnoses the image and returns the output 
to main function. Finally all the outputs are rendered back to final page of web-app. 
The web-app again resets internally and waits for response again (Fig. 4).
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Fig. 4 Web application flow  

Below are the detailed steps of the backend implementation: 

1. User uploads the diseased leaf image along with location name on the landing 
page. 

2. Flask app route is mapped to that part of web-app where input is taken and then 
it is stored in local drive. 

3. Get weather details function is called with the parameter city name. 
4. Get weather details function uses city name to get the coordinates of the place 

using a geopy, a Python library. 
5. These coordinates are then fed into open weather API URL along with an API 

key, this will fetch the weather data in JSON format. Open Weather API is a 
weather forecast provider. It can access current weather data for any location 
including over 200,000 cities. 

6. From the JSON file all the required data is extracted and finally returned. 
7. Similarly, get prediction function is called with the image as a parameter. First 

the image is being loaded from the local drive then using cv2 module then we 
resize the image to default image size which is (256, 256) and converted to array 
using sklearn image to array module. 

8. Labels are prepared using the function Label Binarizer. 
9. Stored model is loaded into the program. 
10. Result obtained from the model is returned to the main function.
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Finally, all the results like prediction, prediction probability, city name, tempera-
ture, minimum and maximum temperature, pressure and visibility are rendered back 
to the web-app using render template. 

AWS Deployment 

For using cloud service AWS EC2 (Elastic Compute) instance is used. On Ec2 
instance is running Ubuntu Server 20.04 on it where the web-app will be running. 
It has 1 GB of RAM and 15 GB of SSD storage. This a free-tier so there is a little 
performance limitation. 

1. After creating an Ubuntu instance and providing all the credentials, Ubuntu 
storage is accessed using a software called WinSCP and all the web-app files 
are transferred into Ubuntu storage. It is a free and open source SSH file transfer 
protocol mainly used to transfer files from local computer to remote computer. 

2. Ubuntu terminal is accessed through putty, a free and open source terminal 
emulator. It supports various network protocols including SCP, SSH. 

3. All the libraries are installed in Ubuntu environment for execution of web-app 
Python file. 

4. To overcome the RAM requirements for the application to run, swap memory of 
3 GB is created and finally application is executed. 

5. On execution, using AWS link followed by the port number landing page is 
loaded. 

6 Results and Analysis 

With the completion of the hardware, crop disease detection and web application 
deployment procedures, the results obtained in each of them are discussed in this 
section. 

As observed in the Fig. 5, the solenoid valve allows flow of water from the tank 
to the part of the field where the soil moisture sensor detects less water content in 
the soil. The motor is situated inside the tank to pump out water. 

Fig. 5 Prototype hardware 
model
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The results of the sensor data obtained from here are displayed on the web appli-
cation created, in a plot format, so that the user can understand by observing the 
varying range of the graph that the sensors are detecting and operation is going on 
the field. 

Using the data obtained from the graphs plotted in Fig. 6, it can be observed 
that on training the crop disease detection model as explained in Sect. 4, the testing 
accuracy is 89.75% and the resulting loss is minimized. This explains that the model 
can detect the crop diseases efficiently. 

The results obtained in the hardware and the crop disease detection operations 
are displayed on the web application in a user understandable efficient way. The 
web application consists of options to upload image of diseased leaf, enter city name 
and set the language as per the user requirement with the help of google translate 
language option. Along with these, there are two more options to view more extra 
detailed weather forecast results and to view the outputs of the hardware components. 

As observed in Fig. 7, this is the landing page of the web application. Here the user 
can upload the image under the “Upload Image” option by either choosing the image 
from device or by taking a picture through the camera, enter area name under the 
“Enter City” option and on clicking the search button the user can view the results.

As observed in Fig. 8, the output for the entered data is obtained with detected 
crop disease as “Tomato Bacterial Spot” for the uploaded image and with entering 
location name as “Bangalore”, the weather forecast details are obtained in the table 
on the left hand side. The results are shown in English language. There is an option 
to change language as per the users’ requirements using the “Google Language” 
feature at the top left corner of the web application page as seen in Fig. 9.

From figures, it can be understood that using the Google language feature added 
in the web application, the user can view in the language that is suitable and easily 
understood by him/her. This feature is mainly implemented for avoiding the language 
barrier. 

Further there are two more options available in the web application, “More 
Details” and “Hardware Portal” (Fig. 10).

On clicking the “More Details” option in the web application, the user is directed 
to this “AccuWeather” which is a third party website where, on entering the location

Fig. 6 Accuracy and loss of training and testing data 
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Fig. 7 Landing page of web application

Fig. 8 Result view 

Fig. 9 Result view in Hindi



182 K. S. Shashidhara et al.

Fig. 10 AccuWeather page

name, further more details regarding the weather forecast can be obtained if required 
by the user (Fig. 11). 

This “Hardware Portal”, displays the outputs obtained from the sensors placed 
on the field as shown in the prototype hardware model in Fig. 5, so that the user 
can monitor the details and decide the necessary things and do the needful that is 
required. The outputs are displayed here in graph format, this can help the user to 
understand by looking at the shape and trend in the graph regarding the water content 
in the soil, availability of water for irrigation when water content in soil has been 
discovered to be less and smoke detection action if any fire accidents.

Fig. 11 Hardware portal 
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7 Conclusion and Future Enhancements 

The project proposed here by us, depicts the usage of IoT, deep learning and other 
technologies in agriculture. As observed, the model consisting of the on-field equip-
ment such as soil moisture sensor, water level sensor, gas sensor and solenoid valves 
helped in monitoring the agriculture field and its irrigation system. The implementa-
tion of the web application displays all these values in easily comprehensible form, 
together with the crop disease detection system and getting weather forecast infor-
mation specific to the area of the farm. It can be noted that the model gives values of 
all the above said features making its functioning to be efficient and user friendly. 

Apart from the current model, there are some more advancements that can be done 
on this in future such as adding intruder detection system for securing the crops from 
either humans or animals, crop detection based on the type of soil being used not only 
based on previous data but with the help of sensors determining soil quality and its 
mineral content and adding more sensors for deep understanding of field, providing 
farmers more exposure and information regarding market prices. Improvements such 
as these on the current model could result in an entirely completed product that can 
be used as a single module for agriculture throughout the country, thereby making 
an even better contribution towards digitization of agriculture and helping India also 
take a step towards becoming Digital India. 
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An Analysis of the Effects 
of the COVID-19 Pandemic on Women’s 
Anxiety and Depression Symptoms 

K. Jothimani, Vaishali R. Kulkarni, and S. Punitha 

1 Introduction 

The COVID-19 infection began in December 2019, in China. The World Health Orga-
nization (WHO) has classified the COVID-19 epidemic as a worldwide pandemic 
and declared it a public medical crisis of international significance. A beta coron-
avirus called COVID-19 spreads between people when they come into close physical 
contact (Lotfi et al. 2020). People suffer several other health problems such as chills, 
cough, coryza, sore throat, trouble breathing, myalgia, nausea, vomiting, etc. 

The coronavirus disease has a deep impression on women’s insanity, causing 
increased levels of anxiety and depression symptoms. This is due to a variety of 
factors, including the fear of getting sick or losing loved ones, financial insecurity, 
and stress due to immense involvement in the care of children and other family 
members while also working from home or dealing with job loss. The pandemic 
has also heightened preexisting mental health challenges for many women, such as 
those related to domestic violence and sexual harassment. Addressing these issues 
and providing support for women’s mental health are crucial for overcoming the 
pandemic’s effects. Several factors are responsible for the effect of COVID-19 on 
the problems of women’s depression and anxiety. Some of the factors are given 
below. 

• Reduced health quality due to stress and anxiety.
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• Financial instability due to the loss of jobs and business leads to reduced income. 
Many women have undergone financial insecurity and emotional distress. 

• Increased care and other family responsibilities. Women are often the primary 
caregivers in their families and face additional burdens for taking care of children 
and other family members. 

• Work pressure and challenges due to working from home and lack of social 
meetings. 

• Social isolation gives challenges such as loneliness and other mental health chal-
lenges. There have been many cases of domestic violence for women that have 
caused trauma and emotional distress. 

• Several sexual harassment cases have been reported during the pandemic. 
• Preexisting mental health challenges are increased due to COVID-19 infection. 

There has been a lot of research on the study on how the global pandemic 
is affecting people psychologically, particularly women. Addressing the effect of 
COVID-19 on women’s anxiety and sadness has attracted several therapies, treatment 
options, and the use of machine learning paradigms. 

Deep learning models have been used for understanding the insanity of COVID-19 
(Shorfuzzaman et al. 2021). These models can analyze large amounts of data. Data 
includes survey responses and social media posts. The different patterns of symptoms 
can be identified and the likelihood of anxiety in individuals can be predicted. These 
models can also be used to understand the effect of several other factors, such as age, 
gender, and income. Convolutional neural network (CNN) is a commonly used deep 
learning technique that has been used in several cases for classifying irregularities 
and disease anomalies (Yamashita et al. 2018). 

In many applications, decision trees have been successfully used in prediction. 
The decision tree model is the fundamental method where a model is represented 
as a binary tree. This method is used for classifying patients suffering from fever 
due to other infections and COVID-19. The different levels of infection, such as 
mild, severe, or no infection can also be determined using the SVM classifier. K-
nearest neighbors algorithm (KNN) is a simple prediction method where the value 
of K determines the nearest neighbor data value. The KNN method is used for the 
classification of datasets based on the attributes. 

These algorithms are used to improve symptom detection using the image, age, 
and several other data parameters and arrive at precise diagnoses. Several graphical-
based diagnostic methods are used for classifying the symptoms of a patient. The 
data used in these methods include CT-SCAN images, chest X-rays, etc. (Zhang 
2021). 

A CNN algorithm is proposed in this paper for the prediction of anxiety and 
sadness issues in women. These problems are based on the data obtained in the 
COVID-19 infection database. This method is compared with four other algorithms 
from the paradigms of machine learning. The main contributions of this paper are: 

1. Obtain cleaned and processed data for patients infected by COVID-19.
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2. The patient’s records are classified using a CNN and compared with four other 
classifiers, namely four other algorithms, namely decision trees (DT), KNN, 
SVM, and ANN. 

3. The dataset includes the date, place, age bracket, gender, detected city status, 
nationality, type of transmission, status change date, source, etc. 

4. The prediction results of the algorithms are evaluated for the negative predictive 
value, f score, accuracy rate, and confusion matrix. 

The rest of the paper is organized as: in Sect. 2, past research in the prediction of 
several COVID-19-related classification methodologies is discussed. The proposed 
work, dataset, classification algorithms, and dynamics are discussed in Sect. 3. The 
analysis of results and discussion is given in Sect. 4. Finally, the conclusion and 
future work is discussed in Sect. 5. 

2 Related Works 

A novel work is proposed using a new pipeline using recurrent neural networks 
(LSTM) and convolutional neural networks to accurately identify depressive tweets 
with 99.42% accuracy in (Javed et al. 2020). Data such as depressive emotions 
in the tweets and natural language processing, were used for prediction. Between 
February and May 2020, 571 thousand tweets were analyzed by 482 users, showing 
a significant increase in depressing tweets. 

A deep neural network (DNN) in predicting depression among aged people during 
COVID-19 is proposed in Nguyen and Byeon (2022). They have considered social 
factors such as stress levels, health status, daily changes, and physical distancing 
as factors for the prediction. With the 2020 Community Health Survey data, they 
trained the DNN model and combined it with an explainable model built with LIME 
to make the prediction more interpretable. The model was found to have a prediction 
accuracy of 89.92% with many factors. 

Prediction of anxiety and sadness indications along with personal activities among 
the common people is proposed in the work (Galindo-Vázquez et al. 2020). The 
authors surveyed over three weeks using non-probability sampling and participants 
were evaluated using PHQ-9, GAD-7, and a self-care behavior scale. Results showed 
that 20.8% of the 1508 participants had severe anxiety symptoms and 27.5% had 
severe depression symptoms. 

A psychological effect on survivors of COVID-19, considering both clinical and 
inflammatory factors is given in Mazza et al. (2020). The study surveyed 402 adult 
COVID-19 survivors for psychiatric symptoms and found that a substantial number 
of patients reported symptoms in the psychopathological range for PTSD, depression, 
anxiety, obsessive–compulsive symptoms, and insomnia. The study found a positive 
correlation between the systemic immune-inflammation index and the scores for 
depression and anxiety at follow-up.
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Young people’s indications related to COVID-19 in the US as per the study given 
in Liu et al. (2020). The authors have taken online assessments which involved 
several people aged between, who reported high levels of depression (43.3%), anxiety 
(45.4%), and PTSD symptoms (31.8%). The results showed that loneliness, COVID-
19-related worry, and low distress tolerance were significant predictors of the current 
scenario with all factors. 

Investigation of the effectiveness of various algorithms to predict recovery and 
death issues by a coronavirus is given in Theerthagiri et al. (2021). The k-fold cross-
validation method is used to evaluate the performance of the prediction models, 
and the prediction accuracy, precision, recall, mean square error, confusion matrix, 
and kappa score are used as evaluation metrics. The results showed that the KNN 
classification achieved 80.4% prediction accuracy and outperformed other algorithms 
by 1.5–3.3%. In terms of deceased cases, the KNN algorithm had a 92% true positive 
rate and a low misclassification rate of 0.077%. 

A model that uses SVM classification to predict COVID-19 infection in indi-
viduals is presented by Guhathakurata et al. (2021). The dataset was constructed 
by thoroughly examining all possible infection conditions based on symptoms. It 
is challenging to make accurate predictions because individuals without symptoms 
can be affected by the virus. The symptoms constantly vary and it is difficult to 
predict. Therefore, only the most common and severe symptoms were considered in 
the dataset creation process. 

A choropleth map for finding the influence of coronavirus among the countries 
and visualizing it with relevant features (Yadav et al. 2020). Most suitable machine 
learning algorithms were used to adherent the prediction and accuracy. The authors 
observed the outcome through the visualization using Matplotlib in Python. 

The effect of transfer learning on the classification accuracy of COVID. Patient 
X-Ray images is presented in Poonam et al. (2021). The authors used several 
deep learning models such as VGG-16, ResNet-50, Inception V3, EfficientNet, and 
Transfer Learning in the CNN and applied the learning rates (0.0001, 0.0004). To 
address overfitting, different learning rates were experimented with. The authors 
proposed a two-layered model, which achieved an accuracy of 90.45% with reduced 
classification time. 

3 Materials and Methods 

The proposed system classifies women suffering from anxiety and depression based 
on severity levels. The dataset is divided into three different subsets called training, 
testing, and validation set. A three cross-validation scheme has been applied using 
the feature subsets that are derived from the data collected. Five different machine 
learning algorithms, such as DT, KNN, SVM, ANN, and feed-forward were used for 
classification.
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3.1 Dataset 

This proposed system focused on detecting anxiety, and depression symptoms of 
COVID-affected women. Part of the data was collected from different participants 
via Google forms. The rest of the data was collected from various online resources, 
public surveys, and online questionnaires. The independent variables collected for 
the classification are given in Table 1. The collected data is further classified using 
five machine learning algorithms. After data is collected, the data is encoded using 
integer values of 0–2. Once the data is encoded, they were labeled based on the 
severity as seen in Table 2. For variables such as ES, CID, FIL, SSL, and LSL, the 
values are encoded as 0 for low, 1 for medium, and 2 for high. For the BMI variable, 
0 represents normal, 1 represents overweight, and 2 represents obese. 

Table 1 Independent variables used in the proposed classification system 

Variable name Description Value Label 

COVID symptoms COVID symptoms Mild, severe Feature1 

Age Age 10–15 years Feature 2 

ES Economic status Low, medium, or high Feature 3 

LP Living place Urban or nonurban Feature 4 

BMI Body mass index Normal, overweight, or obese Feature 5 

Smoking Tobacco risk Yes or no Feature 6 

CID COVID-19-infected duration Low, medium, or high Feature 7 

PAL Physical activity Low, medium, or high Feature 8 

FIL Family income level Low, medium, or high Feature 9 

SSL Stress symptoms level Low, medium, or high Feature 10 

DSL Depression symptom level Normal or abnormal Feature 11 

LSL Life satisfaction level Low, medium, or high Feature 12 

Anxiety Anxiety symptoms level Normal or abnormal Feature 13 

Table 2 Severity levels 
Severity Anxiety Depression 

Low 0–5 10–15 years 

Medium 6–9 Low, medium, or high 

High 10–15 Urban or nonurban 

Normal 18.5–24.9 18.5–24.9 

Overweight 25.0–29.9 25.0–29.9 

Obese 30.0 or higher 30.0 or higher
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Fig. 1 Proposed anxiety and 
depression classification 
system 

Data Acquisition 

Classification 

Feature Extraction 

Normal Abnormal 

Data Pre-processing  

3.2 Proposed Methodology 

The proposed classification system analyzes and classifies the anxiety and depression 
data of the COVID-19 disease. The classification process proposed in this paper 
consists of steps as mentioned below. 

• Data Collection: Collect relevant data on women’s experiences relevant to anxiety 
and depression. 

• Data Preprocessing: Clean and preprocess the data which includes removing 
missing values, duplicates, and irrelevant information. 

• Feature Extraction: Extracting relevant features from the data that can be used to 
predict anxiety levels, such as demographics, health status, job status, and social 
support. 

• Model Selection: Appropriate classification algorithm must be adopted. 
• Training and Validation: Train the model using a portion of the data and evaluate 

its performance on a separate validation set. Tune the model’s hyperparameters 
to optimize its performance. 

• Deployment: Use the trained model for predicting the new data, such as the 
anxiety levels of women. Figure 1 describes the steps involved in the proposed 
classification system. 

3.2.1 Decision Tree (DT) 

The proposed system used a DT classifier. Decision trees are involved in the classifica-
tion process using flowchart-like structures called decision trees. Those trees consist 
of different nodes where each node represents an examination of instances based on 
specific criteria with the help of attributes. Each instance of the dataset is checked 
against the nodes and sorted from the topmost till the leaf node is reached. The top 
node of the decision tree corresponds to the best predictor node. Each node is asso-
ciated with a binary division. The dataset used in the proposed classification system
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Fig. 2 Decision tree classifier used by the proposed system 

is partitioned into smaller subsets incrementally using the J48 decision tree classi-
fier. Information gain is calculated for each attribute and the attribute that has high 
information gain is involved in the prediction process. The pictorial representation 
of a decision tree classifier used by the proposed system is shown in Fig. 2. 

3.2.2 K Nearest Neighbor (KNN) 

The proposed system used a K-nearest neighbor classifier which is a supervised 
learning-based classification algorithm. The steps involved in the KNN classification 
of the proposed system is explained using Algorithm 1. 

Algorithm 1: KNN classification process. 

1: Select K neighbors. 

2: Estimate the Euclidean distance of K neighbors. 

3: Consider K nearest neighbors using the estimated Euclidean distance. 

4: Count the data points in every class among the k selected neighbors. 

5: Classify the new instance to the category in which the neighbors are maximum. 

3.2.3 Support Vector Machine (SVM) 

The proposed system uses an SVM which is a supervised learning-based classifica-
tion system. It separates the instances using an optimal line called decision boundary
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Fig. 3 SVM classifier 

in an n-dimensional space into different classes. Each instance is classified into its 
correct category using the decision boundary. This optimal decision boundary is 
otherwise called a hyperplane. The vectors that help in building the hyperplane are 
called support vectors. The pictorial representation of a support vector machine is 
shown in Fig. 3. 

3.2.4 Artificial Neural Network (ANN) 

The proposed system used an ANN classifier for the diagnosis of anxiety and depres-
sion symptoms in COVID-affected women. A neural network consists of artificial 
neurons built on different layers in sequence. The input layer accepts inputs in various 
formats depending on the application. The hidden layer is built as the middle layer. 
It calculates hidden patterns available in the data instances. The inputs fed are trans-
formed in the hidden layer and the final prediction is forwarded. The ANN esti-
mates the weighted sum of the inputs along with a bias using Eq. 1. The pictorial 
representation of a support vector machine is shown in Fig. 4. 

n∑

i=1 

Wi ∗ Xi + b (1)
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Fig. 4 ANN architecture 

3.2.5 Convolution Neural Network (CNN) 

The proposed system used a CNN which is a deep learning architecture utilized 
for classification tasks. It consists of convolutional layers, pooling layers, and fully 
connected layers. The input layer gets the raw input. The convolution layer calculates 
the output volume. The activation function layer applies the activation function to 
each element. The pool layer is inserted in the converts to reduce the volume size, 
to make computation fast, to reduce memory and to avoid overfitting. Two of the 
pooling layers are max pooling and average pooling. The pictorial representation is 
shown in Fig. 5. 

Fig. 5 Convolution neural network



194 K. Jothimani et al.

4 Performance Analysis and Discussion 

The performance of the proposed system is evaluated in terms of sensitivity, speci-
ficity, accuracy, precision, negative predictive value, and F-measure. The true posi-
tive, true negative, false positive, and false negative values are calculated. Decision 
tree, support vector machine, KNN, ANN using MLP, and CNN architecture were 
used for classification. The feature set used for classification is given in Table 1. The  
implementation of KNN, SVM, and DT uses default training parameters. ANN and 
CNN parameter settings are given in Table 3. 

The performance metrics used to evaluate the proposed classification system are 
listed in Table 4. The sensitivity and specificity of CNN are high followed by ANN, 
SVM, DT, and KNN. The proposed classifier system has been tested using all the 
features collected. 

CNN when evaluated under different iterations attained the highest accuracy for 
ten runs which is 95.54% when compared with other machine learning algorithms. 
Followed by CNN, the ANN attained the next highest which is 91.05%. Next to

Table 3 Parameter settings 
of ANN and CNN classifier Parameter Value 

ANN-training Backpropagation 

Input nodes size 14 (full feature size) 

Output nodes size 2 (normal, abnormal) 

Initial weights Random 

Hidden node size 4 

Activation function for hidden node Hyperbolic tangent 

Activation function for the output node Pure linear 

CNN-Number of layers 4 

CNN-Convolution kernels 64 

Training set samples 450 (50%) 

Validation set samples 225(25%) 

Testing set samples 225(25%) 

Table 4 Performance of the proposed classification system 

Metrics DT KNN SVM ANN CNN 

Sensitivity (%) 85.08 82.02 88.17 90.26 95.02 

Specificity (%) 84.81 81.54 87.63 90.01 94.88 

Accuracy (%) 85.46 82.58 88.52 91.05 95.54 

Precision (%) 85.69 82.23 88.38 91.00 95.12 

Negative predictive 
value (NPV) (%) 

85.45 82.81 88.90 90.09 95.45 

F-measure 0.8538 0.8243 0.8877 0.9102 0.9532 
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ANN, the SVM classifier attained an accuracy of 88.52% when evaluated under 
various iterations. Next to SVM, the accuracy of the decision tree is 85.46% and 
82.58% for the KNN classifier. A comparison of the machine learning models used 
in the proposed classification system is shown in Fig. 6. 

The confusion matrix of the proposed classification system is given in Table 5. 
A total of 400 abnormal cases and 500 normal cases were considered for analysis 
and suitable values of true positive (TP), true negative (TN), false positive (FP), and 
false negative (FN) were noted. 

85.46 
82.58 

88.52 
91.05 

95.54 

75 

80 

85 

90 

95 

100 

DT KNN SVM ANN CNN 

Cl
as

sifi
ca
tio

n 
Ac

cu
ra

cy
 (%

) 

ML Techniques 

Fig. 6 Comparison of the machine learning models used in the proposed system 

Table 5 Confusion matrix of the proposed classification system 

Methods Actual Total cases Predicted outcome 

Abnormal Normal 

DT Abnormal 400 350 (TP) 50 (FN) 

Normal 500 20 (FP) 480 (TN) 

KNN Abnormal 400 335 (TP) 65 (FN) 

Normal 500 20 (FP) 480 (TN) 

SVM Abnormal 400 382 (TP) 18 (FN) 

Normal 500 10 (FP) 490 (TN) 

ANN Abnormal 400 390 (TP) 10 (FN) 

Normal 500 10 (FP) 490 (TN) 

CNN Abnormal 400 395 (TP) 5 (FN)  

Normal 500 5 (FP) 495 (TN)
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5 Conclusion 

The efficiency of five different machine learning algorithms such as DT, KNN, SVM, 
ANN, and CNN is compared for diagnosing anxiety and depression in COVID-19 
patients in this paper. The strength of the proposed work lies in using a simple 
wrapper approach. The performance has been analyzed using various performance 
metrics. It has been studied that CNN attained higher when compared with other 
models. The same dataset can be tried on various deep learning models along with 
hyperparameter tuning. This can be considered as future work to prove better results. 
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An Exploration of State-of-Art 
Approaches on Low-Light Image 
Enhancement Techniques 

V. S. Anila, G. Nagarajan, and T. Perarasi 

1 Introduction 

Computer vision is an area of artificial intelligence (AI) that enables computers and 
systems to extract useful information from digital images. The quality of the image 
will depend on a number of factors, including illumination, contrast and brightness. 
Images that are captured in an environment having low illumination or low light are 
categorized as low-light images. In many real-time applications, this low-light condi-
tion may occur. So, to overcome this, many low-light image enhancement methods 
are used. This survey paper’s main goal is to investigate the various image improve-
ment techniques for low-light images. Image enhancement is a technique that helps 
to improve the quality of an image. The parameters that define the image quality 
are color, contrast, brightness, illumination, etc. During the image acquisition, suffi-
cient light intensity is needed. If the light intensity is low, the captured image will 
give less information than the original image. In many applications, there is a possi-
bility of low-light conditions. It is necessary to create an enhancement method that 
is more suited for low-light images in order to get around this. The popular low-light 
image enhancement methods are Gamma transformation, Histogram equalization, 
Retinex methods, machine learning and deep learning methods. In recent years, 
the availability of various learning models introduces a large exploration of low-
light image enhancement methods. This survey paper divides the algorithm into 
two classes, traditional methods and learning-based methods. This learning-based 
algorithms are again classified into machine learning-based and deep learning-based
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methods. Section 2 describes a few existing low-light applications. Section 3 explains 
the classification of enhancement methods. 

2 Low-Light Images 

Medical image processing has been widely used in research in recent years to diag-
nose a variety of disorders. When considering various medical imaging techniques, 
this low-light environment could affect the accuracy of the diagnosis. One of the most 
important methods for identifying abnormalities of the larynx is laryngeal endoscopy. 
Due to the anatomical structure of the human body, it is difficult to get illuminated 
images of this region. As a result, low-light images are obtained. 

This enhancement scheme is also applicable for the enhancement of chest x-ray 
for the detailed analysis of Covid-19 cases. Figures 1, 2 show the larynx endoscopy 
image and chest x-ray image. Night traffic monitoring is a major challenge in today’s 
world. These types of enhancement algorithms are useful for improving the analysis 
of monitoring systems. The other important areas where this low-light condition may 
exist are underwater images, foggy images, satellite images, etc. (Figs. 3, 4). 

Fig. 1 Larynx endoscopy 
image 

Fig. 2 Covid-19 chest x-ray 
image
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Fig. 3 Underwater image 

Fig. 4 Foggy image 

3 Methodologies 

This survey paper introduces a distinction between traditional and learning-based 
low-light image enhancement technique (Fig. 5). 

The traditional methods are Gamma transformation, Histogram equalization and 
Retinex-based methods. The learning methods are machine learning (ML) and deep 
learning methods (DL). Methods based on machine learning have only recently 
become available. Machine learning is a subset of artificial intelligence. They are 
capable of learning by themselves without being explicitly programmed. The limita-
tions of ML algorithms are, they require supervision for feature extraction and handle 
only thousands of data points. Commonly preferred ML algorithms are principal 
component analysis (PCA), regression, support vector machine (SVM), etc.

Fig. 5 Classification of low-light image enhancement techniques 



200 V. S. Anila et al.

Several deep learning-based image enhancement methods have also emerged since 
2016. DL is a subset of the ML algorithm. Millions of data points are processed by DL 
algorithms. As a result, a large number of features are extracted without supervision. 
Convolution neural networks (CNNs) have been used as the foundation of deep 
learning frameworks in a variety of research papers. Deep learning-based methods 
can achieve excellent results in low-light image enhancement. Section 3.4 describes 
about deep learning algorithms. 

3.1 Gamma Transformation 

A Gamma function is a nonlinear transformation. Gamma correction is a technique 
used for image enhancement. 

g(x, y) = f (x, y)
√ 

(1) 

where ‘
√
’ represents the gamma correction parameter. By varying the parameter, 

several different transformation curves can be obtained. When ‘
√
’ > 1, the transfor-

mation will broaden the dynamic range of the low-gray value areas of the image and 
compress the range of the high-gray value areas. When ‘

√
’ < 1 the transformation 

will have the low gray values and stretch the high gray values. When ‘
√
’ = 1 output 

remains unchanged (Fig. 6). 
A pair of complementary gamma functions by fusion is one of the methods used for 

low-light image enhancement (Li et al. 2020). The pair of complementary functions 
are as follows,

Fig. 6 Gamma 
transformation 



An Exploration of State-of-Art Approaches on Low-Light Image … 201

y1 = 1 − (
1 − (x)

√)
(2) 

y2 = (1 − (1 − (x)))1/
√ 

(3) 

where x—input pixel value, y1 and y2—transformed output pixels. 
The input red, green, blue (RGB) image is transformed into a hue, saturation, value 

(HSV) image. The brightness of the image is determined by the value component 
(V ), which depends on the amount of light intensity present in the environment. 
The value component is enhanced by the above transformation equations. Then two 
enhanced ‘V ’ components are combined by, 

I1 = c1y1 + c2 y2 (4) 

where c1 = Vi /
∑

Vi . 
“I1” is the first input for the fusion process. The identical value component is 

subjected to sharpening and histogram equalization to produce the second input for 
the fusion. The second input for fusion is, 

I2 = (V + 2H (V ) − G ∗ H (V ))/2 (5)  

The value components I1 and I2 are fused by the image fusion process. This overall 
process improves the brightness of the low-light images by adjusting the dark region 
and compressing the bright region. The advantage of using this gamma function is 
that it generates even brightness. 

3.2 Histogram Equalization 

Histogram equalization (Narendra and Fitch 1981; Abdullah-Al-Wadud et al. 2007) 
is one of the traditional methods for low-light image enhancement. The pixels are the 
basic building blocks of an image. Each pixel holds a specific intensity value. The 
histogram is a plot that shows the number of pixels versus their intensity values. The 
histogram equalization algorithm uses the cumulative distribution function (CDF) to 
adjust the output gray level to have a uniform distribution (Fig. 7). 

Fig. 7 Example of histogram equalization
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‘I1’ will serve as the input image, and ‘L’ will serve as the gray value. ‘N’ is for  
the overall number of pixels in a picture, ‘I(i, j)’ stands for the gray value at the point 
with coordinates (i, j), and ‘nk’ stands for the number of pixels at gray level k. The  
likelihood that a specific gray level ‘k’ will occur is, 

P(k) = nk/N ; where k = 0, 1, . . . ,  L − 1 (6)  

The cumulative distribution function (CDF) of the gray level of an image ‘I’ is given  
by, 

C(k) = 
k∑

0 

p(r ); k = 0, 1, . . . ,  L − 1 (7)  

The histogram equalization algorithm maps the original image to an enhanced image 
with a uniform gray-level distribution based on CDF (Table 1). The enhanced output 
image is represented as follows: 

f (k) = (L − 1) ∗ C(k) (8)

3.3 Retinex Theory 

Retinex theory (Land 1977) is one of the major strategies employed in low-light 
image enhancement. As per the Retinex theory, the observed image is represented 
as the product of reflectance and illumination component (Fig. 8).

As per Retinex theory, 

S(X, Y ) = R(X, Y ) ∗ L(X, Y ) (9) 

where 
S(X, Y )—Observed image, 
R(X, Y )—Reflectance component, 
L(X, Y )—Illumination component. 
A low-light image is characterized as it is captured in a low illuminance region. 

Illuminance is the measure of how much incident light illuminates the surface. For 
images taken in dim lighting, illuminance is below the standard level. As per the 
Retinex theory, the reflectance component is considered as the enhanced image, 
R = S/L . By choosing the proper illumination map, the required enhanced image 
is obtained. Most of the research work is carried out based on this equation. By
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Table 1 Different histogram methods 

Histogram method Findings 

Equal area Dualistic Sub-image Histogram 
Equalization (DSIHE) (Wang et al. 1999) 

The input images are decomposed into two 
equal area sub-images based on its original 
probability density functions 

Minimum Mean Brightness Error 
Bi-histogram Equalization (MMBEBHE) 
(Chen and Ramli 2003) 

This method preserves the maximum brightness 
of the image 

Adaptive Histogram Equalization (AHE) 
(Megha et al. 2016) 

It deals with contrast restoration for medical and 
other unclear images 

Partially Overlapped Subblock Histogram 
Equalization (POSHE) (Ganesan and Rabbani 
2019) 

This method separates subblock images 
recursively into different sub-images with the 
cumulative density function (CDF) 

Contrast Limited Adaptive Histogram 
Equalization (CLAHE) (Yadav et al. 2014) 

This method partitions the images into 
contextual regions and applies the histogram 
equalization to each region. 
It is a specially developed algorithm for medical 
images 

Recursive Mean Separate Histogram 
Equalization (RMSHE) (Chen and Ramli 
2013) 

This is a generalized model of Bi-histogram 
equalization. This method is used to provide 
better and scalable brightness preservation 

A Recursive Sub-image Histogram 
Equalization (RSIHE) (Sim et al. 2007; Singh 
2014) 

It is developed to overcome the drawback of 
generic histogram equalization for grayscale 
images and it provides better image 
compensation 

An Entropy-based Dynamic Sub-histogram 
Equalization (EDSHE) method (Parihar and 
Verma 2016) 

Recursive division of the histogram based on 
the entropy of the sub histograms is performed. 
Each sub-histogram is divided recursively into 
two sub-histograms with equal entropy. A 
dynamic range is allocated to each 
sub-histogram based on entropy 

A Dynamic Histogram Equalization (DHE) 
(Abdullah-Al-Wadud et al. 2007) 

The image histogram is partitioned based on 
local minima and a unique gray value range is 
assigned to each partition 

A Fuzzy-based Brightness Preserving 
Dynamic Histogram Equalization (BPDHE) 
(Sheet et al. 2010) 

It is used to reduce computational complexity, 
in which execution time is dependent on image 
size and nature of the histogram 

Bi-histogram Equalization with a Plateau 
Limit (BHEPL) (Ooi et al. 2009) 

It is preferred for short processing time image 
enhancement. It divides the input histogram into 
two independent sub-histograms to maintain the 
mean brightness 

A Median Mean-based Sub-image clipped 
Histogram Equalization (MMSICHE) (Singh 
and Kapoor 2014) 

To improve the brightness level, information 
content (entropy) and better enhancement rate
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Fig. 8 Retinex model

using the illumination component, the enhanced outputs are obtained by performing 
division operations. To overcome the difficulty in this division operation an inverse 
term is used. The inverse term is expressed in the given equation, 

R = S ∗ L−1 (10) 

Using an inverse illumination map (L−1), the enhanced image (R) is obtained. 
Many of the deep learning model uses this Retinex theory as the basic theory. As 
per the theory, illumination map is constructed by various CNN models. Current 
research works are carried out in deep learning without Retinex theory also. Deep 
learning models will play an important role in the enhancement of low-light images. 

3.4 Deep Learning-Based Methods 

Deep learning has been applied to computer vision tasks such as low-light image 
enhancement in recent years due to its excellent representation and generalization 
abilities. Many deep learning models use Retinex theory for their operation. A convo-
lutional neural network (CNN) is a deep learning network architecture that learns 
directly from data. CNNs are especially useful for detecting patterns in images in 
order to recognize objects, classes and categories. 

Figure 9 shows the basic architecture of convolutional neural network (CNN). The 
function of the convolution layer is to extract meaningful information by applying a 
sliding window on the input matrix. The pooling layer reduces the height and width 
while maintaining the depth information to conduct dimensionality reduction. Based 
on the application, different types of pooling are preferred. These are maximum 
pooling, average pooling and minimum pooling. Fully connected layer will perform 
the classification.

A generative adversarial network (GAN) (Goodfellow et al. 2014) is an unsuper-
vised deep learning-based model. It uses unlabelled data for training. GAN contains 
two competing neural networks called generator and discriminator, which compete 
against one another and may evaluate, discover and follow variations within the
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Fig. 9 Convolutional neural networks

dataset. The generator generates fake samples of images and tries to fool the discrim-
inator. During the training phase, the generator and discriminator run in competition 
with each other. The model is trained to function more effectively during each epoch. 

A Retinex-based attention network (Huang et al. 2020) uses Retinex as the 
basic theory for the learning of deep neural networks. This technique calculates an 
improved image from a reflectance map. Illumination extraction block is developed 
using an attention mechanism module, resulting in an illumination map prediction 
network. In order to gain more precise illumination information for the input image, 
this attention technique is inserted between the convolution layer and batch normal-
ization. On both low illumination images with uniform light and uneven illumination, 
this model lessens the impact of noise and the augmented information that results. 

A Multiscale Attention Retinex Network (MARN) (Zhang and Wang 2021) is  
designed to predict a detailed inverse illumination map of the input image. When 
compared with various CNN algorithms, the Multiscale Attention Retinex Network 
gives better feature extraction. This MARN improves the generalization capability 
of the network. Instead of using more image priors, an illumination attention map 
is used to learn the model. It improves the quality of the image in various lighting 
conditions. This utilizes reconstruction loss, structure similarity loss and detail loss. 
If the inverse illumination is predicted, the reflectance map is calculated by using 
Retinex theory and then this reflectance map is estimated as an enhanced image. 

A simple generative adversarial network with a Retinex model (Ma et al. 2021), 
a decomposition network is used to decompose the low-light image into illuminance 
and reflection maps. For training the GAN structure unpaired datasets are used. This 
provides a better generalization to the model. By using this structure, reduced training 
complexity and reduced training time is achieved. This model is applied to mobile 
phones with small memory.
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An enlighten GAN is a modified GAN structure (Jiang et al. 2021). It introduces 
Enlighten GAN structure that can be trained without image pairs. Even with unpaired 
datasets, this structure is generalized very well for various real-time images. This 
model introduces a global and local discriminator structure that handles spatially 
varying light conditions in the input image. The results of Enlighten GAN are 
compared with several state-of-art methods. All results show the superiority of 
Enlighten GAN. 

Various approaches have been used to improve image segmentation (Long et al. 
2015). Segmentation is the process of dividing an image into its various parts. These 
basic operations are performed in many computer vision tasks. Segmentation shows 
good performance during daytime or in bright light. In the case of low-light images, 
segmentation is not performed well because of the presence of noise, blurredness, 
etc. The process of segmentation can be divided into a single-class and multi-class 
segmentation. In single-class segmentation (Wang and Ren 2018), only one object or 
one feature is considered for segmentation. In multi-class segmentation (Dai and Gool 
2018), multiple features are considered. In Cho et al. (2020), semantic segmentation 
of low-light images with modified Cycle GAN is introduced. The modified Cycle 
GAN is trained using paired dataset and the L1 loss function is added to the existing 
Cycle GAN for improving the performance of the segmentation. 

Table 2 summarizes the low-light image enhancement techniques.

4 Conclusion 

Various state-of-art methods are discussed in this paper for low-light image enhance-
ment. Many of the deep learning structures use Retinex as the basic theory of opera-
tion. The illumination map is modified by using various learning architectures, CNN, 
GAN, Cyclic GAN, etc., which are a few illustrations of deep learning models. This 
survey presents some works which are more suitable in a noisy environment also. 
In many real-time applications, low-light conditions may occur due to the unavail-
ability of environmental light. Low-light image enhancement thus plays a crucial 
role in each of these scenarios. Low-light image enhancement can be extended to the 
enhancement of low-light video also.
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Skin Cancer Detection with Metadata 
Using Deep Learning Strategies 
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1 Introduction 

According to WHO percentage of people who got effected by skin cancer is increased 
to 33% in 2021. Back in 2021, Around 1.2 million people died due to skin cancer all 
around world (American Cancer Society 2018). Where 7.22 lakhs of people are men 
and 4.76 lakhs of people are women. Skin cancer is affecting a lot of people from 
Australia, New Zealand, and Denmark than compared with other countries. Where 
as in India, most skin cancer cases are affecting from North India. When human body 
is exposed to UV rays for longer time then Basal cells in our humans get affected 
which is the main cause for skin cancer and these cells damage the unaffected and 
active ones which increases the damage percentage (Alfi et al. 2022). Generally, 
Basal cells produce new skin cells when old skin cells are damaged. But when the 
skin is affected by skin cancer the Basal cells will not work properly and will not 
generate new skin cells. Sooner or later the cancer will spread throughout the body 
as there are no new cells produced, which is very dangerous and may lead to death. 

Dermoscopy is an assistant diagnosis method which is done by taking some 
pictures with the help of computer systems (Demir et al. 2019). We used deep learning 
techniques instead of machine learning because in ML it takes just a small amount of 
dataset but when it comes for classification it requires more data. And even it takes 
more time for training the train set to perform as good as dl but still it cannot give 
us promising and accurate results. But here comes deep learning which will over-
come all the problems in ml by using neural network (Bechelli and Delhommelle 
2022). These neural networks are similar to the neurons in our brain. In dl we can 
extract the features from the given input and dl can even take large amount data for 
train and we can expect efficient accuracy and results. Now a days, deep learning 
became common approach for image detection. It is widely used for classification
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and prediction type of problem. Moreover, a greater accuracy rate of 97.78% was 
obtained in Mohamed et al. (2019) when the number of layers in CNN was increased 
to 14 layers on dermoscopic images from the ISIC dataset. 

In previous research papers, they used CNN for processing the image and later to 
get better improvements in accuracy they used 5 models for better image classification 
and for improvement of accuracy in the models of one of the model is Efficient Net B4 
which takes less parameters and provides less accuracy we also have other types of 
models like Efficient Net B5 which takes less parameters and give us better accuracy 
than Efficient Net B4 so in this paper we used Efficient Net B5 as one of the model 
in the 5 models which we used. 

In our paper, we used CNN instead of ANN because ANN works as human brain 
by taking weights. If it anything gets wrong it goes back and gets updates its weights 
and again it will work as human brain. The updating of weights is based on cost 
function. Where as in CNN, it just uses layers for filtration and analyses the image 
input. The layers that are used in CNN are Convolution, ReLU, Pooling, Flattening. 
In our paper used different types of CNN models like ResNet, GoogleNet, VGGNet, 
EffectiveNet B5 but found better accuracy for EffectiveNet B5. 

1.1 Use of Metadata 

While there are many CNN models to detect skin cancer but the problem is the predic-
tion of new image with skin cancer. In these models, we used metadata processing. 
When it comes to metadata, it has patient records like age, gender, location of infec-
tion, diagnosis of cancer, type of skin cancer to patient, etc. We used some standard 
datasets like HAM10000 and ISIC 2019 (Dildar et al. 2022). 

In Fig. 1 it describes the Meta Block which is our model which contains image 
data which is preprocessed, reshaped into a NumPy array and is stored in variable 
‘x’ from the picture we can observe that it also contains metadata which contains 
records of patients along with target variable (skin cancer classifier) and we have 
taken target variable as ‘y’ which we later categorized into different categories based 
on skin cancer types in their respective datasets. And used x and y to train and test the 
CNN model (Pacheco and Krohling 2019). The overall process will happen inside 
Meta Block (Wen et al. 2022).

• Initially imported the dataset from Kaggle and downloaded.
• And used label encoder to label the data in the target variable which is in metadata 

(CSV file).
• We resized the image data and converted them into NumPy arrays.
• Next we reshaped the NumPy array by dividing them with 255.
• Then we categorized the target variable into 2D array based on number of classes.
• Later we aggregated features of the image along with target variable.
• Then we applied CNN model, GoogleNet, VGGNet, RESNet, Efficient Net B5 

to the aggregated features.
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Fig. 1 Working of Meta Block in which we can see that it is the addition of CNN with metadata

• Finally compared the accuracies for all architectures. 

2 Related Works 

Basically in this paper we used a concept called Meta Block which is previously used 
by some of the researchers for better image classification they used this to enhance 
the features that are extracted from the images. The metadata is basically used as 
a guide for the features if the images so by using metadata the features extracted 
are correctly used so that the classification of images is done more accurately. The 
combination of metadata with image data prevents the overfitting occurring in CNN 
due to the usage of dermoscopy images in skin cancer classification. They used One 
Hot Encoder for binary variables and label encoder for categorical variables. These 
will help for labeling the string data into numerical data by assigning similar string 
into common numerical value. This will help for target variable. We take these label 
target variables convert into a 2D array. Based on number of classes and by using to 
categorical function. This is the metadata we use to process the image data which is 
used for better classification. 

A large form of data that is available online is the major reason for developing 
a mechanism to create effective and much scalable algorithms in metadata-based 
image mining. To maximize the benefits of clustering, current approaches focus on 
data processing to generate side information. Advantages of clustering for generating 
side information. Researches proposed approaches to cluster image data using side 
information. There are ways to run the mining process in ways that maximize the 
benefit of one page of information. More over metadata gives more information 
by doing data augmentation and using reshaping. This data is does the model much 
easier to improve the prediction than normal way of doing it. This is achieved with an 
algorithm that combines traditional partitioning algorithms with probabilistic models 
for effective clustering. Douglas indicates that document clustering is underutilized 
for searching the metadata base. His rebuttals fall primarily into his two categories. 
First, it is too slow for large-scale clustering, and second, classification and clustering
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do not improve retrieval. Clustering is used to improve predictive search techniques. 
However, data processing as an information access tool itself circumvents these 
objections and offers an efficient new access paradigm. 

3 Methodology 

3.1 Convolutional Neural Networks (CNN) 

CNN is a type of deep learning technique used for image classification and for pixel 
classification data. For identifying and recognition CNN is the best architecture. The 
another type of neural network that can uncover key information in both time series 
and image data. CNN is also used to identify pattern recognition in the image (Fuadah 
et al. 2020). 

As we discussed earlier, from convolution to fully connected layer the complexity 
of CNN increases. Convolution is the core part of CNN architecture. In this we do a 
dot product of image pixels and filter which gives an output know as feature map or 
convolved map (Manne et al. 2020). Ultimately image is converted into numerical 
values in this stage which helps in extracting image patterns. After this ReLU is 
applied to it. ReLU helps in converting the negative values into zero and keeping 
the positive values as it is. In pooling layer, we reduce the parameters in the input 
and some information is lost. But leaving the disadvantage, this helps to reduce 
complexity of layer and improves efficiency of CNN (Saeed and Zeebaree 2021). 

Fully connected network does the image classification based on features that are 
extracted from previous layers. In this our data is flattened into a single array of line 
and these are linked to each other. This linked data extracts each feature from one 
layer and finally give us the output, i.e., image classification. 

In previous research papers, they used CNN for processing the image and later to 
get better improvements in accuracy they used 5 models for better image classification 
and for improvement of accuracy in the models of one of the model is Efficient Net B4 
which takes less parameters and provides less accuracy we also have other types of 
models like Efficient Net B5 which takes less parameters and give us better accuracy 
than Efficient Net B4 so in this paper we used Efficient Net B5 as one of the model 
in the 5 models which we used. 

As we know that in image classification features will be extracted from input 
image that is like patterns, based on the image patterns the model will be trained and 
tested accordingly. We use other models to extract shape, color, and texture of the 
input image. The main problem we face in this is to combine the features extracted 
from the image and the metadata. So, we use concatenation to link the images and 
metadata in single file and we add extracted images data features in the metadata file 
according to the respective images. 

Usually, image data has a greater number of features than the features of meta-
data as image data is high dimensional which means it has high resolution. But the
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metadata contains only textual format of patient’s records which are less complex 
than image data. So normal concatenation of data might not work in all the cases. So 
better aggregation data gives us more accurate results. 

3.2 Meta Block 

Now let’s see the mathematical representation of Meta Block 

Tmetadata = φ(Patients records) (1) 

Timages = φ(Dermoscopy images) (2) 

When we combine both metadata and dermoscopy images we will get Meta Block 

Tmetablock = φ(Patients record + Dermoscopy images) (3) 

Meta block will enhance the feature extraction from the dermoscopy images. 

3.3 Google Net 

Google Net was proposed by Google in 2014 to dig deeper into convolutional 
networks (Yilmaz and Trocan 2021). This architecture is very different from other 
architectures. It is a deep convolutional neural network with 22 layers (27 layers 
including pooling layers), some of these layers are total 9 Inception modules. 224 
× 224 dimensions of image is taken as input layer for this architecture. This archi-
tecture consists of many things, like type, patch size, stride, output size, input size, 
depth, pools, params, ops (Sa’idah et al. 2022). In convolution’s filters 1 × 1, 3 × 3, 
5 × 5 are used in the Inception module. Whereas 1 × 1 is the filters dimensions. 

3.4 ResNet 

ResNet is also known as Residual Network. Residual Network architecture is also 
one of the techniques to increase models working efficiency. Used to skip shifts 
without affecting model performance. On comparing to other architectures, it has 
very deep network (152 layers). Also, this is subject to both vanishing and exploding 
gradients, impacting model performance when transitioning to the next epoch. This 
leaves a learning framework to facilitate much deeper training networks (Budhiman
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et al. 2019). With ResNet, you can train hundreds or even thousands of layers and 
still get convincing performance. 

Here we see that ResNet consists of convolution and pooling steps followed by 
four layers with similar behavior (Jinnai et al. 2020). Each layer follows the same 
pattern. They perform 3 × 3 convolutions with fixed feature map dimensions (F) 
[64, 128, 256, 512], bypassing the input every two convolutions. Also, the width (W ) 
and height (H) dimensions are constant throughout the shift. 

3.5 VGG 16 

VGG stands for Visual Geometry Group and is a standard multilayer deep convolu-
tional neural network (CNN) architecture. This VGG network consists of 140 million 
parameters (Manasa and Murthy 2021). The 16 in VGG16 refers to 16 layers with 
weights. VGG16 has 13 convolution layers, 5 max-pooling layers, 3 dense layers, 
and 21 layers in total, but only 16 weight layers. The input to the network is an image 
of dimension (224, 224, 3). The first two layers have 64 channels with a filter size 
of 3*3 and the same padding. Then, after a maximum pool layer of stride (2, 2), 
there are two layers of convolution layers with filter size 128 and filter size (3, 3) 
(Tabrizchi et al. 2020). 

3.6 Effective Net B-5 

Effective Net is a powerful convolution neural network to increase model’s perfor-
mance. This model does Scaling, Depth balancing, and Resolution balancing which 
leads to efficient output (Saeed and Zeebaree 2021). It has 3*3 and 5*5 convolutional 
layers and refers to the various convolutional filters used in the Inception module. It 
optimizes both accuracy and efficiency, measured on a floating-point operations per 
second (FLOPS) basis (Manne et al. 2020). This developed architecture uses mobile 
reverse bottleneck convolution (MBConv). 

4 Dataset 

HAM10000 

The HAM10000 dataset, a large collection of multi-sources dermoscopic images 
of common pigmented skin lesions (Wen et al. 2022). This dataset contains 10,014 
dermoscopic images of 7 different classes namely melanoma, melanocytic nevus, 
basal cell carcinoma, actinic keratosis, benign keratosis, dermatofibroma, and
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Fig. 2 Samples of skin cancer in HAM10000 dataset 

vascular lesion. The target values and metadata are present in train .csv file. Size 
of images is 450*600 pixels (Fig. 2). 

ISIC 2019 

The ISIC 2019 dataset, a large collection of multi-sources dermoscopic images of 
common pigmented skin lesions (Wen et al. 2022). The dataset for ISIC 2019 contains 
25,331 images available for the classification of dermoscopic images among nine 
different diagnostic categories: Melanoma, Melanocytic nevus, Basal cell carcinoma. 
The target values and metadata are present in train .csv file (Pacheco and Krohling 
2019). The size of each image in the dataset is 512*512 pixels (Fig. 3).

5 Results 

Let us check the results that found from our model for HAM10000 dataset with and 
without considering metadata as per Tables 1 and 2.
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Fig. 3 Samples of skin cancer in ISIC 2019 dataset

Table 1 Accuracy and loss values for HAM10000 dataset using different architectures 

Models Training accuracy Testing accuracy Training loss Testing loss 

Basic CNN 98.56 73.48 0.0124 0.4282 

Google NET 98.86 78.07 0.0102 0.3468 

VGG Net 16 96.69 71.81 0.0262 0.3291 

RESNET 50 99.30 75.04 0.0064 0.4138 

Efficient Net B5 99.40 80.83 0.0065 0.2647 

Table 2 Accuracy and loss values for ISIC2019 dataset using different architectures 

Models Training accuracy Testing accuracy Training loss Testing loss 

Basic CNN 98.89 61.96 0.0347 4.1967 

Google NET 97.48 70.20 0.0183 0.3288 

VGG Net 16 99.63 71.18 0.0030 0.4240 

RESNET 50 99.30 67.47 0.0058 0.6234 

Efficient Net B5 99.14 75.28 0.0069 0.7224
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5.1 Graphical Representation of Accuracy and Loss 
for HAM10000 Dataset 

Basic CNN 

See Fig. 4. 

Google Net 

See Fig. 5. 

VGG16 

See Fig. 6.

ResNet 50 

See Fig. 7.

Effective Net B5 

See Fig. 8.

Fig. 4 Accuracy and loss using Basic CNN model for HAM10000 

Fig. 5 Accuracy and loss using Google Net model for HAM10000 
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Fig. 6 Accuracy and loss using VGG16 model for HAM10000

Fig. 7 Accuracy and loss using ResNet 50 model for HAM10000

Fig. 8 Accuracy and loss using Efficient Net B5 model for HAM10000 

5.2 Comparing Accuracies 

See Figs. 9 and 10.
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Fig. 9 Train accuracy for all architectures in HAM10000 

Fig. 10 Test accuracy for all architectures in HAM10000 

5.3 Graphical Representation of Accuracy and Loss for ISIC 
2019 Dataset 

Basic CNN 

See Fig. 11.

Google Net 

See Fig. 12.
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Fig. 11 Accuracy and loss using Basic CNN model for ISIC 2019

Fig. 12 Accuracy and loss using Google Net model for ISIC 2019 

VGG16 

See Fig. 13. 

ResNet 50 

See Fig. 14.

Fig. 13 Accuracy and loss using VGG16 model for ISIC 2019 
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Fig. 14 Accuracy and loss using ResNet model for ISIC 2019 

Fig. 15 Accuracy and loss using Efficient Net model for ISIC 2019 

Effective Net B5 

See Fig. 15. 

5.4 Comparing Accuracies 

See Figs. 16 and 17.

6 Result Analysis and Future Scope 

As we can see in the previous section the results clearly state that for both HAM10000 
and ISIC 2019 datasets, Effective Net gave more accuracy compared to remaining 
architectures. For HAM10000 dataset by using Basic CNN model we have good 
training accuracy compared to existing, i.e., around 90% and where as we got 
around 98.5%. We can see the clear view of accuracy and loss for all the models
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Fig. 16 Train accuracy for all architectures in ISIC 2019 

Fig. 17 Test accuracy for all architectures in ISIC 2019

for HAM10000 with in the graphical representation which shows its values for 
each epoch. In this Basic CNN model, according to graph test accuracy is very 
low compared to train and loss is high for test compared to train (Fig. 4). For the 
same dataset we used Google Net as secondary model where with combining meta-
data we got same training accuracy as Basic CNN but compared with testing we got 
much higher accuracy which increases the model’s prediction efficiency. The testing 
accuracy increased to 78% in this model. According to Fig. 5, training and testing 
accuracies are comparatively better than previous model whereas training loss and 
testing loss is also low.
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The next model here we used is VGG16 which got accuracy and loss less than 
previous models (Fig. 6). So, we can say clearly that VGG16 is not much suitable for 
this model. Coming to ResNet 50, training accuracy and loss are very good compared 
to previous models. Looking at the graph we can say that training loss is very low 
than any other model till now (Fig. 7). The final model we used in this is Effective 
Net B5. We got highest accuracy and highest testing than any other and loss is also 
very low (Fig. 8). Now looking at (Figs. 9 and 10), we clearly state that Effective 
Net B5 is having highest accuracy and least loss than any other models. This tells 
us that Effective Net B5 is best suited for this model and we got to know that Basic 
CNN has least prediction accuracy compared to remaining which is not best suited 
for this. 

However we got a clarity on HAM10000 dataset, similarly now we will see about 
ISIC 2019 dataset for skin cancer. Well looking at Basic CNN model for this dataset, 
the accuracies for training and testing are less when compared to HAM10000 dataset 
(Fig. 11). But for this model it is average rated. Looking at the next model, i.e., Google 
Net, the training and testing accuracies are very close which is a good sign for this 
and decreases the problem for overfitting (Fig. 12). The loss for this model is also 
low compared to Basic CNN. The next model we used here is VGG16, on looking 
at (Fig. 13) we can clearly say that there is a huge difference between training and 
testing accuracies, on the other side the loss also represents the same thing. Looking 
around ResNet 50 we have both training and testing accuracies at a good level and 
loss is also less (Fig. 14). The final model of this dataset we used is Effective Net 
B5, here the accuracies for both training and testing are well obtained and train loss 
is also low (Fig. 15). 

On observing (Figs. 16 and 17) as previous, the same got repeated here. Effec-
tive Net architecture shows best accuracy for both training and testing for both the 
datasets. The most suitable architecture for skin cancer prediction is effective net and 
least suitable for ISIC 2019 is Google Net. 

This project helps doctors and many researches to find the cancer earlier and also 
helps in speed treatment and dialysis. This project helps people to find that they have 
cancer at the initial stage and can decrease the cause of infection. In future we will 
work upon different types of diseases including different types of cancers. 

7 Conclusion 

In this paper, we found a way for detection of skin cancer detection from dermoscopic 
images and metadata of patient. We applied this methodology in two different datasets 
of ISIC 2019 and HAM10000 which were RGB. The techniques that we used are 
CNN, VGGNet, Google Net, ResNet, and EffectiveNet. These techniques will help 
in finding the skin cancer in the earlier stage. Upon all the techniques we got the 
best accuracy using Effective Net B5. We also compared datasets with metadata and 
without metadata and found maximum accuracy with metadata. We also got balanced 
accuracy of 95 with training data. We used model for different dataset and got best
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accuracy and results for every dataset. We performed prediction in both datasets and 
found that our model predicted accurately. And also performed good. 
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Detect and Alleviate DDoS Attacks 
in Cloud Environment 

Bandi Kulwanth, V. Srinivasarengan, Peddinte Anish, and K. Abirami 

1 Introduction 

Distributed denial of service (DDoS) is a cyberattack in which the attacker sends an 
enormous amount of network traffic to the targeted server to make it inaccessible. 
Recently, similar attacks have been used to block access to business-related websites 
that depend on an ongoing Internet presence. In December 2022, VTB Bank, the 
second-largest bank in Russia, suffered the largest cyberattack in Soviet history. The 
attack became to known as DDoS. The targeted nature and sheer volume of attacks on 
targeted hosts set these attacks apart from conventional DDoS strikes. Even veteran 
Internet businesses like Microsoft and the SCO group have experienced attacks, and 
previously well-known companies like eBay have had their services interrupted. DoS 
attacks may be used by businesses to eliminate their rivals in the marketplace. DoS 
assaults used for extortion have increased in recent years. 

The political and financial motivations of those behind the most recent attacks, 
particularly the participation of international organized crime in attempts at protec-
tion extortion, have increased the threat posed by them. The issue is that we are unable 
to identify the perpetrators of these attacks, which is why we are unable to mount an 
effective defense. There are a lot of reasons for the omission of these attacks: The 
attack is subtle, and understanding it fully requires a more thorough explanation of

B. Kulwanth · V. Srinivasarengan · P. Anish · K. Abirami (B) 
Department of Computer Science and Engineering, Amrita School of Computing, Amrita Vishwa 
Vidyapeetham, Coimbatore, India 
e-mail: k_abirami@cb.amrita.edu 

B. Kulwanth 
e-mail: cb.en.u4cse19208@cb.students.amrita.edu 

V. Srinivasarengan 
e-mail: cb.en.u4cse19246@cb.students.amrita.edu 

P. Anish 
e-mail: cb.en.u4cse19264@cb.students.amrita.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_17 

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_17&domain=pdf
mailto:k_abirami@cb.amrita.edu
mailto:cb.en.u4cse19208@cb.students.amrita.edu
mailto:cb.en.u4cse19246@cb.students.amrita.edu
mailto:cb.en.u4cse19264@cb.students.amrita.edu
https://doi.org/10.1007/978-981-99-7633-1_17


236 B. Kulwanth et al.

how the Internet is built than the mass media are willing to provide their audiences. 
This understanding is necessary to understand why we cannot cope with it right now 
and what must change before we can. Although there is no simple way to stop these 
attacks, there are strategies that can help to mitigate their consequences. 

1.1 Major Contribution 

This project aims at developing a DDoS attack detection model using machine 
learning models and neural network models.

• The proposed model focuses on using machine learning models and neural 
network models on preprocessed dataset (CIC-DDoS2019 dataset).

• We have compared the DDoS detection scores of three machine learning models 
and two neural network models.

• The all of the five models will be given as an input to an ensemble classifier which 
will merge all of them and return one ensembled machine learning model. 

1.2 Motivation 

DDoS attacks are a common occurrence in the realm of networks and security, but 
they have changed substantially over the past 25 years, from human attacks launched 
by protestor groups to automated attacks that take advantage of server protocol flaws 
to botnets built of connected devices. Multi-user systems were the target of the attacks 
before they spread to servers. It is interesting to monitor and identify DDoS assaults 
and gain more knowledge about them. By researching on attacks of DDoS and its 
types, we continue to improve the ability to identify and prevent the incoming attacks 
in the future. 

2 Literature Survey 

This chapter includes the various DDoS detection techniques and how to detect them 
using machine learning algorithms. In this section covers about detecting DDoS 
using Deep Neural Network, K-Nearest neighbors and Naive Bayes algorithm. DNN 
method detects DDoS attack through repetitive learning from a small sample. K-NN 
predicts the attack by assuming the similarity of new entry packet and data presented 
to it and puts the new packet to one of the categories that is most similar to the 
available categories. Naive Bayes predicts the attack based using Bayes theorem on 
the new entry packet. The dataset used here has nearly 23 new features in total and 
other data were extracted.
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There are plethora of ways where denial-of-service attacks impact the SDN-based 
cloud computing. The majority of three methods consisted are UDP flood, SYN flood, 
and ICMP flood (Wani et al. 2019). Slowloris attack is one of the ways to attack the 
server and making it unstable for users. TCP link will be created which will be the 
first step of Slowloris attack. The new TCP link gets more frequent requests incoming 
to the server at customary timespan, all of the incoming requests are slowly being 
used up. Until some of the engaged connections are released, other servers would 
not be able to connect. This paper’s major objective was to lower the attack detection 
rate and quickness (Zekri et al. 2017). The paper’s main objective is to utilize SDN 
to predict and prevent DDoS attacks in cloud environment. 

The three steps of the SDTMA architecture’s function are the filtering and evalua-
tion phase, the attack detection phase, and the mitigation phase. The phase of filtering 
and evaluation analyzes the incoming packets according to each category. Machine 
learning algorithms are applied during the attack detection phase to identify incoming 
attacks on the cloud environment. Mitigation phase will try to reduce speed rate 
(Kautish et al. 2022). The DDoS attack can be divided into three categories, including 
Stateful Protocol Analysis, Anomaly-based Detection, and Signature-based Detec-
tion. By observing events and seeing patterns that resemble the signatures of recog-
nized attacks, Signature-based Detection can find intrusions. Attacks must be carried 
out in coordination with certain key events, which are specified in an attack signature. 
Furthermore, it only retrieves assaults whose signatures have already been saved in 
a database. The network behavior is defined in anomaly-based detection in order to 
detect the DDoS attack. The network behaves as it is expected to and according to 
specified rules. In Stateful Protocol Analysis, the ability to identify a DDoS attack 
depends on vendor-developed generic profiles for protocols that outline when and 
how to employ each protocol. Stateful Protocol Analysis offers essential resources 
for analyzing attacks and defending against them. This study provides a synopsis of 
previous studies that put out several DDoS detection methods. 

Random Forest Algorithm has been shown to be superior to SVM algorithm (Pei 
et al. 2019; Kumar and Somani 2022). They employ scale-inside-out for the user’s 
uninterrupted attack request and separation at the container level (Amjad et al. 2019). 
Naive Bayes is more effective than Random Forest (Gupta et al. 2021). An unfore-
seen peak in website traffic that triggers an abrupt rise in server load is known as a 
flash crowd or flash event. It is challenging to differentiate between acceptable flows 
like flash mobs and illegal ones like distributed denial-of-service attacks. The author 
utilizes the help of deep learning techniques to solve the flash crowd problem (Mishra 
et al. 2021). The paper proposes a supervised machine learning technique to identify 
and stop DDOS at servers in cloud environments, with a 97% accuracy rate (Lunkad 
and Singh 2020). DDOS attack detection has been proved using machine learning 
tools including SVM, K-NN, and Naive Bayes, and accuracy for the network perfor-
mance has been achieved with the construction of classifiers among the suggested 
models (Saini et al. 2020). J48 is a machine learning decision tree classification 
technique which helps the data to be examined in the categorical and in the regular 
fashion. The author takes five distinct classes and 27 features were used in the dataset 
and proved that J48 is superior to Naive Bayes, Random Forest, and MLP.
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3 Proposed System 

Model overview: For model implementation, we have used the preprocessed datasets 
(CIC dataset 2019) where it consists datasets for different packets such as SYN, TCP, 
ICMP. Each of the dataset contains 84 parameters for each transmitting packets, out 
of which we selected 20 features for our analysis. We will feed the 20 parameters 
as input into machine learning algorithm and analyzed the detection accuracy of the 
each algorithm. We compared and ensembled five machine learning models into one 
model for detecting DDoS packet. Now in order to use our own dataset, we have to 
create a DDoS attack on a local server and capture all the incoming packets to the 
server. Captured data can be preprocessed and used as a dataset that can be fed into 
ensembled machine learning model which we will be doing in the next phase of our 
project. 

3.1 Attacking Phase 

The next step of the project is to create a local server and try to attack via one of the 
DDoS methods. As there are plethora of methods available, we have chosen Ufonet 
tool to attack a local server created by XAMPP. Ufonet is a DoS and DDoS tool 
which can send larger amounts of packet to targeted server and makes the server 
inaccessible. As an input, we have provided the local IP address of the server created 
by Xampp.
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3.2 Capturing Phase 

In this phase, sniffing of the packets is done. Sniffing here means to monitor and 
capture all the incoming packets to the local server. It can be done using Wireshark 
tool. When the DDoS attack is initiated using Ufonet, simultaneously start capturing 
the packets using Wireshark. At a certain time, targeted local server will be down, 
by then stop capturing the packets. Now we got the captured data which can be 
converted into csv file format, so that it can be fed into machine learning model for 
analysis. 

3.3 Modeling Phase 

The necessity of this phase is to create a machine learning model which can be used 
to detect DDoS attack. We have used preprocessed datasets of Canadian institute 
called as CICDDOS2019, which has 84 parameters for each different packet. We 
loaded the dataset and removed the unnecessary parameters such as expected time, 
arrival time. Then, we normalized the dataset and split the dataset for test and train. 
We compared five machine learning models and used ensemble method to build a 
single model. 

3.4 Detecting Phase 

The last step of the project is to deploy the ensembled machine learning model which 
is created in the first step. The model is deployed to the server so that the captured 
data can be fed into the model. Now model analyses the dataset and detects whether 
it is a DDoS attack or not. If DDoS is detected, send an alert. 

3.4.1 Random Forest Classifier 

The primary component of Random Forest classifiers is the decision tree. The hier-
archical structure of the decision tree is constructed using the features of a data 
collection. The measure associated to a subset of the characteristics is used to 
segment the decision tree’s nodes. A collection of decision trees and a set of boot-
strap samples from the original dataset make up the Random Forest. The nodes are 
divided according to the entropy of a selected subset of the features. The size of 
the original dataset is maintained in the subsets produced by rebuilding from it. We 
trained the model using Random Forest Classifier with training sets as parameters 
and then predicted using testing data. We got a percentage accuracy of 78.47444 and 
F1-Score of 0.71387.
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Image courtesy https://towardsdatascience.com/understanding-random-forest-583 
81e0602d2 

3.4.2 Multi-layer Perceptron 

Multi-layer perception is referred to as MLP. It is composed of layers that are dense 
and flawlessly connected, and it can transform any input dimension into any required 
dimension. A multi-layer perception is a neural network that has many layers. We 
combine neurons so that some of their outputs are also their inputs to create a neural 
network. We trained the model using Multi-layer Perceptron with training sets as 
parameters and then predicted using testing data. We got a percentage accuracy of 
83.54524 and F1-Score of 0.72593. 

Image courtesy https://link.springer.com/article/10.1007/s11227-020-03404-w

https://towardsdatascience.com/understanding-random-forest-58381e0602d2
https://towardsdatascience.com/understanding-random-forest-58381e0602d2
https://springerlink.bibliotecabuap.elogim.com/article/10.1007/s11227-020-03404-w


Detect and Alleviate DDoS Attacks in Cloud Environment 241

3.4.3 Gradient Descent Classifier 

To determine the parameters or coefficients of functions that minimize a cost function, 
one can use the straightforward yet effective optimization process known as stochastic 
Gradient Descent (SGD). To put it another way, it is employed in the discriminative 
learning of linear classifiers under convex loss functions, including SVM and logistic 
regression. 

The Gradient Descent classifier should be fitted into two arrays: 

(1) Array A holding training samples. 
(2) Array B holding class labels for the training values. 

We trained the model using Gradient Descent Classifier with training sets as 
parameters andthen predicted using testing data. We got a percentage accuracy of 
83.51453 and F1-score of 0.70151. 

3.4.4 Decision Tree Classifier 

A supervised machine learning algorithm called decision tree uses a set of principles 
to make judgments, much like how people do. A machine learning classification 
algorithm can be thought of as being created to make decisions. The model is typically 
said to forecast the class of the novel, previously unseen input, but the algorithm 
must choose the class to be assigned. The idea behind decision trees is to repeatedly 
partition the dataset until all the data points that belong to each class are isolated by 
using the dataset features to produce yes/no questions. We trained the model using 
decision tree classifier with training sets as parameters and then predicted using 
testing data. We got a percentage accuracy of 83.53213 and F1-score of 0.64467. 

Image courtesy https://ai-pool.com/a/s/decision-trees

https://ai-pool.com/a/s/decision-trees
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3.4.5 Radial Basis Function 

In comparison to most neural network topologies, the architecture of radial basis 
function (RBF) networks is fundamentally different. In most neural network archi-
tectures, nonlinearity is introduced by repeatedly using nonlinear activation func-
tions, which results in many layers and complexity. On the other hand, an RBF 
network only has an input layer, one hidden layer, and an output layer. The input 
layer does not do any computations; rather, it merely collects input data and sends it 
to the RBF network’s unique hidden layer. The computation that takes place inside 
the hidden layer of the RBF network is extremely dissimilar to that of most other 
neural networks, and this is what gives it its power. The prediction methods, such as 
classification or regression, are carried out by the output layer. We trained the model 
using radial basis function with training sets as parameters and then predicted using 
testing data. We got a percentage accuracy of 85.45345 and F1-Score of 0.7.5234. 

Image courtesy https://iq.opengenus.org/radial-basis-neural-network/ 

4 Results and Analysis 

S. No. Machine learning model Parameters Results 

F1-Score Accuracy 

1 Random Forest Benign 1.00 78.47444 

Syn 0.87 

UDP-lag 0.28 

WebDDoS 0.70 

2 Multi-layer perceptron Benign 1.00 83.54524

(continued)

https://iq.opengenus.org/radial-basis-neural-network/
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(continued)

S. No. Machine learning model Parameters Results

F1-Score Accuracy

Syn 0.91 

UDP-lag 0.26 

WebDDoS 0.74 

3 Gradient descent Benign 0.98 83.51453 

Syn 0.91 

UDP-lag 0.26 

WebDDoS 0.66 

4 Decision tree Benign 0.98 83.53213 

Syn 0.91 

UDP-lag 0.26 

WebDDoS 0.44 

5 Radial basis function Benign 1.00 85.45345 

Syn 0.96 

UDP-lag 0.26 

WebDDoS 0.82

• Classification report 

Above classification report shows the accuracy score, f 1-score, precision, and recall 
of the machine learning algorithms. According to the report, the radial basis function 
has the highest precision and accuracy of all others. Next to radial basis algorithm, 
decision tree is next second highest of them all.

• ROC curve
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The Receiver Operating Characteristic curve, or ROC curve, is a graph that displays 
how well a classification model performs across all categorization levels. False Posi-
tive Rate and True Positive Rate are the two parameters that the aforementioned 
curve plots. The Efficient ROC curve can be seen as the closer an ROC curve is to 
the upper left corner, the more efficient is the model. From the above, the Curve 
Multi-layer Perceptron and Gradient Descent are closest to upper left corner. The 
efficient models are Multi-layer Perceptron and Gradient Descent.

• Class propositions 

In the above graph, class proportions are depicted. In each color, there are two types of 
shades: dark and light which represent the training and testing of the machine learning 
model. The numbers in the X-axis represent the types of packets: 0-BENIGN, 1-SYN, 
2-UDP-lag, 3-WebDDOS. From the above graph, test and train for radial basis graph 
are low at Syn dataset and high for the Random Forest model.

• Precision–Recall
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Precision–recall graph depicts the precision for every model for different packets. 
The precision for decision tree for BENIGN packets near close to 1 whereas precision 
of decision tree is lower for WebDDOS packet. The precision for other ML models 
is nearly to 0.8, and only the Random Forest precision is low for BENIGN packets 

5 Conclusion and Future Work 

DDoS attacks are a real danger that harm many Internet users severely. Losses have 
progressed from being merely bothersome to truly being disastrous and crippling for 
certain users. There is every reason to think that DDoS attacks will become more 
frequent and severe. The current low level of losses brought on by DDoS attacks is 
presumably not the result of effective defense against them, challenges in carrying 
them out, or a dearth of desirable targets to attack. Application-based DoS attacks 
are far less resource-intensive for the attacker in terms of processing power and 
bandwidth, and as a result, they pose a higher danger to companies because there 
are a lot more potential threat agents. In our paper, we have briefly discussed the 
how to detect the DDoS attack via machine learning models and with the help of 
Neural networks. The future work of the project is to deploy the ensembled machine 
learning model and merge both the attack and detection phases so that the whole cycle 
of DDoS attack and detection will be completed. Finally, DDoS attacks cannot be 
stopped completely, but there are certain strategies that can be implemented, which 
can reduce the impact of the incoming attack in the future. 
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Smart Grading System Using Bi LSTM 
with Attention Mechanism 

Dnyanada Mahajan, Prachi Channe, Shruti Diwate, Sneha Kharate, 
and Rudragouda Patil 

1 Introduction 

In the rapidly evolving digital era, educational institutions are continually seeking 
innovative approaches to enhance their teaching and assessment methodologies. 
Grading, being an integral part of the educational process, plays a pivotal role 
in evaluating students’ understanding and academic performance. However, tradi-
tional grading methods often suffer from inherent limitations, such as subjectivity, 
time-consuming nature, and potential biases. To address these challenges, this 
research paper proposes a Smart Grading System utilizing Long Short-Term Memory 
(LSTM) with Bi-LSTM and attention mechanism, which promises to revolutionize 
the conventional grading practices. 

The traditional grading methods, primarily reliant on manual assessment, are 
prone to several shortcomings. Firstly, subjectivity arises due to the variance in inter-
pretations and grading standards among different evaluators, leading to inconsistent 
and unfair evaluations. This subjectivity can negatively impact students’ academic 
outcomes and create disparities within the educational system. Secondly, the exten-
sive time required for manual grading often results in delayed feedback, hindering 
students’ timely understanding of their performance and inhibiting their growth. 
Lastly, the labour-intensive nature of traditional grading limits scalability, particu-
larly in large classrooms or institutions, making it challenging to provide prompt, 
and constructive feedback to students. 

The proposed Smart Grading System leverages cutting-edge techniques such as 
LSTM with Bi-LSTM and attention mechanism, offering several significant advan-
tages over traditional grading methods. Firstly, by employing advanced deep learning

D. Mahajan (B) · P. Channe · S. Diwate · S. Kharate · R. Patil 
School of Computer Engineering and Technology, MIT Academy of Engineering, Pune, India 
e-mail: dnyanada02@gmail.com 

R. Patil 
e-mail: rgpatil@comp.mitaoe.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_18 

247

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_18&domain=pdf
mailto:dnyanada02@gmail.com
mailto:rgpatil@comp.mitaoe.ac.in
https://doi.org/10.1007/978-981-99-7633-1_18


248 D. Mahajan et al.

models, the system introduces an automated and objective approach to grading, mini-
mizing the influence of subjectivity and ensuring consistent evaluations. This not 
only promotes fairness but also fosters a more transparent educational environment, 
benefiting students, teachers, and educational institutions alike. 

Secondly, the integration of LSTM with Bi-LSTM allows the system to capture 
sequential dependencies and contextual information within students’ answers. By 
understanding the sequential nature of student responses, the system can effectively 
analyse and evaluate their thought process, providing more insightful and accurate 
feedback. Moreover, the attention mechanism enables the system to identify salient 
features and key areas in students’ answers, enhancing the granularity of assessment. 
Additionally, the Smart Grading System significantly reduces the grading time by 
automating the assessment process. By swiftly processing a large volume of student 
responses, it enables prompt feedback, allowing students to address their weak-
nesses and improve their performance in a timely manner. Moreover, the system’s 
scalability ensures its applicability across various educational settings, accommo-
dating the grading needs of both small-scale classrooms and large-scale educational 
institutions. 

This research paper presents a pioneering Smart Grading System that employs 
LSTM with Bi-LSTM and attention mechanism to overcome the limitations of tradi-
tional grading methods. By addressing issues related to subjectivity, time-consuming 
evaluations, and scalability, this system revolutionizes the grading process, offering 
objective assessments, prompt feedback, and enhanced granularity. The subsequent 
sections of this paper will delve into the technical aspects, implementation details, 
and experimental evaluations of this grading system. 

2 Related Work 

Li and Yan (2012) developed a system that takes the part-of-speech tag and the 
words into consideration. Regression was employed in this system instead of classi-
fication using the Support Vector Machine (SVM) toolbox. It uses the basic model 
and Content Vector Analysis (CVA) (Li and Yan 2012) model for the topic detection 
component, and can efficiently determine whether an essay is off-topic, especially 
for huge numbers of essays. In addition, the system is improved by the similarity to 
full-score essays. Given the two score deviations in comparison to a human rater, it 
has an accuracy of 86%. 

Ben and Hongbo Chenproposed a listwise learning to rank approach to automated 
essay scoring that incorporates human–machine agreement directly into the loss 
function. As baselines, this used classical machine learning algorithms, SVM for 
classification, regression, and preference ranking, respectively. Experiments on the 
public English dataset Automated Student Assessment Prize (ASAP) (Chen and He 
2013) yielded Quadratic Weighted Kappa’s in the 0.80 for prompt-specific rating 
and 0.78 for generic rating.
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Weighted Score was used for the Automated Essay Grading System in the Matrix 
Laboratory (Oduntan 2018). Using coefficient of determination, it was evaluated 
how well the K-nearest neighbour classifier performed in comparison to the Cosine 
Similarity Measure in establishing the Weighted Score for the Automated Essay 
Grading System. 

An Empirical Analysis of Machine Learning Models for Automated Essay (Goyal 
2018) proposed a work that used support vector machines, K-nearest neighbour, and 
a classifier based on linear regression to develop multiple classification algorithms. 
According to this analysis, set 1’s KNN classifier has a 92.23% accuracy rate with 
respect to class “B.” The most effective classifier for Set 1 is KNN. SVM, which has 
an accuracy of 78.68%, is the top-performing classifier for Set 7. 

The NN model for Automated Essay Grading scored 0.94 during the Automatic 
Essay Grading Kaggle Competition (Nguyen 2016) (Neural Networks for Automated 
Essay Grading, 2016) on the Quadratic Weighted Kappa metric. This neural network 
model employed a 300-dimensional Glove (Nguyen 2016) as the embedding layer 
initialization. 

The study on essay scoring demonstrates how a NN with cross-sentence depen-
dencies and a discourse-based training objective can outperform both feature-based 
state-of-the-art models and hierarchical LSTMs in terms of automatic essay scoring 
for the Test of English as a Foreign Language (TOEFL) (Farah Nadeem 2019) essay 
data. The best results are achieved with a model that learns the combination of hand-
crafted features and the neural document representation with Quadratic Weighted 
Kappa of 0.852 and 0.736 for set 1 and set 2, respectively. 

Research paper on essay scoring presents novel LSTM dependency tree transfer 
learning scoring method for short essays in Indonesia (Wiratmo and Fatichah 2020). 
The LSTM architecture for essay grading can take both sequence and dependency 
into account. There proposed technique offers QWK and accuracy results of 53.68% 
and 16.23%, respectively. 

The Intelligent Grading System model (Zhu and Sun 2020) developed a straight 
forward grading scheme that achieves a Quadratic Weighted Kappa of 0.7 using 
machine learning and natural language processing. The tokenized sequences are 
evaluated using an LSTM neural network, while the vector representation is evaluated 
using a 2-layer neural network. 

The Automatic Short Answer Grading model (Mahana 2012) employed a model 
to train and test across each collection of essays. Within each essay set, a fivefold 
cross validation was performed. The average Kappa value for this was 0.73. 

The Short Answer Grading (SAG) (Wang et al. 2019) uses attention semi-
supervised method to train model. It incorporates rule-based model top of regular 
expression matching and span matching methods. Model outperforms with QWK of 
0.61 for training size of 200. 

The Automatic Short Answer Grading (ASAG) (Galhardi et al. 2020) was applied 
to 9885 answers. Six different approaches were selected to model answers and 
combined as soft-6. Both linear and Quadratic Kappa Scores were within the range 
of 0.4 and 0.6.
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The Automatic Essay Scoring Transformer Models (Ludwig et al. 2021) compares 
traditional algorithms along with RNN. It implements Bidirectional Encoder Repre-
sentations from Transformers (BERT) and regression models with evaluation metrics 
as accuracy, Cohen’s Kappa of 0.94 and 0.59, respectively, for large datasets. 

3 Smart Grading System 

3.1 Task Description 

The objective of this research is to develop a machine learning-based, intelligent 
system that can grade essays on its own. A dataset with a significant number of 
essays on a certain topic should be carefully picked in order to ensure consistency 
among the human raters. Our dataset has enough essays on various topics that have 
been graded. Pre-processing of the dataset is the next step. Cleaning the data is the first 
stage in the pre-processing process. The process of cleaning data involves removing 
any inaccurate, incomplete, duplicate, or other wrong data from the dataset. The 
removal of all characters from the dataset that aren’t alphabets is the second step in 
the data cleaning process. The stop words are then all eliminated from the text. To get 
rid of stop words, the text is broken up into words, and those words are eliminated if 
they appear on the NLTK (Bird 2006) list of stop words. 

Word tokenization is then applied to the words. The phrases, sentences, and para-
graphs in this passage are divided into many units. Tokens are the name for these 
more compact objects. Then, these tokens are further examined in order to categorize 
or count them according to a specific sentiment. Then, using word embedding, we 
create a Word2Vec model in which the words or phrases are translated into real-
number vectors. When words are embedded, those that share a semantically similar 
meaning are closer together than those that do not. These are then passed to the 3 
layered LSTM model. There are a total three models with different layer combina-
tions but common activation function and evaluation metrics. The activation metrics 
used is ReLU which is explained in the further section of this paper. We have used 
Quadratic Weighted Kappa as the evaluation metric for the models (Fig. 1). 

Fig. 1 Data flow in the model
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4 System Design 

This section introduces the proposed methodology. We have implemented Recurrent 
Neural Network (RNN) (Rani 2021) which are the most commonly used neural 
network for problem solving by researchers. RNN is a type of neural network which 
uses the output from the previous layer to feed as input to the next layer. Paper 
consists of implementation and observation of the comparative working of Long 
Short-Term Memory (LSTM), Bidirectional-LSTM (Bi-LSTM), and Bi-LSTM with 
attention layer (Wang et al. 2018). LSTM is one of the types of RNN which is capable 
of solving complex problems. This section provides a brief description about the 
architecture and working of mentioned LSTM models and the training phase. 

4.1 Word2Vec Model (Word Embedding Model) 

In the Word2Vec model, each given essay consists of a number of words, and each 
word is represented by a word embedding according to Word2vec. The embedding 
representations are expected to catch the semantic information carried by each word, 
i.e. the words with similar meanings will be near to each other in the vector space. 

For example, from our corpus, we can find that “computer” is similar to “laptop.” 
The neural network can learn to identify the vector of the input word by using 

the surrounding word of this input. That means if two different words have the same 
context, the network tends to give them similar word vectors. Hence, every word in 
our dataset has a unique vector containing the latent semantic and the vectors of the 
words in one essay can combine to an essay matrix which is the input unit of our 
scoring machine. 

4.2 3-Layer LSTM Model 

The paper first introduces the 4-layer LSTM model. It is a sequential model and 
works better for chosen dataset which is a corpus of essays in text format. The first 
layer of the model is the word embedding layer. The layer takes 300 as the first 
argument which is the number of features (output generated from word embedding 
layer, i.e. Word2Vec model), dropout and recurrent dropout as 0.4, respectively, and 
input size from 1 to 300 that is length of each sentence sequence. The next layer 
takes 64 features as the first argument with recurrent dropout of 0.4. Third layer is 
also a dropout layer with a dropout value of 0.5. The final layer is a dense layer, it 
reduces the dimensionality to 1 which is the predicted score. Model have uses ReLU 
activation function in the dense layer so that the score can be predicted correctly since 
the values of ReLU function ranges form – ∞ to + ∞. For fitting of training data, 
models have been passed through batch size of 64 and 100 epochs. These epochs are
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Fig. 2 LSTM model 

varied according to the size of the test data. The model produces effective results. 
Diagrammatic representation is given in Fig. 2. Equations of LSTM are as follows: 

ft = σg
(
W f × xt + U f × ht−1 + b f

)

it = σg(Wi × xt + Ui × ht−1 + bi ) 

ot = σg(Wo × xt + Uo × ht−1 + bo) 

c′
t = σc(Wc × xt + Uc × ht−1 + bc) 

ct = ot .ct−1 + it .c′
t 

ht = ot .σc(ct ) 

where xt and ht−1 are the input and output vectors at time t, respectively. Wi , W f , 
Wc, Wo, Ui , U f , Uc, and Uo are weight matrices. bi , b f , bc, and bo are bias vectors. 
ft is the forget gate, it is the input gate, ot is the output gate, ct is the cell state, ht 
is the hidden state, σg is sigmoid activation, σc is tanh activation function, and ‘.’ is 
element wise multiplication. 

4.3 LSTM with Bi-LSTM 

To improve the performance/results obtained in Unidirectional LSTM, next we 
implemented the Bi-LSTM model (Alikaniotis et al. 2016). Unlike standard LSTM, 
here, the input is allowed to flow in both directions and it is capable of utilizing 
information from both sides. Again, it is powerful while modelling the sequential
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Fig. 3 LSTM with Bi LSTM model 

data, improving dependencies between words and sentences in both directions. It 
adds one more LSTM layer to the previous model, the direction of information flow 
is revered. Then the model combines the output of both LSTM layers to get the 
final output. Bi-LSTM is considered to produce more meaningful output when both 
LSTMs are combined. All other parameters are kept the same. Experiments prove 
that Bi-LSTM model performs better than the standard LSTM model. Diagrammatic 
representation is given in Fig. 3. Equations of Bi-LSTM are as follows: 

ŷ〈t〉 = g
(
Wy

[
�a〈t〉, 

← 
a

〈t〉] + by
)

where ŷ output at time t. 

4.4 LSTM and Bi-LSTM with Attention Layer 

Though, using Bi-LSTM gave better results, in order to improve model performance, 
attention layer (Wang et al. 2018) is introduced to the model. Sometimes, basic 
LSTM gets confused between the words and can predict the wrong word. So, in 
order for the encoder to search for the most relevant information, models have been 
introduced with an additional layer of attention mechanism. By applying the attention 
mechanism, the model will be able to effectively extract the information between 
essays through inter-sentence alignment and gain better performance. Diagrammatic 
representation is given in Fig. 4.
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Fig. 4 LSTM and Bi LSTM with attention 

4.5 Activation Function 

Layers of nodes make up a neural network, which may be trained to map instances 
of inputs to outputs. The inputs are multiplied by the weights of a node and added 
together for a certain node. The node’s total activation is known as this value. The 
activation total is then modified using an activation function, which determines the 
node’s specific output or “activation.” The simplest activation function, where no 
transform is used at all, is known as linear activation. A network that exclusively 
uses linear activation functions can be trained relatively quickly, but it is unable 
to learn complex mapping functions. It is preferable to use nonlinear activation 
functions since they enable the nodes to understand more intricate data structures. 
The sigmoid and hyperbolic tangent activation functions are two widely utilized 
nonlinear activation functions. The sigmoid and tanh functions both saturate, which 
is a general issue. This indicates that for tanh and sigmoid, high values snap to 1.0 
and small values snap to −1 or 0. Additionally, sigmoid and tanh are only really 
sensitive to input changes around their midpoints, or 0.5 and 0.0, respectively. That’s 
why we decided to use the ReLU activation function in our model. 

ReLU is the most commonly used activation function in machine learning models. 
Any negative input causes the function to return 0, but any positive value x causes it 
to return that value. Thus, it may be expressed as: 

f (x) = max(0, x)
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5 Experiment Setup and Evaluation Metrics 

5.1 Setup 

Dataset used in this paper is “The Hewlett Foundation: Automated Essay Scoring” on 
Kaggle. The dataset includes 8 essay sets. Each of the essay sets was generated from 
an individual prompt. Average length of essays is in the range of 150–550 words per 
response. All essays were hand graded and were double-scored. The training data is 
in the format of tab-separated value (TSV) file. There are total 3 scores, i.e. rater 1 
score, rater 2 score, and domain score. The domain score is an addition of rater 1 and 
2 scores. There are some unwanted empty columns also present in the dataset; these 
columns were dropped using pandas’ libraries. Hence the final dataset has essay_id, 
essay_set, essay, domain1_score columns. 

After generation of the dataset the data needed to be pre-processed before passing 
on to the model. The essays were first cleaned by removing the stop words, punctu-
ation marks, and converting all characters to lowercase. Once the data is cleaned the 
next step is to generate a feature vector that is to be passed to the Word2Vec model. 
In order to generate the feature vectors first the cleaned essay was converted into 
sentence tokens and finally to word tokens. The output of the Word2Vec model was 
passed as an input to the LSTM layers. For models other than neural network word 
embeddings were generated. 

5.2 Evaluation Metrics 

Quadratic Weighted Kappa 

A set of predictions and a set of multiclass labels are measured by the Quadratic 
Weighted Kappa index. It attempts to take into account the similarity between the 
classes, beyond only the class, rather than just focusing on the precision of the match 
between predictions and labels. As a gauge of agreement between observed raters in 
cross-classification, Cohen’s Weighted Kappa is frequently used. When ratings are 
given on nominal scales without an order structure, an appropriate index of agreement 
is used. Calculation of Cohen’s Kappa may be performed according to the following 
formula: 

K = 
(Pr(a) − Pr(e)) 

1 − Pr(e) 

where Pr(a) represents the actual observed agreement, and Pr(e) represents chance 
agreement. Generally, a Kappa of less than 0.4 is considered poor (a Kappa of 0 means 
there is no difference between the observers and chance alone). Kappa values of 0.4– 
0.75 are considered moderate to good and a Kappa of > 0.75 represents excellent 
agreement. A Kappa of 1.0 means that there is perfect agreement between all raters.
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Mean Squared Error 

Mean squared error also known as MSE. It defines the square of the absolute differ-
ence between actual and predicted value. Here, squares avoid the cancellation of 
negative terms. 

MSE = 1 

n(y − y′)2 

6 Results and Discussion 

In this section the results of comparison of different machine learning models 
are explained and further the comparison between different LSTM layers is also 
proposed. Previously research has been done for which machine learning model to 
be used. A bunch of different ML models were selected and QWK was calculated 
for each model, Table 1 shows the results of different machine learning models out 
of which LSTM gives best performance in terms of QWK as well as MSE. Hence 
the LSTM model was selected for further experiment purposes and predictions of 
grades. 

Once the model was finalized, various combinations of layers in the LSTM were 
used for better results. The models were modified with different LSTM, Bi LSTM, 
and attention layers. The combination of layers used are as follows: 

1. LSTM + LSTM 
2. LSTM + Bi LSTM + Bi LSTM 
3. LSTM + Bi LSTM + Attention. 

Hyperparameter for all of the models were set as constant with batch size of 64, 50 
epochs, and activation function as ReLU. Fivefold cross validation was used in each 
model. The results of QWK and MSE were noted. The results of this comparative 
study of layers are given in Table 2. It is observed that the model that contains the 
attention layer performs best amongst all the three models.

Further different activation functions were used and the results were noted. The 
results are shown in Table 3. For sigmoid and tanh, the QWK is zero and the MSE is

Table 1 Comparative study 
of different machine learning 
models 

Models Kappa score Mean squared error 

Linear regression 0.85 20.94 

SVR 0.64 38.19 

LSTM 0.94 7.47 

K-nearest neighbours 0.92 14.7 

Decision tree classifier 0.86 22.56 
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Table 2 Comparative study of different LSTM layers 

Model Activation function Epochs Batch size QWK MSE 

LSTM (2) ReLu 50 64 0.94 7.86 

LSTM + Bi LSTM (2) ReLu 50 64 0.95 6.66 

LSTM + Bi LSTM + 
Attention 

ReLu 50 64 0.96 6.2

very large as compared to the other models. The noted results were not satisfactory 
and ReLU was decided to be used as activation function for building the final model. 

Results were also noted for usage of different batch sizes in all models. The results 
are shown in Table 4. The combinations of batch sizes used were 32, 64, and 128. 
As the standard batch size used is 64 and from our comparison, we found that model 
with batch size 64 is stable and performs well so we have selected batch size as 64. 

Table 3 Using different activation function 

Model Activation 
function 

Epochs Batch size QWK MSE 

LSTM (2) Sigmoid 50 64 0 110.45 

tanh 50 64 0 109.33 

ReLu 50 64 0.94 7.86 

LSTM + Bi 
LSTM (2) 

Sigmoid 50 64 0 124.36 

tanh 50 64 0 114.17 

ReLu 50 64 0.95 6.66 

LSTM + Bi 
LSTM + 
Attention 

Sigmoid 50 64 0 114.68 

tanh 50 64 0.95 112.23 

ReLu 50 64 0.96 6.2 

Table 4 Using different batch size 

Model Activation function Epochs Batch size QWK MSE 

LSTM (2) Sigmoid 50 32 0.96 6.35 

tanh 50 64 0.94 7.86 

ReLu 50 128 0.95 7.82 

LSTM + Bi LSTM (2) Sigmoid 50 32 0.93 6.35 

tanh 50 64 0.95 6.66 

ReLu 50 128 0.92 6.56 

LSTM + Bi LSTM + 
Attention 

Sigmoid 50 32 0.95 6 

tanh 50 64 0.96 6.2 

ReLu 50 128 0.96 6.5
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Table 5 Prediction model QWK 

Model QWK 

LSTM (2) 0.924215844 

LSTM + Bi LSTM (2) 0.956398147 

LSTM + Bi LSTM + Attention mechanism 0.962121614 

Table 6 Predictions 

Essay Id Model Actual score Predicted score 

457 LSTM (2) 10 9 (9.16) 

LSTM + Bi LSTM (2) 10 9(8.558) 

LSTM + Bi LSTM + Attention 10 10(10.113) 

Hyperparameters were set to constant after the comparison of various combina-
tions of parameters. Moving forward with the experiment, prediction models were 
made and prediction QWK of all the selected models were calculated. It is shown in 
Table 5. 

Predictions were made using all the three models generated with selected random 
essays from the dataset. The results are shown in Table 6. It was observed that the 
model with LSTM, Bi LSTM, and attention layer performs well as compared to the 
other two models. 

7 Conclusion 

In this paper, we introduced a neural network model with a combination of different 
layers for essay scoring. For selection of the neural network model various machine 
learning algorithms were compared and the model with best Kappa Score was 
selected. After finalizing the model different combinations of LSTM layers were 
used to train the model. It was observed that the model with combination of all three 
layers, i.e. LSTM, Bi LSTM, and attention gave good QWK and variance. Also, the 
predictions made by this model were best as compared to the predictions made by 
the other models. For the selected best model for predictions amongst the three, we 
calculated the prediction QWK and it was observed that the model with LSTM, Bi 
LSTM, and attention layer has the best QWK, i.e. 0.96.
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8 Future Scope 

Though our model gives good results with a Kappa Score of 0.96 there is always 
a scope to improve your model. The proposed model works well with the typed 
essays, further it can be modified for handwritten essays as well as essays in different 
languages. Not only essays there are also other modes of question and answers for 
which this model can be modified for grading. Short answers, long answers, answers 
specific to questions can also be graded. 
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Analysis and Prediction of Polycystic 
Ovarian Syndrome Using ML Classifiers 

Lavanya Sanjay, Neha Nayak, Disha Sriram, Ashwini Kodipalli, 
Trupthi Rao, and Shoaib Kamal 

1 Introduction 

“Having PCOS has zero contingency on your worth and value as a woman. Know 
that you didn’t do this to yourself, your body is not broken, and there is nothing 
wrong with you.” As one might have already guessed, this research paper mainly 
deals with The Analysis and Prediction of Polycystic Ovarian Syndrome [PCOS]. 

Polycystic Ovarian Syndrome is a genetic, hormonal, metabolic and reproductive 
disorder, one of the main factors for infertility in women. If one has PCOS, they 
might not have periods intermittently or have periods that last longer than usual. 
This also increases the possibility of being prone to other serious conditions such as 
anxiety and depression, endometrial cancer, obesity and cardiovascular disease. This 
usually affects one in ten women. 20% women of childbearing age are estimated to 
have PCOS. 50% of the women with PCOS go undiagnosed, and 50% women with 
PCOS are at the risk of developing type 2 diabetes or prediabetes before the age of
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40. The main symptoms of PCOS include irregular periods, excess production of 
androgen hormone, mood swings, depression and obesity among other factors. The 
precise cause of PCOS is uncharted, but an early diagnosis and regulated hormonal 
treatment accompanied with weight loss will lower the risk of the above-mentioned 
long-term obstacles. 

Our approach mainly focuses on diagnosing PCOS with the help of certain easily 
available and simple factors. For doing so, we selected a dataset that had about 44 
attributes and finalised top 11 attributes for further study and analysis. Following are 
the attributes along with their descriptions. 

Ovarian follicles are small fluid filled sacs found in the ovary. These sacs secrete 
hormones that tend to influence the stages of the menstrual cycle and have the capa-
bility to release an egg during fertilisation. Follicles and their size play a vital role 
when it comes to fertility.

• Follicle No. (R): The number of follicles on the right ovary
• Follicle No. (L): The number of follicles on the left ovary
• Skin darkening (Y/N)
• Hair growth (Y/N)
• Weight gain (Y/N)
• Cycle (R/I)
• Fast food (Y/N)
• Pimples (Y/N)
• Weight (kg)
• BMI (Body Mass Index)
• PCOS (Y/N): This is an output label which basically points out if a person has 

PCOS (Y) or does not have PCOS (N). 

2 Literature Survey 

According to the literature survey by Danaei et al. (Mehr and Polat 2022; Subha 
et al. 2022; Denny et al. 2019) on the diagnosis of PCOS, the steps to predict include 
reducing overfitting by filtering and performing feature selection on the dataset. After 
reducing the dimensionality of the dataset, the classification (diagnosis) is done using 
ensemblers. They have obtained an accuracy of 99.08% using AdaBoost, MLP and 
Random Forest algorithms. 

This approach can also be used to detect other medical illnesses like auto-immune 
disorders, diabetes, autism spectrum disorder (ASD), etc., thus linking machine 
learning and human health. 

In the diagnosis done by Subha et al. (Xie et al. 2020; Zhang et al. 2021; Bharati 
et al. 2020; Suha and Islam 2022; Tiwari et al. 2022), the concepts of Swarm Intel-
ligence and Flashing Firefly algorithm are used to intelligently select the features 
using statistical ML methods like Chi square and correlation. On this reduced dataset
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with optimal number of features, the classification is done using Random Forest after 
the train-test validation. The method used to calculate the performance is using the 
classification metrics, namely recall, precision, specificity, accuracy and also using 
the F1 score. 

In the prediction system developed by Denny et al. (Nandipati et al. 2020; Thomas 
and Kavitha 2020; Hassan and Mirza 2020; Aggarwal and Pandey 2021), the feature 
selection is done using an advanced analytics tool SPSS V 22.0 developed by IBM 
for multivariate analysis, thus reducing the features from 23 to 8. On this dataset 
multiple classification algorithms are applied to test which algorithm provides the 
best accuracy. Out of multiple algorithms like CART, SVM, KNN, RF, the best accu-
racy was obtained using Random Forest (89.02%) and is therefore used in prediction 
of PCOS. 

In the work done by Ning-Ning et al. (Silva et al. 2022; Chauhan et al. 2021; 
Krishnaveni 2019; Mehrotra et al. 2011), they have linked PCOS detection with the 
concept of genetics. Gene samples are collected from samples, and it is made to 
undergo a sequence of tests and computations to analyse and understand the differ-
ence in the genetic makeup of women with and without PCOS. Most of the analysis 
is done graphically using area under curve (AUC) and artificial neural networks 
(ANN). As a product, they have developed a model that uses the RNA genotype as 
an input and makes the required predictions. 

The study by Zhang et al. (Gupta et al. 2022; Soni and Vashisht 2018; Deepika 
2019; Vikas et al. 2018) involves tracking the menstrual cycles of different women 
and studying the change in the follicular stages via images. Raman spectroscopy is 
used here to analyse the fluid in the follicles. PCA was done and various gradient boost 
algorithms were applied for easy distinguishing between PCOS versus non-PCOS 
women. This kind of diagnosis is proved to be very accurate and effective. 

In the work done by Bharati et al. (Rachana et al. 2022a; Guha et al. 2022a; Rao  
2022; Sagarnal et al. 2021), FH and LSH are considered to be the primary hormones 
that cause PCOS among the other 8 primary factors. 40 fold cross-validation is done 
on the dataset. A hybrid of two algorithms is employed for classification: Random 
Forest and Logistic Regression. 

Using the RFLR a high testing accuracy is obtained (91%) with a recall of 90%. 
The research by Suha et al. (Bhoomika et al. 2022; Kodipalli et al. 2022a; Ruchitha 

et al. 2021) involves the usage of computer-based systems and convolutional neural 
networks to detect ovarian cysts instead of physical-manual methods. Feature selec-
tion from images is done using transfer learning method. Here, the usage of various 
ensembling techniques is involved along with bagging and boosting techniques. The 
model is trained, saved, and results are finalised using VGGNet16, a 16 layer object 
detection technique of CNN model. As it is a very deep convolutional network, the 
accuracy obtained is almost 99.79% 

Tiwari et al. (Kodipalli et al. 2022b; Ruchitha et al. 2022; Gururaj et al. 2022) have  
utilised out of bag error to analyse the predictions made by Random Forest algorithm 
after data cleaning and filtering. They have used multiple classification algorithms
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alongside boosting techniques and meta learners to provide visualisations for factors 
affecting PCOS. 

The dataset used here is scanned ultrasound images. Also, the assessment of 
performance of multiple algorithms done in this work helps analyse the accuracy of 
the various ML classification algorithms. 

In the analysis done by Nandipati et al. (Guha et al. 2022b; Rachana et al. 2022b; 
Zacharia and Kodipalli 2022; Kodipalli and Devi 2021) on RapidMiner using KNN-
SVM and Random Forest, two important observations were made, one being the 
accuracy of both algorithms were very high and very similar (94%) and the other 
observation being that the optimal factors could be chosen based on the performance 
by the two models. 

In the PCOS study done by Thomas et al. (Bhagwani et al. 2021; Dhanush et al. 
2021), data was collected from hospital forms, processed, filtered and classified 
using MATLAB. Neural network simulation was done effectively using feed forward 
propagation. Later in the study hybridisation of NN was done with Naive Bayes 
classifier to obtain a stronger accuracy of classification, thus concluding that the 
accuracy produced by hybrid classifiers is higher than a single high-performance 
classifier. 

3 Methodology 

1. Gathering the data 

This dataset contains all parameters, both physical and clinical to determine PCOS 
and infertility related issues. There are a total of 44 parameters. This data is collected 
from various hospitals located across Kerala in India.
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2. Exploratory data analysis (EDA) 

We have analysed the dataset with respect to its size, shape, data types, information 
and headings. 

3. Splitting the dataset 

The dataset is split into training and testing sets where the model is trained and is 
later tested. This has been split in 70:30 ratios. 

4. Applying the models 

We have applied Logistic Regression and Random Forest algorithms.

• Logistic Regression: A Logistic Regression model is a classification algorithm 
that analyses the link between one or more independent variables and predicts the 
dependent variable.

• Random Forest: A classification algorithm which is a collection of multiple 
decision trees.

• Prediction 

When an array of inputs are given to a model, the model is able to predict if a 
female has PCOS or not. 

6. Result 

Displays the output saying if the female is diagnosed with PCOS.
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4 Results 

Heat map is plotted where we have selected a few features based on the importance 
of it medically as well as programmatically using a correlation matrix as initially the 
dataset consisted of about 44 attributes.
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In the graph above, comparison between the follicle count in the left and right 
ovary is visualised, and we observe that the range varies for women with PCOS, it 
is slightly higher while compared to those who are tested negative for PCOS. The 
distribution of number of follicles in the ovaries is not equal for normal women and 
women with PCOS. 

(a) (b) 

The graph depicts the follicular study and hence assesses both the size of the 
follicle and the thickness of the Endometrium lining. (a) For the women who are 
likely to have PCOS, we observe an increasing trend and decreasing for those who 
do not have PCOS. (b) Here the trends are almost similar with slight variation in the 
range. All in all, though graph (a) shows a drastic change, we cannot infer a lot from 
the above as medically they are not closely related.
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(a) (b) 

(a) When the comparison between Age and Cycle length is performed, we observe 
that as the woman ages, her cycle length remains almost constant for those who 
are tested negative for PCOS, but for women who have PCOS, the cycle length 
has shown slight increase as their age increases. 

(b) The comparison between Endometrium and Cycle length gives us the following 
insights. For women who have PCOS, the cycle length has slightly decreased 
with increase in Endometrium thickness but for those who do not have PCOS 
the cycle length slightly increases with increase in Endometrium thickness. 

As observed in the above graph Age and BMI are compared, women with PCOS 
show an increase in the Body mass index with increase in their age, whereas for 
women without PCOS BMI remains almost consistent throughout. Body mass index 
(BMI) is consistent for non-PCOS women, whereas the BMI increases with age for 
women with PCOS.
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In the above box plots, we have utilised only the follicle size to conclude [PCOS(Y/ 
N)]. The quantiles for women without PCOS differ while compared with women with 
PCOS; the latter shows a wider range of distribution. 

On applying the Logistic Regression Classifier, it resulted in an accuracy of 
79.26%.
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On applying Random Forest Classifier, we received an accuracy of 90.78%. 

5 Conclusion 

Polycystic Ovarian Syndrome is a hormonal, genetic, metabolic, and reproductive 
disorder which affects women and is one of the main reasons for infertility. Since 
there are no exact reasons as to why PCOS occurs and considering the fact that 
running tests and procedures are time consuming and energy draining, we have used 
11 features including the output label which are easily available and can help us 
predict. 

Both Logistic Regression and Random Forest are applied and the accuracy of 
each of the models is calculated. 

Logistic Regression Accuracy before correlation: 79.26% 
Logistic Regression Accuracy after correlation: 90.79% 
Random Forest Accuracy before correlation: 90.78% 
Random Forest Accuracy after correlation: 89.57%. Clearly, before removing a 

few features there was a huge difference in the accuracies of the classifiers, and when 
the new dataset is trained, it is giving almost equal accuracy. 

By giving an array of inputs (values of the features), our model is now trained to 
predict whether a female is undergoing PCOS or not. 
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Classification of Breast Cancer Using 
Computational Machine Learning 
Algorithms 

P. Gagana, Darshan Aladakatti, Ashwini Kodipalli, Trupthi Rao, 
and Shoaib Kamal 

1 Literature Survey 

In the conference paper “Breast Cancer Detection and Diagnosis Using AI” by Khalid 
Shaikh, we get to understand the depth of AI and its powerful techniques in medicine 
and healthcare. This paper emphasizes the early detection and diagnosis of breast 
cancer with its benefits and risks, respectively. The steps taken by Khalid Shaikh are 
image acquisition, and image processing where the quality of the image is improved 
for gaining clarity in understanding and interpretation by making use of various 
techniques. Processing is followed by image segmentation where the entire image 
is divided into segments to observe and study in detail, then the features of the 
segmented images are extracted, and based on these features the images of the patients 
are classified as either normal or abnormal (Shaikh et al. 2021; Feng et al. 2019; Das  
et al. 2022; Vergis et al. 2021; Vandana and Radhika 2021; Sakib et al. 2022; https:// 
www.webmd.com/cancer/features/top-cancer-killers). 

In the paper “Accurate Prediction of Neoadjuvant Chemotherapy Patholog-
ical Complete Remission (PCR) for the Four Sub-Types of Breast Cancer”, Xin 
Feng along with his co-ordinates expresses his thoughts on different stages of 
breast cancer, and its subtype which is detected based on the size of real nodes. 
Xin Feng talks about the treatment as well which is considered to be the best
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treatment option that is Neoadjuvant chemotherapy also famous known in the 
medical field as NAC. The results after the prediction were evaluated using 
performance metrics called Avc. A minimum of 0.7594 Avc was achieved for 
all four subtypes of breast cancer discussed in (https://analyticsindiamag.com/ 
primer-ensemble-learning-bagging-boosting/; https://www.kaggle.com/code/jagann 
athrk/predicting-breast-cancer-logistic-regression/data; https://www.geeksforgeeks. 
org/python-seaborn-pairplot-method/; Rachana et al. 2022a; Guha et al. 2022a; Rao  
et al. 2022). 

In the paper, “Comparison-Based Analysis and Prediction for Earlier Detection 
of Breast Cancer Using Different Supervised ML Approach” a comparative study 
was made by Soumen Das and his fellow authors on one of the deadliest diseases, 
breast cancer. Soumen Das opted to make use of binary classification and chose nine 
classification models out of which only three of those gave positive variances. Naive 
Bayes gave a favorable variable as 0.01433, followed by SVM-polynomial that gave 
0.01931 and SVM-sigmoid that gave 0.00034 (Sagarnal et al. 2021; Bhoomika et al. 
2022; Kodipalli et al. 2022a, 2022b; Ruchitha et al. 2021). 

In the paper titled “Decision Support System for Breast Cancer Detection Using 
Biomarker Indicators” the author Spiridon Vergis develops a mobile application 
where the patients can enter the required prompted inputs which get tested as new 
data to the classification algorithms like Logistic Regression popularly known as LR, 
Naive Bayes, Support Vector Machine familiarly called as SVM, followed by gradient 
boosting classification. Among these gradient boosting classification provides the 
best results (Ruchitha et al. 2022; Gururaj et al. 2022; Guha et al. 2022b). 

Modern-day treatments are based on the concept of molecular heterogeneity, 
which is why they can be influenced by various features. Early breast cancer, which 
is usually confined to the breast, is considered to be a curable disease. This stage is 
commonly known as benign, which in our dataset is represented as B. 

However, when the symptoms are not detected and treated at the early stage 
the treatment becomes more complicated and cannot to treated using the present 
therapeutic options and might have an associated risk of spreading to other parts 
of the body. This condition is called malignant and this is represented as M in our 
dataset (Rachana et al. 2022b; Zacharia and Kodipalli 2022; Kodipalli and Devi 1804; 
Bhagwani et al. 2021; Dhanush et al. 2021; Raj et al. 2021). 

2 Methodology 

We have worked with two algorithms one is the simplest one and another is the most 
accurate one. 

Machine learning has seven main steps such as 

(i) Gathering the data 
(ii) Preparing data 
(iii) Training the model

https://analyticsindiamag.com/primer-ensemble-learning-bagging-boosting/
https://analyticsindiamag.com/primer-ensemble-learning-bagging-boosting/
https://www.kaggle.com/code/jagannathrk/predicting-breast-cancer-logistic-regression/data
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(iv) Improving the performance 

2.1 Gathering the Data 

This step includes acquiring the data in the form of a dataset from either an open 
source or from a medical institute. We have collected our dataset from an open-source 
website called kaggle (https://www.kaggle.com/code/jagannathrk/predicting-breast-
cancer-logistic-regression/data). We selected one such dataset which will classify the 
given data as either benign or malignant based on 32 features and train on 569 records. 

2.2 Preparing Data 

The data which we acquire may or maybe be in an ideal form so we need to process 
it according to our requirements. With our dataset, we first do Exploratory Data 
Analysis (EDA) look for the presence of null values, and remove them as they will not 
contribute in any way to classify the tumor as benign or malignant. We then checked 
for outliers which renders the accuracy, following which we count the number of 
values for both benign and malignant to make sure we have nearly the same values. 
If there is a huge difference in the values of these classes then our classification 
might get biased toward the class with the higher count. We have value counts of 
benign and malignant as 357 and 212, respectively. Noting that we can say that the 
difference is minimal and in an acceptable range. Now, we identified the categorical 
data and replaced them with numerical values for easy and uniform processing by 
making use of Label encoder. For more reliable and easy understanding we need to 
scale the values within the range of 0 to 1 which was done using normalization. 

To represent our dataset pictorially we plotted a bivariate distribution using a 
pairplot present in the seaborn library (https://www.geeksforgeeks.org/python-sea 
born-pairplot-method/). Pairplot gives us multiple plots of two classes, in which the 
diagonal plots are univariate. The pairplot was constructed for five columns seen in 
Fig. 1.

2.3 Training the Model 

We have worked on one of the simplest algorithms which are Logistic Regression 
algorithm, which is tuned using a suitable technique called SVC and the most accurate 
one Random Forest algorithm which is one bagging technique algorithm and we have 
also worked on Boosting algorithms like Adaptive boosting algorithm popularly 
known as Adaboost, Gradient boosting algorithm, and eXtreme gradient boosting 
algorithm popularly known as XG-boost algorithm. We shall see each one in detail.
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Fig. 1 Pairplot of concave points_mean, texture_mean, perimeter_mean, perimeter_worst, concave 
points_worst

2.3.1 Logistic Regression 

Logistic Regression is a supervised machine learning technique, it is mainly used 
for classification problems. The value of logistics is a regression between 0 and 1 
so it forms the S-like curve, this s-form curve is known as a sigmoid function or the 
logistic function. 

log

[
y 

1 − y

]
= b0 + b1x1 + b2x2 + b3x3 +  · · ·  +  bnxn 

We had two classes to bifurcate, to do the same we used Support Vector Classifi-
cation popularly known as SVC which is present in Sci-kit learn library of python. 
Our dataset 1 represents malignant which states that breast cancer can be dangerous 
and spreads to other parts of the patient’s body. Whereas 0 represents benign which 
states that the cancer is at its early stage and can be treated completely.
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Fig. 2 Representation of bagging technique in Random Forest algorithm 

The accuracy obtained from Logistic Regression was 93.57%. We needed to prove 
the accuracy, for which we used a tuning technique after which our accuracy improved 
by 4.09% and gave us 97.66%. 

2.3.2 Random Forest 

Random Forest algorithm is the most widely used algorithm, it is a combination of 
many decision tree models each of the models will be provided with a sample dataset. 

In Fig. 2, we can observe that every decision tree model is provided with a sample 
dataset, and every new sample dataset is obtained by Row sampling and feature 
sampling methods. Every decision tree model gives an output and then a voting 
classifier is applied, the majority of the votes given by the models will be considered. 

2.3.3 Adaptive Boosting Algorithm 

Ada boosting algorithm combines many weak learners and makes it a strong learner 
as shown in Fig. 3. Here the base learners are decision trees which are called stomps, 
for every feature in the dataset sample one stomp will be created. In the first step, 
every record will be assigned a sample weight, sample weight is calculated using the 
formula 

w = 
1 

n

where n is the number of records 
Initially all the records are assigned the same weights. 
In step 2 the model with less entropy or Gini value will be selected as the first 

base learning model, the total error of the misclassified record in stomp is calculated
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Fig. 3 Block diagram of 
weights distribution in 
adaptive boosting algorithm f1 f2 

stomps

as 

Total error = 1 

sum of all the weights 

In step 3 the performance of the stomp that is how the model has been classified. 
To calculate that we use 

performance of stomp = 
1 

2 
loge

(
1 − total error 
total error

)

The wrong classified data is only sent to the next sequential model, the weights 
are updated to every stomp, the weight is increased for the wrong classified record, 
and the weight is increased in case of the correct classified record. 

To update the weight of an incorrectly classified record: 

new sample weight = weight ∗ eperformance value 

To update the weight of correctly classified record 

new sample weight = weight ∗ e(−performance value) 

For the second base learning model the records from the updated normalized weight 
are selected as the new dataset and again the same process will be done. Whenever 
the new data is given it is classified based on the majority voting technique. 

2.3.4 Gradient Boosting Algorithm 

In gradient boosting algorithm ensembling happens by optimizing the loss, hence it 
is classification problem for building the first tree it considers the log of odds ratio, 
log of odds ratio can be calculated as: 

odds ratio = 
probability of success 

probability of failure 

Then probability will be calculated using:
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probability = eodds ratio 

1 + eodds ratio 

Extra column will be added to the dataset as predicted value with one of either 
classes based on the threshold value. Then residuals are calculated for the first base 
tree with respect to the predicted value column. The second tree will be built on 
independent values and residuals as the target column. Considering the learning rate 
specified, the model will again update the odds ratio and the whole will be repeated 
again. 

2.3.5 Extreme Gradient Boosting Algorithm [XG-Boost] 

XG-boost is a decision tree-based machine learning algorithm that uses a gradient 
boosting framebook. As there are two classes namely malignant and benign in the 
dataset the average probability will be 0.5 and this probability is used to calculate 
the residuals. The decision tree is constructed as a binary classifier, leaf nodes will 
always be two. Similarity score will be calculated using: 

similarity score =
∑

(residuals)2∑
probability ∗ (1 − probability) + λ 

gain is calculated by: 

gain = left similarity + right similarity − root similarity 

Post pruning method is to build the final decision tree, the post pruning is done 
based on cover value: 

cover value =
∑

[p(1 − p)] 

New probability will be calculated based on a new dataset using the sigmoid 
function on the base model. This process is continued until the value of residual 
becomes a very small or maximum number. 

(iv) Improving the performance: 

To improve the performance of the models we have applied hyperparameter tuning 
for each and every algorithm based on the observations performance of every model 
was increased. We have used the GridSearchCV approach for hyperparameter tuning, 
this approach searches for the best hyperparameters from the grid of given parameter 
values.
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3 Results 

Results before tuning the model as shown in Fig. 4 and in Table 1. 
Results after tuning the models as shown in Fig. 5 and in Table 2.

Fig. 4 The plot of the accuracy score of all the algorithms used before tuning 

Table 1 The accuracy score of all the algorithms used before tuning 

Algorithms Accuracy scores (%) 

Random Forest 96.49 

Adaboost algorithm 98.24 

Gradient boost algorithm 95.61, 96.49 (with exponential function) 

XG-boost boost algorithm 96.49 

Logistic regression 93.57 
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Fig. 5 The plot of accuracy score of all the algorithms used after tuning 

Table 2 Accuracy score of 
all the algorithms used after 
tuning 

Algorithms Accuracy scores (%) 

Random Forest 97.36 

Adaboost algorithm 98.24 

Gradient boost algorithm 97.36 

XG-boost boost algorithm 98.24 

Logistic regression 97.66 

4 Conclusion 

We hereby conclude that the prediction of breast cancer and classification of cancer as 
either benign or malignant was successful and the highest accuracy was obtained by 
Adaboost. Other algorithms namely Random forest, Gradient boost, XG-boost, and 
Logistic Regression improved their accuracy after tuning and gave us comparatively 
greater results, where Random Forest gave 97.36% which was 0.87% better than 
the earlier similarly Gradient boost gave 97.36% which was 1.75% better, XG-boost 
gave 98.24% which had improved by 1.75%, followed by Logistic Regression that 
gave 97.66% that improved 4.09%. The future work of this paper shall be to build a 
mobile application and make the correct and efficient medication available to every 
woman when the required data matches the symptoms of breast cancer. Along with 
this, the application should have a legend should have a list of hospitals specialized 
in the field of treating breast cancer.



282 P. Gagana et al.

References 

Bhagwani H, Agarwal S, Kodipalli A, Martis RJ (2021, December) Targeting class imbal-
ance problem using GAN. In: 2021 5th international conference on electrical, electronics, 
communication, computer technologies and optimization techniques (ICEECCOT). IEEE, pp 
318–322 

Bhoomika R, Shreya Shahane, Siri T C, Trupthi Rao, Dr. Ashwini K, Pradeep Kumar Chodon, 
“Ensemble Learning Approaches for Detecting Parkinson’s Disease”, 2022. 

Das S, Chatterjee S, Sarkar D, Dutta S (2022) Comparison-based analysis and prediction for earlier 
detection of breast cancer using different supervised ML approach 

Dhanush N, Prajapati PR, Revanth M, Ramesh R, Kodipalli A, Martis RJ (2021, September) Predic-
tion of gold price using deep learning. In: 2021 IEEE 9th region 10 humanitarian technology 
conference (R10-HTC). IEEE, pp 1–5 

Feng X, Song L, Wang S (2019) Accurate prediction of neoadjuvant chemotherapy pathological 
complete remission (PCR) for the four subtypes of breast cancer 

Guha S, Kodipalli A, Rao T (2022) Computational deep learning models for detection of COVID-19 
using chest X-ray images 

Guha S, Kodipalli A, Rao T (2022) Computational deep learning models for detection of COVID-19 
using chest X-ray images. In: Emerging research in computing, information, communication and 
applications: proceedings of ERCICA 2022. Springer Nature Singapore, Singapore, pp 291–306 

Gururaj V, Shriya VR, Ashwini K (2019) Stock market prediction using linear regression and 
support vector machines. Int J Appl Eng Res 14(8):1931–1934 

Gururaj V, Ramesh SV, Satheesh S, Kodipalli A, Thimmaraju K (2022) Analysis of deep learning 
frameworks for object detection in motion. Int J Knowl-Based Intell Eng Syst 26(1):7–16 

https://analyticsindiamag.com/primer-ensemble-learning-bagging-boosting/ 
https://www.geeksforgeeks.org/python-seaborn-pairplot-method/ 
https://www.kaggle.com/code/jagannathrk/predicting-breast-cancer-logistic-regression/data 
https://www.webmd.com/cancer/features/top-cancer-killers 
Kodipalli A, Devi S (2021) Prediction of PCOS and mental health using fuzzy inference and SVM. 

Front Public Health 1804 
Kodipalli A, Guha S, Dasar S, Ismail T (2022) An inception-ResNet deep learning approach to 

classify tumours in the ovary as benign and malignant. Exp Syst e13215 
Kodipalli A, Devi S, Dasar S, Ismail T (2022) Segmentation and classification of ovarian cancer 

based on conditional adversarial image to image translation approach. Exp Syst e13193 
Rachana PJ, Kodipalli A, Rao T (2022) Comparison between ResNet 16 and Inception V4 network 

for Covid-19 prediction 
Rachana PJ, Kodipalli A, Rao T (2022) Comparison between ResNet 16 and Inception V4 network 

for COVID-19 prediction. In: Emerging research in computing, information, communication 
and applications: proceedings of ERCICA 2022. Springer Nature Singapore, Singapore, pp 
283–290 

Raj A, Umrani NR, Shilpashree GR, Audichya S, Kodipalli A, Martis RJ (2021, July) Forecast of 
covid-19 using deep learning. In: 2021 IEEE international conference on electronics, computing 
and communication technologies (CONECCT). IEEE, pp 1–5 

Rao T, Devamane S, Moumen A (2022) Machine learning approaches for stratification of 
Parkinson’s disease 

Ruchitha PJ, Richitha YS, Kodipalli A, Martis RJ (2021, December) Segmentation of ovarian 
cancer using active contour and random walker algorithm. In: 2021 5th international conference 
on electrical, electronics, communication, computer technologies and optimization techniques 
(ICEECCOT). IEEE, pp 238–241 

Ruchitha PJ, Sai RY, Kodipalli A, Martis RJ, Dasar S, Ismail T (2022, October) Comparative 
analysis of active contour random walker and watershed algorithms in segmentation of ovarian 
cancer. In: 2022 international conference on distributed computing, VLSI, electrical circuits and 
robotics (DISCOVER). IEEE, pp 234–238

https://analyticsindiamag.com/primer-ensemble-learning-bagging-boosting/
https://www.geeksforgeeks.org/python-seaborn-pairplot-method/
https://www.kaggle.com/code/jagannathrk/predicting-breast-cancer-logistic-regression/data
https://www.webmd.com/cancer/features/top-cancer-killers


Classification of Breast Cancer Using Computational Machine Learning … 283

Sagarnal C, Devamane SB, Hosamani R, Rao T (2021) Deep learning approaches for COVID-19 
diagnosis 

Sakib S, Yasmin N, Tanzeem AK, Shorna F, Hasib KMd, Alam SB (2022) Breast cancer detection 
and classification: a comparative analysis using machine learning algorithms 

Sanjana S, Sanjana S, Shriya VR, Vaishnavi G, Ashwini K (2021) A review on various methodolo-
gies used for vehicle classification, helmet detection and number plate recognition. Evol Intel 
14(2):979–987 

Shaikh K, Krishnan S, Thanki R (2021) Artificial intelligence in breast cancer early detection and 
diagnosis. Exclusive license to Springer Nature Switzerland AG 

Vandana L, Radhika K (2021) Detailed review on breast cancer diagnosis using different ML 
algorithms 

Vergis S, Bezas K, Exarchos TP (2021) Decision support system for breast cancer detection using 
biomarker indicators 

Zacharia S, Kodipalli A (2022) Covid vaccine adverse side-effects prediction with sequence-
to-sequence model. In: Emerging research in computing, information, communication and 
applications: proceedings of ERCICA 2022. Springer Nature Singapore, Singapore, pp 275–281



Credit Card Fraud Analysis Using 
Machine Learning 

Sree Charitha, Shivani Chowdary, Trupthi Rao, Ashwini Kodipalli, 
Shoaib Kamal, and B. R. Rohini 

1 Introduction 

Online payments and digital currencies have emerged as a result of rapid technolog-
ical advancement and widespread use (Dornadula and Geetha 2019; Maniraj 2019; 
Kodipalli et al. 2022a). The most popular form of credit card used in everyday activ-
ities is a digital credit card offered by banks with a pre-determined credit limit. The 
credit limit is set by the card issuer relying on the recipient’s credit score and income. 
In spite of the benefits of cashless transfer, credit card firms have seen a rise in card 
fraud as a result of the emergence of numerous new technologies. Scammers must 
be prevented from using your card information for immoral purposes and initiating 
transactions from your account without your consent. Scams can occur in a variety 
of methods, including phishing, dumpster diving, hacking, and skimming (Ruchitha 
et al. 2021; Kodipalli et al. 2022b). When a person is at an automated teller machine 
(ATM) or point of sale (POS), the PIN numbers are stolen in the common fraud known 
as “skimming”. Card skimmers are successful as there is a lack of public awareness 
of the problem; thus, we must be attentive and vigilant to protect oneself from these 
incidences. We make sure that transactions are carried out through reputable and 
approved portals to avoid falling victim to another fraud called phishing, which is 
individually requesting information and details from the user via insurance agents
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or other marketers. Dumpster diving is a peculiar situation where fraudsters search 
through trash records for valuable information that people do not take carelessly and 
throw away, making a way to these divers and making them a jackpot. Accordingly, 
we must guarantee that all junk information has been destroyed. According to a new 
analysis, credit card fraud will result in significant global losses over the next 5 years 
and will greatly increase consumer anxiety. It is not that we cannot stop these frauds; 
we can only try to prevent them by tracking down the transactions using a variety of 
methods. Machine learning, fuzzy logic, and deep learning approaches can be used. 
In this study, machine learning methods have been used to examine all the approved 
transactions and flag any suspect ones. These techniques have emerged as a savior 
to safeguard all scams taking place around the globe and help deter perpetrators 
from these actions. Professionals that work with cardholders examine these reports 
to determine whether the transactions are legitimate or fraudulent and monitor them 
using the users’ data. In order to prevent criminals from modifying their fraudulent 
tactics, fraud detection techniques are constantly being developed. Account takeover, 
social engineering fraud, application fraud, and counterfeit cards are just a few of 
the crimes that often arise (Ruchitha et al. 2022; Gururaj et al. 2022). To tackle this 
situation, we have several machine learning algorithms, including logistic regression 
(LR), random forest (RF), decision tree (DT), support vector machine (SVM), Naive 
Bayes (NB), and K-nearest neighbor (KNN) to analyze the transactions. The auto-
mated system receives a report from the investigators which is then used to program 
the working and make improvements, thereby enhancing this scam detection. 

2 Literature Review 

Fraud is defined as intentional breach of the law or illegal deception for financial or 
personal gain by unauthorized users. The Reserve Bank of India, which is in charge at 
the national level, consistently issues instructions to protect banks’ and consumers’ 
interests. Numerous pieces of literature relating to anomaly or fraud detection in this 
field have previously been published and are available to the general audience (Guha 
et al. 2022; Kodipalli and Devi 2021; Rachana et al. 2022; Zacharia and Kodipalli 
2022). 

Throughout many areas of the country, there were numerous attacks from the 
2000s to the present that resulted in losses of enormous amounts, such billions of 
dollars. To deal with these skimmers, numerous rules and sanctions have been put 
into place. These frauds have increased in frequency in India since 2010. Section 66C, 
Section 468, and Section 471 are a few of the laws that are in effect in India and 
state that anyone discovered to have engaged in these frauds will be held accountable 
under these laws (Bhagwani et al. 2021; Dhanush et al. 2021; Sanjana et al. 2021). 
As per a survey done in 2013, 40% of all financial crime in 2013. 

Even if there are numerous rules and regulations in place, there are still many 
examples occurring in various locations. To address this challenge, technology has
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advanced, which we will explain in the next sections of this article (Gururaj et al. 
2019). 

Genetic algorithms, clustering techniques, and neural networks are a few further 
ways that identify suspicious transactions through prediction methods based on a set 
of rules and logic. But in this study, we attempted to use a few machine learning 
techniques to effectively attack credit cards. Improvements to the feedback system 
have been made, and in the event of a fraudulent transaction, feedback would be sent 
to alert the authorized system and help stop fraud. In this way, we may make every 
effort to ensure that society is flourishing and free of any criminal acts, which can 
be stopped by applying the abovementioned methods to actual-world situation. 

3 Problem Statement 

The challenge is defined as tracing past transactions made by credit card users during 
regular usage to recognize the type of transaction and classify it as legitimate or 
fraudulent. The next step is to eliminate improper fraud categorization and attempting 
to identify every fraudulent transaction possible. Despite being complicated, it can 
be handled appropriately. The ultimate objective is to identify the transaction and 
prevent daily scams as much as feasible. 

4 Proposed Work 

The principal goal of this paper is to raise people’s understanding of how to spot 
credit card fraud and real-world online credit card scam. The overall purpose of this 
detection system is to ensure the privacy and security of our transactions so that 
nothing goes wrong. With this system, fraudsters are prohibited from using a stolen 
or fake card to make a number of purchases before the cardholder becomes aware 
of the deception. Then, a new transaction is examined using this method to assess 
whether it is fraudulent or not. We can accomplish this using a variety of ways, but 
we primarily use ML algorithms. In this scenario, finding all fraudulent transactions 
and handling this undesirable fraud categories is our objective. 

The system-level architecture is presented in the diagram below (Kodipalli et al. 
2022a) (Fig. 1).
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Fig. 1 System-level architecture (Kodipalli et al. 2022a) 

5 Methodology 

Although many algorithms and procedures are available, we have only implemented 
and applied a small number of them, namely logistic regression, decision tree, random 
forest, and sampling methods. These can be used to see which one fits better and can 
be used by credit card merchants to detect any of the fraudulent transactions. 

Algorithm steps include: 

Step 1: Read and load the dataset. 
Step 2: Data exploration is performed. 
Step 3: Partition the dataset into train dataset and test (validation) dataset. 
Step 4: Feature selection is put forward for the recommended models. 
Step 5: The effectiveness of several algorithms has been assessed using accuracy 
measures. 
Step6: The best algorithm for the provided dataset will then be presented here. 

The dataset before applying any algorithm is shown here (Fig. 2).

5.1 Dataset Description 

When compared to the customer’s prior transactions, card transactions are always 
peculiar, and these need to be dealt with utmost care. When these issues arise in 
the real world, they are considered to be conceptual drift concerns. These variables 
factor a high discrepancy in data. The major purpose of this paper is to address the 
challenge of concept drift in order to apply it to practical concept (Dornadula and 
Geetha 2019) (Table 1).
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Fig. 2 Count plot of labels

Table 1 Feature description (Maniraj 2019) 

Attribute name Description 

Transaction id Identification number of a transaction 

Cardholder id Unique identification number given to the cardholder 

Amount Amount transferred or credited in a particular transaction by the customer 

Time Details like time and date, to identify when the transaction was made 

Label To specify whether the transaction is genuine or fraudulent 
0. Not fraud 
1. Fraud 

The table above displays core attributes that are collected when a transaction is 
made. There are a total of 284,807 transactions in the dataset of which 492 or 0.172% 
are fraudulent and the remaining transactions are legit (Dornadula and Geetha 2019). 
The dataset is highly unbalanced because of this circumstance. Therefore, principal 
component analysis (PCA) is used in order to modify the majority of the dataset 
features because disclosing customers’ transactional information could result in a 
breach of their confidentiality (Zacharia and Kodipalli 2022). Time, quantity, and 
class are non-PCA applied aspects, while V1, V2, V3, …, and V28 are PCA applied 
aspects. 

5.2 Classifiers 

Logistic Regression 

It is of the type supervised ML techniques. It can be applied for both regression and 
classification tasks, but most typically employed for classification tasks. Logistic 
regression is intended to forecast categorical variables by using the dependent vari-
ables. Two classes will be assessed, and then a new data point will be examined to
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Fig. 3 Sigmoid curve 

determine which class it belongs to and that will be regarded as predicted output. 
The algorithms give the probabilistic values that ranges from (0) to (1) (Fig. 3). 

The sigmoid function or the logistic function, which is employed by logistic 
regression, is a more composite cost function. LR is a less rigid technique for statis-
tical analysis compared to others. Logistic regression was ultimately deployed to 
anticipate the probability of theft of credit cards. 

Decision Tree Algorithm 

Decision tree belongs to the class of supervised learning technique that is extensively 
applied to classification tasks and regression tasks. It performs with continuous and 
categorical input and output variables. It is tree-structured classifier which starts 
with the root node and expands on further branches. In this methodology, the most 
relevant separator or differentiator among the input variables is utilized to divide the 
population or sample into two or more equivalent categories. Leaf nodes represent 
the outcome of decisions and do not have any extra branches, whereas decision nodes 
are used to make appropriate decisions and include numerous branches. To separate 
a node into two or more sub-nodes, they adopt a range of approaches. To look at it 
another way, we can state that the node’s intelligibility improves in relation to the 
target variable (Kodipalli and Devi 2021). The nodes are divided using all relevant 
variables by a decision tree, which then determines the division that generates the 
most homogeneous sub-nodes. We can determine whether a transaction is fraudulent 
or not by identifying the most appropriate node. Gini index and information gain 
techniques are commonly utilized in the use of decision tree. 

Random Forest 

It is supervised ML algorithm which employs the idea of ensemble learning and used 
to solve both classification and regression tasks. It involves tree-based method that 
entails building numerous trees and modifying the results to increase the applicability 
of the model. The above approach is referred as ensemble approach. To develop 
a strong learner, only weak learners (individual trees) are integrated. The output 
variable is fixed in regression situations, whereas it is categorical in classification. 
To create random samples, the bagging Algorithm is employed. Bagging aggregates
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predictions from all models after fitting several models on various subsets of the 
training dataset. An implementation of the bagging technique called random forest 
chooses a selection of features at random from the dataset. In contrast to a decision 
tree, individual tree in a random forest is allowed to grow to its true capacity. In the 
final stage, the classifier algorithm component allows us to determine the transaction 
type of credit card. 

Resampling Methods: 

Resampling approach refers to a group of statistical analytical techniques which 
include generating a sample from training data and then refitting it to a model. It is 
the most effective way for handling an uneven dataset. The major types of resampling 
are as follows: 

1. Under-sampling: The majority class eliminates instances in the under-sampling 
method until the minority class is balanced. The drawback is that a model 
loses knowledge that would otherwise be valuable. The under-sampling method 
performed here is random under-sampling. Random under-sampling entails 
adding replacement and randomly choosing samples from the minority class 
to the training dataset until a more balanced proportion is attained (Gururaj et al. 
2022). The illustration of random under-sampling is shown above. 

2. Over-sampling: It works by updating and enhancing the training data with dupli-
cate examples from minority classes, and it leads to an overfitting of the model. 
There are a number techniques it uses, some of which include SMOTE and 
random over-sampling (Fig. 4). 

SMOTE is abbreviated as Synthetic Minority Over-sampling TEchnique used for 
synthesizing new samples. The procedure involves identifying samples with similar 
feature spaces, drawing a line between them, and then establishing a new sample

Fig. 4 Under-sampling 
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Fig. 5 Over-sampling 

point along that line. This approach works well because new samples are reasonably 
closer to minority class in feature space. 

Random over-sampling: It is a sampling algorithm which enables us to randomly 
choose a subset of samples from a population without including all possible popu-
lation samples and then forecasting the outcome variable (Gururaj et al. 2022). The 
illustration of over-sampling method is given above (Fig. 5). 

5.3 Related Work 

Although we have several ML approaches at our disposal to address this issue, we 
tried to implement decision tree, random forest, logistic regression, and resampling 
algorithms in order to create a system for detecting credit card fraud based on this 
European dataset, which has a high variation between legitimate and fraudulent 
transactions, yielding a very unstable and unbalanced environment. Evaluating using 
each ML approach is performed using the classification accuracy. 

The outcomes of the study revealed that the for logistic regression with over-
sampling and under-sampling, decision tree, and random forest, the accuracy 
scores are as follows 99.9, 93.93, 99.10, and 99.40%, correspondingly. Despite the 
promising results, the experts advise using more extensive preprocessing strategies 
as they could boost the performance of the classifiers. 

Problems with class imbalance are now increasingly prevalent, and employing 
sampling techniques to solve them is a huge relief. Here, we employed SMOTE, 
random over-sampling, and random under-sampling as sampling techniques.
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Fig. 6 Confusion matrix 

6 Performance Metrics 

6.1 Confusion Matrix 

Confusion matrix is categorized as the performance indicator for a machine learning 
(ML) classification issue where the output comprises two or more classes. It is a 
two-dimensional table with four possible predicted and actual value combinations 
which include the following cases (Fig. 6): 

(a) True Positive (TP): This illustrates the scenario in which the actual and expected 
classes of data items are both 1 (positive). 

(b) True Negative (TN): In this case, both the actual and expected class of data 
points are 0 (negative). 

(c) False Positive (FP): This is the case when a data point’s expected class is 1, but 
its actual class is 0. 

(d) False Negative (FN): This is the case when a data point’s expected class is 0, 
but its actual class is 1. 

The following are performance measurements: 

Accuracy: It is described as the proportion of correctly predicted outcomes to all 
forecasts. 
Precision: It is described as the number of accurate samples the ML model 
returned. 
Recall: It is represented as the quantity of positive results the ML model returned. 
F1 Score: This score is characterized as being the harmonic mean of recall and 
precision.
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7 Results 

The outcomes of the specified algorithm are listed below using logistic regression, 
decision tree, random forest; the experimental outcomes showed following accuracy 
scores 97.3% (without sampling) and 99.10%, 99.40%, respectively. Despite the 
promising outcomes, the experts suggested that using sophisticated preprocessing 
techniques may guarantee the effectiveness of the classifiers. In order to address the 
issue of class imbalance problem in the dataset, we used resampling techniques like 
SMOTE, random over-sampling, and random under-sampling. As a result, we were 
able to achieve accuracy levels of 99.9%, 93.9%, while SMOTE provides the highest 
accuracy of all. 

8 Conclusion 

In this paper, we tried to initiate a revolutionary procedure for fraud detection, where 
customers are assembled based on their transactions and obtain observable patterns to 
evolve a profile of every customer. Next, we employed various classifiers to achieve 
the highest level of accuracy. A different approach was implemented, which enabled 
the system to adjust to new cardholders’ transactions in a timely manner for each 
client, resolving the problem of concept drift. We explored balancing the dataset by 
using SMOTE and random over-sampling in LR, and we observed that the classifiers 
were performing better than other algorithms. We even implemented using other 
algorithms like logistic regression, decision tree, and random forest. There are a few 
fraud detection techniques available today, but none of them is capable of accurately 
identifying every fraud at every stage. With the help of this strategy, credit card theft 
may be identified right away. We can protect our information and stop the loss of 
money by detecting frauds early on by training the machine with data from prior 
transactions. 
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Machine Learning Approaches 
for Stroke Detection and SMOTE 
for Imbalanced Data 

H. K. Ruchitha, B. S. Sanjana Sharma, Sneha, Trupthi Rao, 
Ashwini Kodipalli, and Shridhar B. Devamane 

1 Introduction 

The second biggest cause of death worldwide is stroke and the leading cause of severe 
disability in the adult population. Therefore, it is essential to accurately predict stroke 
so that it can be treated early. Reduced brain blood flow is a medical ailment known 
as a stroke. By which the cells in those areas begin to starve of nutrients and oxygen 
and die. According to the World Stroke Organization, one in four adults over the age 
of 25 will experience a stroke at some point in their lives. The first stroke will occur 
in 12.2 million people globally this year, and 6.5 million will pass away (Yagin et al. 
2021; Chen et al. 2021; Emon et al.  2021). More than 110 million of her people 
worldwide have had a stroke. Ischemic and haemorrhagic strokes are the two types. 
In haemorrhagic stroke, which accounts for 87% of all strokes, weak blood arteries 
burst, and haemorrhage into the brain, while blood clots impede outflow in ischemic 
strokes. 

A stroke is a condition that results in motor or sensory impairment in this area of 
the brain as a result of a blockage or fracture of the brain’s vasculature, according 
to the World Health Organization. Characterized by the clinical manifestations of 
imbalance, visual disturbances, speech, and cognitive impairment up to coma. Stroke
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is referred to by the World Health Organization as the coming epidemic of the twenty-
first century. Stroke, which plays a key role in hospitalization, can be lethal, cause a 
range of physical impairments requiring more frequent rehabilitation and care, and 
lead to personal, social, and economic problems (Hung et al. 2017; Alotaibi and Sasi 
2016). 

High blood pressure is believed to be the main reason of stroke. Key factors of 
stroke include high cholesterol, smoking, being obese, and having diabetes. Some 
of the indications of a stroke are unexpected facial numbness or weakness, arms, or 
legs (in particular on one side of the body). Suddenly having trouble in speaking or 
understanding the language. Sudden vision impairment in either one or both eyes. 
Sudden dizziness, balance issues, or issues with coordination, as well as trouble 
walking. Severe headache with no apparent cause (Shoily et al. 2019). 

It is critical to identify the generality and trouble for diseases such as stroke, 
which have high incidence of disability and death rate and take appropriate ways to 
cut back mortality. It is necessary to predict stroke and treat it to prevent permanent 
damage or death. The machine learning methods are used is currently in high dictate 
to proactively foretell the patient’s state and to avoid the risk of stroke. Examination 
of affected individuals has uncovered many risk elements thought to be associated 
with the cause of stroke. The clinical data can then be evaluated and meaningful 
information obtained. Minimizing costs helps us make better decisions and improve 
the healthcare sector. 

Medical data is digitized, which helps create predictive models for early risk 
prevention. Without making rigid statistical assumptions, machine learning (ML) 
approaches are a potent settle of methods that can predict the intricate and unseen 
interactions between a wide variety of impersonal factors and desired dispassionate 
outcomes from data. With the expansion of the IT sector, ML algorithms are applied 
gradually to the realm of medicine. Create disease prediction models using ML 
algorithms to predict risk of illness, death, and readmission. ML algorithms include 
Logistic Regression, Decision Trees, and K-Nearest Neighbours (KNN) (Ray et al. 
2020; Rachana et al. 2022a; Guha et al. 2022a). With its powerful capacity for thought 
and guide hard information, ML can handle intricate interactions and nonlinear 
liaison between variables, making a reliable and effective system predictive models. 
Provides new methods and techniques for clinical outcome prediction. 

Based on an individual’s physical state and data from medical reports, three 
machine learning algorithms were utilized in this study to determine the occurrence 
of a stroke that may or may not have occurred. In our opinion, machine learning 
techniques can be utilitarian for better understand the disease and become a better 
partner in healthcare. Adopting a healthy, balanced lifestyle can help prevent stroke 
that eliminates bad habits such as regulating body mass index (BMI), typical blood 
sugar levels, and smoking and drinking and maintaining heart and kidney health.
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2 Literature Review 

There are a lot of researchers researching in the field of ML related to stroke. 
In paper Rao (2022) and Sagarnal and Devamane (2021), they focused on the 

important sections of the investigated imbalanced data, figured out how knowledge 
discovery should be done in those situations, and made recommendations for the 
stages of the learning process that were laid out. They used the Borderline-SMOTE 
method and Gradient Boosting Tree method giving an accuracy of 0.9339 and 0.9339, 
respectively. 

In Bhoomika et al. (2022) and Kodipalli et al. (2022a), they worked and summa-
rized that more attention should be paid to factors that have a strong influence correla-
tion with Pharmaceutical Supply Chain Initiative (PSCI) in clinical practice, and also 
the types of traditional Chinese Medicine (TCM) syndrome, TCM predisposition, 
and PSCI were discussed. Random Forest (RF), Support Vector Machine (SVM), 
and Gradient Boosting (GDBT) algorithms were used and GDBT gave the highest 
accuracy of 80.77%. 

In Ruchitha et al. (2021) and Kodipalli et al. (2022b), they worked on the relation-
ship between different attributes of stroke and the likelihood of stroke occurring in a 
human was assessed. They worked on 11 different algorithms: Stochastic Gradient 
Descent (SGD)—65%, AdaBoost—94%, Gaussian—78%, Quadratic Discriminant 
Analysis (QDA)—79%, Multi-layer Perceptron (MLP)—79%, K-Neighbours— 
87%, Logistic Regression (LR)—78%, Gradient Boosting Classifier (GBC)—965, 
Decision Tree Classifier (DTC)—91%, XGBoost (XGB)—96%, Weighted Voting— 
97% accuracy was obtained, respectively. In comparison with other machine learning 
algorithms that are utilized, Weighted Voting has an anticipated maximum accuracy 
of roughly 97%, according to the performance evaluation. 

In paper Ruchitha et al. (2022) and Gururaj et al. (2022), they worked to build 
an innovative method for creating an automated system for predicting the inci-
dence of strokes that may have various benefits, having predictable outcomes, high 
forecast accuracy, and prompt forecast reporting. They used Deep Neural Network 
(DNN), Gradient Boosting Decision Tree (GDBT), Logistic Regression (LR), and 
Support Vector Machine (SVM) with accuracy of 88.3%, 86.8%, 86.6%, and 83.9%, 
respectively. 

In Guha et al. (2022b) and Rachana et al. (2022b), they worked on developing new 
models to predict the needs to suggest that a stroke patient may or may be admitted 
to ICU and as an inpatient using ensemble approaches to the sampled dataset. Algo-
rithms used were Decision Tree (DT), Artificial Neural Network (ANN), Support 
Vector Machine (SVM), and Logistic Regression (LR) with accuracy 71%, 65%, 
74%, and 72%, respectively. DT model appeared to be providing higher accuracy. 

In Zacharia and Kodipalli (2022) and Kodipalli and Devi (2021), authors worked 
on four classifier algorithms: Naive Bayes, J48, K-Nearest Neighbours (KNN), and 
Random Forest (RF) with accuracy 85.6%, 99.85%, 99.85, and 99.8%, respectively. 

In paper Bhagwani et al. (2021) and Dhanush et al. (2021), authors worked on 
two different decision-making models, the Two-Class Boosted Decision Tree and the
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Two-Class Decision Jungle, with accuracy rates of 97.6% and 96.7%, respectively 
(Sanjana et al. 2021; Gururaj et al. 2019). In this situation, the Two-Class Boosted 
Decision Tree excels and provides greater accuracy. 

3 Research Methodology 

The suggested approach used in this study for the analysis of stroke is: 

3.1 Data Description 

A dataset collecting information on individuals with and without stroke was taken 
in this analysis. It is a record containing the data of 5110 individuals. 1 dependent 
and 10 independent variables are present in this dataset. The dependent variable 
is stroke. Independent variables are age, heart_diease, ever_married, avg_glucose_ 
level, residence_type, gender, work_type, smoking_status, hypertension, and BMI. 
The dependent variable represents the clinical outcome indicating whether the patient 
has a stroke or not. 

All features and now described: 

• AGE: This characteristic refers to the age of the person. It is a numeric data. 
• GENDER: This characteristic indicates the gender of the individual. It is 

categorical data. 
• HYPERTENSION: The presence or absence of high blood pressure is indicated 

by this characteristic. They are numerical data. 
• WORK_TYPE: This attribute describes a person’s working environment. Data is 

categorical. 
• RESIDENCE_TYPE: This characteristic describes the living situation of the 

individual. Data with categories. 
• HEART_DISEASE: This characteristic indicates whether or not the person has 

heart disease. They are numerical data. 
• AVG_GLUCOSE_LEVEL: A person’s level of glucose status was indicated by 

this feature. They are data in digits. 
• BMI: This characteristic represents a person’s body mass index. This data is 

numerical. 
• EVER_MARRIED: This property reflects one’s marriage. Data that is categorical. 
• SMOKING_STATUS: This characteristic indicates whether the person smokes. 

Data that is categorized. 
• STROKE: This characteristic indicates whether a person has ever had a stroke. 

Data is in numerical form.
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3.2 EDA 

EDA is an acronym that stands for exploratory data analysis. Exploratory data anal-
ysis is the early study of data to detect patterns, test hypotheses, identify anomalies, 
and confirm assumptions using abstract statistics and graphs. It helps to get a better 
understanding of the dataset. Helps detect outliers and unusual events. It helps you 
understand the dataset variables and the relationship between them. 

• .shape: The shape yields a tuple containing the number of corresponding items 
for each index. The dataset consists of 5110 rows and 12 columns. 

• .size: An array’s total number of components equals the size of the dataset. The 
dataset has a size of 61,320.
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• .info(): The info() function is used to prints the data frame’s information. The 
number of columns in total, data types, their labels, memory utilized, range index, 
and each column’s number of cells (nonzero values) are all included in the data. 

• .describe(): The describe method generates various parameters describing each 
feature of the dataset like a count, an average, a standard deviation, a maximum, 
a minimum, the 25th, 50th, and 75th percentiles of the dataset. 

• .head(): The head generated the first five rows of the dataset by default. 
• .dtypes: The dtypes returns the data type of each of the attributes in the dataset. 
• .isnull().values.any(): Returns true when entire dataset has missing values and 

false when there are no missing values from the dataset. 
• .isnull().sum(): This function returns the total number of missing data for each of 

the attributes of the dataset. 

3.3 Integer Encoding 

It involves replacing categorical values with numerical values from 1 − n to 0 to 
n − 1, where n represents how many different categories are there for each dataset 
attribute. 

3.4 Imputation 

Imputation is the process of substituting a specific value from the full dataset for any 
missing or null values. Here, we are imputing using mean. 

3.5 Outlier Removal 

A data item or object that considerably differs from the other data items of the 
dataset. The outcomes may become statistically significant by removing outliers. 
Visualization, applying mathematical formulas to the dataset, or a statistical method 
can all be used to identify outliers. 

3.6 Data Visualization 

An approach for visualizing data that makes the dataset simpler to comprehend, 
observe, and analyse the data by providing a good, organized pictorial depiction 
of it. A pair plot is a scatterplot matrix used to visualize the pairwise relationships 
between several features in a dataset.
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3.7 Model Building 

Generalizing and learning from training data leads in the formation of a mathematical 
representation in machine learning. The machine learning model that was constructed 
is then utilized to evaluate new data and make predictions. 

A technique for evaluating the effectiveness of a machine learning system is the 
train-test split. The approach entails splitting the dataset into two subgroups. The 
training dataset is the first subset used to fit the model (x). The test dataset (y) is 
the second subset that takes the dataset’s input elements, generates predictions about 
them, and contrasts them with expected values. The target variable is used here (y) is 
the stroke attribute, and X contains the remaining dataset characteristics. The training 
data receives 70% of the dataset, while the testing data receives the remaining 30%. 
The dataset considered here is a classification dataset. 

3.8 SMOTE 

A dataset with a balanced distribution, or about equal numbers of samples from each 
class, is preferable. The classifiers, however, tend to favour the class set with more 
samples during training when the situation is the opposite, that is when the datasets 
are unbalanced. In other words, the system becomes biased because classifier will 
receive instruction using the classification having the most examples. Additionally, 
because the classifier labelled as belonging to the minority cannot sufficiently train 
itself, it is unable to identify correctly in subsequent phases. In essence, this is not 
desirable. 

Unbalanced datasets can be balanced by employing resampling techniques. The 
approach uses various strategies to increase the data of the minority class to achieve 
classes with the same amount of data (oversampling). The other technique involves 
deleting the data from the majority class from the data set to produce a balanced 
dataset (undersampling). However, this strategy will result in information loss if 
the analysed dataset is too small. Since the dataset used is small, the oversampling 
technique called SMOTE is used to balance the data labels. 

SMOTE stands for synthetic minority oversampling technique which is a potent 
procedure employed to solve the imbalanced data issue. Smote creates synthetic 
minority class samples without duplicating them. Based on its closest neighbours, 
smote chooses instances in the feature space that are close to one another, connects 
the examples with a line, and then generates a new sample at a point on the line. 
To be precise, a random sample is originally drawn from the minority class. Then, 
for that example, the location of K-Nearest Neighbours (k is normally equal to 5). 
At a specific point in feature space, a synthetic example is established between two 
examples and their randomly chosen neighbour. 

The dataset considered had a data imbalance, as shown in Fig. 1, where class label 
1 had only 167 instances and class label 0 had 3321 instances. To solve the issue,
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SMOTE was applied which resulted in an equal number of instances in both the class 
labels 0 and 1 which is 3321 providing a balanced dataset as shown in Fig. 2. 

Fig. 1 Count plot before applying SMOTE 

Fig. 2 Count plot before applying SMOTE
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4 Ml Algorithms 

4.1 Logistic Regression 

For conditions demanding linear and bipartite classification, Logistic Regression is a 
simple and more efficacious approach. It is an amazingly simple classification model 
to impose and performs magnificently with bipartite separable classes. It predicts 
binary outcomes as yes or no by applying statistical analysis to previous outcomes 
from the dataset. This model predicts the data dependent variables by examining the 
interrelationships interlinking many variables that are independent. 

f (x) = bo + b1x1 + b2x2 +  · · ·  +  bnxn, where f (x) = sigmoid function. 
p(x) = 1 

1+e− f (x) , where p(x) = probability function. 

If p(x) ≥ f (x), then (y = 1) and if p(x) < f (x), then (y = 0). b = b + α × 
(y - pred) × pred × (1 - pred) × x , where α = learning rate, b = coefficient. 

We have used three types of solvers: 

• Limited-memory (Broyden–Fletcher–Goldfarb–Shanno Algorithm) BFGS: it is 
a member of Quasi-Newton methods algorithms. It approximates the secondary 
derivative (Hessian) of problems on quantization for which the secondary 
derivative could not be computed. 

• Library for Large Linear Classification: Large Linear Classification Library uses 
the algorithm of coordinate descent. The foundation of coordinate descent is the 
looped solution of univariate optimization problems to minimize a multivariate 
function. 

• Newton’s Method: Newton’s method employs a superior quadratic function mini-
mization, because it uses a second-order approximation (that is, the first and 
second partial derivatives). A square matrix of second partial derivatives, the 
Hessian can be thought of as a twisted version of gradient descent. 

4.2 KNN 

It is one of the effortless machine learning algorithms in machine learning which 
is based on supervised learning techniques. This technique presumes resemblances 
between new data points and accessible cases and allocate new cases to the label that 
most nearly resembles the accessible categories. This technique assembles all acces-
sible data and classifies the new data points based on similarity. This depicts that 
when a new data point emerges, it can be easily be differentiated into the appropriate 
label using this method. This could be used for both the problems which is classifica-
tion and regression, but are fundamentally employed for problems on classification. 
Larger K values result in smoother separation curves and less model complexity. On 
the other hand, smaller K values tend to overfit the data and produce a more complex 
model.
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We have used three types of distance metrics: 

• Euclidean metrix: It is the length of two points in the Euclidean space. It is the 
addition of the squared disparities in-between the two data points divided by two, 
or its square root. 

• The Euclidean distance is given by d = 
√

((x2 − x1)2 +
(
y2 − y2)2

)
, where the 

coordinates are x and y. 
• Minkowski metrix: It is a generalization of the Euclidean and Manhattan distance 

measurements that include the “order” or “p” parameter, which enables the 
calculation of other distance measures. 

• Considering 2-dimensional space has three points (P1, P2, P3) comprising of 
points (x1, x2, x3), (y1, y2, y3). 

• The Minkowski distance will be given by (|x1 − y1|p + |x2 − y2|p + |x2 − y2|p )1/p . 
• Manhattan distance: Distance between two points measured along orthogonal 

axes 
• The distance is given by 

|x1 − x2| + |y1 − y2|, 

where x and y are coordinates. 

4.3 Decision Tree 

Decision Trees are the most effective and popular method of classification and predic-
tion. It is similar to a schema, where the leaf node shows the class label, branch 
displays the outcome of the test conducted, and the internal node displays the test 
conducted on each of the attribute. There is a very effective technique for choosing 
the most optimized attribute for the root and the sub-nodes termed as the (ASM) 
attribute selection measure. 

ASM has two common techniques: 

• Gini Index: It a technique under the Decision Tree used to select the most opti-
mized root node and the other nodes using Gini impurity measure. To put it in 
perspective, a Decision Tree tries to formulate sequential queries so that it divides 
the data into more manageable groupings. 

GINI = 1 − 
c∑

i=1

(
p2 i

)
. 

• Entropy: 
• It is a technique used under Decision Tree that is used in information theory to 

identify how pure a set of observation.
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Entropy = 
c∑

i=1 

pi ∗ log2(pi ). 

5 Outcome and Discussion 

In this section, three classifier algorithms—LR, KNN, and Decision Tree—have been 
used. 

We used three solvers of LR for the dataset, resulting in accuracy values of 0.7787, 
0.7881, and 0.7868 for Newton’s Method, limited-memory BFGS, and Library for 
Large Linear Classification respectively as given in Table 1. Library for Large Linear 
Classification provides the highest accuracy in this case 0.7881. 

Since we used three KNN metrics, the accuracy for the Euclidean Minkowski and 
Manhattan models was 0.8590, 0.8549, and 0.8590, respectively from Table 2. The  
maximum accuracy is shared by here Euclidean and Minkowski and is 0.8590. 

Table 3 shows that, for the dataset we used two ASMs of DCT, the 
GINI index and the entropy, with accuracy values of 0.8128342245989305 and 
0.7941176470588235 before and after feature importance of 0.8121657754010695 
and 0.803475935828877, respectively. And after factoring in feature importance, we 
achieved a highest score.

To access various performance models k-fold cross-validation is used. In the 
literature, there are numerous cross-validation techniques. In the study makes use of 
5-fold cross-validation. This dataset is split into five pieces using this manner, one 
of which serves as the test set and the other four as the training set. Each component 
that is still present becomes the test set after the classification procedure is completed 
using this division. Each component’s classification success is determined when the

Table 1 For Logistic Regression 

Classification 
algorithm 

Accuracy Precision Recall Specificity F-1 

Limited-memory 
BFGS 

0.7787 0.5455 0.1068 0.9741 0.1787 

Library for large linear 
classification 

0.7881 0.5455 0.1115 0.9744 0.1851 

Newton’s method 0.7868 0.5455 0.1108 0.9744 0.1841 

Table 2 For KNN 

Classification algorithm Accuracy Precision Recall Specificity F-1 

Euclidean 0.8590 0.3182 0.1123 0.9656 0.1660 

Minkowski 0.8590 0.3182 0.1123 0.9656 0.1660 

Manhattan 0.8549 0.3030 0.1047 0.9648 0.1556 
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Table 3 For Decision Tree 

Classification algorithm Test score before feature 
importance 

Test score after feature importance 

GINI index 0.8128342245989305 0.8121657754010695 

Entropy 0.7941176470588235 0.803475935828877

Table 4 For k-fold 
Classification algorithm Accuracy (%) 

LR solver 

(a) Limited-memory BFGS 76.456 

(b) Library for Large Linear Classification 76.345 

(c) Newton’s method 76.468 

KNN metrics 

(a) Euclidean 86.250 

(b) Minkowski 86.250 

(c) Manhattan 86.533 

Decision Tree-ASM 

(a) Gini index 90.106 

(b) Entropy 89.837 

classification accuracy rate for that component is taken into account. When there is 
not enough data to apply other more effective techniques, such as three-way splitting 
(training, validating, testing) or using holdout datasets, machine learning typically 
introduces cross-validation to model improve the prediction. 

As given in Table 4, for limited-memory BFGS, Library for Large Linear Clas-
sification and Newton’s Method, we obtained accuracy of 76.456%, 76.345%, and 
76.468% respectively after using k-fold for LR. Here, Newton’s Method has the 
highest accuracy at 76.468%. With k-fold for KNN, we were able to reach an accu-
racy of 86.25%, 86.250%, and 86.533% for Minkowski, Manhattan, and Euclidean 
for KNN metrics, respectively. Here, we have Manhattan’s highest accuracy score 
of 86.533%. Following the use of k-fold for DCT-ASM, we obtained accuracy of 
90.106% and 89.837% for Gini index and entropy, respectively. Here, we have the 
highest Gini index accuracy of 90.106%. 

6 Conclusion 

In this study, an accurate classification for the dataset of stroke patients has been made. 
Since dataset is unbalanced, and when the classification’s outcomes are analysed 
using the dataset in its original form, it becomes clear that it is biased towards a 
specific class label, which is unacceptable for a study. However, it was discovered
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that the outcomes were more reliable and accurate when the modelling output from 
the SMOTE applied dataset was analysed. Because of this, it is advised that dataset 
balancing techniques is used by researchers to get more precise results in the event that 
they run into an unbalanced dataset issue. Logistic Regression, KNN, and Decision 
Tree Classifier are three ML methods that were employed in this work to examine 
the accuracy and contributing features for stroke. From the performance analysis we 
see that Decision Tree Classifier with k-fold performs better than other methods by 
achieving 90.106% accuracy for the top attributes. The model can help those who 
are showing signs that they might be having a stroke. A new age of machine learning 
(ML)-based decision support for the healthcare sector may be resulted. It has been 
investigated whether there is a link between these conditions and a person’s chance 
of having a stroke. Therefore, it will be less likely for us to have a stroke if this 
problem is recognized and treated well from the outset. This would enable medical 
professionals to begin procedures as soon as is practical to aid stroke patients in 
regaining as much function as possible. 
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Prediction of Cost for Medical Care 
Insurance by Using Regression Models 

J. Ruth Sandra, Sanjana Joshi, Aditi Ravi, Ashwini Kodipalli, Trupthi Rao, 
and Shoaib Kamal 

1 Introduction 

Around 1 billion individuals spend more than 10% of their take-home income 
on health, while half a billion were forced into poverty by out-of-pocket expen-
diture for medical treatments (https://www.who.int/news/item/12-12-2021-more-
than-half-a-billion-people-pushed-or-pushed-further-into-extreme-poverty-due-to-
health-care-costs). Hospital expenses include medicines, consultation, rent for a 
room, ambulance services, and equipment utilized during testing and operation. 
Medical cost is the total expense of preventing, treating, and recovering from an 
ailment; the insurance covers the whole or a part of the risk of a person incurring 
medical expenses (https://www.investopedia.com/terms/m/medical-expenses.asp; 
Hockenberry et al. 2012). These costs amount to a significant charge by the end 
of the treatment. Therefore, insurance aids in providing financially secure medical
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assistance. Investing in a good insurance scheme at early stages of life can profit in 
huge benefits due to the interest rates offered by the corporations. Insurance also 
helps in overcoming the drawback of medical inflation with the inflation rates rising 
to higher horizons; hospital expenses are one of the major expenditures burdening 
and financially draining lives. The recent onset of the pandemic has put to light 
many hospitalization incidents. The main cause was with respect to respiratory 
functioning, and the people were burdened by medical expenditure carried out 
during the treatment and recovery at the hospital. People with insurance were 
more in beneficiary than the non-insured people. Insurance offers protection from 
financial loss during medical emergencies. Traditional methods used for calculating 
health insurance cost consume huge amount of time (Kan et al. 2019; Thongpeth 
et al. 2021). The regression models compared in the study include linear regres-
sion, LASSO regression, polynomial regression, ridge regression, SVM regressor, 
decision tree regressor, and random forest regressor (Iqbal et al. 2021). The paper 
is organized in the following manner. Section 2 discusses the methodology, Sect. 3 
describes the obtained results, Sect. 4 presents the analysis of results, and the article 
is concluded in Sect. 5. 

2 Literature Survey 

A generalized regression model was used to predict the cost of healthcare of smokers 
at the time of cessation; the data was collected by individuals who were enrolled in 
cessation therapies (Panda et al. 2022; Panay et al. 2019). The cost was significantly 
varied when people quit smoking to continuous smokers, but this cannot not be used 
for short-term cost analysis since the smoking habit has a long-term effect. Kaushik 
et al. (2022) implemented penalized linear regression for prediction of healthcare 
expenses to achieve better accuracy compared to the traditional linear regression. 
They drew a conclusion suggesting LASSO regression to be a suitable predicting 
algorithm for betterment of risk adjustment for cost prediction. Lahiri and Agarwal 
(2014) and Shyamala Devi et al. (2021) propose a comparative study between statis-
tical models and traditional machine learning models for computing the medical costs 
for chronic diseases. Random forest regression gave outstanding results with metrics 
of RMSE of 0.3542 and 0.3125. Rachana et al. (2022a) and Guha et al. (2022a) 
have mainly contribute by exploring the usage of machine learning algorithms for 
forecasting the insurance cost in the healthcare industry. The research uses different 
regression models to estimate the cost of healthcare insurance. Gradient boosting 
model gives better results than the others with an accuracy of 86 regression models 
applied on various other metrics which results in random forest giving the highest 
result of 0.85388; this has facilitated insurers and patients. Rao (2022) has consid-
ered a dataset consisting of patients; health records regarding the billing details; and 
medical exams from a Japanese hospital. They designed a new regression system 
for medical expenses prediction which presents the intention of decision, and their 
results outperformed the pre-existing models of ANN. Sagarnal et al. (2021) and
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Bhoomika et al. (2022)—in this paper, an AI and an ML models are used to predict 
the health insurance cost incurred by individuals and resulted in an accuracy of 
92.72 using key performance metrics for an ANN-based regression model. Kodipalli 
et al. (2022a) and Ruchitha et al. (2021) performed a deep rooted analysis on the 
features of the expenditure dataset to deduce insightful statistics claiming the rise in 
medical costs with respect to the calculated conditional probabilities. Kodipalli et al. 
(2022b) and Ruchitha et al. (2022)—the performance of the models in this paper is 
said to be 8886 which shows 0.14 as the F-static value. Gururaj et al. (2022) and 
Guha et al. (2022b) propose a prediction system for health insurance using machine 
learning. The dataset used contains parameters that help in prediction collected from 
various healthcare facilities in the USA. The reasons for the increase in cost were 
also deduced using linear regression, the accuracy obtained is 81.3 higher risk at 
hospitalization than non-smokers, and therefore, their treatment too varied on this 
factor and increased the medical expenditure. Rachana et al. (2022b) devised a tele-
gram integrated chatbot that was trained to evaluate the insurance premium based 
on communication with the user. Among numerous algorithms implemented to train 
the model, XGBoost produced the best outcome. Zacharia and Kodipalli (2022) 
considered a dataset consisting of the parameters of BMI, age, insurance charges, 
and gender and implemented regressor algorithms. Random forest regressor yielded 
the best result against other algorithms for R-squared metric. Kodipalli and Devi 
(2021)—this research has incorporated numerous regression models out of which 
polynomial regression has outperformed giving 5100.53 as the RMSE value and 0.80 
as the R-squared value in comparison with the other models. Bhagwani et al. (2021) 
have shown significance using various predicting models to calculate the health costs. 
The authors performed a deep analysis on various factors affecting the cost for two 
successive years. The results conclude that the model performs better than the other 
traditional models. Dhanush et al. (2021) proposed a system that includes assess-
ment of a wide range of machine learning models for the prediction of healthcare 
spending. The authors judge the reporting and the quality of the models to evaluate 
the risk associated with each one. Sanjana et al. (2021) have shown importance on 
how accurate the prediction of healthcare costs should be considered. A deep neural 
network is developed to calculate the future costs based on the parameters collected 
from German. The performance of various algorithms is calculated, and the authors 
have concluded that ridge regression gives the best result. Gururaj et al. (2019) and 
Kodipalli (2018) have concluded the important parameters which lead to high cost of 
medical insurance by collecting data from various healthcare centres across Korea. 
Machine learning algorithms like logistic regression, random forest, and XGBoost 
were implemented. The main characteristic is that this research gives results for all 
the diseases.
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3 Methodology 

3.1 Dataset Description 

The dataset used in this research is taken from Kaggle; this is obtained from numerous 
finance sections of the medical facilities, public surveys, multinational banks, and 
insurance providers. The features of the dataset in columns are age—varies from 
infant to an adult to consider for various types of medical treatments, sex human 
anatomy is different in males and females where in hormonal changes play a defining 
factor for nursing care, children the number of children/dependants, BMI indicates 
the body’s mass which is a pre requisite for providing certain medication, smoker 
smoking is one of the deal breakers as it is a staunch habit which can cause serious 
abnormalities, region the location background of person can explain certain lifestyle 
habits and ailments and economic conditions and charges is predicted considering 
all the above factors, all of which are in a csv file format. The dataset considered 
contains a total of 1338 entries. It is split in the ratio of 80:20 for the training set and 
the testing set, respectively. 

3.2 Dataset Analysis 

The processed data has undergone training of regression models to predict the cost of 
insurance against various parameters. Pictorial representation in terms of bar graphs 
and scatterplots is plotted for insightful information gathering. 

In Fig. 1, the graph shows the number of smokers and non-smokers on the basis of 
region. It is observed that the upper limit count for smoker is less than 100, whereas 
the non-smoker is greater than 250.

In Fig. 2, charges versus region is shown; this can help to estimate the medical 
expense. The insurance is calculated and predicted taking region as a parameter. The 
region is divided into the classes of southwest, southeast, northwest, and northeast.

3.3 Architecture Framework 

The implementation for this research includes open-source libraries such as NumPy, 
matplotlib, and Pandas for complex mathematical computation of values, graphical 
representations, and dataset analysis, respectively, to arrive at meaningful analytics 
and predict accurate outcomes (Fig. 3).

Regression Models: 

Linear Regression: It is a learning algorithm where prediction of the dependent 
variable is computed based on the regressor variable. The aim of executing the
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Fig. 1 Smoker versus count

Fig. 2 Graphical 
representation of charges 
versus region

prediction task is fulfilled by obtaining the best-fit line based on the criterion variable. 
The hypothesis function computation is implemented using the formula. 

y = θ1 + θ2 · x (1) 

J = 
1 

n 

n∑

i=1

(
predi − yi

)2 
(2)
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Fig. 3 Architecture 
framework

Splitting dataset into training and testing 

Data Pre-processing 

Dataset exploratory analysis for all features 

Building various regression models such as 
Linear, Polynomial, Lasso, Ridge, SVM, 

Decision Tree and Random Forest. 

Analysing the performance of the models with 
the metrics such as  

RMSE, MAE, MSE, RMSE log 

Forecasting of Insurance expense 

Medical Cost Dataset 

Polynomial Regression: The depiction of the relationship between the criterion vari-
able and the predictor variable is evaluated for an nth degree polynomial. The algo-
rithm hopes to solve the complications associated with nonlinear datasets by deriving 
the best-fit curve. The hypothesis function computation is implemented using the 
formula. 

y = b0 + b1x1 + b2x2 1 + b2x3 1 +  · · ·  +  bnx (3)
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LASSO Regression: The motivation of LASSO regression implementation is to 
achieve better prediction through the process of shrinkage. Shrinkage refers to the 
data points reduced to a central point, typically known as mean. It is one of the 
regularization approaches. The algorithm is favourable in overcoming overfitting of 
the model but does not contribute to feature selection. 

M∑

i=1

(
yi − ŷi

)2 = 
M∑

i=1 

⎛ 

⎛yi − 
p∑

j=0 

wi × xi j  

⎞ 

⎠ 
2 

+ λ 
p∑

j=0

||w j
|| (4) 

Ridge Regression: The objective of ridge regression is to minimize the model 
complexity by regularization. It applies restraint on the coefficients to regularize 
the large values thereby lowering multicollinearity. The loss function is given by 

M∑

i=1

(
yi − ŷi

)2 = 
M∑

i=1 

⎛ 

⎛yi − 
p∑

j=0 

wi × xi j  

⎞ 

⎠ 
2 

+ λ 
p∑

j=0 

w2 
j (5) 

Support Vector Regressor: SVM attempts to determine the best-fit line within a 
threshold value, known as the hyperplane, rather than minimizing the error rate. 
SVMs are preferred for larger datasets; the computational speed of the training model 
is considerably faster. 

MIN 
1 

2 
x ||w||2 (6) 

|yi − wi xi | ≤ ε (7) 

Decision Tree Regressor: Decision tree regression trains a model in a tree structure 
formation consisting of decision nodes at each computation. Since regression algo-
rithm’s motivation is to predict a continuous valued output, the decision tree detects 
the branches based on true or false. 

εi = yi − ŷi (8) 

RSS = 
n∑

i=1

(
yi − ŷi

)2 
(9) 

Random Forest Regressor: Random forest regressor is based on the implementation 
of multiple decision trees and arriving at a final outcome on the basis probability. The 
major drawback of decision of overfitting of a model can be tamed by the applying 
random forest regressor.
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f i  j =
∑

j :node j splits on feature i ni j∑
k∈ all nodes nik 

(10) 

Performance Metrics: 

RMSE: The difference between the predicted and actual values is obtained for each 
observation. The values are squared, and the average is taken for all the observations. 
The square root of the value obtained provides the final result. 

RMSE =
/∑n 

i=1(yi − yi )2 

n 
(11) 

MAE: In an observation, the predicted value is subtracted from the true value to 
obtain the absolute error. The mean of all the absolute errors for a particular set 
of observations and predictions gives the result. It is commonly used in regression 
problems and is also called the L1 loss function. 

MAE =
∑n 

i=1 yi − yi 
n 

(12) 

MSE: The predicted value is subtracted from the actual value. The differences are 
squared for all the observations, and the final value is obtained by taking the sum 
of all the squared values to the total number of observations. The value obtained is 
always positive, and if the obtained result is zero, it depicts that the system has no 
errors. 

MSE =
∑n 

i=1(yi − yi )2 

n 
(13) 

RMSLE: The value is obtained by taking the logarithmic values of the predicted and 
observed values. The average of the difference between the observed and predicted 
values is obtained. The final value is deduced by taking the square root of the previous 
calculation. One is added to both the values. 

RMSLE =
/
1 

n 

n∑

i=1 

(log(yi + 1) − log(xi + 1))2 (14) 

R-Squared Score: It is one of the commonly used metrics to measure the performance 
of the models as it produces accurate results. It shows how far is the predicted value 
from the actual value for the observations. If the value is negative, it means that the 
model is not trained properly.
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R2 = 1 −
∑n 

i=1

(
ŷi − yi

)2
∑n 

i=1(yi − yi )2
(15) 

4 Results 

Comparison of the metric values with various regression algorithms implemented 
in the model are shown in Table 1. The column-wise representation denotes the 
performance metrics against the row-wise regression models. The values indicate 
the respective output determined against the algorithms. Random forest produces 
the best result with R-squared score of 0.8643297.

In Fig. 4, the graph represents all the other regression models apart from random 
forest, and it shows a slight variation when plotted against the performance metrics 
of R2 score. A gradual increase in the score can be observed in the graph from linear 
regression to decision tree.

In Fig. 5, the graph showcases the regression algorithms implemented against the 
performance metric of R2 score. A drastic spike in the performance can be observed 
where random forest.

5 Conclusion 

Health insurance is evidently a top priority currently. The financial overload that 
comes with the absence of insurance can be a major threat to an individual’s life 
savings. Hence a system assists in forecasting the costs induced under a medical crisis 
to achieve an estimate of expenditure for planning and management in advance. The 
proposed system focuses on achieving the same objective by studying the outcomes 
of various regression algorithms to establish the best prediction. The inference drawn 
from the research is that random forest yielded the best outcome with the R-squared 
score of 0.8643297.
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Fig. 4 Regression versus R-squared score

Fig. 5 Regression versus R-squared score
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Load Frequency Control Using PID 
and Particle Swarm Optimization-ITAE 

M Aruna 

1 Introduction 

Inevitably, electricity contributes to the growth of the country. Power systems, which 
are made up of generation, transformers, transmission, and loads, are extraordinarily 
large and extraordinarily complex systems. According to what was needed to meet 
demand at the load center, the load was changed. In order to maintain the stability and 
dependable functioning of the power system, the planned controllers are therefore 
required for the management of demand-related deviations (Manjit Bahadur Singh 
2019; Narendra Kumar Jena 2020). 

The goal of the work is to maximize fluctuation frequency for the necessary load 
requirement. ITAE performance standards dictate the effective tuning of values using 
the PID controller with optimization. The process includes calculating the gain of 
the PID controllers analytically with first-order lag plus time delay (FOLPD). Power 
system performance qualities including a decrease in overshoot, quick reactions, 
rejection of any load disturbances, and retaining resilience may be achieved in this 
way. To decrease the performance of the integral of time absolute error (ITAE), 
workers are chosen (Awouda et al. 2010). 

A model has been created to examine the system’s enhanced dynamic responses 
while utilizing a PID controller. The PSO model has been used to compare the 
performance characteristics. This study employs the PSO method to reduce frequency 
error to zero in quick response using the Simulink model (Singh et al. 2019). To 
discover the dynamic performance for various load disturbances, the study was based 
on automated generation control using conventional PID controller and fuzzy PID 
controller. AGC is a crucial component of the power system that keeps the frequency 
between the generating and load systems constant (Nagendra et al. 2020). The entire 
power system is controlled by the simulation load frequency control utilizing fuzzy
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gain programmed with the PI controller. The goal of the study is to enhance the step 
load change system’s dynamic performance (Cam et al. 2005). 

The load frequency control modifies the generator’s output according to variations 
in system frequency. Within the suggested boundaries, the LFC enables the power 
system’s planned frequency. LFC offers rapid transient recovery and less system 
overrun. But, controllers do not always react right away, and they might not be able 
to modify loads more quickly. To match the system frequency, the standard PID values 
are tweaked utilizing several techniques. The suggested controllers’ overshoots and 
settling periods are less pronounced than those of the traditional PID controllers’ 
outputs. The techniques employed include adaptive weight particle swarm optimiza-
tion, adaptive acceleration coefficients, and adaptive neuro-fuzzy inference system. 
Cutting-edge method is used to evaluate the traditional PID controller for the analysis 
of load frequency control system (Bahgaat et al. 2014). 

A power system’s load frequency control (LFC) using improved particle swarm 
optimization-based methodologies is given. The PSO techniques offer a number 
of benefits, but they can also have problems, such as local optimum entrapment 
because to early convergence (i.e., exploration problem). In order to improve PSO’s 
capacity to be exploited, this research suggests a crossover operation scheme-based 
improvement to the PSO framework. The IPSO-optimized self-tuning PID controllers 
have been the study’s main emphasis. Using MATLAB-Simulink, a comparison 
between a traditional proportional integral controller and the suggested PSO-based 
controller is made (Kr et al. 2010). 

The suggested study is centered on improved load frequency control stability and 
efficiency of power generation utilizing a particle swarm optimization technique. 
The national electricity power system of Zambia is composed of hydroelectric units 
in Areas 1, 2, and 3, and a thermal power plant in Area 4. Due to integrated hydro and 
thermal facilities, the system is extremely complicated and nonlinear. The PSO and 
PID controller were used to determine the step response of frequency deviation of 
the power system, and the results were compared with existing isolated AGC system 
(Musonda et al. 2018). The simulation using MATLAB/Simulink explains how to 
carry out LFC optimization and compare the response results with existing primary 
frequency management of isolated area AGC system. 

The goal of load frequency management is to reduce steady-state errors and tran-
sient changes to zero. Reactive power is dependent on the fluctuation in voltage 
when the real power in the power system varies, which also has an impact on the 
system frequency. As a result, actual power and reactive power are each separately 
managed. LFC is in charge of the active power. Applying IAE and ITAE criteria helps 
to maintain the system’s optimum frequency because the major goal is to balance 
the generation with regard to load changes and losses (Kushwaha et al. 2016). 

The power systems turn out to require the use of optimization techniques. Modern 
men have developed regular routines during the previous two decades, and as a result, 
the current culture likewise practices routinely repeated cycles or patterns in everyday 
life. The transmission of electrical energy from the generating side to the load side 
is one of the main purposes of the power system. The transfer of power between the 
two ends must be kept in the active and reactive power balances. By keeping an eye
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on the frequency deviation, it is possible to track changes in the active power. The 
system becomes unstable if this frequency deviates significantly from its nominal 
value of (50 + 0.50) Hz. Controlling the system frequency becomes essential in 
order to maintain stability Thus, automatic generation control (AGC) refers to the 
regulation of frequency and active power (Law 2015). 

Understanding the particle swarm optimization (PSO) approach for implementing 
frequency fluctuation control has been aided by the literature review. Power system 
optimization (PSO) allows for the tuning of PID controller gains, load frequency 
control (LFC), and corrective action. The error function is constructed utilizing 
frequency deviation and area control error to get substantial performance (ACE). 
Using a controller whose gain values are determined by an algorithm, the area control 
error may be decreased and the performance index can be adjusted. 

The load frequency control regulates the load’s relationship to the generator in 
order to maintain a fixed frequency and adhere to pre-stated parameters. For the user 
to receive dependable and high-quality power, load frequency management is crucial. 
Constant frequency is recognized as the characteristic of such a regular operating 
system for such systems. The primary goal of a load control center’s LFC is to keep 
system frequency within the power plants’ optimum generating power within planned 
power in order to track load changes. The major goal of this study is to reduce the 
frequency fluctuations and transient response of the system in order to safeguard the 
stability of the power system and maintain the overload. 

2 Mathematical Model of Power System 

Using components of the power system, such as the governor, turbine, generator, and 
load, one may construct a model of the power system. In order to further examine 
regulation using LFC, this model was constructed in MATLAB-Simulink utilizing 
equivalent transfer functions of each power system component. The normal operating 
frequency in India is 50 Hz and the nominal frequency variation of ± 2.5 Hz. The 
whole system gets affected because of the different types of system limitations.The 
frequency and speed of generation match the load motor speed with frequency. The 
purpose of this work is to design optimized parameters of PID controller values 
to obtain through the PSO algorithm for constraining constant frequency for any 
variation in load demand. The power should be maintained in pre-restricted value to 
minimize the error of the system. 

2.1 Load Frequency Control 

To give users reliable electricity, load frequency control, or LFC, is crucial in 
power systems. The power requirement varies randomly and often for every second 
depending on the loads. The necessity for quick generation regulation arises from
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Fig. 1 Block diagram for the power system’s load frequency control model 

Fig. 2 Transfer function of load frequency control model of power system 

changes in load demand. Controlling the power generation makes it feasible to 
achieve synchronizeds power balance. By employing the appropriate controllers and 
voltage for balancing reactive power and frequency to manage actual power balance 
within pre-restricted values, the impacts of the irregular load demand may be negated. 
By balancing the frequency constant, the LFC assists in controlling the power flow 
in the power system. LFC controls two control loops, a primary loop and a secondary 
loop, which regulate system frequency and megawatts of power. 

The block diagram for the power system’s load frequency control model is shown 
in Fig. 1. Figure 2 displays the load frequency control model’s transfer function. 

T g = Governor time. 
T t = Integral time. 
T d = Derivative time. 

2.2 PID Controller 

Figure 3 illustrates the PID controller’s block diagram. The PID controller receives 
its input from the error, e(t). The inaccuracy arises from the creation of set value 
input power and sample value output. The PID controller’s job is to generate the 
right control signal to lower the error.

The derivative gain ‘kd’ is used to reduce the overshoot. 
The transfer function equation of proportional gain ‘kp’ is  kp ∗ e(t). 
The transfer function equation of integral gain ‘ki’ is,  ki ∗

{ t 
0 e(t)dt . 

The transfer function equation of derivative gain ‘kd’ is  kd ∗ de(t) dt . 
The PID controller transfer function is
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Fig. 3 Proportional, integral, and derivative (PID) controller block diagram

GPID(s) = kp + ki ∗ 
1 

s 
+ kd ∗ s. 

The following formula provides an explanation of the PID controller’s continuous 
form: 

u(t) = kpe(t) + ki 

t{

0 

e(t)dt + kd 
de(t) 
dt 

. 

The proportional gain constant Kp is used to control the system signal to opti-
mize the error of the system. As a result, the system time constant, and steady state 
errors are reduced. The output response and desired response are offset as a result of 
them. Increases in proportional gain ‘kp’ can be used to decrease offset but do so at 
the expense of oscillations, which are easy to control but often induce steady-state 
inaccuracy. 

The offset error is eliminated with the integral gain ‘ki,’ but overshoot is still 
there. With the integral controller, steady-state error is decreased to zero. However, 
the system’s reaction is also erratic, sluggish, and occasionally unreliable. For high-
order systems with identically large time constants, the integral controller works 
well. It is quite slow to react yet does not exhibit steady-state inaccuracy. 

By utilizing ‘P controller’ and ‘I controller,’ PI controller offers a quick reaction 
and zero steady-state error. The transient responsiveness is enhanced, and the steady-
state error may be reduced to zero by employing PI controller. Offset is unaffected 
by a PI controller’s significantly quicker response time than a ‘I’ controller’s action. 

Because the steady-state error will never be zero, PD controllers are useless. 
However, the PD controller enhances the stability of the closed-loop system for
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higher order operations. Fast response, zero steady-state error, and low offset are all 
characteristics of the PID controller that can approach the required performances. 
Although there is a modest demand for PD controllers, they are applicable every-
where and may be utilized in any system. When controlling systems with long time 
constants, PD controllers are effective. With respect to the action of the P controller, 
it results in the least offset and a significantly quicker reaction. 

PID controllers have found widespread applicability across all fields. However, 
because adjusting a PID controller is challenging, sluggish factors like pH, tempera-
ture, etc., are usually under control. As a result of the foregoing analysis, PI controllers 
assist in tracking the discrepancy between a sample of the process output value and a 
pre-set point control signal value. As a result, tweaking is difficult in all applications. 

With the integral time-multiplied absolute error criteria, it is possible to obtain the 
best result from a typical PID controller while reducing error and providing quick 
response (ITAE). The benefits of ITAE include producing fewer oscillations, smaller 
overshoots, and less complexity. Sensitive and selectivity characteristics that provide 
the desired output are additional benefits of the ITAE index. 

2.3 Evaluation Assessment 

To minimize error and manage controller tuning, the ITAE approximation model 
technique is used. The function for the best outcomes is thought to be ITAE. For 
the PID control system, the integral of time multiplied by the absolute value of error 
(ITAE) serves as the evaluation function. 

The well-defined integral of time absolute error [ITAE] is 

ITAE = 
∞{

0 

t |e(t)|dt. 

PID controllers are tuned for initial error for a step response using the time ‘t’, 
which is huge. The ITAE value is used to assess the various metrics for gauging the 
responsiveness of the control system. Prior to the optimization, an evaluation function 
must be chosen. Compared to other evaluation methods, ITAE can examine the issues 
with more competence. It has been established that the PID control system’s ITAE 
evaluation function is superior. In this study, the evaluation function of a PID control 
system is chosen to be the double measurement value ITAE. The ITAE is represented 
as 

ITAE = 
m∑

k=0 

kT |e(k)|T ,
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ITAE = 
∞{

0 

t |Δ f | + |ΔPL |dt, 

where ‘Δ f ’ are frequency deviation, ‘ΔPL ’ is change in MW of power. 

2.4 Tuning of Controller 

The controller’s method and the parameters they acquired meet the required perfor-
mance standards. With the aid of well-set parameters, the reaction that is achieved is 
extremely quick and stable. The strategies based on optimization are used to achieve 
the fine-tuning. 

2.5 Traditional Trial-and-Error Method of Tuning 

The fine-tuning point is established using the conventional trial-and-error tuning 
procedure. The replies to steady state with error zero can be solved using this 
approach, but it is exceedingly challenging. Since setting the parameter settings 
and ongoing tuning, both take a lot of time. It takes a lot of time, requires efforts, and 
uses a monotonous approach since it requires continual monitoring for the answer 
output. The PID controller must be used in a trial-and-error fashion to establish and 
achieve the ideal value. There is no guarantee that the outcomes will be optimal. If 
optimization is not achieved, the entire case is simple. All of these difficulties push 
people to engage in more sophisticated techniques in order to get ideal results. 

2.6 Advanced Techniques for Optimization 

Future usage of improved methods is encouraged by an understanding of the efforts 
necessary and required with quick time of operation to fine tune to reach the 
controller’s optimal settings. By studying and assessing the particle swarm opti-
mization (PSO) algorithm with ITAE method used for the given problem of reducing 
the frequency variation for steady-state responses with zero error, numerous opti-
mization processes such as neural network, fuzzy logic and ANFIS, particle swarm 
optimization (PSO) algorithm, and artificial intelligence, are anticipated.
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2.7 Particle Swarm Optimization (PSO) 

This approach is based on a computational intelligence method that employs random 
variable selection to explore the parameter. This method is based on the mobility and 
intelligence of swarms. This strategy is population-based and relies on the behavior 
of swarms. 

Typically, this strategy locates the quickest route for their search for food. An 
algorithm is developed to produce this behavior. Each of the many particles it uses 
is treated as a point in N-dimensional space. Each particle is always rushing to find 
space in pursuit of a meaningful answer as the highest value of the collected swarm. 
Every particle in the hunt of a certain path concentrates, and by dealing the bird to 
that path, it is clearly described by the notion of social interface. 

3 Case Study 

The following factors should be taken into consideration for a power system with an 
isolated power plant. The following data are taken into account for the power plant. 
Turbine rated power is 250 MW nominal frequency; governor time constants are Tg 

= 0.2 s, Tt = 0.5 s, generator inertia constants are H = 5 s, and governor speed 
control is R = 0.05 per unit. There is an abrupt 50 MW load shift with a ΔPL of 0.2 
per unit. 

The case study work may be done theoretically and through MATLAB simulation, 
and it can be analyzed with load variations, the PID parameters fixed for a quicker 
steady-state time response, and the error for the dynamic response characteristics 
reduced. For fine-tuning with speedier results, the steps of a step-by-step way to PID 
tuning and a step-by-step method to PID-PSO-ITAE tuning were followed. 

3.1 A Step-by-Step Method to PID Tuning 

(1) Decide how many PID loops to use. Choose the tuning order if PID loop > One 
loop. 

(2) Within the range of 1.0 and 5.0, it is advised to initialize the controller parameters 
kp, ki, and kd using a random population. PID controllers have three linked 
controller parameters; therefore, the population size kp, ki, and kd (100 * 3) is 
taken into account. 

(3) Determine the fastest tune-acting loop. The fastest loops are the one where the 
process variable (PV) changes fastest in response to a set point (SP) change. 

(4) With cascade loops: First tune the inner loop and then tune the outer loop. 
(5) To tune the current PID controllers and then the speed PID controller.
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3.2 A Step-by-Step Method to PID-PSO-ITAE Tuning 

(1) Select the algorithm to simulate in MATLAB. This detail describes the tuning 
method for standard algorithms. 

(2) The integral time absolute error (ITAE) technique is used to assess the fitness 
values of the system. 

(3) Reduce (fitness function) ITAE to a minimum. 

= minimization of 

t{

0 

t = kp ∗ |ACE| + 
ki 
s 

∗ |ACE| + s ∗ kd ∗ dt, 

where |ACE| = |Δ f | + ΔPL , 
t = total MATLAB simulation time. 

(4) Ascertain the best values for the selected population size with use of above 
equation minimize (fitness function) of ITAE. 

(5) Replace the outdated kp, ki, and kd controller parameters with the new ones 
until the required number of iterations (100), at which point the updated kp, ki, 
and kd controller parameter set is chosen as the best optimized set of controller 
parameters. 

3.3 Working behaviour of the PID-PSO-ITAE controller 

Figure 4 gives the working performance of the PID-PSO-ITAE controller.

4 Result 

The case study power plant’s LFC was considered and simulated using MATLAB 
programming and the chosen power plant’s Simulink model. MATLAB software 
was used to assist design the system. The effectiveness of the planned coordinated 
strategy is linked to a few different methods. 

4.1 Model of LFC for the Variation of Load with PID Control 
of the Power Plant 

Figure 5 depicts the LFC simulation model for the power plant’s PID load-variation 
control. The simulation is used to create the graph. This is depicted as follows.
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Fig. 4 Represents the step by step working process of the PID-PSO-ITAE controller

Fig. 5 Simulation model of LFC for the variation of load with PID control of the power plant
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Fig. 6 Simulation model of LFC for the variation of load with PID-PSO-ITAE control of the power 
plant 

4.2 Model of LFC for the Variation of Load 
with PID-PSO-ITAE Control of the Power Plant 

Figure 6 depicts the LFC simulation model for the power plant’s PID-PSO-ITAE 
load-variation control. The simulation is used to create the graph. The Simulink 
model was created to replicate LFC of step-time response under PID-PSO-ITAE 
control, therefore lowering error, speeding up response, and shortening steady-state 
settling time. Figure depicts the LFC simulation model with integral absolute error 
requirements. The simulation is used to create the graph. 

4.3 Combined Model of LFC for the Variation of Load 
with PID and PID-PSO-ITAE Control of the Power Plant 

Figure 7 depicts the combined LFC simulation model for the power plant’s PID and 
PID-PSO-ITAE load-variation control. The graph is created using simulation using 
the Simulink model and analysis of PSO and ITAE using MATLAB technique. The 
Simulink model was created to replicate LFC of step-time response using a PID-
PSO-ITAE controller in order to lower error, have a quick reaction, and have a quick 
steady-state settling time.

4.4 Response of Variation of Load in MW of LFC of Power 
Plant Using PID Controllers 

Two graphs will be displayed in the scope. One will be the output of frequency, and 
the other will be the output of power from a load that is controlled by a PID controller. 
In Scope 1 and Scope 2, the graph will be presented, correspondingly.
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Fig. 7 Combined simulation model of LFC for the variation of load with PID and PID-PSO-ITAE 
control of the power plant

The simulation model of LFC for the change of load with PID management of 
the power plant is shown in Fig. 5. The graph for the fluctuation of load in MW rises 
from 250 to 300 MW using PID controllers is derived from the simulation model 
and is displayed below. 

As according to Fig. 8, the simulation provides a graph of the fluctuation in load 
for the power plant’s LFC using only PID controls. The overshoot with a 50 MW 
load rise from 0.5 to 4 s can be seen in Graph 8 from Scope 3. With a shift in the 
load from 250 to 300 MW, LFC aids in frequency management to restore regular 
operation. 

Fig. 8 Graph of variation of load in MW of LFC of power plant using PID controllers
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4.5 Response of Variation of Load in MW Using PID-PSO 
Controllers 

From the siumulation results, the proposed controller gives very good dynamic 
response at diffrent load conditions. 

Figure 9 clarifies simulation which explains the variation of load in MW of LFC of 
power plant using PID-PSO-ITAE controllers only. The graph shows Scope 1 shows 
overshoot with the increase in load of 50 MW from zero second to 2 s reach steady 
state after 2 s. LFC helps to control frequency through PID-PSO-ITAE controllers 
to bring back to normal with the variation of load from 250 to 300 MW and takes 
constant load after 2 s. 

Fig. 9 Graph of variation of load in MW of LFC of power plant using PID-PSO controllers
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4.6 Frequency Variation in Hz for Increase in Load in MW 
Controlled Using PID Controllers 

4.7 Graph for the Frequency Variation in Hz for Increase 
in Load in MW Controlled Using PID-PSO-ITAE 
Controllers
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The power plant system error (ACE) is significantly decreased by the PID-PSO-
ITAE controller’s interaction. LFC with PID by itself is unable to supply the system 
frequency within the allowable bounds (i.e., 50 ± 0.2 Hz). The simulation find-
ings demonstrate that the coordinated PID-PSO-ITAE controller strategy, which is 
recommended for secondary frequency control, significantly decreases the system 
error (ACE) when compared to primary frequency control. 

4.8 Graph for the Combined Variation of Frequency in Hz 
for Increase in Load in MW Controlled Using 
PID-PSO-ITAE Controllers 

Both the plots provided by the PID and PID-PSO-ITAE controller combined 
with PID-PSO-ITAE controllers are employed to alter frequency in Hz in response 
to a rise in MW consumption. The PID-PSO-ITAE controller’s interaction signif-
icantly lowers the power plant system error (ACE). LFC with PID cannot control 
the system frequency within the acceptable limit (i.e., 50 0.2 Hz) by itself. The 
proposed controller reduces the system error extensively when compared to the 
primary frequency controller. 

5 Conclusion 

The ITAE empirical approach shown is used to LFC of a power plant analysis using 
provided data. With this method, the dynamic system achieves the best controller 
improvements. The frequency response of a specific power plant research was
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constructed using an ideal LFC strategy that was synchronized with PID-PSO-ITAE 
in this study. In order to improve the PID controller both for power output regulation 
and frequency control of the power plant study, a recently developed particle swarm 
optimization intelligent algorithm is used. To illustrate the efficacy of the suggested 
technique, the effect of control design was investigated. This was accomplished 
through with a comparison analysis of earlier and much more modern advanced 
optimization algorithms. From the simulation results, the proposed controller gives 
good dynamic response of the system with less load fluctuations. 
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Efficacy of Papworth Method to Improve 
Quality of Life and Exercise Tolerance 
in Asthma 

Neha S. Patil and T. Poovishnu Devi 

1 Introduction 

Chronic inflammatory asthma affects the airways and causes episodes of wheezing, 
shortness of breath, chest tightness, and coughing. These episodes typically occur at 
night or in the early morning. Additionally, it manifests as temporary and reversible 
airway obstruction, bronchial hyper-responsiveness, and airway inflammation. These 
symptoms are typically accompanied by a generalized but varied airway obstruction. 
Variations in exposures, such as allergens, airway irritants, or respiratory illnesses, 
are to blame for this variation in symptoms (Wu et al. 2019). According to the 
current Global Burden of Disease (GBD, 1990–2019), the overall burden of asthma 
in India is 34.3 million, accounting for 13.09% of the global burden. Additionally, it 
mentions that 13.2 deaths per 1000 people were attributable to asthma in India (Singh 
et al. 2022). Additionally, 5–10% of people globally have asthma (Pourdowlat et al. 
2019). Health-related characteristic that are physical, mental, emotional, and social 
components of a person’s illness or medical condition are linked. Asthma symptoms 
leads to impaired quality of life and daily-life physical activity due to its asthma. It will 
disturb daily living by interfering with ability to work efficiently, sleep cycle, being 
socially active, and importantly participating in activities due to their concern or fear 
of triggering asthma. Ultimately, this will diminish functional ability and quality 
of life as well. People with moderate to severe chronic asthma exhibit reversible 
airway bronchoconstriction. Asthma individuals show fear of triggering symptoms

Purpose: To find the efficacy of Papworth method to improve quality of life and exercise tolerance 
in asthma. 
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and have negative attitude toward exercise and inadequate health professional advice 
in these patients. This will limit their physical activities and reduced physical fitness. 
Asthma individuals with airflow obstruction have breathlessness on exertion and 
reduced exercise tolerance. In case of bronchial asthma, depending upon severity of 
disease, exercise performance is limited. If physical activity is heavy enough, then 
individuals will develop an acute exacerbation of asthma (McFadden 1984). 

In addition to this individual with severe pre-existing airflow obstruction, as exer-
cise continues, expiratory flow limitation will get worsen, leads to further decreasing 
expiratory time, and so increases in the work of breathing. Some asthmatic individ-
uals have difficulty in increasing ventilation sufficiently and remove carbon dioxide 
load generated by breathing muscles. In 40–90% of asthma individuals, exercise-
induced bronchospasm (EIB) occurs and reduces exercise tolerance, which causes 
individuals to adopt sedentary lifestyle leading to decreased quality of life. Reduced 
activity due to breathlessness will lead to peripheral muscle deconditioning, which is 
one of the important factors in limiting exercise capacity (Sanz-Santiago et al. 2020). 
The inability to engage in the degree of physical activity can worsen quality of life in 
people with chronic lung disorders, and the relationship between activity restriction 
and quality of life in people with asthma is evident (Gazzotti et al. 2013). In between 
60 and 75% of people with uncontrolled asthma, this restriction on physical activity 
is found, which has an adverse effect on employment and daily activities. Phys-
ical activity intensity and the likelihood of an exacerbation occurring are adversely 
correlated (Vermeulen et al. 2016). Respiratory symptoms brought on by exercise 
have a significant impact on daily life. The main factor contributing to an increased 
lung volume in asthma is a prolonged inspiratory muscle activity. The respiratory 
muscles’ ability and strength may decrease because of this hyperinflation (Thomas 
et al. 2009). As asthma is chronic condition which interferes with quality of life 
and exercise tolerance, so it is important to find out cost-effective alternative for 
the management of asthma due to increased prevalence and rising health care cost 
as well (Zampogna et al. 2020). Therefore, to provide comprehensive asthma treat-
ment, it is necessary to rule out and address the factor affecting quality of life and 
exercise tolerance. According to GINA 2019, asthmatics require stepwise approach 
which contains assessment treatment planning and review of response. Along with 
this modification of risk factors, controller therapy is adjusted accordingly. But this is 
inadequate for asthma management as pharmacological management has some side 
effects. So, in addition to medical care, Papworth method provides good adjuvant to 
control asthma symptoms. Asthma subjects require comprehensive approach to deal 
with these hyperinflation and hyperventilation which are common manifestations of 
asthma. 

Papworth method is adjuvant to medical care in managing asthma symptoms. It 
focuses on dysfunctional breathing including hyperinflation and hyperventilation. 
Papworth method contains five components. First breathing training, which teaches 
the proper minute and tidal volumes in accordance with present metabolic activity and 
the creation of a suitable breathing pattern. Specific Papworth technique diaphrag-
matic breathing is taught to reduce unwarranted usage of supplementary breathing 
muscles. In this strategy, we advise people with asthma to breathe via their nose
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rather than their mouth. Additionally, it aids in the eradication of learned and prac-
ticed habits like yawning and signing. The second is education, which emphasizes the 
physical regulation of stress responses, their bodily detection, and particularly how 
they interact with breathing patterns. Training in both specific and general relaxation 
is the third component. The incorporation of “proper” breathing and relaxation tech-
niques into daily activity is the fourth component. Techniques are taught in a sequen-
tial fashion, starting with a semi-recumbent position and moving to sitting, standing, 
and eventually doing daily tasks. The skills are initially taught in a semi-recumbent 
position, then on to sitting, then standing, and finally while performing daily tasks. 
Finally, teaching and practicing breathing and relaxation techniques in speech. Fifth 
component is home exercise. Encouragement is given to practice two times a day. 
Papworth method is emerging as a low-cost alternative and found to be effective in 
management of asthma which is a chronic condition and helps to improve exacer-
bations, dyspnea, and dysfunctional breathing (Holloway and West 2007). Asthma 
symptoms are not managed by medications alone, so Papworth method is easy and 
safe intervention for asthma control as it is also an adjuvant to medical care. Papworth 
method reduces these asthma symptoms, improves dysfunctional breathing arising 
from hypocapnia, and will help to improve quality of life and exercise tolerance which 
is measured using asthma-related quality of life questionnaire (ICC score 0.95) and 
6-min walk test, respectively (Juniper et al. 1993). Adding Papworth method inter-
vention to standard medical care to the asthma subjects is the primary objective of 
this study (Pourdowlat et al. 2019). 

2 Materials and Methodology 

This study’s experimental study design has a 70-person sample size. For six months, 
this study is being done at the KIMS hospital in Karad. Simple random sample is 
the study’s sampling strategy (Lottery method). Patients with mild-moderate asthma, 
age range of 20–45 years, either sex, use of bronchodilators, or no addictions were 
required for inclusion in the study. Patients with severe asthma who needed emer-
gency medical attention, any illnesses that simulated asthma and its symptoms, and 
chronic illnesses such as cancer, anemia, or cardiovascular conditions; recent patients 
who have undergone cardiothoracic or thoracic surgery; and any unforeseen illness 
or disability that would prevent participation in exercise testing or training or in an 
intervention program within the previous 12 weeks. 

3 Procedure 

The protocol committee for the project gave its approval, and the institutional ethical 
committee of the Krishna Institute of Medical Sciences, a deemed university in Karad, 
granted its approval as well. Between August 2021 and July 2022, patients who
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visited the doctors for routine clinic visits were screened and recruited. Patients were 
screened using inclusion and exclusion criteria. The research plan randomly assigned 
the patients who consented to participate to the experimental group and control 
group. The eligible patients were divided into two groups at random. All patients 
gave their informed consent. Each participant answered the research questionnaires 
after receiving their assignment and gave physiological data. At every regular clinic 
appointment, data were gathered, which took around 60 min. Outcome measures 
were used for the pre-test. The clinic’s case managers provided routine care and 
instruction to all the patients. For the length of 6 months, group A received regular 
medical care and Group B received both standard medical care and the Papworth 
method intervention. 

Participants were encouraged to identify relaxed strategies of overcoming the 
hurdles to minimize asthma symptoms. Written materials were given to each patient 
to urge them to follow their intervention plan. The intervention program was encour-
aged for participants to complete. The outcome measures were assessed at the 
beginning, three and six months afterward. Then, statistical analysis was completed. 

4 Data Analysis 

Interpretation: The post-mean values of groups A and B of the AQLQ are displayed 
in this graph (Fig. 1 and Table 1). 

Fig. 1 Asthma- related quality of life
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Table 1 Comparison within groups of mean (95% CI) of change in asthma-related quality of life 
questionnaire (AQLQ) score and 6MWT from baseline readings and after 6 months of intervention 
period between Papworth methods that is intervention group and control group 

Domains Intervention group Control group T test P value 

AQLQ 

Overall QOL 1.30(1.2–1.55) 0.80(0.55–1.03) 19.69 0.0001 

Symptoms 1.27(0.95–1.60) 0.75(0.53–0.97) 12.37 0.0085 

Activity 0.99(0.78–1.20) 0.71(0.45–0.98) 11.29 0.0564 

Emotional 1.35(1.08–1.65) 0.91(0.57–1.25) 14.46 0.0110 

Environmental 1.20(0.80–1.60) 0.86(0.60–1.12) 12.28 0.0005 

6MWT 615 ± 122 494 ± 102 10.732 0.0056 

5 Discussion 

In this study, the effectiveness of the Papworth approach to enhance asthmatic 
patients’ quality of life and exercise tolerance will be evaluated. At the 6-month 
assessment, it was discovered that the Papworth approach was linked to enhance-
ments in the primary outcome (asthma-related quality of life) over those observed in 
the control group. The Papworth technique for breathing training had ideal effects 
on exercise tolerance and the improvement of asthma sufferers’ quality of life, 
according to the current study. This is consistent with a 2019 study by Guitti Pour-
dowlat, Roghyeh Hejrati, and Somayeh LookZadeh Holloway et al. that employed 
the Papworth method of relaxation in 30 asthma patients and used the SF36 ques-
tionnaire to evaluate quality of life. They claimed that practicing relaxation using the 
Papworth approach. They stated that relaxation training by the Papworth approach 
sounded to be able to control stressful settings in individuals with asthma to prevent 
illness attacks and improve the quality of life (Pourdowlat et al. 2019). As in Guitti 
Pourdowlat’s study, we also evaluated participants’ quality of life (QOL) and exercise 
tolerance, as well as the impact of the Papworth approach on these variables. In our 
study, quality of life also increased. Another earlier study conducted by Elizabeth A. 
Holloway and Robert J. West and published in 2007 shows that the Papworth method 
appears to improve respiratory symptoms and dysfunctional breathing compared to 
usual care, but that there was no significant change in lung function, suggesting that 
the Papworth method does not improve the long-term physiological underpinnings 
of asthma but rather its manifestations. Asthma-related quality of life was chosen as 
the study’s main outcome because it is the metric that most accurately captures how 
patients feel about their asthma and how it affects their everyday lives. The Papworth 
technique was consistently linked to improvement in patient-centered variables such 
symptoms, activity, emotional, and environmental measurements in this study where 
we examined a variety of outcome parameters. 

The 6MWT parameters and the asthma-related quality of life questionnaire 
(AQLQ) were the study’s outcome measures. The intervention was carried out by
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the team of specialists involved to enhance outcome metrics. The Papworth tech-
nique has enhanced quality of life and exercise tolerance as benefits. Such a strategy 
should be used to raise the quality of life and increase exercise tolerance in people 
with asthma. 

6 Conclusion 

Improve the quality of life and exercise tolerance in mild to moderate asthma by 
using the Papworth technique as an adjunctive beneficial treatment. 

7 Limitation 

The study population may have been biased as a result of the limited enrollment, 
which is a possibility. Another potential drawback is the lack of formal monitoring of 
participants randomly assigned to the control group for any changes in their exercise 
routine. 
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CNN Approach for Plant Disease 
Detection—Krishi Snehi 

A. Lavanya, N. Ganavi, and M. R. Sowmya 

1 Introduction 

In addition to being the foundation of the national economy, agriculture is essential 
for raising farmer income. There are many plant diseases that harm plants, but because 
their early symptoms are often missed, social and financial losses result. Despite the 
possibility that scientists may provide a more effective solution using photos and 
videos of crops that provide a better perspective of diseases, farmers still struggle 
to identify plant diseases at an early stage. India is falling behind even though its 
production is enormous, because there is no alternative method described in the 
literature that can deal with the precise identification of crop diseases. Pathogenic 
organisms cause most crop infections, and current research does not offer fertilizer 
optimization to increase crop quality. 

Before a technique is introduced to identify plant infections, diagnosing plant 
diseases mainly relies on knowledgeable agronomists or phytopathologists. In order 
to address the illness before it spreads out of control, they created a checklist of 
requirements based on study and field observations of plants. However, even profes-
sionals with specialized optical equipment can be unable to recognize early-stage 
infections due to the wide diversity of infectious symptoms and significant variations 
in the same symptom among other species. Convolutional neural networks (CNN), an 
improved version of ANN, are widely employed in image classification and speech 
recognition due to their capacity to handle large amounts of data and create clever 
connections between the neurons. 

Given that most farmers are members of the illiteracy group, farmers currently 
require advice from agriculture experts to address any such adverse condition seen 
in the crops in a way that is simple for them to understand. The one with the tech-
nical knowledge can really help these types of farmers in detecting the disease and
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controlling measures using Krishi-Snehi application in their own language, provided 
in speech format as well. Another category of farmers, who are capable of reading 
and writing their regional language but lack English literacy, can still use this appli-
cation where they access to information in their own regional language (Kannada, 
Hindi). 

2 Literature Review 

The paper (Swathika et al. 2021) provides a reference for further research on the 
subject, reviews earlier work on CNN image classification, and introduces a new 
module for paddy disease classification. Convolutional neural network layers were 
used to create the classification module, which offers accuracy of up to nearly 70%. 

According to Joshi and Saha (2019), for a machine to make predictions or deci-
sions and provide outcomes without being given instructions, a set of training data 
and testing data is necessary. The algorithms take images, segment them to extract 
information from them, and then use the features to identify the ailment the plant is 
suffering from. 

A reasonably large repository is reportedly primarily maintained in English, 
according to paper Cynthia et al. (2019). Most of the web content is written in 
English. This clearly demonstrates a barrier to the benefits of the Internet for the 
64% of people around the world who do not speak English. The situation is more 
serious in developing nations like India, China, and Pakistan, where 76% of the popu-
lation lacks literacy in English and hence deprived from the advantages of Internet 
facilities. 

Madhulatha and Ramadevi (2020) particularly focused on detecting plant diseases 
that will lower crop loss and hence maximize production efficiency. Their approach 
uses deep learning (DL) technology to identify early-stage plant disease symptoms 
and classifies plants as diseased based on the symptoms using a deep learning (DL) 
technique. 

Marzougui et al. (2020b) applied a computer approach on Deep Learning systems 
based on artificial neural networks, the branch that also enables the early identification 
of plant illnesses by using convolutional neural networks (CNNs) which are familiar 
with some of the prominent architectures, particularly the “ResNet” architecture. 
They made use of an enhanced dataset that included pictures of both healthy and sick 
leaves (each leaf is manually cut and placed on a uniform background). Their deep 
learning approach performed admirably for a variety of object detection issues. Ghosh 
S et al.  (2014) developed an user friendly application which had a communication in 
Indian languages through voice. Guan (2021) created a novel method for detecting 
plant diseases by merging four CNN models. Sritharan et al. (2022) model identified 
various plant diseases and deployed a mobile technology that can make appropriate 
pesticide recommendations. Yadhav et al. (2020) focused on categorizing the plant 
illnesses, with the help of TensorFlow backend system using the convolutional neural 
network model. It also recommended fertilizers to increase crop yields.



CNN Approach for Plant Disease Detection—Krishi Snehi 351

3 Proposed Methodology 

The primary goal is to identify whether the crop is diseased or healthy. Krishi Snehi 
is an application which classifies the uploaded leaf image of crops as diseased or 
healthy and if diseased, identifies the type of disease and provides with respective 
biological and chemical control measures in the user selected language and the same 
is available in audio format which can be controlled with audio button. 

Data Collection: The code was applied to the Kaggle online kernel for training 
loss and validation computations, and the dataset was acquired from the online Plant 
Village Kaggle dataset. Dataset includes training data and testing data of 20k images, 
which contained 1254 images from the testing set and 19,384 images from the training 
set. 

The stages involved in fully identifying and classifying diseases are shown in 
Fig. 1:

1. Input image: Images that are captured for analysis are kept in backup memory. 
Both the training dataset and the testing dataset were created using images that 
came from a reliable source. 

2. Preprocessing: The perfect data for processing is provided by the image’s clarity. 
Using a variety of smoothening filters and enhancement techniques, the contrast 
quality of the image is further improved after using image clipping to remove 
the necessary portion of the image to create a clear image. 

3. Feature extraction: Four convolutional layers are used to form the convolutional 
neural network. These four hidden layers are used to extract features of diseases. 
Each hidden layer consists of the following layers: 

3.1 Convolution layer: Through convolution layer, features and relationships 
between pixels are learned by extracting features from the image using tiny 
squares of input data. Convergence of the input picture matrix and the filter 
matrix can be used to achieve this. 

3.2 Activation function: A mechanism of activation that makes the node active 
when the input value is above the threshold and if the input is below zero 
then output will be zero itself. There are two activation functions used: ReLu 
and Softmax. 

3.3 Max pooling. A pooling technique called max pooling chooses the top 
element from the feature map area that the filter is focusing on. As a result, 
a feature map with the most important features from the prior feature map 
would be the output after the maximum pooling level.

4. Creation of model: A total of 19,384 images were utilized to train the four convo-
lutional layers of the convolutional neural network sand remaining 1254 images 
were used to test the proposed model during 20 epochs, producing an accuracy 
of 0.9630, i.e., 96%. The trained model was stored in “auto_chloro_model.h5” 
for faster access.
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Fig. 1 Workflow of the plant disease detection

5. Classifier: Two fully connected dense layers with the proposed activation function 
for classifying plants as healthy or diseased are used after a fully connected 
layer to reduce the image’s three dimensions to one in order to determine the 
probabilistic value. 

The user can get to know the results in his preferred language (English, Kannada, 
and Hindi) and can even access it in audio format with the aid of the audio control 
button provided (Fig. 2).

Connection of React App with the Built CNN model: The built and trained CNN 
model is connected to a React app to provide better user interface with all the respon-
sive buttons to upload images and to get the results in text format or in speech if 
required as shown in.
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Fig. 2 15 classes of disease classification

4 Results 

The final product is a web-based application built using React. Js that enables the 
users with a better interface. This application has an outcome of detected disease, 
corresponding to chemical and biological controls in user selected language. The 
proposed model gave us an accuracy of 0.9630 which is 96%. 

The graph as shown in Fig. 3 clearly shows that there is an increase in accuracy 
and depicts that the model was well-trained. 

Fig. 3 Epochs versus accuracy
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Fig. 4 Krishi-Snehi interface 

Fig. 5 Disease prediction and its corresponding control measures in English 

The interface of the Krishi Snehi is as shown in Fig. 4 which shows the option 
of selecting the language and audio. The disease and the remedy is displayed after 
uploading the image of the leaf. 

The detection process is carried out, firstly by selecting the language (English, 
Kannada, and Hindi) and then choosing the test image from the secondary storage. 
The application then displays the predicted disease and its corresponding biological 
and chemical controls if the image selected is of a diseased leaf as shown in Figs. 5 
and 6 else displays “healthy”, if the selected image of a plant is of a healthy leaf as 
shown in Fig. 7.
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Fig. 6 Disease prediction and its corresponding control measures in Kannada 

Fig. 7 Output shows the chosen leaf is healthy in Hindi 

5 Conclusion 

Although there are plenty of image classifying algorithms, CNN has proved to be 
one of the most powerful image processing and classifying algorithms that yields 
better performance. This proposed model made use of four convolutional layers that 
increased the outcome of the training. This model having relatively high accuracy of 
96% can be really used to assist the farmers in disease identification. For now, this
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model is restricted to three crops such as potato, tomato, and bell pepper with 15 
different classes. Future research should try increasing the size of the datasets and 
increasing the number of crops for which the model can be trained. 
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Lung Cancer Classification 
and Prediction Based on Statistical 
Feature Selection Method Using Data 
Mining Techniques 

S. Kavitha, N. H. Prasad, K. Sowmya, and Ramavathu Durga Prasad Naik 

1 Introduction 

The term data mining refers to the technique of removing or refining previously 
undiscovered forecasting information from massive databases. It entails various data 
sorting through numerous of datasets in order to explore significant and necessary 
information. Finding novel, intriguing, and unique sequences or patterns in stored 
data is a common goal of data mining. It usually discovers the sheer within the data 
that is beyond simple analysis using an algorithm. Data mining can be applied to 
both knowledge discovery and prediction processes. Data mining is an information-
delivery method that transforms data access for introspection and anticipated navi-
gation. Goals of data mining: prediction process: it makes predictions by drawing 
inferences from current data. Gain by using previously saved values in a form to 
uncover hidden or anticipated outcomes. It describes and simulates the fundamental 
characteristics of the data in the database with an emphasis on pattern recognition 
and the successive submission of user interpretation. 

The term “cancer” refers to a category of diseases in which the body’s cells begin 
to multiply and expand out of control. These cells can then invade and attempt to 
kill healthy tissues. The cells develop carcinogenic or malignant properties as a 
result of DNA damage. This harm may develop over time, may result from errors
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made during typical cell growth, or may be brought on by an outside factor, such as 
nicotine. Cancer cells can spread to other parts of the body, where they can multiply 
and form new tumours. This is referred to as metastases. It occurs when cells enter 
the bloodstream or lymphatic vessels. 

When lung cells increase improperly and create a tumour, a lung cancer is the 
result. On chest X-rays or CT (‘CAT’) scans, this might be detected as a lump or 
nodule. Smokers are much more likely to develop lung cancer than non-smokers. 
However, it can also occur in those who have never smoked. Asbestos, second 
hand smoke, and radon are other lung cancer risk factors. Lung cancer occurs if 
family history of lung cancer, cigarette exposure, genetics and air pollution. Although 
receiving a lung cancer diagnosis is terrifying, treatments have greatly advanced in 
recent years. Generally speaking, detecting lung cancer signs early is important since 
persons with the disease have a better prognosis important. However, lung cancer 
can rarely occur. Lung cancer often arises without symptoms; hence, screening is 
also a crucial tool for early lung cancer detection in patients who are in danger. 

Lung cancer is categorised according to the anatomic site as follows: squamous 
cell carcinoma and small cell carcinoma are the most common types of central lung 
cancer. Peripheral lung cancer primarily consists of giant cell carcinoma and adeno-
carcinoma. Histopathology-specific classification: small cell carcinoma, commonly 
known as SCLC (15–20%); squamous cell carcinoma, 10%; adenocarcinoma, 30– 
40%; and non-small cell lung cancer (NSCLC, 80–85%); sarcoma and lymphoma 
are two more malignant lung neoplasms. 

The leading cause of high mortality in the present world is estimated to be lung 
cancer, which is also the deadly disease. Humans are more strongly affected by 
lung cancer than is envisaged. We can predict lung cancer through chest X-rays that 
frequently fail to differentiate between cancer and other illnesses, such as a lung 
abscess, prevent them from providing a conclusive diagnosis (collection of pus that 
forms in the lungs). Lung cancer also, can be predicted through CT scan uses X-
rays and a computer to create detailed images of the inside the body. Cancer cells 
in active growth can be located using a PET-CT scan. This can aid in making the 
correct diagnosis and treatment decision. An operation called a bronchoscopy enables 
a medical professional to view the interior of your airways and take a little sample 
of cells. 

2 Literature Review 

Lung cancer is the world’s leading cause of cancer death, and treatment is decided by 
the type and stage of cancer discovered in the patient (Lee et al. 2011). Early diagnosis 
of this disease is the most promising approach to improving patients’ survival rates 
(Maleki et al. 2021). Data mining techniques, such as categorization and prediction, 
can be utilised in clinical care to determine the progression of disease rules from 
multidimensional time-series data (Fang et al. 2015). Based on two feature selection 
algorithms, a method for predicting the risk of lung cancer is proposed: Fisher and
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ReliefF, as well as BP Neural Networks (Xie et al. 2015). The identification of 
divergence between oncogenic tumours is essential for the diagnosis and treatment 
of cancer. The goal of this study was to develop a computer method for classifying 
lung cancer tumours based on the structural and physicochemical characteristics 
(1497 attributes) of protein sequences acquired from genes identified by microarray 
analysis (Ramani and Jacob 2013). 

Combining Tetrakis Carboxy Phenyl Porphine (TCPP) and well-known machine 
learning algorithms, a novel approach to the early identification of lung cancer is 
mentioned. Because cancer cells have more low-density lipoproteins on their surface 
and have a porous cancer cell membrane, the porphyrin tetrakis carboxy phenyl 
porphine (TCPP) can be used to identify cancer cells (Kancherla and Mukkamala 
2012). Using image processing techniques, lung scan histopathology images can be 
utilised to categorise lung cancer. In the system for prediction, information from lung 
pictures are extracted (Shanthi and Rajkumar 2021). Based on the importance of lung 
cancer survival, the researchers gathered information from four feature categories 
(population, recognition, treatment, and result) of cancer patients. Analyses of the 
patients’ predicted survival rates show that, of the classification algorithms, Decision 
Tree C5.0 has the highest accuracy (Dezfuly and Sajedi 2015). 

Although biopsy is the traditional method to genetically characterise lung cancer 
tumours, it is an invasive and painful procedure for the patient. The develop-
ment of personalised medicine has changed the therapeutic strategy from classical 
chemotherapy and radiotherapy to a genetic modification targeted therapy (Morgado 
et al. 2021). The literature describes a number of lung cancer diagnostic techniques 
that use support vector machines to anticipate normal and abnormal lung cancers 
(Senthil and Ayshwarya 2018). A standard dataset for lung cancer is used in exper-
iments. The obtained solutions are compared to those obtained by the complete 
feature set, the F-score, and the correlation-based feature selection methods. The 
obtained solutions are validated with three different classifiers, such as the support 
vector machine (SVM), the backpropagation neural network (BPNN), and the K-
nearest neighbour (KNN). The comparison results demonstrate the suggested intel-
ligent system’s strong diagnosing capabilities and its potential as a tool for the early 
detection of lung cancer (Lu et al. 2014). 

Clinical data analysis and patient care are carried out through the Healthcare 
Analytics (HcA) procedure. The course of therapy is determined by the evaluation 
of clinical information gathered from Electronic Health Records (EHRs), pharma-
ceutical costs, costs associated with research and development, and patient claims 
(Pradeep and Naveen 2018). Computed tomography (CT) is the greatest imaging 
method for use in the medical industry and helps doctors locate malignant cells 
precisely. The authors suggest an automated method to segment and analyse the 
lungs, classifying each lung as normal or cancerous (Priya and Joseph Jawhar 2020). 
The suggested model is a classification-based, effective method for detecting lung 
cancer disorders that makes use of machine learning techniques. Although the method 
produced good results, using it takes significant computational skill (Chauhan and 
Jaiswal 2016). LeNet, AlexNet, and VGG-16 deep learning models are used in the 
study to detect lung tumours. An open dataset of computed tomography (CT) images
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Fig. 1 Attributes of the dataset 

was used for the tests. Convolutional neural networks (CNNs) have been utilised in 
the experiment for classification and feature extraction (Toğaçar et al. 2020). 

3 Dataset Description 

For the proposed methodology, we used a dataset from the UCI data repository as 
cancer dataset Lung Cancer. The dataset is having a totally 57 and 32 characteristics 
(Fig. 1), instances, respectively, as well as one class attribute in its entirety. The 
important purpose of our proposed study is to classify and evaluate the performances 
of classification techniques. 

4 Methodology 

4.1 Data Preprocessing 

In the field of machine learning, making the right decision will be successful only if 
handling the missing values is done properly. Removing null values is very necessary 
step to find the detection in lung cancer. In the present study, KNN for preprocessing 
step is applied.
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4.2 Feature Extraction 

In the field of machine learning, feature extraction from input data is used to collect 
the relevant data for cancer to predict patient health condition for interpretation 
using Weka tool (Fig. 1). In the Table 1. Features are extracted for all the 56 classes 
maximum, minimum, mean, and StdDev. The feature extraction for the dataset is 
calculated as to decrease the complexity of detecting lung cancer (Fig. 2).

5 Performance Evaluation Results 

5.1 Classification Using Machine Learning Algorithms 

After the feature selection, classification is the important step in the machine learning 
field. It is the process of arranging the information into logical groups. In this paper, 
we have applied Zero-R, Decision table, JRIP rules classification algorithms to 
predict cancer for medical data. In order to compare classification accuracy between 
features of various classes, the Zero-R, Decision table, JRIP algorithms are used. 

As shown in Table 2, ROC area and True Positive rate of Class 2 instance are 
higher when compared to the other classes (Fig. 3).

As shown in Table 3, ROC area of Class 3 and True Positive rate of Class 1 
instance are higher when compared to the other classes (Fig. 4).

As shown in Table 4, ROC area of Class 3 and True Positive rate of Class 1 
instance are higher when compared to the other classes (Fig. 5).

Comparative result investigation of classification algorithms for lung cancer data 
is summarised in Table 5. In the table, Destination table classification algorithm has 
given the best result and rate of correctly classified.

6 Conclusion 

In the field of healthcare system, because cancer cells are so complicated, predicting 
lung cancer is one of the most difficult medical problems to solve. If the lung cancer 
prediction is too late, significantly increasing the death rate of the patient. Cancer 
can be cured if it is found and treated early enough. In the proposed methodology 
employed to forecast the onset of lung cancer. The main goal of this system is to give 
customers an early warning, so they can save time and money. Positive results from 
the performance evaluation of the suggested approach show that oncologists can use 
Decision table to help in lung cancer.
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Table 1 Feature selection of lung cancer data 

Sl. No. Maximum Minimum Mean StdDev 

V1 1 0 0.031 0.177 

V2 3 1 2.375 0.554 

V3 3 0 2.031 1.031 

V4 4 1 15 12 

V5 1 0 0.281 0.457 

V6 3 1 2.188 0.738 

V7 3 1 2.125 0.751 

V8 3 1 2.406 0.756 

V9 3 1 1.156 0.515 

V10 3 1 1.406 0.56 

V11 3 1 1.5 0.672 

V12 3 0 0.906 0.856 

V13 3 1 1.938 0.801 

V14 3 1 2.188 0.738 

V15 3 1 2.219 0.751 

V16 3 1 1.131 0.535 

V17 2 1 1.875 0.336 

V18 2 1 1.875 0.336 

V19 2 0 0.469 0.842 

V20 2 0 1.094 0.963 

V21 2 1 1.75 0.44 

V22 2 1 1.813 0.397 

V23 2 1 1.75 0.44 

V24 3 1 1.344 0.653 

V25 3 1 1.719 0.581 

V26 3 1 1.938 0.801 

V27 3 2 2.313 0.471 

V28 3 1 2.063 0.564 

V29 3 1 2.156 0.677 

V30 3 1 1.438 0.716 

V31 3 1 2.313 0.896 

V32 3 1 2.313 0.896 

V33 3 1 2.719 0.634 

V34 3 1 1.719 0.729 

V35 3 1 1.625 0.707 

V36 3 1 1.688 0.535 

V37 3 1 1.688 0.535

(continued)
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Table 1 (continued)

Sl. No. Maximum Minimum Mean StdDev

V38 11 1 18 2 

V39 3 1 1.969 0.474 

V40 3 1 2 0.44 

V41 3 1 1.594 0.615 

V42 3 1 1.75 0.622 

V43 3 1 2.063 0.354 

V44 3 1 1.875 0.492 

V45 3 1 1.969 0.4 

V46 3 1 1.938 0.435 

V47 3 2 2.063 0.246 

V48 3 2 2.063 0.246 

V49 1 3 2 0.319 

V50 1 3 2 0.359 

V51 1 3 2 0.508 

V52 3 1 1.844 0.448 

V53 3 1 1.844 0.448 

V54 1 2 1.563 0.504 

V55 2 1 1.813 0.397 

V56 1 2 1.719 0.457 
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Fig. 2 Feature selection for the lung cancer dataset
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Table 2 Zero-R classification result 

Class TP rate FP rate Precision Recall F-measure MCC ROC 
area 

1 0.000 0.000 1.000 0.001.0000 1.000 0.401 0.259 

2 1.000 1.000 0.406 0.000 0.578 0.393 0.359 

3 0.000 0.000 1.000 0.000 1.000 0.464 0.300 

Weighted 
Avg. 

0.406 0.406 1.000 0.406 1.000 0.417 0.312 

Zero-R Classification Result 

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr 

Fig. 3 Zero-R classification result

Table 3 Decision table classification result 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area 

1 0.778 0.174 0.636 0.778 0.700 0.572 0.838 

2 0.462 0.316 0.500 0.462 0.480 0.148 0.522 

3 0.500 0.182 0.556 0.500 0.526 0.328 0.845 

Weighted Avg. 0.563 0.234 0.556 0.563 0.556 0.323 0.712
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Decision table Claffication Output 

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr 

Fig. 4 Decision table classification

Table 4 JRIP rules classification result 

Class TP rate FP rate Precision Recall F-measure MCC ROC area 

1 0.556 0.217 0.500 0.556 0.526 0.328 0.691 

2 0.538 0.474 0.438 0.538 0.483 0.064 0.474 

3 0.400 0.091 0.667 0.400 0.500 0.367 0.711 

Weighted Avg. 0.500 0.282 0.527 0.500 0.500 0.233 0.609
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JRIP rules classification result 

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr 

Fig. 5 JRIP rules classification

Table 5 Comparative result analysis of classification algorithms for lung cancer data 

Name of the model JRIP rules Decision table Zero-R 

Correctly classified instances (%) 50 56.25 40.625 

Incorrectly classified instances (%) 50 43.75 59.375 

Kappa statistic 0.2312 0.3402 0 

Mean absolute error 0.3714 0.3662 0.4409 

Root mean squared error 0.4941 0.4271 0.4701 

Relative absolute error (%) 84.2375 83.0551 100 

Root relative squared error (%) 105.1063 90.8377 100 

Time taken to build model (s) 0.02 0.05 0
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Optimal Solution for Distance Detection 
Using Deep Learning Techniques 
on Embedded Devices 

Uday Kulkarni, Shashank Hegde, Abhishek Hosamani, 
Vivek P. Marakumbi, Ganesh Vernekar, Akshay R. Shanbhag, S. M. Meena, 
and Sunil V. Guralhosur 

1 Introduction 

A sophisticated artificial neural network called a deep neural network (DNN) 
(Szegedy et al. 2013) has several layers between the input and output levels; these 
artificial neurons that make up these various layers are interconnected to address a 
real-world task like image classification, annotation, or object detection, and these 
neurons process the input using extensive calculations carried out across layers. Input 
in deep neural networks is routed between nodes and given an appropriate weights. 
A node with a higher weight will have a greater impact on the nodes in the next 
layer; these weighted inputs are combined to create an output in the final layer. Due 
to the massive quantity of data being processed and the numerous difficult mathe-
matical computations required by DNN to attain improved accuracy, deep learning 
systems require strong hardware. In such cases, DNN models are quantized and 
transferred on to edge devices in order to meet its computing requirements and make 
it power-efficient without compromising on model accuracy. 

Our topic of discussion focuses on finding the object, mainly detecting the person 
and finding the distance between those persons in image and in live feed using a 
camera. A computer vision method called object detection is used to find occurrences 
of objects in images or videos. We have researched the various object detection 
algorithms (Girshick et al. 2014) and techniques listed below, which concentrate on
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creating boundary boxes around objects using a variety of techniques, such as anchor 
boxes, boundary boxes, or masking regions of interest. All of these techniques are 
covered in our literature review. 

The proposed method discussed in paper is to use an object detection technique 
called YOLOv7 (Wang et al. 2017) which is the fastest and most accurate real-time 
object detection model for computer vision tasks. Its improved architecture surpasses 
all previous YOLO (Rekha et al. 2020) versions as well as all other object detection 
models in terms of both speed and accuracy on the MS COCO dataset. Boundary 
boxes are formed around each object mentioned in the dataset using the model with 
YOLOv7 weights. We are interested in the boundary boxes generated around people, 
and we use the Euclidean distance formula to calculate the distance between these 
boundary boxes. Using quantization, a technique is used to convert the tensors or 
parameters to lower bit width from 32 bit floating point values, and our final model is 
quantized using PyTorch 8-bit quantization API leading to 8-bit model which is later 
ported onto edge devices like mobile phones, and proposed workflow is depicted in 
Fig. 1. 

The paper is organized into various sections listed below. Section 2 focuses on 
comparison of available object detection algorithms and background study of YOLO 
architecture and its modules. In Section 3, we analyze the previous versions of YOLO 
with YOLOv7 and discuss its architecture. Section 4 discusses about the proposed 
methodology wherein the image is fed to the model, object is detected, and distance 
between two objects belonging to people class is calculated with the model being 
quantized from 32 bit to 8 bit, and the model is ported to edge device. In Section 5, 
the results are discussed on YOLOv7 architecture before and after quantization of 
model in various operating systems concerning the accuracy, flops, and quantization 
loss. Section 6 tells the conclusion and gives the future scopes.

Live Feed INT 8 Quantization Edge Device 

Image Input 

Mobile 
Application 

Porting onto Edge device 

YOLOv7 weights 
Object detection 

Distance Detection 

Distance<=Threshold 

Fig. 1 Workflow of proposed methodology 
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2 Background Study 

Several techniques have been developed in finding distance between two objects 
which are categorized under class people. Among notable systems, (Wang et al. 
2022) several systems are evaluated and considered for our system development. 
The first object detection model used to detect objects in an image is regions with 
convolutional neural network (R-CNN) (Chen 2017; Girshick et al. 2014). It uses 
selective search algorithm which tries to identify patterns in the image, and based on 
the image, it proposes various regions. R-CNN takes an input image and extracts all 
possible region proposals, i.e., it simultaneously detects the object scores and objects 
that are detected are drawn with bounding boxes which generate sub-segments to 
have multiple regions of an image. This technique combines similar regions based 
on size, enclosure, texture, color, and shape compatibility to form larger regions. 
These regions produce final object locations (region of interest). So it was used to 
solve image detection tasks, but it is slow. It takes more time to train the model. So 
generally, we opt for a faster network, and one such faster network is Fast R-CNN. 

In one of the works of “Fast R-CNN” (Girshick 2015; Wang et al. 2017) which 
proposes a fast region-based convolutional neural network method (Fast R-CNN) 
for object detection. Object proposals determine bounding boxes to determine the 
objects and locations in the image. A Fast R-CNN takes an image, and some object 
proposals are given as input to convolutional neural network (CNN). This image is 
passed to multiple convolutional layers and max pooling layers to form a feature 
map. The region of interest (ROI) projection is used to map the object proposals to 
the feature map. It finds the coordinates of proposals on a feature map corresponding 
to the original image. So Fast R-CNN improves the training time and detection time 
compared to R-CNN. 

Similarly, in Faster R-CNN (Chen and Gupta 2017; Roh and Lee 2017), the first 
step is to generate anchor boxes, which captures all types of objects in an image 
and all anchor boxes are drawn to each object. When anchor boxes are generated, 
intersection over union (IOU) computes the intersection over union on this predicted 
bounding box. The anchor box with more than 50% IOU is labeled as the foreground 
class. The anchor box with less than 50% IOU is labeled as a background class. 
The task of region proposed network (RPN) is to detect foreground and background 
classes. The output of RPN gives a feature map of those anchor boxes that are labeled 
as foreground class. Now the feature map is fed to the region of interest (ROI) pooling 
layer in order to reduce all feature maps to the same size. At last, there is a classifier 
and a regressor, the task of a classifier is to find whether there is an object which is 
an image, and the task of the regressor is to draw the boundary box on the object that 
is detected. As a result, Fast R-CNN has an extra CNN for obtaining the regional 
proposal, but RPN is trained by extracting all anchors in the mini-batch of size 256 
from a single image, and this image may contain multiple samples which have similar 
features in the network that takes more time to achieve convergence.
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In one of the works “SSD: Single Shot multibox Detector” (Liu et al. 2016; 
Zhao et al. 2021), it discusses how convolution filters and feature maps are the 
two main components for object detection, how SSD removes the region proposal 
network to speed up the process and ultimately improve performance, and how multi-
scale features and default boxes are the modifications that are applied onto SSD to 
achieve minimal accuracy loss. In terms of accuracy, these enhancements enable the 
approach to compete with Fast R-CNN even when using pictures of lesser quality. 
This comparison shows that while it surpasses the accuracy of the Fast R-CNN and 
achieves real-time processing speed, and shallow layers in a neural network might 
not produce enough high-level characteristics to make prediction for tiny objects. 

You Only Look Once (YOLO) is the state-of-the-art object detection algorithm 
which is used to detect objects in the field of computer vision. YOLO algorithm 
(Shafiee et al. 2017) is used in various fields such as social distancing in order to 
calculate the distance between the objects with class people and identifying face 
mask on people’s face, and it has high inference speed, high accuracy, and learning 
capabilities. 

3 YOLO Architecture Description You Only Look Once 
(YOLO) is One of the Most Efficient 

Model architectures and object detection algorithms. The primary reason for its 
popularity is that it makes use of one of the greatest neural network designs to create 
high accuracy and overall processing speed. YOLO architecture (Aggarwal 2021) 
heavily relies on fully connected neural network (FCNN). YOLO framework consists 
of three significant parts:

• Head
• Neck
• Backbone. 

The backbone takes out the significant features from a training image which is 
fed to the head part via the neck. The neck part gathers feature maps and generates 
feature pyramids. Head consists of some fully connected layers and output layers 
which are essential for the detection and classification of images. 

The newer versions of YOLO were released like YOLOv3, YOLOv4, and 
YOLOv5 which displayed better performance than previous one with some minute 
changes in the architecture which enhanced the performance, speed, and accuracy 
of the model. The components of YOLO family are discussed below in Fig. 2.

YOLOv7 (Yolov7 Paper Explanation: Object Detection and YOLOv7 Pose 2022) 
is procured from scaled YOLOv4 (Bochkovskiy et al. 2004) and YOLO-R. Further
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Layers YOLOv3 YOLOv4 YOLOv5 

Neural Network 
Type 

FCNN FCNN FCNN 

Backbone Darknet53 CSPDarknet53 
(CSPNet in Darknet) 

CSPDarknet53 
(Focus Structure) 

Neck FPN 
(Feature Pyramid 

Network) 

SSP 
(Spatial Pyramid Pooling) 

And PANet 
(Path Aggregation Network) 

PANet 

Head B x (5+C) output layer 

B: No of boundary boxes 
C: Class scores 

Same as YOLOv3 Same as YOLOv3 

Loss Function Binary Cross Entropy Binary Cross Entropy Binary Cross Entropy 
and Logit Loss 

Function 

Fig. 2 Evolution of YOLO family

experiments were done on these base models to develop new and efficient architecture 
with few improvements and changes. We will discuss them one by one: 

A. Extended Efficient Layer Aggregation Network (E-ELAN) 

The E-ELAN is one of the most significant operational blocks in the backbone of 
YOLOv7. The architecture is designed considering the significant factors like activa-
tions, gradient path, and memory access cost that affect the performance of the model. 
While maintaining the original gradient path, the proposed E-ELAN uses shuffle and 
merge multiplicity to improve the neural network’s ability for learning. The E-ELAN 
design improves learning for the framework using the ELAN computational block 
as a foundation (Fig. 3).

B. Scaling of Models in YOLOv7 

Different applications demand different types of models having accuracy and 
speed according to their requirements. Some applications may require accurate 
models, and others may need higher model speed. A prominent technique for 
scaling models is called network architecture search (NAS). Researchers employ 
it to repeatedly loop over parameters in quest of the most effective scaling factors. 

C. Planned Re-parameterized Convolution 

Re-parameterization is a method for enhancing the model after training. It lengthens 
the training process but yields better inference outcomes. To finalize the model, the 
types of re-parameterization used are model-level and module-level ensembles. 

Model-level re-parameterization is done by taking different datasets with same 
properties and training multiple models to take average of weights for the final model. 

Re-parameterization at the module level has become quite popular in research. 
This approach divides the model training process into a number of parts. To create 
the final model, the results are combined.
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#42: concat 
ELAN 

computational block 

#46: conv3x3, ch=256 

#49: concat 

#45: conv3x3, ch=256 

#44: conv1x1, ch=256#43: conv1x1, ch=256 

#47: conv3x3, ch=256 

#50: conv1x1, ch=1024 

#48: conv3x3, ch=256 

#41: conv3x3, ch=512, st=2#39: conv1x1, ch=512 

#40: conv1x1, ch=512#38: maxpool, k=2, st=2 

Fig. 3 E-ELAN (Yolov7 Paper Explanation: Object Detection and YOLOv7 Pose 2022)

4 Proposed Methodology 

A. Object Detection 

There is a computer vision library known as OpenCV which takes input as image 
taken from the cameras and locates all instances of objects in an image having known 
set of object categories. The image is fed to the multiple convolutional layers and max 
pooling layers, and applying ReLU function will give an output image drawn with 
bounding box. The given image is divided into N * N grid cells. For each grid cell, 
the feature vector is calculated with attributes Oobj (object is present with Boolean 
value as 0 or 1), Bx, By (centroid of grid cell having coordinates x and y axis, Bh, Bw 

(height and width of the boundary box), and C1, C2 (objects belonging to particular 
class). The centroid of the bounding box is calculated by mean distance between 
top left most coordinates (x1, y1) and bottom right most coordinates (x2, y2). When 
multiple bounding boxes are detected for single object, then intersection over union 
(IOU) is used to keep only the bounding box with high probability and discard all 
other bounding box having other probabilities lower than high probability. This is 
also known as non-max suppression. The boundary box with its class probability is
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assigned to all objects in the given image (Mathurkar et al. 2021; Zhao et al. 2021). 

y = [ O_ obj ] 

[ B_ x] 

[ B_ y] 

[ B_ h] 

[ B_ w] 

[ C1] 

[ C2] (1) 

B. Distance Detection 

The distance formula used to calculate distance between two objects that are detected 
under class people is Euclidean distance. The model creates boundary boxes around 
the input frame’s objects, and the centroids of those boundary boxes are used 
to measure the distance between adjacent boundary boxes, particularly those that 
include people. The model’s output will indicate if the distance is found to be lesser 
than a specific threshold which is set in advanced (Mathurkar et al. 2021; Salagrama 
et al. 2022). 

Using the relevant mathematical equations shown below, the model predicts all 
four coordinates (Figs. 4 and 5). 

Cx = σ(Px ) + mx 

Cy = σ
∑(

Py
) + my 

Ch = qhePh 
Cw = qwe

Pw (2) 

Features Classification 

ROI Pool 

CNN 
CLASSIFICATION 

LAYERS 

Boundary box refinement layer 

Car 0.95 

Region Proposal Function 
Feature Extractor Object Classification 

Fig. 4 Object detection using YOLOv7
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Fig. 5 Location prediction 
with coordinates in boundary 
box 

mx 

my 

my 

mx 

Ch 

qh 

Cw 

qw 

where Cy and Cx are y and x coordinates of center, whereas Cw and Ch are width 
and height of our prediction. Px, Py, Ph, and Pw, are the outputs of grid cell. mx and 
my are the upper left coordinates of the network. qh and qw are anchors dimensions 
of the bounding box. 

To find the distance (distboundarybox) between the centers of each bounding boxes 
which represent a person, we use the following formula: 

distboundarybox = 2

/
(Xmax − Xmin)

2 + (Ymax − Ymin)
2 (3) 

C. Quantization 

DNN demands high computational cost and memory requirements to tackle those 
problems. The model generated is huge and consists of float parameters leading to 
more consumption of memory. To lower the computational burden and memory needs 
without compromising accuracy, the quantization approach is used. To produce the 
desired output, the model uses YOLOv7 weights and a distance detection technique. 
To obtain a quantized model, it applies the PyTorch 8-bit post-training quantization 
approach. PyTorch supports multiple quantization methods for deep learning models. 
In most of the cases, the model is trained using FP32 and then converted to the INT8 
model (Uday Kulkarni et al. 2021). 

The conversion process from floating point to fixed point uses the following 
mapping equation, where x is the input value and scale is used to scale the input 
value to quantization range: 

Q(x, scale, zeropoint) = round(x/scale + zeropoint) (4) 

where scale is calculated using Eq. (5) 

scale = 2
b−1 − 1 
a − b (5)
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Here in above Eq. (5), b represents bit width and a and b represent lower limit and 
upper limit in quantization range. 

It is important to note that there is no difference between how the floating point 
zero is represented before and after quantization. It guarantees that quantization 
errors will not be generated in specific operations, such as zero padding, because the 
zero before quantization corresponds to a fixed point value after quantization. The 
quantized tensor can use multiple operations, so that the quantized tensor can easily 
perform operations and can also be serialized and parallelized. 

Mainly after quantizing the actual model compared to floating point 32, the model 
size is reduced by 4x, and the memory bandwidth requirement is also reduced by 
4x. Hardware support for INT8 operation makes its calculations generally 2–4 times 
faster than floating point operations making it easy for porting onto edge devices for 
all kinds of computer vision-based applications. 

Despite the fact that quantization reduces model size and computing expense, 
it also results in small amount of information loss known as quantization error, 
which is the difference between the input value and the value after quantization. A 
measurement statistic termed the signal-to-quantization noise ratio (SQNR) (Hasso 
et al. 2019) is used to assess how quantization loss affects the model. 

SQNR = 10 log10
(

σ 2 x 
σ 2 q

)
(6) 

where σ x and σ q are the input value and the quantized value. It is evident that the 
SQNR must be reduced in order to maintain the model accuracy. With the SQNR 
metric taken into account, lowering the FLOPS, which are typically calculated using 
the number of multiplication and addition operations that model conducts, would 
be another crucial part of quantization. The multiplication accumulate operations 
(MACs) are significantly reduced with the quantization, and in each layer, a total 
number of operations (TO) are calculated using Eq. (7) (Fig. 6). 

TO = k(cwh + 1)
(
M − w + 2 pw 

sw 
+ 1

)(
N − w + 2 ph 

sh 
+ 1

)
(7)

Where K is the number of kernels, M is the input tensor’s width, and N is its height, 
the variables c stand for the number of channels in the input tensors, w and h for 
the width and height of the convolution kernels, and pw and ph for the input tensor’s 
padding width and height. 

Porting onto Edge Devices 

One of the most widely discussed technological developments since the Internet of 
Things (IoT) is edge machine learning (Edge ML) (Zhai et al. 2020; Vita et al. 2021) 
with good reason. The network was not yet prepared to handle the explosion of smart 
devices linked to the cloud that came along with the emergence of IoT. Companies 
ignored important cloud computing concerns including security because of clogged



378 U. Kulkarni et al.

Script/Trace Model Porting 

Quantized Model Save The Model Edge Device (Mobile) 

Fig. 6 Porting the model onto edge device (Android mobile)

cloud networks. Edge protect privacy allows novel interactive use cases, and ML 
models must increasingly be run on edge devices. We made use of PyTorch Mobile 
which allows users to make smooth transition from developing a model to deploying 
it while remaining inside the PyTorch environment. The model is quantized to reduce 
the size and computational cost of the model. Then the model is passed into script 
function which examines the source code and compiles it as TorchScript code with 
the help of TorchScript compiler and returns a script function. The model is further 
optimized for mobile before it is passed to function which saves the optimized model 
in .ptl format. Then, the ptl model is deployed in app developed in Android Studio 
to get the inference from Android application. 

5 Results 

A. Dataset Description 

The Microsoft Common Objects in Context (MS COCO) (Lin et al. 2014) is a huge 
dataset designed by Microsoft. It contains 328,000 images of 80 different classes 
of everyday things and person. Numerous computer vision applications, including 
object identification, face detection, posture estimation, and others, heavily rely on 
the visual dataset COCO. It entails identifying the items that are present, localizing 
them in 2D and 3D, figuring out their characteristics, and describing the relationships 
between them. As a result, the dataset may be used to train algorithms for object 
identification and object categorization. 

B. Experimental results 

Our work demonstrates that how the optimized application on a low-end device 
(e.g., mobile) and high-end device (e.g., servers) phone could detect distance based
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Fig. 7 COCO dataset (Lin 
et al. 2014) 

on methodology explained above. Output can be generated by passing images, pre-
recorded videos, or by sending the live feed from the camera on both laptop and 
mobile phone (Fig. 7). 

The output is provided by the quantized model after porting to an edge device as 
shown in Figs. 8 and 9, respectively.

As it is obvious, the boundary box formed around a person on the screen is red 
when the distance between them is lesser than the predetermined threshold, in contrast 
to items that are identified and are represented by various color boundary boxes as 
depicted in Fig. 8. The border box surrounding nearby people will be highlighted in 
red, whereas in all other circumstances, it will be yellow. 

Similar to the other output image snapshot in Fig. 9, the model creates the output 
by detecting all objects in the frame and determining their likelihood of being that 
object. This results in the desired output with a red boundary box around people 
whose distance is less than the predetermined threshold. Table 1 illustrates how 
much the model has been quantized in terms of model size. The model size was 
273.5 MB before quantization, and after quantization, it was 72.5 MB with hardly 
any accuracy loss.

6 Conclusion and Future Scope 

The primary goal of the article was to identify the optimal approach for distance 
detection on edge devices. It is accomplished by using the YOLOv7 model, which 
detects objects in photographs or videos more quickly and accurately than previous
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Fig. 8 Output image showing person in close proximity with a red boundary box 

Fig. 9 Output image of live feed
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Table 1 Results of before and after quantization 

Model No. of bits Model size (MB) Mean avg. precision 

YOLOv7 32-bit 273.5 59.5 

Quantized YOLOv7 8-bit 72.5 56.3

models. The boundary boxes created for these trained items are then processed to 
determine the Euclidean distance between people exclusively. This model is later 
quantized and ported on an edge devices. 

To name one part of the work that may be improved, the model could be quantized 
more aggressively to minimize bit representation to reduce the size, but maintaining 
accuracy and training the model to include more things would be challenging. 
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Cloud Data Security Using Hybrid 
Encryption with Blockchain 

Kalaiselvi Soundappan and Govind Sreekar Shenoy 

1 Introduction 

Nowadays, cloud server services (CSs) have been popularly adopted by industries 
or organizations. This enormous growth of CS allows industries or organizations to 
outsource their data and IT services to cloud service providers (CSPs). The cloud 
environment has received significant attention from academic and industry commu-
nities. CS is easy for the organization to share the different services securely. The 
cloud’s data are outsourced to the cloud servers through various intermediaries, and it 
is shared among the cloud data requesters at any time on public clouds. The cloud user 
can access the data anytime and anywhere in the cloud environment. CS is a network 
access service that provides on-demand network access to assess the resources and 
data accessible on the internet. Data security, privacy, and service availability are 
outsourced to third parties who may be protected via CS services. Cloud DOs may 
securely move their communications to the cloud while maintaining high security. 
However, CS uses attribute encryption to guarantee secure message transmission, 
leaving the permission element unmet. In general, the data saved in CS are enormous. 
The cost of data integrity verification will be higher, or the user’s communication and 
computing resources will be wasted if the whole dataset is downloaded to validate 
data integrity. In many data mining and machine learning applications, downloading 
the cloud data entirely from the cloud server is not necessary.
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Security has gotten the most on-request issues inside the cloud’s CS climate. The 
cloud users have been liberated from the board’s different data, and this adminis-
tration is dealing with the TPA. Rather than that, this outsider evaluator still has 
some specific security difficulties and issues. During this review, the TPA can gain 
admittance to the data in the cloud. Cloud services also give users actual control of 
their re-appropriated data, which provides a command over security issues toward 
data stockpiling accuracy in the cloud. To benefit from user solicitation, TPA users 
do not have to trust to get to CS services regarding security. 

2 Benefits of Cloud Computing 

Cloud service providers typically implement a comprehensive security framework, 
but the involvement of third parties forces them to raise the security level. A trust-
worthy distributed computing administration strives to build a highly secure cloud 
system with a robust encryption system that can safeguard sensitive data. 

1. Protection against DDoS. 
2. Data security. 
3. Compliance and regulation. 
4. Data breaches prevention. 
5. Data loss prevention. 
6. Account hijacking prevention. 
7. Reduction of malicious threats. 
8. Proper due diligence. 
9. Reduction in impacts of shared resources. 

3 Design Goals 

To build a safe and fine-grained data deletion mechanism in cloud-based data security 
to allow the data stored in the cloud to follow a policy. Even if the DO’s secret key is 
compromised, erased data cannot be retrieved. Specifically, the following objectives 
should be met by this research: 

• Support fine-grained: policy-based data deletion so that data may be purged 
accurately and flexibly. In particular, the proposed hybrid encryption policy should 
reflect Boolean expressions including AND, OR, and threshold operations. 

• Effectiveness: The system activities for developers should be done with minimal 
compute and storage overheads (Fig. 1).
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Fig. 1 Proposed architecture 

4 Proxy Re-encryption 

A total of five algorithms are used in the proposed PRE system. Each algorithm is 
described in terms of the inputs and outputs it expects and produces: 

1. System Setup (Setup) 
• For input, please use the nth security parameter. 
• Exit Message: SP System Parameters = (E, q, p, e, G, s).  
• Syntax: Setup (1n) → SP. 
2. Key Generation (KeyGen) 
• Input: Parameters of the system.
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• Output: Secret keys sk A, skB . For users A and B, a re-encryption key rk for a 
proxy server. 

• Syntax: KeyGen (SP) → sk A, skB , rk. 
3. Data Owner Encryption (OwnerEnc) 
• Input: Transmission parameters (m), public key, and system parameters (SP) pk A 

of a party A. 
• Output: The ciphertext CT  A and ciphered key CK  A. 
• Syntax: OwnerEn.

(
m, SP, pk A

) → CT  A, CK  A 
4. Cloud Re-encryption (CloudReEnc) 
• Input: The ciphered key CK  A, system parameters SP, and the re-encryption key 

rk. 
• Output: The ciphered key CK  B. 
• Syntax: CloudReEnc (CK  A, SP, rk) → CK  B. 
5. User Decryption (UserDec) 
• Input: The ciphertext CT  A, ciphered key CK  B , system parameters SP, and a 

secret key skB of user B. 
• Output: The original message m. 
• Syntax: UserDec (CT  A, CK  B., SP, sk B) → m. 

5 RSA Algorithm 

RSA algorithm involves three steps: 

• Key generation. 
• Encryption. 
• Decryption. 

Key generation: Key generation must occur before any data can be encrypted. This 
is an interaction between the user and the cloud service provider (Manjula et al. 
2022). 

6 Key generation algorithm steps: 

1. Pick a and b, a and b being prime numbers, respectively. Choose a and b at 
random, and make sure they have identical bit lengths for security. 

2. Compute n = a * b. 
3. Get the quotient function of Euler, Ø(n) = (a-1) * (b-1). 
4. Find the largest common divisor of e and an integer n such that 1 e (n), Ø(n) is 1.  

The exponent e in public-key cryptography has just been made public. 

5. Here is how to calculate d: d = eP-1P(mod Ø(n)), i.e., d is multiplicative inverse 
of e mod Ø(n).



Cloud Data Security Using Hybrid Encryption with Blockchain 387

6. A secret value, d, is stored as part of the private key d * e = 1 mod  Ø(n). 
7. The public key comprises the modulus n and the public exponent, e, i.e., (e, n). 
8. The private key is a secret combination of the modulus n and a private exponent 

d, i.e., (d, n). 

Encryption algorithm: 

Encryption is converting data from its plaintext form into an unbreakable code. Steps 
are the following: 

• If a user wants to save data with the cloud service provider, the provider must 
issue or provide the user the Public- Key (n, e). 

• A reversible protocol known as a padding scheme has been implemented to ensure 
that user information stays within integer bounds. 

• A ciphertext is the result of encrypting data (data) C is C = me (mod n). 
• Now that the encrypted text or data have been uploaded to the cloud storage 

service, only the service provider can read it. 

Decryption algorithm: 
According to the definition, decryption is turning cipher text (data) back to its 

original plaintext. Steps are the following: 

• The user makes a data request to the cloud provider. 
• As soon as the cloud provider is sure, the user is who they say they are, they 

provide over the encrypted data 
• Cloud users can encrypt their data and then use their computers to decrypt it, m 

= cd (mod n). 
• Once the user has m, they may revert to the original data by using the padding 

technique in reverse. 

7 Blockchain Technology 

The term “blockchain” refers to a data structure in which linked blocks of information 
are stored linearly. Blocks are used to store information irreversibly in blockchain 
technology. The chain structure is responsible for the sequential generation of the 
blocks and their subsequent connection to one another in the form of a block chain. 
From the blockchain’s inception to when this block was generated, all transac-
tion information is recorded inside its body. Blockchain is another example of a 
distributed, decentralized database. All of the nodes will replicate the backup. Data 
saved in the blockchain cannot be altered or lost even if a single node fails.
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8 Hybrid Encryption Methodology 

Hybrid encryption is a system for converting double ciphertexts, meaning that it can 
take a ciphertext that has been decrypted using one key and use it to translate another 
ciphertext using the same ciphertext state and a different legend. For this system, 
Alice and Bob each have their key. During the ciphertext conversion procedure, the 
plaintext and Alice and Bob’s private keys will remain hidden from the proxy server. 
In this way, under the premise of cryptography, the degree of trust and dependence 
on the intermediate conversion server is reduced, the information security protection 
of plaintext and bilateral users is also guaranteed, and the process of entrusting or 
redistributing ciphertext is relatively convenient. 

Taking financial transactions as an example, user Alice stores encrypted files on 
an untrusted server and allows users to access them but cannot perform ciphertext 
conversion online whenever data access occurs. If hybrid encryption technology is 
used, Alice can calculate a re-encryption key based on her private and public keys 
and set it on the proxy server. Encrypted so that only the delegate’s private key may 
read it. Hybrid encryption ensures that neither the plaintext nor the private key is 
accessible to the proxy server. To gain even the barest measure of confidence in 
the server, it is sufficient that the re-encryption algorithm is correctly implemented. 
Therefore, in financial transactions, the delegator can conveniently and effectively 
realize access control to its ciphertext files through proxy re-encryption. 

9 Model Design 

The model is improved from the peer-to-peer model proposed. As shown in Fig. 2, 
this research work model comprises four roles: a data holder, a data consumer, a 
blockchain member, and a proxy service provider. Each node of the solution can be 
one or more roles, but it cannot be block chain member and proxy service provider 
simultaneously.

• Data Holder: Data holder has sensitive financial data, such as the balance of the 
account, the id number of the account holder, password, transaction history. Data 
holders can authorize data consumers to access their data. Sensitive information 
is encrypted and stored in a separate distributed database. The hash value of data, 
the storage address, and the access strategy are uploaded by the data holders and 
updated in the blockchain system. Through blockchain technology, data holders 
can shield their financial records from being tampered with in malicious hacking 
attempts. Before any information can be shared between a data holder and a proxy 
service provider, the holder must generate and broadcast a hybrid encryption key. 

• Information Requester (Data Consumer): A data requester (data consumer) 
submits an authentication request (authentication request) to the data holder (data 
owner) to request access to the data holder’s data. Following authorization, the
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Fig. 2 Blockchain-based sample secure financial data-sharing model 

data consumer can use his private key to decrypt the ciphertext and access the 
protected financial data.

• Blockchain Member: Blockchain members include banks, government regulatory 
departments, and related service providers. These members maintain the function 
of the blockchain platform. They also negotiate and generate their private key by 
calculating and broadcasting a secret value. 

• Proxy Service Provider: A node can be selected by delegated proof of stake 
(DPOS) to play as a proxy service provider. At this node, an algorithm for hybrid 
encryption is carried out. The proxy service provider re-encrypts the ciphertext 
of private financial data using the re-encryption key sent by the data holders. 

In this model, sensitive financial data were stored both in the distributed database 
and blockchain platform. Distributed databases hold ciphertext of sensitive financial 
data, and the hash value of data, storage address of data, and access control rules are 
stored on the blockchain platform. 

10 Protocol 

The article suggested using multi-center identity-based hybrid encryption for data 
exchange. The protocol is improved with the help of Matthew Green’s IBPRE patch. 
The PKG method creates the master key, which the user then uses to make their
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private key in the first patch. This method is not bulletproof, and it does not safeguard 
the PKG from malicious attacks or guarantee that it is genuine. If the master key is 
compromised, the user’s private key is also at risk. Using a distributed key generation 
(DKG) algorithm, this paper enhances the IBPRE solution better to protect the privacy 
of its users during key generation. Since the private key for each user is generated 
using the secret value and agreed upon by all users, the key’s security is ensured even 
if a user is maliciously attacked. There are five stages to the data-sharing protocol: 
setup, key generation, data storage, data transfer, and decryption. 

• First, enter the server’s security settings, and then have the server build the system’s 
public settings. Each participant in the blockchain is responsible for establishing 
its polynomial algorithm after acquiring the generic parameters. Then, create the 
master key with the help of the DKG algorithm. Each participant in the blockchain 
then chooses a polynomial algorithm at random and broadcasts the result of that 
algorithm’s calculation. Each node in the blockchain simultaneously transmits 
a secret value to all other nodes, and the node receiving the value checks its 
authenticity. If the remote value verification fails, an error prompt will be sent 
back to the sender, who will then retry sending the secret value until it is accepted. 
The master key will be generated once all individual blockchain participants have 
been verified trustworthy. 

• In the critical generation process, each participant in the blockchain provides a 
private key based on the parameters and identifier given. 

• Whenever sensitive information is generated, the data’s keeper encrypts it with 
the public key, combines the identification id and plaintext to form the first-
layer ciphertext, and then saves it in a distributed database. The data owner then 
broadcasts the transaction after digitally signing the sensitive data and saving it 
to a file with its hash value, storage location, access control strategy, etc. Once 
the relevant nodes confirm the transaction, it will be added to the blockchain. 

• When data users need access to private information, they must submit a signed 
request to the data owner. The message of request lets the shop owner verify 
the customer’s identity. Second, the data holder will use the consumer’s identity 
id and private key to generate a hybrid encryption key following the file access 
control strategy if the consumer’s identity is valid and has read rights. Sharing 
the re-encryption key and storage location with the proxy service provider is 
essential. The proxy service provider encrypts the ciphertext again using the 
re-encryption key. This fresh ciphertext represents the second-layer ciphertext. 
Finally, the second layer of ciphertext is delivered to the recipient. 

• Data Decryption: When a data consumer receives ciphertext encrypted with a 
second layer, he may use his private key to decode the ciphertext and recover the 
original plaintext file. 

Creating Registration Form/ Cloud User Login Form: 
Make a web-based signup sheet with HTML and CSS, and include fields for a 

user’s name, email address, physical address, and phone number. A user’s login 
credentials for the cloud service may be entered. The server will then enter its 
credentials to access the cloud-based resource.
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In Fig. 3, a cloud user page has been added to the control panel. The authentication 
and authorization information for a given user is displayed here for perusal by the 
administrator. This page allows the administrator to manage cloud users, including 
adding and removing users (Fig. 4). 

In Fig. 5, the user’s browser will see the cloud files’ download page. Selecting 
Download Decrypt File from the cloud files’ menu decrypts the file after the user 
has obtained the document’s private and public keys. This window will take you to 
the file’s download page.

Fig. 3 Safe online data storage control panel 

Fig. 4 Cloud administration console user interface 



392 K. Soundappan and G. S. Shenoy

Fig. 5 Cloud files page in auditor 

11 Conclusion 

The fundamental goal of this research is to protect data privacy and cloud storage 
data in outsourced ways. Propose an unbiased auditor to audit secure data to safe-
guard the data. All CS security requirements need access management to prevent 
unauthorized access to the cloud server system and to maintain data confidentiality. 
A hybrid framework architecture for data security is proposed in this research. By 
utilizing CS storage solutions, customers can transfer their data centers and applica-
tions to colossal central data centers, eliminating the need for recurring maintenance 
and repairs on their local data storage devices. Nonetheless, this creates signifi-
cant problems protecting and maintaining file storage dependability compared to 
untrustworthy providers. 
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A Dataset on Digital Image Forgery 
Detection 

Priyanka Kumari and Kishore Kumar Senapati 

1 Introduction 

Forensic digital technology may be an advocacy branch called cybercrime. This 
involves essentially detection, retrieval, and research of the fabric found in digital 
devices. In general, digital forensics are called forensic computers. Today, this is 
not only connected to the pc device as the forensic company has expended on the 
investigation of all the digital data storage ready devices. Digital forensics means that 
electronic data are detected and interpreted during the courts. The aim of this method 
is to maintain all proofs in its original form while conducting a structured study by 
collecting, identifying, and validating digital information in order to reconstruct past 
occurrence (Fig. 1).

Forensic research on digital media devices, detection and investigation of theft of 
intellectual property, fraud detection, e-discovery of digital evidence confirms alibis 
or statements and intentionally identify sources, e.g. in the case of copyright, and 
authenticate documents (Kumari et al. 2021). 

Digital images are classified as passive or active in searching for falsification or 
artificial distortions. While the active falsification detection method uses the digital 
watermarks/signatures, the passive methods do not need any extra information to 
authenticate the images using image statistics. In an active approach, certain changes 
have been made in the process of image building where the digitally verified informa-
tion is inserted into the image. This information helps to verify whether or not some 
portion of the picture is copied. Passive image forgery often involves two types of 
forgery: copy–move, where a certain part of the image is copied to another position 
within the same imagery, and splicing, where some images are copied to a different 
location inside the different images (Battiato et al. 2022; Fig.  2).
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Fig. 1 Example of a digital forgery

Fig. 2 Types of image forgery 

A. Active Approach 

The active approach involves adding preprocessing elements like embedded water-
marks or generated signatures during image creation. However, this practical imple-
mentation limits their use. Digital watermarking and signatures are primary methods 
where data are added during image acquisition. Tampering is detectable when specific 
data cannot be extracted from the image. Watermarking detects tampering by embed-
ding a security structure in the image. Yet, modern imaging devices often lack these 
features. New methods resembling watermarking, such as message authentication 
codes, image hashing, checksums, and image shielding, have emerged for image 
security.
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B. Passive Approach 

Passive approach in image forgery detection refers to a method where manipulation 
or tampering within an image is identified without altering the image itself. Passive 
techniques do not modify the image to include any specific markers or hidden infor-
mation; instead, they rely on patterns, inconsistencies, or anomalies that might arise 
due to the manipulation process. These anomalies could include variations in noise 
patterns, inconsistencies in lighting and shadows, or irregularities in the distribu-
tion of certain image features. The advantage of passive approaches is that they 
do not disrupt the image content and can identify a broader range of manipulations, 
including those that might be designed to bypass active detection methods. However, 
passive methods might be limited in their ability to detect very subtle or sophisti-
cated forgeries, as they rely on observable patterns rather than explicit embedded 
information. 

Here are a few scenarios where passive analysis could come into play: 

Copy–Paste Forgery: An attacker might have copied an object from one part of 
the image and pasted it into another, to create a misleading impression. In a passive 
approach, you could analyze the lighting and shadows on the object and the back-
ground to identify any inconsistencies. If the lighting angles and shadows do not 
match, it could indicate manipulation. 

Splicing: If two different images were combined by splicing them together, there 
might be subtle colour variations or noise patterns at the splice boundary. Passive anal-
ysis would involve examining the image for abrupt changes that might not naturally 
occur in an unaltered photograph. 

The detection of copy–move forgery (CMFD) is often subdivided into two main 
categories, block-based and keypoint-based. The block method divides the image in 
blocks of fixed size and extract overlaps or does not overlap and matches the features 
of the blocks. The methods of blocking generally utilize the techniques of feature 
extraction. There is no subdivision of blocks in keypoint-based methods. It is based 
on the extraction of photo features in certain regions (Battiato et al. 2022). Copying– 
moving falsification, which can be a passive method, is often made without the use 
of any Photoshop expertise. 

2 Existing Research Methodologies for Digital Image 
Forgery Detection 

A digital imaging fiction detection was proposed based on the Expectation Maxi-
mizing Algorithm by Mohammed Hazim Alkawaz. In this paper, the EM misman-
agement rule analyzes a digital image. The EM rule could be a two-step procedure. 
Estimate the probability of all samples of happiness for each model in the E-step.
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The precise kind of correlations between samples will be evaluated within the M step 
and a random α can begin. Multiple EM versions are available. Because the result 
is a swish change from the original region between frequencies within the managed 
area (Alkawaz et al. 2020). 

A keypoint copy–move forgery detection method based on the Efficient Keypoint 
has been proposed by Sunitha K. This paper shows an efficient CMFD technique 
using hybrid function extraction, detection, and hierarchical clusters. In this paper, 
you will find out more about the forgery detection technique. First, the picture is 
divided into the same patch or block size. This is then used to extract keypoints 
using an SURF detector and SIFT descriptor. For the matching characteristic points, 
the agglomerative hierarchical clustering method is then used. Finally, the RANSAC 
image transformation is used to eliminate mistreats (i.e. outliers) (Thakur and Rohilla 
2020). 

Based on statistical features, SB G Tilak Babu proposed an Optimized Copy– 
Move Forgery Detection Process. Steerable Pyramid Transform (SPT), Grey-Level 
Co-occurrence Matrix (GLCM), and Optimized Naive–Bayes Classifier (ONBC) are 
used to propose the CMFD method in this paper. The suspected picture is given to 
SPT to get different directions, and GLCM features are extracted from all thought 
picture directions. These features are also required for the ONBC classification. The 
proposed algorithm’s performance is measured in terms of true-positive TPR and 
false-positive FNR across a wide range of CoMoFoD tests, MICC F, and CASIA 
V1.0 databases. These tests, as well as the cast image, which has been the target of 
numerical postprocessing attacks, have demonstrated their superiority over current 
CMFD techniques (Tilak Babu and Rao 2020). 

Navdeep Kanwal proposed the use of fast Fourier transformation and local features 
for the detection of digital image forgery. The paper presents a thorough comparative 
analysis of the use of local texture descriptors for the detection of falsification, e.g. 
the image’s local ternary pattern (LTP) and binary pattern (LBP). Using the existing 
block-based approach, the paper also proposes a method for combining the fast 
Fourier transform (FFT) and local descriptors to detect false images. Testing the 
performance of the CASIA v1.0 bench marked dataset for the technology(s) and 
descriptor(s). The results shall be assessed with the accuracy and recall of standard 
detection metrics (Sridevi and Ramya Krishna 2018). 

Anuja Dixit has proposed a multi-copy-moved image forgery detection applica-
tion for HOG-SVD-based features with Connected Component Labelling. During 
this paper, he proposes a block approach for the detection of copy-moving images 
to secure the information transmitted through the image by identifying the images 
casted and by stopping the propagation of five manipulated materials. The proposed 
model divides suspect image into blocks that overlap. It has extracted block character-
istics using histograms of oriented gradients (HOG), (SVD). Lexicographic sorting 
is carried out over function matrix followed by Euclidean distance calculation for 
similar characteristics. Connected component labelling is used to get rid of the wrong 
match detection. In the system, it achieved the highest F measure than in the past,
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multiple move–copies with the contrast adjustment, colour reduction, and the flut-
tering attacks of the image when forged images sustain multiple copy–move (Maji 
et al. 2020). 

Noor S. Farhan proposed an Image Plagiarism System for Forgery Detection in 
Maps Design (Soni and Biswas 2018). In this paper, he proposes an adaptable, scal-
able and extendable, robust imaging plagiarism method that has been tested in archi-
tectural/technology department designs, The information (design images) entered 
into the system is primarily compared using this method to datasets stored in the 
database mainly as a feature that is made through the Invariant Feature Transforma-
tion Algorithm (SIFT) which is one in synthesized intelligence algorithms and which 
matches the K-mean cluster and Brute Force L1 match. We are able to construct a 
robust system that does not discard any extracted images thanks to the utilization of 
the k-mean clustering algorithm, which is an effective AI clustering algorithm. In 
this article, 45 sample sets are saved and used in the system as training frames as 
a result of the system database and the use of 48 samples as test frames containing 
original and falsified designs. These images with an equivalent rate of 90% and a 
corresponding accuracy rate of 81% were evaluated (Soni and Biswas 2018). 

The Modern Approach for Image Forgery Detection based on the Normed Mean 
and Standard Deviation (Alkawaz et al. 2020) is proposed by G. Nirmala and K.K. 
Thyagharajan. This paper is used for the detection of falsification and the classifi-
cation of associated forged images by the BIRCH algorithm as clusters based on a 
hierarchical procedure (Nirmala and Thyagharajan 2019). 

3 Comparative Analysis of Digital Image Forgery 
Detection Methodology 

The varied techniques/study parameters (such as features and a classifier) and algo-
rithms used by various researchers are indexed. We have talked about various authors’ 
suggestions for image forgery detection methods. The intention of the multitude of 
strategies is to identify the forgery inside the picture; however, the methods are 
different. 

In this paper, we first introduce the objectives, challenges, and approaches to 
building altered datasets. 

With the goal of verifying image content, authenticity detection was called for and 
much work has been done in this area (Battiato et al. 2022; Hiremani and Senapati 
2022). From year 2011 to year 2021, over 350 papers about digital forensics are 
published according to our records. From Fig. 3, we can notice that much work has 
been done on image tampering detection.
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Fig. 3 Statistics of 
publications on digital 
forensics from 2011 to 2022 

4 Suggested Methodology 

Many methods are used to forge images, a new IFD process pipeline is introduced. 
Unlike the existing framework, the techniques are integrated into a single framework. 
It gives the explanation of the proposed method for image forgery using copy–move 
and splicing techniques. The architecture explanation is as follows (Fig. 4): 

This step is used to remove noise by preparing the image for the next step after 
that image is divided into square and circle blocks, after feature extraction each block 
are computed. This feature will later be compared with the same features from the set 
of the earlier stored feature in the feature database. It is used to compute the distance 
measure between the feature from the query image and each feature vector of the 
database images. Few methods classified to the selected feature after classification 
user can get manipulated or authentic image output. 

Zernike moment: Over a unit circle, Zernike moments can be defined as a collec-
tion of intricate orthogonal polynomials. A global shape descriptor is the Zernike

Fig. 4 Architecture of 
image forgery detection 
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moment (Dixit and Bag 2019). SURF: A patented local feature detector and descriptor 
are called speeded-up robust features (SURFs). The scale-invariant feature transform 
(SIFT) descriptor serves as a partial source of inspiration. SURF employs an integer 
approximation of the determinant of the Hessian blob detector to identify interest 
points. This approximation can be calculated in three integer operations using a 
precomputed integral image. 

4.1 Zernike Moments-Based Method 

The complex ZM is derived from Zernike polynomials, which are a set of complex, 
orthogonal polynomials defined over the interior of a unit circle (Dixit and Bag 2019). 
Figure 5 depicts the Zernike polynomials. Zernike moments have many desirable 
properties, including rotation invariance, noise resistance, and expression efficiency. 
x2 + y2 = 1. 

Where n can be zero or positive integer such that (n ≥ 0) and m can be positive or 
negative satisfying the constraints. Zernike moments in the context of image forgery 
detection provide a mathematical framework for quantifying spatial features in an 
image. By comparing these features with those of authentic images, it is possible to 
identify potential forgeries or alterations. Keep in mind that while Zernike moments 
can be a useful tool, they are typically used as part of a broader arsenal of techniques 
for image forgery detection.

Fig. 5 Square-to-circular image transformation 
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5 Dataset Description 

The altered dataset has a total of 1000 images, with 100 images belonging to each of 
ten distinct categories: Buildings, Food, Dishes, People, Historical Buildings, Cats, 
Shadows, Rooms, Roses, and Mountains. 

5.1 Data Collection Process 

The altered images are collected through offline mode. I have selected a few camera 
devices through which we processed the collected images for creating a novel dataset. 
IPHONE 5S, OPPO RENO 6 PRO, XIOMI 12 PRO, IPHONE 12 MINI. Stan-
dard tools used for manipulating images include Photoshop (GIMP, ImageJ), Adobe 
Photoshop, and Paint Shop Pro. 

Image Splicing: In this procedure, a forged picture is produced by copying and 
pasting a portion of another picture into another picture. Pipeline and example of 
this technique are given in Figs. 6 and 7. 

• Copy–Move Image Forgery: It refers to the copying and pasting of an object 
from one region of an image to another. Copy–move images are modified after

Fig. 6 Pipeline of image splicing 

Fig. 7 Example of image 
splicing
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Fig. 8 Example of copy–move image forgery 

Fig. 9 Example of dataset 

being copied, rotated/flipped, and scaled before being pasted somewhere else. 
This can be used to hide details or take them out entirely (Fig. 8).

This database consists of 2000 multiclass images of .jpg format in ten groups each 
of 200 images of the size 256 × 384 or 384 × 256. Images in same group are thought 
to be similar. If the query is from one of the ten classes that the images are divided 
into, it is almost certain that the user wants to find the other images in that class. Due 
to its size and availability of class information, this database was extensively utilized 
for feature testing. Figure 9 demonstrates the altered dataset example. 

6 Result and Discussion 

How to authenticate an image? 
We can authenticate an image by (1) Visual inspection, (2) File analysis, (3) Global 

analysis, (4) Local analysis. We discuss the source information result of different 
processes of alterations in images which is as under: Image Filename Alterations,
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Image Size Alterations, Metadata Alterations. A novel result by using copy–move, 
splicing forgery techniques. The combination of colour, texture and shape features. 
As shown below the Result for retrieval to a selected query image. 

1. Visual inspection results: enhancement/filtering or other image processing 
techniques can help the analysis (Fig. 10). 

2. File analysis results: camera, file format and structures, metadata (EXIF), 
compression parameters (quantization tables; Figs. 11, 12, and 13). 

Fig. 10 Example of VI 

Fig. 11 Camera resolution most commonly used
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Fig. 12 Result snapshot for metadata to a selected query image 

Fig. 13 Result snapshot for metadata to a selected query image
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Fig. 14 Two examples of generating the copy–move tampered images 

Fig. 15 Two examples of generating the splicing tampered images 

Fig. 16 Example of local analysis 

3. Global Analysis Results: Pixel and compressed data statistics (Figs. 14 and 15). 
4. Local Analysis Results: Finding inconsistencies of pixel statistics across the 

image (Fig. 16). 

7 Conclusion and Future Scope 

The goal of the novel work is creation of novel dataset with the varied aspects of image 
forgery detection. Exploration and Creation of a Dataset for the Carried Research. 
There is no single standard method for evaluating the authenticity and integrity of 
the image.
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Further, the proposed method is compared with existing techniques in terms of 
performance. To understanding the feature extraction techniques, the tool/method 
needs an original image in order to detect tampering and exploring the possibility to 
modify the script/technique/procedure to run the detection algorithm without having 
the original image. 
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Detection of Pneumonia from Chest 
X-ray Using Deep Learning 

K. N. Chaithra, Shreyan P. Shetty, P. Raji, Aditya Datta, K. S. Sandeep, 
and Anikait Targolli 

1 Introduction 

Infections that are not treated lead to pneumonia. The major signs of pneumonia are 
cough and shortness of breath. Pneumonia is one of the main signs of COVID-19, 
making early detection of the condition crucial (Chowdhury et al. 2020). The MRI, 
CT scan, and X-ray are the three most popular medical imaging techniques. However, 
X-ray is the measurement technique that is the most economical. Radiologists have 
an extremely tough time using X-rays to identify pneumonia. Consequently, a deep 
learning algorithm is required to correctly detect the illness. There are two types 
of pneumonia: bacterial and viral. White inflammatory fluids fill the alveoli during 
bacterial pneumonia. In viral pneumonia, the leftmost portion of white dots is filled. 
The tell-tale signs of COVID-19 infection are bilateral hazy lung opacities and air 
space consolidation (Raji and Prashantha 2021). 

Medical imaging benefits from artificial intelligence, machine learning, and deep 
learning. With fewer false positives, deep learning has been demonstrated to be partic-
ularly effective at detecting pneumonia (Khan et al. 2021). The availability of a big 
training dataset is the primary determinant for improved accuracy in deep learning. In 
order to improve data augmentation because there aren’t enough chest X-ray pictures 
available, we use a generative adversarial network (GAN) (Goodfellow et al. 2014). 
For data augmentation, images are created using a GAN, which then assesses the 
results (Gonog and Zhou 2019). Five distinct models were deployed like VGG19, 
Xception, Densenet121, and InceptionV3 (Ayan and Ünver 2019; Hammoudi et al. 
2021; Victor Ikechukwu et al. 2021). Their performance metrics were assessed. 
Accuracy, precision, recall, and F1 score are among the performance indicators
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Table 1 Dataset 
Training set Test set 

Bacterial pneumonia 2530 242 

Viral pneumonia 1344 148 

Normal 1341 234 

Total 5215 624 

taken into account. Then we classify our X-ray images into three categories, i.e., 
normal, bacterial, and viral pneumonia (Kermany et al. 2018). 

1.1 Motivation 

One or both lungs may experience inflammation due to pneumonia, which is typically 
brought on by a bacterial infection. X-rays have been useful in the early phases of 
diagnosis and screening patients with COVID-19 and have helped save many lives. To 
avoid some complications that result in death from pneumonia, it’s critical to diagnose 
and treat the condition quickly. Artificial intelligence’s primary technology is now 
deep learning (AI). In our work, we seek to provide a framework for categorizing 
patient chest X-ray pictures. 

2 Dataset 

We have used the dataset which was available open-source and was provided by 
Kermany et al. (2018) who gathered and labeled CXRs from the Women and Chil-
dren’s Medical Center in Guangzhou (Guangzhou, China). The dataset has three 
folders (train, test, val) and the train and test subfolders have two classes (bacterial 
pneumonia/viral pneumonia/normal). More detail about dataset is given in Table 1 
and snapshot of the dataset is given in Fig. 1.

3 Methodology 

In our proposed model shown in Fig. 2, the dataset containing unprocessed images 
is processed to a uniform size by data processing. In order to boost the dataset’s 
variety, data augmentation techniques are applied. Then DCGAN technique is used 
to produce new data samples. The pretrained networks are trained using the dataset 
which has been processed. The performances of networks are evaluated and the best 
performing network is used for classification.
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Fig. 1 Sample of dataset

Fig. 2 Proposed methodology 

3.1 Preprocessing Our Dataset 

We normalize our images [0–1] and resize them to [224 × 224] so that we can 
suppress undesired distortion and enhance some features which are necessary for 
particular applications we are working for. 

3.2 Generative Adversarial Network 

Due to the high degree of imbalance in our data, there is a risk of overfitting. As a 
result, most machine learning algorithms will perform badly and need to be modified 
to prevent always predicting the majority class. So we are using DCGAN to generate
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Fig. 3 Normal chest X-ray generated images 

Table 2 Parameters for 
image augmentation Method Default Adjusted 

Horizontal flip None True 

Shear range 0 0.2 

Zoom range 0 0.2 

Resize – 224 × 224 

1000 normal and viral chest X-ray images. Figure 3 shows the generated normal 
CXR images using DCGAN. 

3.3 Image Augmentation 

To eliminate further possibility of overfitting we are adjusting the image parameters 
as given in Table 2. 

3.4 Selection of Pretrained Models 

We selected four pretrained models VGG19, Xception, InceptionV3, and 
Densenet121. Firstly, we executed these four models without including the generated 
images in our training dataset. Then we have included the generated images in our 
training dataset. A comparison was done among them. Then the best three models 
are selected for further training.
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3.5 Performance Evaluation 

Accuracy, recall, precision, and F score are just a few of the performance indicators 
that are used to evaluate models. The suspected patients who are accurately identified 
as having a condition are called true positives (TP). The percentage of patients with 
normal lungs is known as true negatives (TN). False negative (FN) patients are those 
who have lung illness yet go undiagnosed. False positive (FP) refers to all patients 
who have been incorrectly identified as having lung conditions. 

Accuracy = TP + TN 
TP + TN + FP + FN 

(1) 

Precision = TP 

TP + FP 
(2) 

Recall = TP 

TP + FN 
(3) 

F1 - score = 2 ∗
[
Recall ∗ Precision 
Recall + Precision

]
(4) 

3.6 Classification 

The best performing model was selected for classifying our images into three classes: 
normal, bacterial, and viral pneumonia. A graphical user interface was created using 
streamlit. 

4 Result and Analysis 

4.1 DCGAN Results 

Based on the conducted experiments and results, we found that at the end of 200th 
epoch we found GAN accuracy to be 95% for normal image and 89% for viral images 
(Figs. 4, 5, 6 and 7).
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Fig. 4 Generation of viral 
chest X-ray images at 20th, 
100th, and 200th epoch, 
respectively 

Fig. 5 Plot of generator and 
discriminator loss during 
training for viral generated 
chest X-ray 

Fig. 6 Generation of normal 
chest X-ray images at 20th, 
100th, and 200th epoch, 
respectively 

Fig. 7 Plot of generator and 
discriminator loss during 
training for normal generated 
chest X-ray 

4.2 Pretrained Models Results 

We have evaluated the performance of four CNN models, namely VGG19, Xception, 
InceptionV3, and Densenet121. Firstly, we trained our models without adding the 
generated images by GAN into the dataset. The models achieved an accuracy rate 
ranging from 57 to 74% after the 20th epoch as given in Table 3. Then after adding the 
generated images to the dataset, we have seen an improvement in our model accuracy 
rate, ranging from 70 to 83% after the 20th epoch as given in Table 4. So, we selected
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the best three models, i.e., VGG19, Xception, and Densenet121 and executed them 
for the 100th epoch as given in Table 5. From the experimental outcomes, we can 
observe that Xception has achieved the highest accuracy of 83% with a precision of 
85%, recall of 83%, and F1 score of 83% (Figs. 8, 9, 10 and 11). 

Table 3 Performance metrics results for pretrained models at the end of 20th epoch without GAN 

VGG19 Xception Densenet121 InceptionV3 

Accuracy 0.72 0.74 0.61 0.57 

Precision 0.76 0.80 0.81 0.79 

Recall 0.72 0.74 0.61 0.57 

F1 score 0.73 0.74 0.63 0.58 

Table 4 Performance metrics results for pretrained models at the end of 20th epoch with GAN 

VGG19 Xception Densenet121 InceptionV3 

Accuracy 0.83 0.80 0.78 0.70 

Precision 0.83 0.81 0.81 0.76 

Recall 0.83 0.80 0.78 0.70 

F1 score 0.83 0.80 0.78 0.68 

Table 5 Performance 
metrics results for pretrained 
models at the end of 100th 
epoch with GAN 

VGG19 Xception Densenet121 

Accuracy 0.80 0.83 0.80 

Precision 0.83 0.85 0.81 

Recall 0.80 0.83 0.81 

F1 score 0.80 0.83 0.80 

Fig. 8 Accuracy 
comparison between the 
pretrained models with and 
without using the generated 
images at the end of 20th 
epoch
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Fig. 9 Plot of performance 
metrics results for pretrained 
models at the end of 100th 
epoch 

0.77 

0.78 

0.79 

0.8 

0.81 

0.82 

0.83 

0.84 

0.85 

0.86 

Accuracy Precision Recall F1 score 
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Fig. 10 Confusion matrix 
for Densenet121 

Fig. 11 Confusion matrix 
for VGG19
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Fig. 12 Confusion matrix 
for Xception 

5 Conclusion 

In this project, we successfully classified the chest X-ray images. Also, we have 
created synthetic images using DCGAN (a transposed convolution technique) for 
data augmentation in order to eliminate imbalanced data due to overfitting. DCGAN 
was trained using 200 training epochs with NVidia Tesla T4 GPU and TensorFlow 
framework. It achieved a GAN accuracy of 95% for normal images and 89% for 
viral images (Fig. 12). Various transfer learning models, like VGG19, Xception, 
DenseNet121, and InceptionV3 are implemented for classifying our chest X-ray. 
This deep convolutional neural network was trained using 100 training epochs with 
NVidia Tesla P100 GPU and TensorFlow framework. We observed that Xception 
achieved the highest accuracy of 83% with a precision of 85%, recall of 83%, and 
F1 score of 83% at the end of 100th epoch. 

6 Future Scope 

The concept of image segmentation and localization has not been used in this work 
which can be applied in the future for better results. In addition, we will include 
various types of lung diseases in this model using X-ray images. We can also increase 
the performance of our deep learning model with additional layers and parameters. 
This model will allow doctors to examine infections in the lung from chest X-ray 
images at an earlier stage.
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Image Captioning Using CNN-LSTM 

Akshay Joshi, Kartik Kalal, Dhiraj Bhandare, Vaishnavi Patil, 
Uday Kulkarni, and S. M. Meena 

1 Introduction 

Every picture tells a story. Countless details about various objects, their attributes, 
and relationships to other objects can be found in images. Humans have the capacity 
to identify key details and provide a concise summary of an image using just one or 
more captions. 

When we ask any human to describe Fig. 1, they will describe it as: “A dog sitting 
in the grass” or “A white dog playing with a yellow ball”. We do this by seeing the 
image and creating a meaningful sequence of words simultaneously. In the recent 
years, computer vision (Aker and Gaizauskas 2010) has made significant advance 
in performing tasks such as image classification and object detection (Liu 2018). 
Benefitting from such progresses, it is possible to automatically generate one or 
more captions for an image. This task can be achieved with the help of deep neural 
networks (Liu 2018).
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Fig. 1 Sample image shown 
to a human 

Deep learning (Liu 2018) is a machine learning technique that teaches computers 
to perform tasks that are second nature to people. It is one of the fundamental tech-
nologies that enables driverless cars to spot a stop sign, or to differentiate between a 
pedestrian and a lamppost. A computer model can directly learn to do categorization 
tasks from images, text, or sound through deep learning. Deep learning models can 
sometimes beat human performance in terms of accuracy. Models are trained with a 
vast collection of labelled data and multi-layered neural network architectures. 

Image captioning is the process of writing a textual description for a given picture. 
It has been a key task in the deep learning sector. As it converts images, which are 
conceived as a sequence of pixels to a sequence of words, image captioning (Aker 
and Gaizauskas 2010) can be seen as an end-to-end Sequence to Sequence problem. 
For this purpose, we need to process both the language or statements and the images. 
In this paper, we are generating a model that will be able to generate a caption for an 
image. Our work is largely inspired by recent developments in machine translation, 
where the goal is to translate a sentence S written in a source language into its 
translation T in a target language by maximizing P(T|S). 

To achieve this task, we require both the language component and the image 
component. For the language component, we will be using Long Short-Term Memory 
(LSTM) (Staudemeyer and Morris 2019) and for the Image component, we will 
be using Convolution Neural Network (CNN) (Vedantam et al. 2015) to obtain the 
feature vectors. In order to increase the likelihood of the desired description sentence 
of the given training image, the model will be trained. 

CNNs’ are one kind of Artificial Neural Network (ANN) that are often employed in 
deep learning to analyse visual input. CNNs are regularized versions of multi-layer 
perceptrons. Fully linked networks, also known as multi-layer perceptrons, have 
connections between every neuron in the layer above it and every other neuron in 
the network. In comparison with other image classification methods, CNNs employ
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comparatively less pre-processing, that is, the network automatically learns how 
to improve the filters (or kernels). The main benefit is the lack of dependence on 
past knowledge or human assistance in feature extraction. LSTM is an advanced 
Recurrent Neural Network (RNN) that retains information for a longer period of 
time. On the basis of time-series data, it is employed for processing, predicting, and 
categorization. 

The paper is organized into the following sections: Sect. 2 focuses on the compar-
ison of available image captioning models and background study of CNN and LSTM 
architectures along with their working. In Sect. 3, we analyse the issues contributing 
to the decrease in the BLEU score of the baseline VGG-LSTM model and propose 
a CNN-LSTM model to increase the BLEU score for better generation of caption to 
images. Section 4 discusses how the proposed model overcomes the issues addressed 
in the baseline VGG-LSTM model. Section 5 concludes the proposed model. 

2 Literature Review 

The authors of Herdade and Kappeler (2019) have introduced an approach that incor-
porated information about the spatial relationship between the identified objects in the 
given image through the geometric attention which is built by the use of Object Rela-
tion Transformer. The algorithm proposed in this work uses feature vectors which 
are extracted from the region proposals obtained from an object detector. It uses an 
abstract image feature vector which is sent as input to the encoder in encoder-decoder 
architecture and the architecture is trained on the ImageNet dataset. 

In paper LSTM-VGG-16 (2023), the authors have proposed the approach of CNN-
LSTM-based model to solve the challenge of image captioning. The dataset used was 
Flikr8k. Here, the authors have used Visual Geometry Group (VGG)-16 to extract 
the features of the images which are than fed along with their captions to LSTM-
based model for training. This involves both deep learning and natural language 
processing technologies. For caption generation the authors have use RNN model 
that is LSTM which can retain important information over time using its respective 
gates. The evaluation is done for all the test dataset using standard cost function. 
Bilingual Evaluation Understudy was used for evaluating the generated captions 
against different actual captions which yielded a best BLEU score of 0.128 (Fig. 2).

In order to create natural phrases that describe a picture, the authors of paper 
Vinyals et al. (2015) have suggested a generative model built on a deep recurrent 
architecture. This model incorporated the recent developments in computer vision 
and machine translation. They have replaced the encoder Recurrent Neural Network 
(RNN) by a deep Convolution Neural Network (CNN). This model yielded a BLEU 
score 28 on the Flickr30k dataset (Fig. 3).

In paper Liu (2018), the authors have described three image captioning tech-
niques using deep neural networks, namely CNN-RNN-based, CNN-CNN–based, 
and Reinforcement-based framework. In CNN-CNN-based framework, both encoder 
and decoder are made up of CNN. These networks, unlike the RNN, are feed-forward
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Fig. 2 Neural network architecture used in LSTM-VGG-16 (2023)

Fig. 3 Neural network architecture used in Vinyals et al. (2015)

without any recurrent function. In CNN-RNN-based framework, CNN enables 
embedding a fixed-length vector which will help to produce rich representation of 
input image which can be used for various applications like object detection, segmen-
tation, and recognition. Hence, CNN will be used usually for encoder-decoder-based 
image captioning techniques. By continuously circling the hidden layer, RNN can be 
utilized to save historical data, it performs better in case of linguistic knowledge like 
syntax and semantic information in word sequence and has better training capability. 
The used Multimodal Recurrent Neural Network, usually know as m-RNN, creatively
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Fig. 4 Neural network architecture used in Liu (2018) 

combines CNN and RNN which solves image captioning problem. By applying rein-
forcement learning into image captioning, the generative model (RNN) will interact 
with the external environment. Predicting the subsequent word in the sequence can 
be achieved by the action of sequence generation. This action updates its internal 
state. When the agent reaches the end of the sequence it receives a reward. The RNN 
decoder behaves as a stochastic policy which will choose an action corresponding to 
yielding the following word (Fig. 4). 

3 Methodology 

In this proposed work, we are implementing a model for image captioning using 
Convolutional Neural Network (CNN) Vedantam et al. (2015) and Long Short-Term 
Memory (LSTM) (Staudemeyer and Morris 2019) (Hochreiter and Schmidhuber 
1997). This is called the CNN-LSTM model, designed to address the caption gener-
ation problem with spatial inputs like images. Given an input image, the model should 
output a sequence of words or sentence as a caption to the image. The model requires 
both CNN and LSTM for prediction of the sequences. The CNN extracts the features 
and nuances of the input image and sends it to the linear layer. Utilizing a weight 
matrix, linear layers multiply matrices to convert input data into output features. A 
linear layer receives input information in the form of a one-dimensional tensor that
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Table 1 Dataset description 
Dataset name Size 

Train Valid Test 

Flickr8k 6000 1000 1000 

Flickr30k 28,000 1000 1000 

has been flattened, which is then multiplied by the weight matrix. Finally, the LSTM 
translates the features and objects given by the image into a natural sentence. 

A. Dataset Description 

Flickr30k.token.txt contains the name of each image along with its associated 5 
captions. The 5 captions for each image are listed as values in a dictionary that is 
generated using the image name (without the.jpg suffix) as keys (Table 1). 

B. Flow Chart 

The flow chart of the model is as shown in Fig. 5. 

Fig. 5 Flow chart of the proposed work
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Fig. 6 Architecture of the proposed work 

Feature Extractor: This is a 71-layer Xception model trained on the Flickr30k 
dataset. The dataset has been pre-processed and is sent to the Xception model which 
will generate features that is further sent to the LSTM. 

LSTM: The LSTM will take the extracted features as input and generate 
the captions of the images by maximizing the likelihood of the sentences. The 
combination of Xception and LSTM is shown in Fig. 6. 

C. Data Pre-processing 

Since we are dealing with text, we have performed basic data cleaning like 
converting all the text to lowercase, removing special tokens and eliminating words 
that contain numbers. 

The key of the photos that make up the training set are listed in the text file. These 
names are therefore added to a train list. In the Python dictionary clean descriptions, 
these image descriptions are stored. However, each caption will have two additional 
tokens added when they are loaded; start—this is an initial sequence token that will 
be put at the beginning of each caption; end—this end sequence token will be added 
at the conclusion of each caption. The training set is ready to be sent to the CNN for 
feature extraction. 

D. Convolutional Neural Network 

The significant elements of an image can be extracted using the feature extraction 
model, a neural network, which frequently produces fixed-length vectors as a result. 
A deep-CNN, or CNN, is used as the feature extraction sub-model. 

Our proposed work involves Xception Network as CNN. This network is trained 
on the ImageNet dataset. 

(1) Xception Model: Xception CNN (Chollet 2017) employs depthwise separable 
convolutions. 36 convolutional layers make up the network’s feature extrac-
tion base in the Xception architecture. With the exception of the first and last 
modules, all of the 14 modules made up of the 36 convolutional layers contain
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linear residual connections surrounding them. As shown in Fig. 7, it comprises 
three parts, namely entry flow, middle flow, and exit flow; the data passes through 
these in order and the middle flow is repeated eight times. After every Convo-
lution and Separable Convolution layer Batch Normalization is applied. The 
depthwise convolution followed by pointwise convolutions helps in reducing 
the size to K × K × C where as normal convolution would give K × K × N 
(Table 2). 

Separable Convolution Layer

• Convolutions known as “depthwise separable convolutions” (Kaiser et al. 2017) 
are alternatives to “classical” convolutions that are significantly faster to compute.

Fig. 7 Xception architecture 

Table 2 Comparison of 
various CNN models Model Top-1 accuracy Top-5 accuracy 

VGG-16 0.715 0.9010 

Resnet-152 0.770 0.933 

Inception-V3 0.7820 0.941 

Xception 0.790 0.945 
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• Number of operations 1 kernel makes is given by, K 2 × d2 × C . 
• Number of operations for N kernels is given by, K 2 × d2 × C × N . 
• To overcome the cost of such operations, depthwise separable convolutions is used 

which has two parts, namely pointwise convolution and depthwise convolution. 
• Depthwise convolution (Kaiser et al. 2017) is the channel-wise N×N convolution. 
• Pointwise convolution (Kaiser et al. 2017) is the  1  × 1 convolution to change the 

dimension. 

As shown in Fig. 8, the pointwise convolution (Kaiser et al. 2017) is followed 
by the depthwise convolution (Kaiser et al. 2017). The agenda here is that 1 × 
1 convolution is done first before any N × N convolution. This CNN model will 
extract the features of the image and will save the features in a.pkl file. This file is 
passed as an input to the LSTM for decoding and prediction of the sequences. 

E. Long Short-Term memory 

In order to solve the issue of vanishing gradients and exploding gradients, we 
use LSTM. LSTM is an advanced RNN that has three components as observed in 
Fig. 9. The information from the preceding timestamp is either relevant and should be 
remembered, or it is irrelevant and can be ignored, is decided by the first component 
(Forget Gate).

The cell in the second component makes an effort to pick up additional information 
from the input (Input Gate). In the third component, the cell eventually communicates 
the revised data from the present timestamp to the following timestamp (Output Gate). 

The core of the LSTM is its memory cell c that encodes the knowledge it needs 
to remember at every time step of the input. By carefully controlling the structures 
known as gates, the LSTM can either add or remove information from the cell. A

Fig. 8 Separable convolution operation in Xception model 
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Fig. 9 LSTM used to take 
features as input and output 
captions to the image

pointwise multiplication operation and a layer of a sigmoid neural network make 
up the gates. Since sigmoid layer outputs a value of 0 or 1, a 0 means let nothing 
through, while a 1 denotes allow everything to pass. The next step is to choose the 
new data that will be kept in the memory cell. A sigmoid layer that determines which 
values need to be updated and a tanh layer that generates a vector of new candidate 
values are introduced in order to accomplish this. The cell state Ct-1 is updated to the 
new cell state Ct by multiplying Ct-1 with the forget gate ft and adding the input it. 

The following are the definition of the gates, cell updates, and output. 

it = σ (Wix  xt + Wimmt−1), (1) 

ft = σ
(
W f x  xt + W f mmt−1

)
, (2) 

ot = σ (Wox xt + Wommt−1), (3) 

ct = ft .ct−1 + it .h(Wcx xt + Wcmmt−1 − 1), (4)
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mt = ot · ct , (5) 

pt+1 = Sof t  Max(mt ). (6) 

The decoder unit takes as input the encoded features extracted from the image by 
the CNN and uses them to generate a sequence of words that describe the content 
of the image. The output of the decoder unit at each time step is then fed into a 
fully connected layer, which maps the output of the LSTM cells to a probability 
distribution over the possible words in the vocabulary. This allows the decoder unit 
to choose the most likely next word in the description, based on the encoded features 
of the image and the previous words in the generated description. 

4 Results 

Bilingual Evaluation Understudy (BLEU) is an algorithm that has been used for 
evaluating the quality of a machine-translated text. BLEU is easy to understand and 
compute. BLEU is a language independent algorithm that lies between 0 and 1. 
BLEU tells how good our predicted caption is compared to the provided reference 
captions. Higher the BLEU score better the quality of the caption. To compute the 
BLEU score for predicted caption concerns for actual captions, convert the predicted 
caption and references to unigrams/bigrams. Finally, the modified n-gram precision 
is calculated from the following formula (Table 3): 

pna =
∑

cεC

∑

n-gramεC 

Countcli p(n-gram), 

pnb =
∑

c′εC

∑

n−gram ′εC ′
Count

(
n−gram ′), 

pn = pna/pnb. 

The proposed model was tested against various input images and the output 
captions for each image is shown in Figs. 10 and 11.

Table 3 BLEU scores 
Model Training Dataset Test Size BLEU-1 Score 

VGG-LSTM Flickr8k 1000 0.128326 

Ours Flickr8k 1000 0.231245 

Ours Flickr30k 1000 0.318762 

Bold represent proposed solution and obtained results 
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Fig. 10 Sample input 1 with 
its respective output 

Fig. 11 Sample input 2 with 
its respective output 

5 Conclusion 

A neural network system that can view images automatically and provide a compre-
hensible English caption has been introduced in this work as the CNN-LSTM model. 
The model is built using a Convolutional Neural Network architecture called Xcep-
tion, which encodes an image into a compact representation (feature extraction), 
then uses a Recurrent Neural Network called LSTM to create a caption given an 
image using the extracted features from the CNN. The model is trained to enhance 
the sentence’s likelihood given an image. 
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Future Sales Prediction Using Regression 
and Deep Learning Techniques 

Uday Kulkarni, Apoorv Bagal, Sunil V. Gurlahosur, Sumedh Kulkarni, 
Siddhnt Saptasagar, Anant Alias Sudeep Suhas Pingulkar, and S. M. Meena 

1 Introduction 

Sales are the backbone of every company, and there is a must for the industry to 
analyze the demeanor of customers regarding product consumption in the market. 
It supports the industries in launching new products and being profitable (Kaunchi 
et al. 2021). The objective of sales forecasting is to help businesses develop better 
strategies according to the provided predictions, improve the cash flow and revenue 
generation, and inform them of potential threats and losses. Inaccuracy in sales 
forecasting can lead to massive losses and an increase in insignificant products in 
inventory or a decrease in significant products in the inventory (Gustriansyah et al. 
2022). This can change the situation of a company completely. Decisions that are 
taken based on the sales forecast are also affected heavily. Accurate sales forecasting 
can optimize inventories and improve loyalty which ultimately leads to an increase 
in total profit. 

Multiple techniques come under macroeconomics to generate a sales forecast. 
Macroeconomic changes can affect sales on a significant level. There exists a way 
to use these indicators to generate a tactical forecast (Verstraete et al. 2020). A 
framework that can forecast is established which automatically selects relevant vari-
ables and predicts. Further, the seasonal component is handled by the seasonal naive

U. Kulkarni (B) · A. Bagal · S. V. Gurlahosur · S. Kulkarni · S. Saptasagar · 
A. A. S. S. Pingulkar · S. M. Meena 
Department of CSE, KLE Technological University, Hubballi, Karnataka, India 
e-mail: udaykulkarni@kletech.ac.in 

S. V. Gurlahosur 
e-mail: svgurlahosur@kletech.ac.in 

S. M. Meena 
e-mail: msm@kletech.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. R. Shetty et al. (eds.), Advances in Communication and Applications, Lecture Notes 
in Electrical Engineering 1105, https://doi.org/10.1007/978-981-99-7633-1_33 

435

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7633-1_33&domain=pdf
mailto:udaykulkarni@kletech.ac.in
mailto:svgurlahosur@kletech.ac.in
mailto:msm@kletech.ac.in
https://doi.org/10.1007/978-981-99-7633-1_33


436 U. Kulkarni et al.

method, and the long-term trend is handled by Least Absolute Shrinkage and Selec-
tion Operator (LASSO) regression (Hans 2009; Ranstam and Cook 2018). This is 
all done while keeping the size of the indicator set as minimal as possible. 

The sales forecast can have a major impact on many business decisions. There 
are many departments that are directly or indirectly affected by the sales forecast 
and the change in the budget it causes, for example, the marketing department. For 
processing and predicting long sequential intervals and delays in time series, the 
LSTM neural network (Hochreiter and Schmidhuber 1997) is adopted by many. Its 
performance is better in multi-feature regression (Hidalgo and Goodman 2013) by  
the virtue of its gating mechanism, which determines what data to recollect or erase 
to avoid overfitting (Hawkins 2004; Pan et al. 2022). Spending a considerable amount 
of time on determining the sales forecast can save the company from making some 
very expensive mistakes. Sales prediction is basically an approach to evaluate the 
product required to be sold to customers surrounded by a specific time period. It 
can also be used for business planning and helping a company in taking measures or 
future decisions (Sugiarto et al. 2016). 

The most commonly used and conventional prediction models are moving aver-
ages and auto-regression (Kaunchi et al. 2021). Auto Regressive Integrated Moving 
Average with Exogenous Input (ARIMAX) (Peter and Silvia 2012) is a derivative of 
the traditional statistical model Autoregressive Integrated Moving Average (ARIMA) 
(Hannan and Kavalieris 1984). In addition to this, gated recurrent unit (GRU) (Dey 
and Salem 2017) can also be used. Both of these techniques are extremely useful 
because they can handle multivariable input. Product Life Cycle (PLC) (Levitt et al. 
1965) shape-based methods can also be effective (Elalem et al. 2022). There are 
multiple approaches to predicting future trends in the market. Each of these methods 
has a certain set of prerequisites that need to be fulfilled for the successful applica-
tion of the approach. In simple words, the forecasting depends on the previous data 
available related to their fields (Sharma et al. 2020). One of the recent methods to 
forecast sales was introduced by Facebook. However, the use of this has received 
mixed reviews. NeuralProphet (Jha and Pande 2021) is a deep learning technique 
(Kulkarni et al. 2021, 2020) combined with transfer learning (Kulkarni et al. 2019; 
Sreekanth et al. 2018) that can also forecast the impact of holidays on sales projec-
tions. It is built on an additive regression (AR) model (Stone 1985) that takes into 
account trends, holidays, and seasonality (Ensafi et al. 2022). 

In this paper, our focus is on predicting the demands of the product using Light 
Gradient Boosting Machine (LGBM) (Ke et al. 2017), Long Short-Term Memory 
(LSTM), and Multi-Layer Perceptron with LSTM encoded features to help busi-
nesses be profitable. We will be comparing the applied models according to the Root 
Mean Square Error (RMSE) (Maiorov and Crippen 1994) metric to choose the finest 
of them. The paper follows the following pattern: Sect. 1 gives a concise introduc-
tion to the prediction of sales, approaches, methods, and the evaluation metric used. 
Section 2 outlines the literature survey and the work done in relation to our research 
topic. Section 3 covers a comprehensive survey of the methodology and model which
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is being proposed in our work. Section 4 displays the experimental study and resulting 
output. At long last, our paper comes to an end with future scope and conclusion in 
Sect. 5. 

2 Related Work 

In this section, some existing methods for sales forecasting have been presented, 
which include a CNN-LSTM based model, a stacking-based ensemble learning 
model, random forest, and an artificial neural network (ANN). 

Convolutional neural network (CNN) (Bouvrie 2006) is usually used in image 
processing (2D), but 1D CNNs also exist and can be used for time-series processing. 
The structure of the prototype is made in such a way that it makes use of cells to 
gather data, interpret and evaluate it, and then give it to the next cell. Each cell has 
distinct gates that control whether the data must be saved, neglected, or transferred 
on to the forthcoming cell. An accuracy (maximum) degree of 97% was achieved 
using this methodology (Kaunchi et al. 2021). 

Random forest regression (Svetnik et al. 2003) can be used for forecasting as it 
reduces the overfitting problem. The model uses the random forest algorithm for 
predicting sales of existing products as it reduces overfitting and is more accurate. 
Neural networks can work with incomplete knowledge; therefore, for predicting 
sales of new products, the artificial neural network (ANN) (Jain et al. 1996) model 
is applied to the data taken from the feedback of customers. The model works great 
with multidimensional data and dealing with outliers since random forest is used 
(Sharma et al. 2020). 

The ensemble learning technique (Dietterich et al. 2002) known as “stacking” 
involves training multiple machine learning algorithms and combining the predic-
tions of all the algorithms to improve the performance of the overall model. A two-
level statistical model was designed where stacking was performed on two layers. 
Linear regression, support vector regression, and cubist acted as the bottom layers. 
Predictions from the bottom layer were used as inputs to the top layer to make the 
final prediction. A multi-level model approach performs better than a single model 
approach, as the former models provided more information to the subsequent which 
leads to better overall predictions (Li et al. 2022; Punam et al. 2018). 

Every now and then, the Holt-Winters Additive Method and Holt-Winters Multi-
plicative Method (Chatfield 1978) are used in Enterprise Resource Planning (ERP). 
Implementing this method in Enterprise Resource Planning can further make the 
model versatile, error-free, and coherent in calculating the number of products 
demanded by customers. Three basic components are required for implementing 
this approach through an equation: Sales trend (the change in sales from month to 
month or season to season), level of sales (sales data without any influence from other 
variables), the periodic index for the month to carry out the predictions (Sugiarto et al. 
2016).
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3 The Proposed Model 

The data flow diagram shown in Fig. 1 describes the sequence that the product sales 
dataset of 1C Company goes through in building the proposed model to predict future 
sales and produce accurate results. It consists of six steps, each playing an important 
part in the building of the proposed model. The first three steps are a pre-processing 
phase before building the LSTM network. After the model is built, it is trained and 
tested with the never-before-seen data. 

LSTM stands for Long Short-Term Memory network, which is a class of Recurrent 
Neural Networks (RNN). This type of network is proven to be advantageous as 
it learns and remembers long sequences and does not depend on a predetermined 
window-lagging observation as input. An LSTM cell decides whether to preserve 
the past knowledge that the network has been administered to or to forget peripheral 
data. 

3.1 LightGBM Model 

Gradient Boosting Decision Tree (GBDT) is a widely used prediction algorithm and 
has popular predictive implementations such as XGBoost. These implementations 
work well with small-size data with lower dimensions but are not efficient with 
higher dimensional and large-size data because for each feature they need to scan 
every data instance hence reducing their efficiency and scalability. These algorithms 
scan all the information gained from all the split points to estimate the best one. Light 
Gradient Boosting Machine is faster than Simple Gradient Boosting Machine and 
XGBoost. It is achieved by using three algorithms Histogram Splitting, Gradient-
Based One Side Sampling (GOSS), and Exclusive Feature Bundling(EFB). These

Fig. 1 Data flow diagram of proposed model 
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Fig. 2 Leaf-wise growth (Khandelwal 2017) 

three algorithms help the model reduce the histogram complexity by downsampling 
the data and features, respectively. 

Figure 2 describes how the above-stated three methods allow the model to grow 
the trees leaf-wise rather than level-wise (like in XGBoost). Since leaf-wise model 
grows the nodes on the basis of their global contribution rather than the local loss, 
it helps the tree learn faster than the level-wise growth. Unlike XGBoost and GBDT 
algorithm, LGBM scans and analyzes which leave reduces the loss to the maximum 
and splits that leaf instead of scanning all the leaves. 

The Light Gradient Boosting Method is an open-source gradient boosting frame-
work that utilizes decision tree-based methods to carry out ranking and classification 
undertakings. In simple words, it works on smart splitting optimization, smart feature 
engineering, and smart sampling of the input records using the following techniques 
to build a better and more efficient model than other boosting algorithms. 

1. Histogram/Bin-wave splitting: 

Gradient boosting generally iteratively builds weak learners with every new weak 
learner assigning more weights to the wrongly predicted features. Finally, it gives 
output as a form of a sum of all the weak learners F built iteratively as Fm. For each 
tree, the algorithm has to calculate ( f , f ) according to information gain where f is 
a feature and f is a threshold value for the respective feature. Histogram is used to 
make this algorithm more efficient. 

Figure 3 depicts how the input data is transformed into histogram bins, which 
decreases the nodes of the tree structure, increasing efficiency and decreasing the 
time cost.

2. EFB (Exclusive Feature Bundling): 

This algorithm is used to reduce the number of features fed to the model using the 
Greedy algorithm. 

It does so by bundling mutually exclusive features (features that never take 
nonzero values simultaneously), thus decreasing the dimensions through smart 
feature engineering.
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Algorithm 1 Greedy bundling (Ke et al. 2017) 

Input: F: Feature, K: max conflict count 
1: Construct graph G 
2: searchOrder ← G.sortbyDegree () 
3: bundles ← {}, bundlesConflict ← {} 
4: for i in searchOrder do 
5: needNew ← True 
6: for j = 1 to len(bundles) do 
7: cnt ← ConflictCnt(bundles[j],F [i]) 
8: if cnt + bundlesConflict[i] ≥ K then 
9: bundles[j].add(F [i]), needNew ← False 

10: break 
11: if needNew then 
12: Add F [i] as new bundle to bundles 
Output: bundles 

Algorithm 1 given below constructs a graph G with features as its vertices and the 
mutually exclusive features are connected with an edge between them. Then it sorts 
the graph G in descending order in order of their degree. In the next step, it creates 
two sets bundles and bundlesConflict each. For each feature F [i] in graph G, the  
algorithm determines if the features belong to the existing bundle, conflict bundle, 
or need a new bundle and append the feature to the appropriate bundle.

Fig. 3 Bin-wave splitting (Yin et al. 2021)
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Algorithm 2 Merge exclusive features (Ke et al. 2017) 

Input: numData: number of data 
Input: F: one bundle of exclusive features 
1: binRanges ← {0}, totalBin ← {0} 
2: for f in F do 
3: totalBin + =  f.numBin 
4: binRanges.append(totalBin) 
5: newBin ← newBin(numData) 
6: for i = 1 to numData do 
7: newBin[i] ← 0 
8: for j = 1 to len(F) do 
9: if F [ j].bin[i] /  = 0 then 

10: newBin[i] ← F [j].bin[i] + binRanges[j] 
Output: bundles 

Algorithm 2 merges the exclusive features. At first, it creates two sets with null 
values binRanges and totalBin. As the histogram algorithm creates discrete bins and 
the exclusive feature resides in different bins. To identify all the features, we add 
an offset to the original values of the features in the bundle before adding it to the 
bins. After adding the offset, the feature bundle is added to new bins. The values of 
binRanges and totalBin are updated simultaneously to the above procedure of adding 
offsets. 

3. GOSS (gradient-based one-sided sampling): 

GOSS is a downsampling technique based on gradients. It elects samples with a large 
gradient and random samples with a smaller gradient. 

Vj (d) = 
1 

n 
(A + B) (1) 

In Eq. (1) for feature j, the algorithm calculates the maximum gain Vj(d∗
j). At 

first, it sorts all the gradients in descending order. 

A =
(∑

xi∈Al 
gi + 1−a 

b

∑
xi∈Bl 

gi
)2 

n j l (d) 
(2) 

B =
(∑

xi∈Ar 
gi + 1−a 

b

∑
xi∈Br 

gi
)2 

n j r (d) 
(3) 

where 

Al = {xi ∈ A : xij ≤ d} , Ar = {xi ∈ A : xij > d}, 
Bl = {xi ∈ B : xij ≤ d} , Br = {xi ∈ B : xij > d} 

As in Eq. (2), it selects the top a*100% gradients (i.e., large undertrained gradients) 
and gets instance subset A. Then, for the remaining set Ac consisting (1 − a)100%
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instances with smaller gradients in Eq. (3). Further, we randomly sample a subset 
B. Minimizes the well-trained gradients by a factor of b. Therefore, in GOSS, we 
calculate estimated Ṽ j (d) over a subset instead of exact Ṽ j (d) over the entire dataset 
to determine the split point of the nodes, which reduces the computation cost. The 
coefficient (1−a) 

b in Eqs. (2) and (3) is used to normalize the sum of the gradients over 
B back to the size of Ac. It uses the instances that are not used well while training 
the model. Thus, the model overall increases the model’s training speed. 

3.2 Stacked LSTM 

A specific kind of RNN called LSTM has a collection of cells with characteristics 
that allow it to memorize the data which is usually lost in a standard RNN model. 
It enables the categorization of sequence data according to certain time steps. Each 
LSTM cell has a forget gate, a cell state, and an output gate. 

Figure 4 illustrates LSTM cell architecture. It can be represented by these 
equations: 

it = σ
(
wi

[
ht−1, xt

] + bi
)

(4) 

it represents input gate. 
t represents timestep. 
ht−1 represents previous hidden state. 
wi represents weight matrix of sigmoid operator. 
xt input. 
bi connection bias at time ‘t’. 

Fig. 4 Data flow of stacked 
LSTM model (Soni 2018)
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Equation (4) represents the input gate. The crucial decision of determining what 
part of the new data will be retained in the cell state. 

A. Input Gate: 

The input gate decides what information should be updated in the cell state. Two 
gates make up the input gate: one is a sigmoid layer gate, and the other is a tan h 
layer gate. The value that has to be updated will be determined by the sigmoid layer, 
and the value that needs to be added to the following step will be determined by the 
tan h layer. 

ft = σ
(
w f

[
ht−1, xt

] + b f
)

(5) 

f t represents forget gate. 
wf weight matrix between forget gate and input gate 

Equation (5) depicts the working of forget gate. It specifies the information that 
shall be thrown away. Sigmoid function is added over it to make f t between 0 and 1. 

B. Forget Gate: 

Which information needs to be neglected and which data must be reserved is decided 
by the forget gate. The hidden state ht−1 and input Xt data is allowed to pass through 
a function called as sigmoid, which generates a value between 0 and 1. If the output 
value is near to 1, then the old output is essential. 

ot = σ(wo[ht−1, xt ] +  bo) (6) 

ot represents output gate. 
wo weight matrix of output gate. 

Equation (6) represents the output gate. This is done so as to provide activation 
to the final output of the LSTM block at a time “t.” 

C. Output Gate: 

The hidden state of the next cell is determined by the output gate. First, the values 
of the current state and previous hidden state are passed through a function called 
sigmoid. The cell state is passed through a tan h function. To determine the output, 
we multiply the tan h output with the sigmoid output. This output is used as a hidden 
state for the next cell. 

ct ' =  tan h(wc[ht−1, xt ] +  bc) (7) 

ct = ft ∗ ct−1 + it ∗ ct (8) 

ht = ot ∗ tan h(ct ) (9)



444 U. Kulkarni et al.

ct cell state (memory) at timestamp (t). 
ct ' candidate for cell state at timestamp (t). 

Note: Others are the same as stated before. 

D. Cell State: 

Now with the information provided, the cell state is calculated and, the cell state is 
multiplied by the forget gate’s output. Then the cell state is administered with this 
output of the input gate, giving rise to a new cell state. 

3.3 MLP with LSTM Encoded Features 

The purpose of this work is to show one-way time-series data can be efficiently 
encoded into lower dimensions to be used in non-time-series models. LSTM networks 
can be constructed with a structure called encoder–decoder LSTM, which allows 
models to support flexible-length input sequences and predict flexible-length output 
sequences. 

It can be represented by the following equations: 

z = e( p) ∈ Rn (10) 

Equation (10) states that p is the input in Rm and compression of p takes place to 
get an encoded version. 

l = 1/2
∑

p

||||p − p̂
||||2 (11) 

Equation (11) carry outs the reconstruction to give the output as p
⌃ = d(z) in  

Rm. The autoencoder is trained by making the error in reconstruction as merest as 
possible. 

Equations (7)–(9): Represents the different cell states of LSTM. 
Figure 5 represents the structure of the autoencoder. It is a type of neural network 

which tries to generate the output by copying the input.

4 Experiment and Results 

4.1 Dataset 

1C software company daily sales data has been used as the time-series dataset for our 
proposed work. We have gathered the dataset from the Kaggle competition—Predict 
future sales. The below table displays the CSV files contained in the dataset.
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Fig. 5 Encoder–decoder 
architecture (Nguyen et al. 
2021)

4.1.1 Description 

1. items.csv—Auxiliary data about the products. 
2. item_categories.csv—Auxiliary data about the item categories. 
3. shops.csv—Auxiliary data about the shops. 
4. sales_train.csv—It represents the training block containing time-series data from 

Jan 2013 to Oct 2015. 
5. test.csv—It represents the testing block. It is the data of shops for which we need 

to predict the sales for Nov 2015. 
6. sample_submission.csv—It is a sample of the submission file in a specific format. 

Data fields: 

Following are the data fields present in the dataset files: 

1. ID—id of a tuple within a dataset. 
2. item_id—distinct id for each product. 
3. shop_id—distinct id for each shop. 
4. item_category_id—distinct id for item category. 
5. item_name—the label of the item. 
6. item_price—the present price of a particular item. 
7. item_cnt_day—count of products sold monthly. 
8. item_category_name—the label of a particular item category. 
9. shop_name—the label of a particular shop. 
10. date—date of DD/MM/YYYY form. 
11. date_block_num—a successive number for months, e.g., September 2016 is 1, 

October 2016 is 2.
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Fig. 6 Data cleaning for 
LightGBM model 

4.2 Pre-processing 

4.2.1 LightGBM Pre-processing 

The data pre-processing part consists of transforming the online shop names in 
Russian to “Internet” in English in shops.csv and merging city. pkl to add the 
city information to each shop. Left merging and label encoding the item category, 
creating Item class with item_id, item_name, and label encoded item_category_id 
for respective item_category. 

Figure 6 represents the data cleaning process to remove all the negative item count 
values from the sales train dataset. 

We also eliminate the shops with duplicate shop id from the shops.csv dataset. 
Build the indexed dataframe for sales train. We aggregate all the training datasets to 
form df work dataset to feed to the model to train. Adding item means, shop means 
and lag features to the df work. 

4.2.2 Stacked LSTM 

In the case of stacked LSTM model pre-processing: 
Figure 7 represents the created pivot table, indexed by shop_id and item_id created 

a column item_cnt_day which indicates the count of items sold on a day. We replaced 
the null values in the table with zero. Then we built the indexed dataframe for sales_ 
train.

4.2.3 MLP with LSTM encoded features 

We are dropping all features but “item_cnt_day,” hence turning the problem into a 
univariate time-series problem.
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Fig. 7 Pivot table for stacked LSTM model

Fig. 8 Pivot table for stacked MLP with LSTM encoder model 

Figure 8 depicts the aggregation of all the data month-wise. Also “item_cnt” is 
greater than or equal to 0 and less than or equal to 20. Then the data is converted to 
a pivot table. 

4.2.4 Exploratory Data Analysis 

Given below are the techniques used for exploratory data analysis 
This graph from Fig. 9 shows the sales of the company by month from January 

2013 to November 2015. It can be observed that there is a decreasing trend and 
seasonality in sales.

The diagram shown in Fig. 10 represents the correlation matrix between the data 
fields of the sales train.
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Fig. 9 Monthly sales of the 
company

Fig. 10 Correlation matrix 
between columns of sales 
train 

4.3 System Specification 

The code of the proposed models is trained on the Kaggle notebook which is equipped 
with 4-core CPUs and 30 Gigabytes of RAM. 

4.4 Results 

The following graph is generated after training and testing the model. 
Figure 11 depicts that the LGBM model performed better than the other models. 

This can be attributed to the generation of lag features which help in autocorrelation. 
The stacked LSTM model performed better than the model with MLP with LSTM 
encoded features.
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Fig. 11 RMSE metric comparison between the models 

5 Conclusion and Future Scope 

In this work, we presented some machine learning models for future sales prediction. 
Based on root mean square deviation (RMSD), the Light Gradient Boosting Machine 
(LGBM) model outperformed both stacked Long Short-Term Memory (LSTM) and 
Multi-Layer Perceptrons (MLP) with LSTM encoded features. This result can be 
attributed to the use of lag features in the LGBM model. Item_cnt_month-1 was the 
most important feature. There is a 13.24% decrease in RMSE of LGBM compared 
to stacked LSTM and 26.3% less than the model with LSTM encoded features. 

There exists a firm yearning in every other business to fathom the demands of the 
customer and, consequently, refrain from any potential failures, losses, or shortages of 
the products. Thus, persistent research is shooting up in this sphere to make errorless 
and well-aimed predictions of sales. In our future works and research, we hope to 
use transfer learning, prophet, and N-beats to forecast future sales. 
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Rider Face Mask Detection and Alerting 
Using Machine Learning Techniques 

V. Laxmi Deepak, C. Vineeth, N. Naga Jayanth, K. Madhan, 
Vani Vasudevan , and B. V. Shruti 

1 Introduction 

In recent years, face detection (Sharma et al. 2021) has become an increasingly 
popular issue in computer vision (CV). It has been included in cameras that ensure 
faces are in focus prior to snapping a photo, and when uploaded to social networking 
sites, persons will be automatically tagged. Face recognition has been widely imple-
mented for security purposes. There are now ATMs with facial detection and recogni-
tion software. AI and computers can replicate thinking using logic and mathematics to 
do tasks such as problem solving and learning. Machine learning enables computers 
to learn without being explicitly programmed. This causes the computer to learn and 
improve based on experience, and it will continue to improve until the model’s accu-
racy is sufficient to do the task. Computer vision (CV) is utilised for tasks including 
object detection and pattern recognition. Object recognition is capable of detecting 
objects and classifying images.
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2 Related Work 

Object detection is one of the world’s leading technologies. It is an OpenCV applica-
tion. We will be able to detect many items in a single image using object detection. It 
is simple for people to distinguish items in photographs, but computers struggle with 
this task. Object detection uses include unlocking a cell phone using facial recogni-
tion, autonomous vehicles, etc. Similarly, facial masks (Khan et al. 2019) and vehicle 
number plate detection come into play. 

1960 saw the introduction of the face recognition technique (Wang et al. 2021) 
by Woody Bledsoe, Helen Chan, and Charles Bisson. They programmed computers 
to recognise human faces. Similarly, Face mask detection was developed by Natraj 
Mishra, a professor in the department of mechanical engineering and a member of 
the United States Public Service Commission. Using machine learning techniques, 
specifically the supervised learning methodology and a PC web camera, he devised 
a method for identifying and detecting whether or not a person is wearing a mask. 
This has been utilised in numerous settings, including universities, schools, airports, 
hospitals, and offices. In situations where the COVID-19 virus may increase, the 
likelihood of its transmission is great. 

Numerous old experiments are performed using older CNN (Siradjuddin et al. 
2021) with poorer precision and performance. This system processes images and 
separates frames using sophisticated machine learning models. For YOLO, like 
other region proposal classification networks (fast RCNN) that perform detection 
on various region proposals networks (Vasudevan and Gounder 2021) and end up 
performing prediction multiple times for various regions in an image, YOLO archi-
tecture is more like fully convolutional neural network (FCNN) and passes the 
image through the FCNN only once; the output of the FCNN is prediction. Real-
time Graphics User Interface-based Automated Facial Recognition was discussed 
in Achyutha et al. (2022). In addition, the mask detection system that was built 
using Principal Component Analysis (PCA) and the HAAR cascade algorithm is 
also included. 

The identification of employees’ helmets is vital for their safety. Using this as 
their motto, (Benyang et al. 2020) was created. They built a system to detect helmets 
using YOLO because it more successfully meets the real-time needs. YOLOv4 is 
used for image processing, as it has a high processing speed and accuracy. 

Through the years, numerous techniques (Benyang et al. 2020; Loey et al.  2021; 
Qin and Li 2020; Zhang et al. 2020; Razavi et al. 2021; Dey et al. 2021; Kabir and 
Tanimoto 2020; Chen et al. 2018; ErdincKocer and KursatCevik 2011) have been 
utilised to detect licence plates. Automatic number plate recognition (ANPR) was 
accomplished in Mohammed Shariff et al. (2021) by combining Optical Character 
Recognition (OCR) and image processing. OpenCV library and Python language 
were utilised for image processing techniques utilising pytesseract for the ANPR 
system. TESSERACT is an Optical Character Recognition system (OCR).
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3 Proposed Methodology 

The purpose of this section is to provide comprehensive information regarding the 
proposed system. Our system was built utilising the Common Objects in Context 
(COCO) dataset, which utilises a JSON format to convey information about each 
dataset and the photos contained inside it. Face mask and helmet classifiers were 
determined using YOLO v4 weights and the Caffe model (pre-trained model). Using 
an application programming interface (API) licence plate recognizer to extract the 
characters from the licence plate and send an alert to the rider’s registered mail. This 
is what distinguishes us from other systems. 

4 Design 

Flow Diagram 

The high-level design of the flow chart represents the working of the system from 
start to end with all conditions and possibilities. 

The system’s overall workflow is depicted in Fig. 1. After the system has run 
successfully, an interface (as seen in Fig. 2) with two options appears. The select 
option allows the user to upload an image from the device as input to predict whether 
the rider is wearing a helmet or not, then follows wearing a mask or not and extracts 
the number plate details to send an alert mail or SMS to the registered details. The 
capture option activates the system’s main camera and takes a live photo as input to 
predict. The quit button ends the programme.

5 Implementation 

1. Data Collection (Images) 

The collecting of example images was the most challenging aspect of this project. 
The sample photographs of two-wheeler riders wearing helmets, without wearing 
helmets, and wearing masks with the number plate clearly visible. After collecting 
images, they must be classified into two categories. The positive consists of the real-
time photos to be detected by the system, while the negative consists of the real-time 
images to be ignored by the system. The machine may not be able to detect characters 
due to the weather. 

We must consider the circumstances in which it will be utilised. Several factors 
impact the accuracy of the object detection model, particularly in relation to the 
image. This can include the light intensity, the angle at which the photograph was 
recorded, and the background. In some older vehicles, the number on the licence 
plate may be obscured or absent. Black helmets with black visors and backgrounds
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Fig. 1 Flow chart of the system working

can occasionally mislead the system. Therefore, the first step is to identify the issue 
and consider its use cases. 

Taking into account all scenarios, we gathered over 50 real-time test cases 
including 25 riders in the idle position, at rest while in motion, and with blurred 
pictures. Once this is complete, we can advance the training model. 

2. Machine Training 

Transfer learning is a strategy for machine learning in which a model trained on 
one job is repurposed for a second task that is linked to the first. The Common 
Objects in Context (COCO) dataset contains Microsoft’s released large-scale object 
identification, segmentation, and captioning dataset. The COCO model comprises a
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Fig. 2 User interface

massive amount of data that has been pre-trained. You Only Look Once (YOLO) is 
a transfer learning technique that is also used to train the data in YOLOV4. YOLO is 
one of the fastest learning and object detection systems. We employ YOLO weights 
and cfg files, with the cfg file including convolution layer configuration information 
such as batches, subdivisions, and learning rate. HAAR (Haar cascade frontal face 
detection) file may be used by any scripting language, including Java, Python, and 
CPP, to determine the real-time environment. 

3. Extracting the Characters from API (Plate Recognizer) 

Application programming interface (API) is a software code that helps two different 
software’s communicate and exchange data. In our case, we will get the characters 
from the number plate using this API named plate recogniser. 

4. Sending an Email and SMS 

When the system detects that the rider is not wearing a helmet or not wearing a mask, 
characters are extracted from the number plate characters using API stored it. We 
included the user defined set of details for vehicle number. As of now, for only those 
registered details, we can send mail. An email was sent using the Python libraries 
like smtplib, SSL, and requests to the concerned person with the image. 

6 Results and Discussion 

Table 1 depicts the images considered for the test cases, and Table 2 depicts the 
description of the test cases with various possibilities.
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Table 1 Images considered for the test cases 

Test case 1 Test case 2 Test case 3 

Test case 4 Test case 5 Test case 6 

Test case 7 Test Case 8 Test case 9 

Test case 10 Test case 11 Test case 12

Tables 1 and 2 represent the test cases with each case being unique. In most 
instances, when the select button was pressed, the rider’s motion ceased. All photos 
of test cases are captured in real time. We collected data from several vehicles with 
various riders. As described in Table 2, test cases and their speeds are gathered and 
various testing are conducted. 

In Test cases 2, 4, and 8, photographs are captured from the front. In Test instance 
4, the image was captured when the vehicle was moving at 7 km per hour. The system 
detects and provides an accuracy of 89% (here the helmet colour and background 
colour are same), 94% (the accuracy varies owing to motion), and 96%. (as the system 
was clear with the image). 

In Test case 1, Test case 5, Test case 6, and Test case 7, the system recognises 
that the riders are not wearing a helmet and face shield and sends a warning message 
to the registered number of the vehicle. In Test case 3, a picture is acquired from a 
lower perspective of a rider wearing only a mask. The system recognises and sends 
an alarm message and displays that the rider is not wearing a helmet. 

The system fails to recognise the cyclist in Test case 9 because the photo is blurry 
and the rider is travelling at 40 km/h. Ten, eleven, and twelve are black and white.
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Table 2 Test cases for different possibilities 

Test cases Speed of 
the vehicle 
in (km/h) 

Wearing 
helmet or 
not 

Wearing 
mask or not 

Number 
plate 
extracted or 
not 

Output Image 
dimensions 

Test case 
1 

NA No helmet No mask NA No mask no 
helmet—email 
sent 

960 × 1046 

Test case 
2 

NA Helmet No mask NA Helmet—89% 960 × 1032 

Test case 
3 

NA No helmet Mask NA Mask detected 
no helmet 

960 × 1280 

Test case 
4 

7 Helmet No mask NA Wearing 
helmet—94% 

1280 × 775 

Test case 
5 

NA No helmet Mask Yes No 
helmet—email 
sent 

1200 × 
1600 

Test case 
6 

NA No helmet No mask Yes No mask no 
helmet—email 
sent 

655 × 829 

Test case 
7 

5 No helmet No mask Yes No mask no 
helmet—email 
sent 

1200 × 
1600 

Test case 
8 
(back 
view) 

NA Helmet NA No Wearing the 
helmet—96% 

1032 × 720 

Test case 
9 

40 No helmet No mask No Not detected 790 × 1080 

Test case 
10 
(black 
and 
white) 

NA No helmet No mask Yes No mask no 
helmet—email 
sent 

1200 × 
1480 

Test case 
11 
(black 
and 
white) 

NA No helmet No mask No Email not sent 1200 × 
1480 

Test case 
12 
(black 
and 
white) 

NA Helmet NA No Wearing 
helmet—89% 

900 × 1280
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In Test case 10, the detection is accurate and an alert email is sent. In Test case 11, 
it detects a biker without a helmet but is unable to extract the correct number plate 
characters. In Test case 12, the rider is detected correctly. 

In some test situations of black-and-white photos, the algorithm detects them 
based on image lighting, number plate orientation, and other criteria. Black helmets 
with black visors and backgrounds can occasionally mislead the system. Figure 3 
represents the result of the person as he is not wearing both a helmet and mask. 
Figure 4 represents the result of the rider at rest as he is not wearing a helmet. 

Figures 5, 6, and 7 represent the output as system detects the rider violating rules 
and sends an alert mail with attached photo document.

Challenges Faced

Fig. 3 Detecting person using capture button 

Fig. 4 Detecting rider status using the select button 
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Fig. 5 Sending mail to deepakong28@gmail.com 

Fig. 6 Sending mail to gowkanapallilokesh@gmail.com 

Fig. 7 Sending mail to jayanthnallagatla7@gmail.com

mailto:deepakong28@gmail.com
mailto:gowkanapallilokesh@gmail.com
mailto:jayanthnallagatla7@gmail.com
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• In some cases, the system detects multiple helmets due to the windshield and head-
light.

• It fails to give the desired results when we upload an image of some exceptional 
cases.

• The image should be sharp and proper to get more accuracy, and blurry images 
make the system undetectable.

• Although taking pictures from a side view is a bit challenging because only half 
face is visible and the number plate is not visible.

• The accuracy of the system gets deteriorated when the real-time images in motion 
was considered.

• It is a bit tough to detect the number plate for some of the motorcycles in dull 
light.

• Performance of the system is superior when the RGB colour images were 
considered over the mere black and white or grey scale images. 

Future Work

• The challenges faced can be rectified for better results.
• Should consider more test cases and execute.
• System accuracy can be improved.
• By using any government API’s, system can be able to collect the rider information 

and record as well. 

7 Conclusion 

The objective of identifying the motorcycle riders has been met. This system can 
detect whether or not a two-wheeler rider is wearing a helmet, and if the rider is not 
wearing a helmet, the system proceeds to detect the number plate, and the image 
of this number plate will be passed to the API (plate recognizer) for text extraction, 
which would be the vehicle number, and we will send a notification to the concerned 
person via email and SMS regarding the rule violation. The algorithms we employ 
detect colour images more precisely than black and white. In the proposed system, 
motorcyclists who do not wear helmets or face masks are in violation of the law. 
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Methods for Improving User Position 
Accuracy in IRNSS (NavIC) Receiver 

Wasim Ahmed Selvakumar G. Abhilasha Barla and Valluri Sarimela 

1 Introduction 

Indian Regional Navigation Satellite System (IRNSS) Receiver named as Navigation 
with Indian Constellation (NavIC) is ISRO’s initiative to build an independent and 
regional satellite navigation system based on a constellation of GEO and GSO satel-
lites. An IRNSS receiver is used for precise determination of position and time of the 
receiver from the solutions as per the specified mode of configurations for Civilian 
SPS and Strategic Defense (RS) users. The IRNSS architecture mainly consists of 
space segment, ground segment and user segment. Figure 1 depicts the architecture 
of IRNSS.

1.1 IRNSS Space Segment 

Based on various considerations, the IRNSS constellation is worked out to be a 
combination of GSO and IGSO satellites. 

1.2 IRNSS Ground Segment 

Ground segment is responsible for the maintenance and operation of the IRNSS 
constellation. The ground segment comprises ISRO Navigation Center, IRNSS 
Spacecraft Control Facility, IRNSS Range and Integrity Monitoring Stations, IRNSS
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Fig. 1 Architecture of IRNSS

Network Timing Center, IRNSS CDMA Ranging Stations, Laser Ranging Stations 
and Data Communication Network. 

1.3 User Segment 

The user segment mainly consists of single-frequency IRNSS receiver capable of 
receiving SPS signal at L5 or S band frequency, a dual-frequency IRNSS receiver 
capable of receiving both L5 and S band frequencies and receiver compatible to 
IRNSS and other GNSS signals. 

The IRNSS (NavIC) receiver operates at L5 band (1176.45 MHz) and S band 
(2492.028 MHz) frequencies. The IRNSS receiver system provides Position, Navi-
gation and Timing (PNT) Services to both Civilian (SPS) and Strategic Defense 
Services (RS) users. 

The rest of the paper is organized with following sections like navigational data 
processing, error correction algorithms, realization and implementation of NavIC 
receiver, test results and conclusion.
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Fig. 2 Sub-frame structure 

Sync 
bit 

16 bit 

Sub- 
frame 

584 Symbols 

600 symbols 

2 Navigation Data Processing 

2.1 Sub-frame Architecture 

IRNSS main frame consists of 2400 symbols divided into four sub-frames (Indian 
Space Research Organization 2014). Each sub-frame is rate 1/2 convolution encoded 
at 50 sps and ends up in 584 symbols followed by 16 bit sync word. The sub-frame 
architecture is shown in Fig. 2. 

After receiving encoded navigation data, it is being de-interleaved and decoded 
using Viterbi decoder at the receiver side. Out of four sub-frames, sub-frame 1 and 2 
transmit navigation parameters mainly consist of clock correction, ephemeris data, 
etc., of satellite vehicles, while sub-frames 3 and 4 consist of ionospheric grid delays 
and correction parameters, etc. Since IRNSS does not send satellite vehicle position 
in convenient format, instead it sends ephemeris data in sub-frame structure. Parsing 
of the parameters has been carried out as mentioned in the interface control document 
(ICD) (Indian Space Research Organization 2014) and used it for PVT algorithm. 

2.2 Satellite-Related Calculations 

The calculation of satellite position starts once the receiver tracks and acquires IRNSS 
satellites. Each satellite transmits its position information using low rate data modu-
lation on spread spectrum signal. The position information is in the form of Keplerian 
(Kaplan and Hegarty 2005, 2017) orbital parameters. Receiver is able to calculate 
precise satellite position using these parameters once it tracks the signals. 

To calculate the satellite position, primary navigation parameters and transmit 
time are required. Transmit time is nothing but the IRNSS system time at the time 
of transmission of satellite signal. Primary navigation parameters include correction 
parameters of system clocks, satellite orbits, satellite health and many other param-
eters. The value of transmit time will be given by baseband processing algorithms. 
The parsed ephemeris data have been processed utilizing the algorithm mentioned 
in ICD to solve for satellite vehicle position (Indian Space Research Organization 
2014). The algorithm has been solved iteratively to reduce the error. 

This algorithm solves for three unknown parameters listed as: xi, yi, zi which 
describes the position of ith satellite in ECEF coordinate system. Some of the
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Table 1 Ephemeris 
parameters Parameters No. of bits Scale factor Units 

toe 16 16 s

Δ n 22 2–41 Semi-circles/s 

M0 32 2–31 Semi-circles 

e 32 2–33 Dimensionless√
A 32 2–19 Sqrt (m)

Ω0 32 2–31 Semi-circles 

i0 32 2–31 Semi-circles 

Table 2 IRNSS satellite 
Coordinates SV position 

xs 2.087670312380296 * 1.0e + 07 
ys 3.453030581883871 * 1.0e + 07 
zs -1.242533848037527 * 1.0e + 07 

important ephemeris parameters used to calculate satellite position are listed in 
Table 1. 

By using the above ephemeris parameters and algorithm mentioned in ICD, satel-
lite position has been calculated. One of the satellite positions for the tracked IRNSS 
satellite is mentioned in Table 2. 

2.3 User Position Calculation 

Receiver calculates distance from four or more visible satellites using time of arrival 
(TOA) ranging technique. Accurate range measurements are facilitated by the spread 
spectrum modulated signal transmitted by the satellites. Satellite to user receiver 
ranges and satellite positions are related according to following equations (when 
four satellites are being tracked): 

ρ1 =
√

(x1 − xu)2 + (y1 − yu)2 + (z1 − zu)2 + ctu, (1) 

ρ2 =
√

(x2 − xu)2 + (y2 − yu)2 + (z2 − zu)2 + ctu, (2) 

ρ3 =
√

(x3 − xu)2 + (y3 − yu)2 + (z3 − zu)2 + ctu, (3) 

ρ4 =
√

(x4 − xu)2 + (y4 − yu)2 + (z4 − zu)2 + ctu, (4)
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where ρ i is user to ith satellite range, xi, yi, zi are positions of ith satellite, xu, yu, zu 
are positions of receiver, tu is receiver clock offset and c is velocity of light. 

These are four nonlinear equations in four unknowns xu, yu, zu and tu. These 
nonlinear equations can be solved for the unknowns by employing closed-form solu-
tions, iterative techniques based on linearization, or Kalman filtering (Kaplan and 
Hegarty 2005). 

Distance measurment is done by Time Of Arrival (TOA) concept. The relative 
pseudo-range can be obtained by multiplying the propagation delay with speed of 
light. 

ρ = c ∗ (trecv − tsent), (5) 

where (trecv − tsent) is the propagation delay, trecv time at which the satellite will 
receive signal, tsent time at which the satellite will send signal. 

By using Eq. (5), pseudo-range measurement has been carried out. One of the 
observed pseudo-ranges of the tracked satellite is 

ρ = 4.202977290026457 ∗ 1.0e + 07 m. 

Since Eqs. 1, 2, 3 and 4 are nonlinear equation, it is difficult to solve them. In 
order to obtain the solution, non linear equations are to be linearized by differentiating 
them. This can be done by Taylor series expansion. The equation looks like this after 
putting it into matrix form: 

⎡ 

⎢⎢ 
⎣ 

ρ1 

ρ2 

ρ3 

ρ4 

⎤ 

⎥⎥ 
⎦ = 

⎡ 

⎢⎢ 
⎣ 

α11 α12 α13 1 
α21 α22 α23 1 
α31 α32 α33 1 
α41 α42 α43 1 

⎤ 

⎥⎥ 
⎦ 

⎡ 

⎢⎢ 
⎣ 

δxu 
δyu 
δzu 
δbu 

⎤ 

⎥⎥ 
⎦, (6) 

where 

αi1 = 
xi − xu 
ρi − bu 

, αi2 = 
xi − xu 
ρi − bu 

, αi3 = 
xi − xu 
ρi − bu 

. 

Equation (6) can be written as

Δ ρ = HΔ x . (7) 

If only four satellites of the IRNSS constellation are visible, then user can easily 
calculate user position since H is square 4 × 4 matrix by solving Eq. (8) by least 
square approximation method:

Δ x = H−1Δ ρ. (8)
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Table 3 IRNSS constellation 
Coordinates User position 

xu (Mt) 2.087670312380296 * 1.0e + 07 
yu (Mt) 3.453030581883871 * 1.0e + 07 
zu (Mt) − 1.242533848037527 * 1.0e + 07 
Latitude (°) 13.056532927185359 

Longitude (°) 77.553060802014460 

Altitude (Mt) 858.98

But if more than four satellites are visible, then H can no longer be a square 
matrix, so it cannot be inverted directly. Since the equations are more than unknowns, 
least square approximation method is used to find the solution and Gauss–Jordan 
elimination method is used to find the inverse of the matrix given in Eq. (9). 

Δ x = [
H T H

]−1 
H TΔ ρ. (9) 

After solving
[
H T H

]−1 
H T , square matrix will be obtained. 

Equation (8) can be used directly. 
By using the above equations, user position has been calculated. The user position 

for the tracked IRNSS constellation is mentioned in Table 3. 

3 Error Correction Algorithms 

3.1 Earth Rotation Correction 

In the Earth-Centered Earth-Fixed (ECEF) coordinate frame, the satellite position 
has now been solved using the algorithm mentioned in ICD (Indian Space Research 
Organization 2014). For the coordinate frames, there is one more major change to 
be done: Earth rotation correction. The satellite signal will fly about 72 ms until it 
hits the Earth’s receiver antenna. The planet rotated slightly around its axis at that 
time. This effect is called as Sagnac effect. Sagnac effect can lead to position errors 
of about 30–50 m. The compensation is completed with a straightforward matrix 
rotation from ECEF to Earth-Centered Inertial (ECI) coordinate frame. 

x '
i = r ∗ (cos(Ωer) ∗ cos(ϕ) − sin(Ωer) ∗ sin(ϕ) ∗ cos(i )), (10) 

y'
i = r ∗ (sin(Ωer) ∗ cos(ϕ) + sin(Ωer) ∗ sin(ϕ) ∗ cos(i )), (11) 

z'
i = r ∗ sin(ϕ) ∗ sin(i ), (12)
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where ϕ is corrected argument of latitude, i is corrected inclination, r is corrected 
radius, Ωer is corrected longitude of ascending node and x '

i , y
'
i , z

'
i are the error 

corrected position of the ith satellite (Tsui 2000). 

3.2 Atmospheric Correction 

The orbit of the IRNSS satellites is approximately 26,000 km from the center of 
the Earth. For the IRNSS receiver, the assumption is that it is located on the Earth’s 
surface. As a result, satellites usually transmit their signal at least 20,000 km from the 
receiver. Most of these signals travel in space, which can be viewed as a vacuum. The 
signal reaches the Earth’s atmosphere can no longer be considered to be in vacuum 
and undergoes atmospheric refraction, which affects signal propagation. 

Grid-based ionospheric algorithm has been integrated to deal with the delays 
introduced due to ionosphere (Doberstein 2012). To reduce the error caused by iono-
sphere, satellites will broadcast ephemeris data in Message type 5 of sub-frames 3 
and 4 over the Indian region. 

After calculating user position,  the corrections  are provided  at  5 * 5 (°)  grids at  
350 km altitude and then first compute the point where LOS cuts the 350 km altitude. 
This point is termed as the Ionosphere Pierce Point (IPP) of the user. Sub-frame 3 
and Sub-frame 4 give the information of the grid points using two parameters, GIVD 
and GIVEI. Take the information from GIVD and GIVEI from the surrounding grid 
points to its IPP to compute vertical delay (Indian Space Research Organization 
2014; Ganeshan et al. 2005). To determine the latitude and longitude of the IPP, the 
following equations have been used: 

ψpp = π/2 − El − sin−1 ((Re/Re + h) ∗ cos(El)), (13) 

where ψpp is the Earth’s central angle between user and projection on IPP. (ϕpp, λpp) 
are the latitude and longitude of the pierce point. 

ϕpp = sin−1 ((sin ϕu). cos(ψpp) + cos(ϕu). sin(ψpp). cos(Az)), 
λpp = λu + sin−1 (sin(ψpp) sin(Az)/ cos(ϕpp)). (14) 

Az and El are the Azimuth and Elevation angles of the satellite from user posi-
tion (ϕu , λu) and h is height of maximum electron density (350 km). The observed 
Elevation and Azimuth angles are mentioned in Table 4.
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Table 4 Elevation–Azimuth 
angles SV PRN ID’s Elevation angle (°) Azimuth angle (°) 

2 75.3006 152.7297 

3 66.5240 298.8784 

5 45.0061 123.6277 

9 48.8998 211.9072 

4 Implementation 

The IRNSS-based receiver system has been realized on a hardware platform. The 
hardware for the receiver system consist of RF card and Baseband card. The RF 
card has been realized using COTS RF front end. The RF signal received from 
the antenna into the RF card is conditioned and fed to the multi-channel navigation 
receiver. RF card is capable of processing L1 band: 1575.42 MHz and BW = 20 MHz, 
L5 band: 1176.45 MHz and BW = 20 MHz, and S band: 2492.028 MHz and BW 
= 16.5 MHz. The received signal is processed and converted to the desired IF. The 
tracking sensitivity of the receiver is -139 dBm. The minimum input signal level 
required at receiver input port of GNSS receiver is -95dBm for proper receiver 
operation. The receiver is capable of receiving signals from L5 band frequencies. 
Here, we have implemented a seven-channel IRNSS SPS receiver on FPGA with 
the use of COTS RF front end. The RF signal at 1776.45 MHz (L5 band signal) is 
converted to IF using COTS RF front end and digitized using 12-bit ADC. Three bits 
of this digitized signal is used as input to the IRNSS receiver as shown in Figs. 3 and 
4. 

Baseband processing is achieved using a combination of FPGA processing blocks 
and baseband software residing in ARM processor. Generally, receiver functions 
are divided into two categories, i.e., baseband receiver processing and navigation

Tropospheric correction.  

RF Front End Base Band 
Processing 

Navigational 
Processing 

1 PPS NMEA 
Data 

Fig. 3 Overall system block diagram
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Bias 
T 

RF 
Front 
End 

12 bit 
ADC 

FPGA 

Baseband 
Processing 

unit(VHDL) 

Navigation 
Processing 
unit(ARM) 

Fig. 4 Functional block diagram

processing. The function of baseband receiver processing is to acquire and track 
the visible satellites. Once the receiver is able to track four or more satellites, it 
can then proceed to navigation processing for computing the position and time of 
the receiver. The baseband card is realized using FPGA-based hardware platform, 
which receives the IF input from RF card, digitizes it and processes it to extract 
the navigational details such as position, time and 1PPS. The FPGA SoC contains 
FPGA and two ARM Cores. The baseband processing modules are implemented 
on FPGA using VHDL language. The navigational algorithms are implemented on 
ARM SoC using C language. Navigation processing is done using software running 
in ARM processor. In this paper, our main focus is on navigation data processing 
and its performance after including error-correcting algorithms like Earth rotation 
algorithm, ionospheric error correction, tropospheric correction. 

5 Test Results 

The following test results are observed as mentioned in the below figures. The precise 
location of antenna is calculated by keeping 1 m accuracy and 1 h run time in reference 
GNSS receiver under survey in-mode. The measured antenna position is set as a 
reference point in the plots shown in Figs. 5, 6, 7, 8 and 9.

Test Case1: The result shown in Fig. 6 is without error correction algorithms. In 
this case, position of antenna as center reference point is manually fed and observed 
the positions with an offset of 30–40 m and positions are scattered in the east direction. 
In this case, the reference point is 13.05651095, 77.55305911. 

Test Case2: The result shown in Fig. 7 is after implementing Earth rotation algo-
rithm. Test case 1 was repeated after implementing Earth Rotation Correction and 
observed the output as shown below in Fig 7. After implementing Earth rotation 
algorithm, the plot is observed and shifted toward the reference point reducing the 
offset of about 40 m.
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Fig. 5 Navigation unit processing 

Fig. 6 Receiver position without Earth rotation correction
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Fig. 7 Receiver position 
after implementing Earth 
rotation correction 

Fig. 8 Receiver position 
after implementing 
ionospheric correction

Test Case3: The result shown in Fig. 8 is after implementing ionospheric grid-
based algorithm to Case 2. Here, in this case, it is observed that the position is shifted 
slightly toward the right side. The accuracy in this case is around 5 m after introducing 
ionospheric algorithm. In Matlab simulation, it is observed that the ionospheric delay 
for each satellite is around 7–12 m.
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Fig. 9 Altitude with time

6 Conclusion 

The IRNSS-based GNSS receiver as per the ICD has been realized. Various software 
modules for 7-channel correlators, signal processing algorithms, navigational algo-
rithms, data acquisition algorithms, PVT calculation algorithms and error correction 
algorithms (ionosphere, troposphere errors) were developed. Matlab-based simu-
lation has been carried. The modules were ported and tested in the FPGA-based 
IRNSS receiver system. Accuracy ~ 10 Mts has been achieved. The results with and 
without error corrections’ algorithms are tested. Observed user position accuracy is 
significantly improved after incorporating error corrections algorithms in the naviga-
tional algorithm. To improve further user position accuracy, the entire computation 
of navigation process and algorithms can be further refined. 
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Specular Reflection Removal Techniques 
in Cervix Image: A Comprehensive 
Review 

Lalasa Mukku and Jyothi Thomas 

1 Introduction 

Biomedical image processing using computer vision techniques refers to the use 
of computer algorithms and software to analyze and manipulate medical images. 
This includes tasks such as segmentation (Chen et al. 2018; Muhammad et al. 2020) 
(identifying and isolating specific objects or regions of interest within an image), 
classification (assigning images to specific categories) (Cai et al. 2015), and regis-
tration (aligning images from different sources or perspectives) (El Meslouhi et al. 
2010). These techniques can be applied to a broad range of medical image datatypes, 
including MRI (Chaddad 2015), X-ray (Morid et al. 2021), CT (Yang et al. 2022), and 
ultrasound imaging. Biomedical image processing aims to improve the accuracy and 
reliability of medical diagnoses and to facilitate the development of new treatments 
and therapies. 

Artificial intelligence (AI) plays a remarkable role in the field of disease diagnosis 
through biomedical image processing. The use of AI algorithms and techniques can 
significantly improve the efficiency and accuracy of medical image analysis, allowing 
doctors to quickly and accurately identify the presence of diseases or abnormalities in 
medical images (Virasova et al. 2021). For example, AI can be used to automatically 
segment images and identify specific structures or regions of interest, such as tumors 
or abnormalities in the heart or lungs. AI can also be used to classify medical images 
by assigning them to specific categories based on their characteristics and features. 
This can help doctors quickly and accurately diagnose diseases and monitor their 
progression and response to treatment. Additionally, AI can be used to develop 
predictive models that can help doctors identify patients who are at risk of developing 
certain diseases and tailor treatment plans based on individual patient needs and 
characteristics.
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Machine learning and deep learning are two important approaches widely used in 
medical image processing. Machine learning algorithms can be trained to recognize 
patterns and features in medical images (Ahishakiye et al. 2020), allowing them to 
automatically identify diseases or abnormalities. Deep learning algorithms, a type 
of machine learning algorithm that are particularly well suited to medical image 
processing because they can learn and identify complex patterns and features in 
images (Yuan et al. 2020). This allows them to provide highly accurate diagnoses 
and predictions and to improve the reliability and accuracy of medical image analysis. 
Additionally, machine learning and deep learning algorithms can be used to develop 
predictive models that can help doctors identify patients who are at risk of developing 
certain diseases and tailor treatment plans based on individual patient’s needs and 
characteristics (Swarna et al. 2021). 

Specular reflections are light reflection spots on the organ surface. Scoping devices 
are tools used to examine the interior of a body cavity or other hollow structures. 
These devices typically consist of a long, flexible tube with a light source and a 
camera at one end, which is inserted into the body through a small incision or natural 
opening. Scoping devices can be used to diagnose and treat a wide range of conditions, 
including cancer, digestive disorders, and reproductive problems. Scoping devices 
can provide detailed real-time images of the interior of the body, allowing doctors to 
diagnose conditions and perform procedures with greater precision and accuracy. 

The moisture present in the organs reflects the light attached to the scoping 
devices to form specular reflections (SR). Specular reflections appear as small white 
areas, sometimes mimicking key diagnostic features, therefore, skewing the diagnosis 
results. This study aims to review specular reflection removal methods using artifi-
cial intelligence (AI) methods in colposcope images. Figure 1 displays a colposcope 
image with SR, cervical orifice, and acetowhite lesions. 

Acetowhite lesions (AW) are abnormalities that appear white or pale in color 
when viewed under post-acetic acid application to the uterine cervix. In the context 
of cervix images, acetowhite lesions may be indicative of precancerous changes in 
the tissue (Li et al. 2008). They are identified through colposcope images. Since 
specular reflections have the same morphological appearance as acetowhite lesions, 
the diagnosis will be hindered by SR (Chen et al. 2018). In order to overcome the 
said drawback, it is essential to remove SR before classifying the cervigram. Over 
the last couple of decades, several researchers have proposed SR removal techniques 
using machine and deep learning methods.

Fig. 1 Cervix image with 
lesions and SR 
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This paper systematically reviews the methods used for specular reflection iden-
tification, removal, and inpainting. The paper is structured as follows. Section 2 
reviews the removal techniques Sect. 3 discusses the inpainting methods. Section 4 
puts forth a straightforward solution to specular reflection handling. Section 5 details 
the evaluation metrics used, and Sect. 6 provides results and discussion. Section 7 
concludes the study. 

2 Review of Literature 

The fundamental principle of specular reflection areas involves the reflection of light 
from a smooth, shiny surface. This type of reflection produces a clear and sharp image 
of the light source as opposed to diffuse reflection, which produces a more scattered 
and diffuse image. The angle at which the light strikes the surface, as well as the 
angle at which it is reflected, plays a critical role in determining the characteristics 
of the reflected light. Additionally, the smoothness and shininess of the surface can 
affect the clarity and sharpness of the reflected image. 

Specular reflections obstruct the efficient analysis of cancerous organs. For 
instance, Morid et al. (2021) has explored the role of SR in confusing the endo-
scope procedure. SR removal has two phases. The first is to locate the specular 
region and remove the SR pixels. The second is to paint these areas back to their 
original morphology. In the detection phase, generally, the image is transformed into 
a different color space to facilitate further processing of the region of interest (ROI). 
For instance, the image formats used are RGB (Asiedu et al. 2019), grey-level (Shen 
et al. 2020), HSV (Li et al. 2019), HSI (Li et al. 2020; Yuan et al. 2017), and a 
threshold value to identify the SR. Subsequently, the removed pixels are replaced 
with inpainting to preserve the image morphology (Table 1).

Chaddad (2015) has employed saliency maps for recognizing the SR in combi-
nation with a dynamic search-based inpainting algorithm with an adaptive window 
pixel. In Morid et al. (2021), the authors proposed ELNet model, which averages the 
neighboring pixel values using the Navier-stokes method to rid the specular reflec-
tions followed by image segmentation. Yang et al. (2022) on the other hand, made 
use of a graph cut-based inpainting technique. Virasova et al. (2021) has adopted the 
RGB image thresholding method to identify the SR and subsequently filled the SR 
regions with inward interpolation. Despite using standard morphological methods for 
SR detection, Ahishakiye et al. (2020) has made use of Laplace’s equation for inward 
interpolation to fill the SR pixels. In Yuan et al. (2020), authors used HSI image’s 
‘I’ and ‘S’ channel thresholding with Sobel operator for identification and exemplar-
based model for image inpainting. Parallelly, Swarna et al. (2021) experimented with 
hybrid color attributes and wavelet-based edge projection-based identification, and 
Dynamic search-based inpainting with adaptive windowing. In Li et al. (2008), DRM 
(dichromatic reflection model) based on physical methods was employed to automat-
ically remove SR regions and to fill in objects taken in a linear fashion, emphasizing 
both colour and texture. Shen et al. (2020) modelled RGB images as a gaussian
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Table 1 An overview of specular reflection methods 

Study Method of specular reflection and replacement 

Wu et al. (2021) The authors proposed ELNet model, which 
averages the neighboring pixel values using the 
Navier-Stokes method 

Liu and Caselles (2012) Graph cut based inpainting technique 

Asiedu et al. (2019, 2021) Identification using RGB image thresholding 
and painting through inward interpolation 

Das et al. (2011a) Standard morphological methods for detection 
and Inward interpolation using Laplace’s 
equation for replacement 

Chaddad (2015) Saliency maps and through adaptive window 
dynamic search-based inpainting algorithm 

Yue et al. (2021) HSI image’s ‘I’ and ‘S’ channel thresholding 
with Sobel operator for identification and 
Exemplar base image inpainting 

Alsaleh et al. (2015) Hybrid color attributes and wavelet-based edge 
projection-based identification, combined with 
dynamic search-based inpainting utilizing 
adaptive windowing, is an effective method for 
image restoration 

Shen et al. (2008) A physical-based Dichromatic Reflection 
Model (DRM) is developed to automatically 
remove spectral regions, in-paint linear 
combinations of objects, and emphasize color 
transitions 

Zimmerman-Moreno and Greenspan (2006) SR is detected through Hue Saturation Intensity 
(HSI) format image polarized with filters, and 
the pixels for inpainting are filled with color 
information from the surrounding pixels 

Van Raad (2003) Gaussian mixture modelling on RGB image 

Praba and Ranganathan (2013) Gaussian mixture modelling on HSI image 

Lange (2005) In the RGB color space of cervix image, using 
the R channel, the authors completed threshold 
detection in an adaptive manner 

Das et al. (2011b), Das and Choudhury (2017) Similar to Lange (2005), in RGB color space 
using the intersection of all channels, authors 
employed threshold detection in adaptive 
manner 

Gordon et al. (2006) Utilizing predetermined cut off points, areas 
with high luminosity and low saturation are 
identified and chosen regions of SR were used 
to adjust the pixel range in the S-V space, 
which was mapped from the HSV color palette 

El Meslouhi et al. (2010) SR features in HSV colour space automatic 
luminance-chromaticity comparison

(continued)
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Table 1 (continued)

Study Method of specular reflection and replacement

El Meslouhi et al. (2011) Automatic luminance-chromaticity comparison 
in planar XYZ color space 

Kudva et al. (2017) Combined the RGB, HSV, and lab color 
channel’s SR to identify specular regions 

Wang et al. (2019) Arnold’s approach, coupled with the 
exemplar-based approach, yielded improved 
outcomes 

Wang et al. (2021) Integration of local and global features in 
colposcope images 

Suo et al. (2016) Dichromatic reflection in orthogonal subspace 

Akbar and Herman (2016) The chaotic clonal selection algorithm 

Xue et al. (2007) Morphological top hat transformation

distribution to recognize the SR regions. Li et al. (2019) also used gaussian mixture 
modelling but on a HSI format of the image. Li et al. (2020) Utilized a technique to 
distinguish between different colors expressions in red, green, and blue channels that 
adjust the level of sensitivity depending on the color being observed. Whereas Yuan 
et al. (2017), Wu et al. (2021) have used adaptive threshold detection but in RGB 
colour space using the intersection of all channels. Liu and Caselles (2012) Utilizing 
predetermined upper and lower brightness limits, certain regions of low saturation 
were identified, leading to the choice of SR candidate zones to modify the range of 
pixels in the S-V space, derived from the HSV color scheme. Asiedu et al. (2021) 
the authors filtered the image and converted it to the XYZ colour plane. Then, they 
used the luminance component and normalized luminance component of the HSV 
colour space to automatically detect features of the super-resolution regions. Das 
et al. (2011a) adapted an Automatic luminance-chromaticity comparison in planar 
XYZ colour space to detect the SR areas. Yue et al. (2021) combined the SR features 
derived from RGB, HSV, and Lab colour spaces to identify SR regions. Alsaleh et al. 
(2015) used the Arnold method combined with the exemplar-based method, and Shen 
et al. (2008) incorporated the combination of global and local characteristics in colpo-
scope images. Zimmerman-Moreno and Greenspan (2006) has employed dichro-
matic reflection in orthogonal subspace to detect the SR. Praba and Ranganathan 
(2013) used a Morphological top hat transformation for SR identification (Fig. 2).
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(a) RGB picture (b) HSI image (c) Specular pixels  (d) Final image 

Fig. 2 The pipeline of specular reflection methodology in cervigram image 

3 Specular Reflection Identification and Inpainting 
of Cervigram Images 

A cervigram is the image of the cervix captured by a colposcope (Fig. 1). Authors in 
Yuan et al. (2020) approached the two-stage solution for specular reflection detection 
and removal. In the detection phase, exploited the low saturation and high-intensity 
visual properties of SR pixels converting the image into an HSI (hue, saturation, 
intensity) format and providing a threshold value to S (saturation) and I (intensity) 
channels. They chose the Sobel operator to detect the SR boundaries. Coming to the 
inpainting process, they employed an exemplar-based method wherein the orthogonal 
vectors, or SR pixels, are considered for generating the filling patches. This method 
claims to preserve the original cervix tissue color. Considering Ω Omega to be an 
SR pixel, the detection is given by (1), and inpainting is given by (2).

Ω = {(xo, yo)|S(xo, yo) ≤ βS, I (xo, yo) ≥ βI , GR(xo, yo) ≥ βGR} (1) 
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Authors in Yue et al. (2021) proposed an algorithm for SR detection on basis of 
a standard deviation filter, following which they segmented the lesions successfully 
using a curvilinear structure enhancement. They converted in RGB image to HSV 
colour space. They combined the ‘S’ component of colour space and ‘G’ component 
of RGB, and the lightness component ‘L’ of CIE-lab colour space and found it to be 
able to extract SR pixels accurately. The combined feature image of this subspace is 
acquired by 

F = ((1 − S) ∗ G ∗ L)3 (3)
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And this feature-mapped image was, in due course, filtered using a standard 
deviation with filter size 3. 

Standard Deviation =
/∑(

fi − f
)2 

m ∗ n − 1 
(4) 

In Shen et al. (2008), after considering the fact that the SR pixels are spread across 
in a random fashion on a cervigram, the authors made use of global and local features 
to identify the SR with higher confidence. Following that, the inpainting is performed 
using exemplar-based methods. By using the nonlinear filter given in (3), the pixels 
meeting the criterion in (4) are detected to be SR. 
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In a comparative evaluation of SR removal methods, Praba and Ranganathan 
(2013) used a morphological top-hat transform on the intensity (I) channel of the 
HSI image. They used the Otsu method to identify the SR borders in contrast to the 
Sobel used by Yuan et al. (2020). They also proposed modeling the high brightness 
(I) and low color saturation (S) into 2-dimensional SI space as models of gaussian 
functions. To achieve the inpainting, the authors established two possibilities of either 
using the mean of the pixel color surrounding the SR or the weighted mean of the 
surrounding pixels. 

Asiedu et al. (2019) adopted the same mapping space but loosened the threshold to 
determine SR regions and non-SR regions more reasonably. The same mapping space 
was used, but the threshold for distinguishing SR regions from non-SR regions was 
made more flexible. Furthermore, a Gaussian distribution was applied to them, and 
then the iterative filling method was utilized to repair and fill in the missing regions. 
Nevertheless this method necessitates a great deal of pre-existing knowledge and is 
challenging to use in practice. 

4 Proposed Method 

The process of specular reflection removal detects and corrects specular reflections to 
eliminate any uneven visibility. The uneven illumination created by the differences in 
the intensity of the light sources leads to the appearance of white spots in colposcopy 
images due to specular reflection. The proposed method works in two stages.
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4.1 SR Identification 

A specular reflection is a type of reflection in which the reflected light rays are 
parallel to each other. In other words, the reflection is in the same direction as the 
incident light. In a bi-dimensional histogram, specular reflection would refer to the 
symmetrical nature of the histogram when it is reflected along the x-axis or y-axis. 
This means that the shape of the histogram remains the same after it is reflected, and 
the relative frequencies of the data points are preserved. Therefore a bi-directional 
histogram decomposition is used to detect specular reflections whose formula is 
given in Eq. (7). 

m = 
1 

3 
(b + g + r ) (7) 

where ‘m’ stands for pixel intensity. 

s =
{ 1 

2

(
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)
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1 
2

(
r + g − b = 3 2 (m − b)

)
in the event(b + r ) ≥ 2g

}
(8)

{
m p ≥ 1 2 mmax 

Sp ≤ 1 3 smax

}
(9) 

here ‘s’ denotes saturation and (r, g, b) = (red, green, blue) Two important threshold 
values (mmax, Smax) determine the specular reflection pixels through bidirectional 
histogram. Two independent criteria that must be met for a pixel to be considered as 
SR are given in Eq. (9). 

4.2 SR Removal and Inpainting 

Image linear correction is a simple and effective way usually employed to improve 
the quality of an image and is often used as a pre-processing step for more advanced 
image analysis techniques. It involves applying a linear transformation to the pixel 
values of the image in order to stretch or compress the range of intensity values. 
There are several different techniques that can be used for linear image correction. 
After the transformation, the SR pixels are removed. The pixels must be replaced 
in such a way that the information of the cervix image is preserved. Routinely, the 
SR pixels are replaced with the mean of pixels surrounding the pixel that needs to 
be replaced. In this study, a Laplace equation with a Laplacian kernel is used to fill 
specular reflection pixels in order to remove glare regions from the underlying image 
colours. 

The Laplacian equation is a partial differential equation that describes the 
behavior of a two-dimensional surface. The Laplacian equation can be used in image 
repainting, which is a technique used to restore damaged images. In this context, the
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Laplacian equation can be used to identify SR in the image, which can then be used 
repainting the SR areas. To apply the Laplacian equation in image repainting, the 
image is first convolved with a Laplacian kernel to enhance the edges and bound-
aries. The repainting is then performed in the areas of the image that have SR, 
using the enhanced edges and boundaries as a guide. The final step is to smooth the 
repainted areas and blend them with the rest of the image, to produce a seamless and 
natural-looking result. The equation for Laplace transformation is given in Eq. (10). 

F(s) = 
∞{

0 

f (t)e−st  t ' (10) 

5 Evaluation Metrics 

Removing specular reflections from medical images before analysis can help improve 
the accuracy of the analysis. Specular reflections can interfere with medical imaging 
algorithms, leading to incorrect or missed diagnoses. By removing specular reflec-
tions, the algorithms can then more accurately identify features in the images that 
may help in diagnosis. This can lead to more accurate diagnoses and improved 
patient care. Evaluating SR removal process can be done in two ways—qualitative 
and quantitative. 

Quantitative evaluation: 

Quantitative evaluation for specular reflection removal methods typically involves 
measuring the amount of specular reflection remaining in the image after the removal 
process is completed. This is usually done by calculating the mean squared error 
(MSE) between the original image and the modified image. It can also involve 
comparing the area of the specular reflection before and after the modification or 
measuring the amount of contrast between the original and modified image. Since 
the MSE is a basic metric, several works had sensitivity index and Jaccard index 
supplant the desirable evaluation. 

Sensitivity index(SM) = 
|S ⇑ G| 

|G| (11) 

Jaccard index(JI) = 
|S ⇑ G| 
|S ∪ G| (12) 

Specificity index(SP) = 
|S − G| 

|G| 

Qualitative evaluation:
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Qualitative evaluation of specular reflection removal methods typically involves visu-
ally examining the quality of the resulting image, such as how much remaining spec-
ular reflections remain, how smooth the image is, and how accurately the details of 
the original image have been preserved. It can also consider the speed of the algo-
rithm or the amount of memory required to implement the method. Several works 
have had the domain expert analyse the performance of their methods. The ablation 
studies performed by the works have established the superiority of the inpainting and 
removal methods. 

6 Results and Discussion 

The proposed method is implemented on a privately acquired dataset of colpo-
scope cervix images after the application of 5% acetic acid. Data will be shared on 
academic requests. The current method achieved a 0.952824 sensitivity, 0.968281 
specificity, 0.948564 dice score, and 0.697252 Jaccard index. Specular reflection 
removal from medical images before segmentation and classification can be highly 
beneficial in helping to improve the accuracy of the segmentation and classification 
system. Removing the specular reflection from the medical images can reduce noise 
and provide more accurate information about the underlying structure of the tissue. 
This can help to reduce false positives and make the segmentation and classifica-
tion process more reliable. Additionally, removing the specular reflection can also 
make it easier to identify important features and objects in the images, which can 
further improve the accuracy of the segmentation and classification system. Finally, 
removing specular reflection can help to reduce the computational complexity of the 
segmentation and classification system, which can lead to better performance and 
faster processing times. 

7 Conclusion 

Overall, the literature review on specular reflection removal methods has shown that 
there are many different approaches to accomplish this task, each with its own set 
of advantages and disadvantages. The machine learning and deep learning models 
have significantly contributed to the identification and removal phases of SR. While 
some methods are extremely effective in removing specular reflections irrespective 
of illumination variance, others may be more suitable for specific types of images. In 
this study, the proposed method achieved a 0.952824 sensitivity, 0.968281 specificity, 
0.948564 dice score, and 0.697252 Jaccard index. As the field of image processing 
continues to evolve, it is likely that new and improved methods for specular reflection 
removal will be developed in the near future.
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An Exploration of State of Art 
Approaches on Substrate-Integrated 
Waveguide Technology-Based Antennas 
for Wireless Applications 

Ramprasad Ravula, G. Nagarajan, and P. Elavarasan 

1 Introduction 

Antenna is one of the significant elements in the Radio Frequency (RF) systems 
for transmitting or receiving the radio waves or electromagnetic signals from and 
into the air as the medium or channel. For upcoming progress in communication 
technology, an antenna is being the important part in the complete communica-
tion system. Modern wireless systems are placing increased and focus on antenna 
designs. Antenna can work on different frequency bands. As per Institute of Elec-
trical and Electronics Engineering (IEEE) standard, the electromagnetic frequency 
spectrum bands are designated as High-Frequency (HF) band (3–30 MHz), Very 
High-Frequency (VHF) band (30–300 MHz), Ultra High-Frequency (UHF) band 
(0.3–1 GHz), L band (1–2 GHz), S band (2–4 GHz), C band (4–8 GHz), X band 
(8–12 GHz), Ku band (12–18 GHz), K-band (18–26 GHz), Ka band (27–40 GHz), 
V band (40–75 GHz), and W band (75–110 GHz). 

The Microstrip Patch (MSP) antenna is a significant option for wireless commu-
nication despite of having a number of important properties like lightweight, less 
expensive, low volume, low profile, easy manufacturing, and simple fabrication. 
These microstrip antennas are ineffective in higher frequency range applications due 
to the narrow wavelength at High Frequencies. Essentially resonating at a single 
frequency, microstrip patch elements have some drawbacks in terms of considerable 
losses, radiation leakage, and a constrained power handling capacity.
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At High Frequencies, waveguide devices are chosen; however, their manufac-
turing process is difficult and the size is large. Therefore, a new perception is 
emerging, namely, Substrate-Integrated Waveguide (SIW). It fills the technolog-
ical gap between microstrip line and Dielectric-Filled Waveguide (DFW). Table 1 
represents the comparative analysis between the microstrip line, Substrate-Integrated 
Waveguide, and waveguide technologies (Wu et al. 2021). Accordingly, Substrate-
Integrated Waveguide is harvesting improved parametric results in terms of return 
loss, gain, directivity, bandwidth, and antenna efficiency as compared with microstrip 
line and waveguides (Fig. 1). 

Millimeter wave (mm wave) applications are being launched and developed in 
wireless devices and systems have grown in recent years. Several applications, such as 
Wireless Networks (Daniels 2007), Radars (Fleming 2008) and Medicinal equipment 
(Mizuno et al. 2007). It is suggested in Lacik and Mikulasek (2011) to use a linearly 
polarized SIW cavity-backed slot antenna. When an antenna is fed by a coaxial-to-
SIW conversion, its radiation comes from a rectangular one-point shorted slot. 

The comprehensive survey on SIW-based antenna is divided into seven sections. 
Section 1 consists of introduction, and in Sect. 2, SIW design and structures are 
discussed. Section 3 describes methodologies in SIW antenna. In Sect. 4, description 
and analysis of SIW-based antennas on radiating frequency are presented and depict 
the comparison of existing SIW-based antenna with proposed structure dimensions, 
type of dielectric substrate, and also parameters. Section 5 concludes the paper.

Table 1 Comparative analysis of microstrip, SIW, and waveguide 

Type Microstrip SIW Waveguide 

Figure 

Transmission loss High Low Low 

Power handling Capacity Low High High 

Physical size Small Small Bulky 

Ease of manufacturing Simple Simple Difficult 

Integration Easy Easy Difficult 

Cost Low Low Expensive 

Fundamental mode EH/HE TE10 Quasi TEM 

Modal dispersion Critical Good Good 

Bandwidth Low High Medium
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Technological 
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Microstrip Line Waveguide 

Substrate Integrated Waveguide 

Fig. 1 Diagram shows Substrate-Integrated Waveguide (SIW)-based technology which divides the 
technological gap between the microstrip line and waveguide. Source Sayyed Arif Ali et al.

2 SIW Design Structures 

In this section, the various designs of SIW structures are presented. SIW antenna 
comprises the top layer as metallic patch, substrate as middle layer, conducting 
metal vias and ground metal plane as bottom layer which is the same as that of the 
microstrip patch. 

In example, transitions from microstrip to SIW based on a taper (Fig. 2), microstrip 
feed SIW (Fig. 3), and 3D Sketch of a SIW (Fig. 4) with dimensions are mentioned, 
and the SIW structure and the microstrip are both integrated onto the same substrate 
(Deslandes 2010). 

Fig. 2 Microstrip to SIW 
conversion-based taper
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Fig. 3 Microstrip feed SIW 

Fig. 4 Representation of 
SIW in 3D 

The various notations have been listed as follows: 

weff, effective width. 

W, width of the cavity. 

L, length of the cavity. 

d, diameter of the metal vias. 

s or p, spacing between metal vias. 

t or h, thickness. 
In order to connect a microstrip implemented in a thin substrate with a thicker 

SIW design structure, microstrip-to-SIW conversion in a multi-layer substrate has 
been reported (Ding 2007). Due to the use of thick substrates, reduced conductor 
losses are possible in SIW constructions. For the implementation and approach of 
microstrip-to-SIW, design equations have been given in Gupta et al. (2000).
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3 Design of SIW Antenna 

With some significant variations, the propagation inside a SIW is similar to the 
propagation inside a conventional hollow waveguide. The propagating modes are 
at the TE10 fundamental mode similar to the waveguide’s TEn0 mode. There are 
important formulae that connect the size of a SIW with an effective waveguide with 
continuous lateral walls which is given in the literature (Cassivi et al. 2002). 

The dimensions of the SIW and the effective width ‘weff’ of the rectangular shape 
waveguide with the same propagation parameters have been found to have empirical 
relationships as a result of the similarities between the two types of waveguides. 
These relationships make it possible to dimension and design SIW components at 
preliminary stage without the use of full-wave analysis techniques. One of the design 
equation relationships is documented in Xu et al. (2005). 

weff = w − 
d2 

0.95s 
, (1) 

where ‘d’ is the diameter of the metal vias, ‘w’ signifies width of the cavity, ‘weff’ 
denotes effective width of the SIW, and ‘s’ represents spacing between the vias 
(Fig. 2). 

weff = w − 1.08 
d2 

s 
+ 0.1 

d2 

w 
. (2) 

When the ‘vias’ diameters are wide enough and their distances from one another 
are narrow enough, there are minimal radiation losses. The vias spacing (s) can be 
determined empirically as a function of diameter (d) (Bozzi et al. 2008). 

s 

d 
< 2.5. (3) 

The modes of propagation can be calculated using the empirical equation (4): 

f mn0 = c 
2
√

εr

/(m 
L

)2 +
( n 

w

)2 +
( s 

h

)2 
, (4) 

where m = 1, n = 1, and s = 0 for the fundamental mode (TE110), L and W are 
the length and width of the cavity, c is the light velocity in free space, and εr is the 
relative permittivity of the dielectric substrate. Accordingly, when the metal vias are 
closely spaced apart and radiation losses are taken into account, SIW design structures 
exhibit propagation characteristics that are comparable to those of rectangular-shaped 
waveguides. 

The TEmn0 modes, with m = 1, 2, 3… and n = 1, 2, 3…, are a subset of the guided 
modes of the rectangular shape waveguide, in which SIW modes are essentially
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Fig. 5 Propagation modes 
of SIW in electric field 
distribution. Source 
Bollavathi Lokeshwar et al. 

(a)  TE110    (b) TE 210 (c) TE310 

overlap. Due to the gaps between metal vias, SIW does not support TM modes 
(Daniels 2007) (Fig. 5). 

4 Description and Analysis of SIW Antenna 

The detailed exploration analysis of SIW antenna reported based on number of 
radiating bands (single, dual, triple, and quad) with different substrate materials, 
thicknesses, dimensions, and feeding techniques which include current advances in 
the modeling, designs, technological implementations, and applications has been 
reported. 

A. Number of Frequency Bands: Single 

• A single-frequency, Substrate-Integrated Waveguide (SIW)-based resonant 
series slot linearly polarized antenna is projected (Chaturvedi 2020). The 
antenna is using microstrip line feed technique. The dimensions of the design 
are 38 × 30 × 1.52 mm3 which is made up of RO 4003C as dielectric lami-
nate as represented in Fig. 6 with dielectric constant of 3.55. The radiating 
frequency of the antenna is 5.8 GHz. Two 24° slanted slots and two metallic 
vias make up the suggested antenna which generates alternating inductive 
and capacitive loads. At the top metallic surface, the rectangular slots are 
introduced at a 24° angle from the Y-axis. The obtained peak gain for single 
band is 7.15 dBi and fractional bandwidth is 5.2%. 

• Two bilateral slots’ SIW antenna is designed for single frequency (Niu and 
Tan 2019). The antenna uses coaxial or probe feed technique. The dimensions 
of the design are 41.8 × 41.8 × 1.57 mm3 which is made up of F4B-2

Fig. 6 Top and bottom 
views
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Fig. 7 Top and bottom 
views 

substrate as shown in Fig. 7 with dielectric constant of 2.5. The radiating 
frequency of the antenna is 3.45 GHz. Slots on either side of an antenna 
are employed as radiating components. By etching an additional slot, a new 
resonant mode is harvested at the bottom plane. The range of frequency of 
the antenna can be considerably expanded by integrating these three modes 
into a single radiating band. The obtained peak gain for single band is 4.9 dBi 
and fractional bandwidth is 11.9%.

• The standard cavity-backed with slot SIW antenna designed for single 
frequency (Ali et al. 2018). The antenna is using microstrip line feed tech-
nique. The dimensions of the design are 37.8 × 39.1 × 0.76 mm3. It is  
made up of Taconic TLX-9 as substrate as represented in Fig. 8 with dielec-
tric constant of 2.5. The radiating frequency of the antenna is 4 GHz. The 
reported structure consists of two cavities stacked one on top of the other and 
coupled through a slot, with a support of slot antenna supporting them. The 
obtained peak gain for single band is 4.42 dBi and fractional bandwidth is 
3.75%. 

• A miniaturized Substrate-Integrated Waveguide (SIW)-based antenna is 
designed for Wireless Body Area Network (WBAN) applications which is 
used at single frequency (Chaturvedi and Raghavan 2018). The antenna is 
using microstrip line feed technique. The dimensions of the design are 47 × 
41× 1.57 mm3. It is made up of RT/Duroid 5880 as substrate as represented in 
Fig. 9 with dielectric constant of 2.2. The radiating frequency of the antenna 
is 5.8 GHz. The recommended structure is formed by cutting a circular patch 
into four quarters along the magnetic walls and the quarter-mode concept is 
introduced. The obtained peak gain for single band is 6.25 dBi and fractional 
bandwidth is 6.2%.

Fig. 8 Top and bottom 
views 
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Fig. 9 Top view 

Fig. 10 Top view 

• The projected miniaturized wearable antenna is designed specifically for off-
body communication with single band (Agneessens et al. 2015). The antenna 
using coaxial or probe feed technique is made as substrate as represented 
in Fig. 10 with dielectric constant of 1.495 and thickness of 3.7 mm. The 
radiating frequency of the antenna is 2.4 GHz. The design is perfectly suit-
able for off-body communication in wearable electronics and smart textile 
applications because it combines small dimensions with good Body-Antenna 
Isolation. The obtained peak gain for single band is 4.2 dBi and fractional 
bandwidth is 5.1%. 

• Two low-profile hybrid antennas are designed for single frequency (Dashti 
and Neshati 2014). The antenna is using microstrip line feed technique. The 
dimensions of the design are 23.2 × 21.6 × 0.787 mm3. It is made up of 
Rogers RT/Duroid 5880 as substrate as represented in Fig. 11 with a dielectric 
constant of 2.2. The radiating frequency of the antenna is 7.8 GHz. One of the 
structures produces a circularly polarized (CP) radiated field and the other 
generates a linearly polarized (LP) wave. According to the simulation results, 
installing the patch increases antenna gain. The obtained peak gain for single 
band is 7.5 dBi and fractional bandwidth is 10%. 

Fig. 11 Top and bottom 
views
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Fig. 12 Top and bottom 
views 

B. Number of Frequency Bands: Dual 

• A design of a low-profile cavity-backed antenna comprises bilateral slots 
for harvesting dual band (Lokeshwar et al. 2020). The dimensions of the 
design are 29.7 × 22 × 0.8 mm3 which is made up of RT/Duroid 5880 as 
substrate as represented in Fig. 12 with dielectric constant of 2.2. The radiating 
frequencies of the antenna are 9.85 and 14 GHz. The cavity’s TE210 mode 
excites the long transversal slot at the ground plane which results in one hybrid 
mode resonance at 9.85 GHz. The TE310 mode is perturbed when the short 
transverse slot cut is included into the top plane of the cavity which causes 
the generation of an extra hybrid mode resonance at 14 GHz. The obtained 
peak gains for dual band are 6.62 and 6.44 dBi and fractional bandwidths are 
5.48% and 3.15% for band 1 and band 2, respectively. 

• Two parallel rectangular slots are etched on a SIW cavity and are designed 
for dual-band frequency (Niu et al. 2018). The antenna is using coaxial or 
probe feed technique. The dimensions of the design are 80 × 39.6 × 3 mm3 

which is made up of F4B-2 as substrate as represented in Fig. 13 with dielec-
tric constant of 2.5. The radiating frequencies of the antenna are 3.28 and 
3.77 GHz. The projected design is for the improvement of the stop band 
properties. The obtained gains for dual band are 5.1 and 5.2 dBi for band 1 
and band 2, respectively. 

• A wideband SIW-based antenna with multi-resonance slots is presented 
(Kumar and Raghavan 2017). The antenna is using microstrip line feed tech-
nique. The dimensions of the design are 22.85 × 24.3 × 1.57 mm3 which 
is made up of RT/Duroid 5880 as substrate as represented in Fig. 14 with 
dielectric constant of 2.2. The radiating frequencies of the antenna are 13 and

Fig. 13 Top view
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Fig. 14 Top and bottom 
views 

14 GHz. On the cavity’s backside, multi-resonant slots are strategically posi-
tioned to generate hybrid modes. The obtained peak gains for dual band are 
given by 6.0 and 8.03 dBi and fractional bandwidths are 11.8% and 11.0% 
for band 1 and band 2, respectively.

• Dual-band low-profile aperture antenna with high gain using SIW-corrugated 
structure is reported in Honari et al. (2016). The antenna is using aperture 
coupling feed technique. The recommended antenna is made up of Rogers 
5880 as layer 1 substrate with dielectric constant of 2.2 and thickness of 
0.508. Rogers TMM4 as layer 2 substrate is represented in Fig. 15 with 
dielectric constant of 4.5 and thickness of 3.175. The radiating frequencies 
of the antenna are 10 and 12.8 GHz. Instead of using a waveguide feeder, the 
suggested construction uses three simple printed circuit boards to implement 
a resonant transmission line and particular SIW structures. The obtained gains 
for dual band are 12.5 and 11.3 dBi and fractional bandwidths are 2.7% and 
1.9% for band 1 and band 2, respectively. 

• A wideband half-mode SIW cavity-backed slot antenna is designed for dual-
band frequency (Caytan et al. 2015). The antenna is using microstrip line 
feed technique. The dimensions of the design are 42.5 × 31.9 × 3 mm3. The  
reported antenna is made of cork substrate which is represented in Fig. 15 
with dielectric constant of 1.17. The radiating frequencies of the antenna 
are 5.26 GHz and 5.85 GHz. A 5 GHz Wi-Fi covering wideband half-mode 
SIW cavity-backed slot antenna is mounted on a cork substrate. Additionally, 
the antenna offers consistent performance in various environments. The peak 
gain is 4.3 dBi and the maximum fractional bandwidth is 23.7%.

Fig. 15 Top view
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Fig. 16 Top and bottom 
views 

• Modified triangular-ring-slot SIW-based cavity-backed antenna is used to 
design dual-frequency response projected in Kumar and Raghavan (2018a). 
The antenna is using tapered microstrip line feed technique. The dimensions 
of the design are 15.4 × 32.7 × 1.57 mm3. The recommended antenna is 
made up of RT/Duroid 5880 substrate as represented in Fig. 16 with dielec-
tric constant of 2.2. The radiating frequencies of the antenna are 14.6 and 
15.7 GHz. Due to the significant loading impact in the SIW cavity resonator, 
the typical triangular ring slot successfully harvested two hybrid modes close 
to the TE110 and TE120 cavity modes. The obtained peak gains for dual band 
are 4.7 and 4.2 dBi, and the maximum fractional bandwidth is 13.53%. 

C. Number of Frequency Bands: Triple 

• A millimeter-wave triple-band SIW antenna with dual-sense Circular Polar-
ization (CP) etched on a single substrate is recommended in Chen et al. (2020). 
The antenna is using tapered microstrip line feed technique. The dimensions 
of the design are 30 × 15 × 0.254 mm3. The suggested antenna is made up of 
RT/Duroid 5880 substrate as represented in Fig. 17 with dielectric constant 
of 2.2. The radiating frequencies of the antenna are 28, 33, and 38 GHz. The 
circular slot for lower band radiation is filled with a patch in the shape of a 
circle. The obtained peak gains for triple band are 6.89, 8.01, and 9.41 dBi 
and fractional bandwidths are 3.7%, 2.3%, and 3.1% for band 1, band 2, and 
band 3, respectively. 

• A wideband Half-Mode Substrate-Integrated Waveguide (HMSIW)-based 
cavity-backed slot antenna is suggested in Chaturvedi et al. (2019). The 
antenna is using tapered microstrip line feed technique. The dimensions of the 
design are 56× 32× 1.57 mm3. The recommended antenna is made up of RT/ 
Duroid 5880 substrate as represented in Fig. 18 with dielectric constant of 2.2.

Fig. 17 Top and bottom 
views
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Fig. 18 Top and bottom 
views 

The radiating frequencies of the antenna are 5.2, 5.5, and 5.8 GHz for band 1, 
band 2, and band 3, respectively. On the cavity’s top plane, an epsilon-shaped 
radiating slot is etched to produce a large −10 dB level impedance bandwidth 
of 13.2%. (5.092–5.817 GHz). The suggested antenna has a unidirectional 
radiation pattern, is low-profile, lightweight, and maintains planar integrity, 
all of which make it an excellent option for wireless fidelity applications. 
The obtained peak gain is 6.7 dBi and the maximum fractional bandwidth is 
13.2%.

• A triple band cavity-backed slot antenna with SIW resonator as cavity is 
represented in Mohan et al. (2017). The antenna is using microstrip line feed 
technique. The dimensions of the design are 40 × 57.6 × 1.524 mm3. The  
projected antenna is made up of Rogers R04003C substrate as represented 
in Fig. 19 with dielectric constant of 3.38. The radiating frequencies of the 
antenna are 3.3, 4, and 4.9 GHz. The TE210 and TE310 modes are combined 
to create the first band (3.3 GHz). The higher order modes of the TE130 and 
TE230 are the foundations for the second (4 GHz) and third (4.9 GHz) bands, 
respectively. The obtained peak gains for triple band 5.81, 4, and 2.43 dBi 
and fractional bandwidths are 1.49%, 0.72%, and 0.56% for band 1, band 2, 
and band 3, respectively. 

• A compact SIW-based wearable triband leather antenna is designed for 
optimal on-body performance in Mandal and Parui (2015). The antenna is 
using microstrip line feed technique. The dimensions of the design are 80 
× 80 × 2 mm3. The projected antenna is made up of leather substrate as 
represented in Fig. 19 with dielectric constant of 2.72. The radiating frequen-
cies of the antenna are 2.4, 3.51, and 4.69. Brass eyelets are used to form a 
substrate integrated waveguide cavity with a ground plane and conducting 
and nonconductive leather materials are combined. The obtained peak gains 
for triple band are 1.1, 0.9, and 2 dBi and fractional bandwidths are 11%, 7%, 
and 5% for band 1, band 2, and band 3, respectively.

Fig. 19 Top view 
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D. Number of Frequency Bands: Quad 

• Low-profile cavity-backed cross-shaped slot antenna using SIW technology 
is used for harvesting quad-band response in Lokeshwar et al. (2022). The 
antenna uses microstrip line feed technique. The dimensions of the design 
are 29.7 × 22 × 0.8 mm3. The projected antenna is made up of RT/Duroid 
5880 substrate as represented in Fig. 19 with dielectric constant of 2.2. The 
radiating frequencies of the antenna are 8.6, 10.2, 13.2, and 14.8 GHz. On the 
back of the dielectric laminate, a crossing slot is etched and three balanced 
shorting vias (metal vias) are added. The obtained peak gains for quad band 
are 6.30, 5.85, 7.10, and 6.95 dBi and fractional bandwidths are 3.65%, 2.4%, 
1.13%, and 1.68% for band 1, band 2, band 3, and band 4, respectively. 

• Substrate-Integrated Waveguide (SIW), Cavity-Backed Slot (CBS) antenna 
are recommended for bandwidth enhancement in Wu et al. (2019). The 
antenna is using microstrip line feed technique. The dimensions of the patch 
are 23.2 × 20.15 × 1 mm3. The projected antenna is made up of substrate 
represented with dielectric constant of 2.2. The radiating frequencies of the 
antenna are 8.9, 9.3, 10.2, and 10.7 GHz. Quad-resonance SIW CBS antenna 
is projected using a plus-shaped slot and loading unbalanced shorting metal 
vias. The peak gain is 4.93 dBi and the maximum fractional bandwidth is 
20%. 

• A quad and triple resonance SIW cavity-backed slot antenna using shorting 
vias are presented in Shi et al. (2017). The antenna is using microstrip line 
feed technique. The dimensions of the design are 23.2 × 18.8 × 1 mm3. 
The reported antenna is made up of substrate as represented with dielectric 
constant of 2.2. The radiating frequencies of the antenna are 9.32, 9.97, 10.70, 
and 11.12 GHz. One more cavity mode is intended to be excited by the quad 
resonance antenna (TE310 mode). The obtained peak gain is 7.3 dBi and the 
maximum fractional bandwidth is 17.5%. 

Compared with the existing SIW antennas with their design and performance 
parameters based on the radiating frequency bands. 

From Table 2, the following observations can be made:

• In Dashti and Neshati (2014) the dimensions of the antenna are less, maximum 
of radiating frequency at 7.8 GHz and shows the peak gain of 7.5 dBi. 

• Niu and Tan (2019) gives high fractional bandwidth 11.9% and used for 
applications of 5G and others for 4G communications. 

From Table 3, the following observations can be made:

• In Kumar and Raghavan (2018a), the dimensions of the antenna are less and 
maximum radiating frequencies are 14.6 and 15.7 GHz. 

• Honari et al. (2016) show the peak gains of 12.5 and 11.3 dBi. 
• Kumar and Raghavan (2017) give high fractional bandwidths of 11.8% and 11.0%.
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Table 2 Comparative analysis of SIW antennas with single band 

References Dimensions 
(L × W × 
h) 

Dielectric 
constant 
(εr) 

Type of 
feed 

Radiating 
freq. 
(GHz) 

Peak 
gain 
(dBi) 

Fractional 
bandwidth 
(%) 

Applications 

Chaturvedi 
(2020) 

38 × 30 × 
1.52 

3.55 Microstrip 
line 

5.8 7.15 5.2 ISM band 

Niu and 
Tan (2019) 

41.8 × 
41.8 × 1.57 

2.5 Coaxial 3.45 4.3 11.9 5G 

Ali et al. 
(2018) 

37.8 × 
39.1 × 0.76 

2.5 Microstrip 
line 

4 4.42 3.75 Wireless 

Chaturvedi 
and 
Raghavan 
(2018) 

47 × 41 × 
1.57 

2.2 Microstrip 
line 

5.8 6.25 6.2 Wireless 
Body Area 
Network 

Agneessens 
et al. 
(2015) 

*x* × 3.7 1.49 Coaxial 2.4 4.2 5.1 On and Off 
body 

Dashti and 
Neshati 
(2014) 

23.2 × 21.6 
× 0.78 

2.2 Microstrip 
line 

7.8 7.5 10 C band  

*Not mentioned

Table 3 Comparative analysis of SIW antennas with dual band 

References Dimensions 
(L × W × 
h) 

Dielectric 
constant 
(εr) 

Type of 
feed 

Radiating 
freq. 
(GHz) 

Peak 
gain 
(dBi) 

Fractional 
bandwidth 
(%) 

Applications 

Lokeshwar 
et al. 
(2020) 

29.7 × 
22 × 0.8 

2.2 Microstrip 
line 

9.85 and 
14 

6.62 
and 
6.44 

5.48 and 
3.15 

X/Ku band 

Niu et al. 
(2018) 

80 × 
39.6 × 3 

2.5 Coaxial 3.28 and 
3.77 

5.1 
and 
5.2 

NM S band  

Kumar and 
Raghavan 
(2017) 

22.85 × 
24.3 × 1.7 

2.2 Microstrip 
line 

13 and 14 6.0 
and 
8.03 

11.8 and 
11.0 

Ku band 

Honari 
et al. 
(2016) 

*x* × 0.50 
*x* × 3.17 

2.2 
4.4 

Aperture 
coupling 

10 and 
12.8 

12.5 
and 
11.3 

2.7 and 
1.9 

X/Ku band 

Caytan 
et al. 
(2015) 

42.5 × 
31.9x3 

1.17 Microstrip 
line 

5.26 & 
5.85 

4.3 23.7 IoT 

Kumar and 
Raghavan 
(2018a) 

15.4 × 
32.7 × 1.57 

2.2 Tapered 
microstrip 

14.6 and 
15.7 

4.7 
and 
4.2 

13.57 Ku band 

*Not mentioned
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Table 4 Comparative analysis of SIW antennas with triple band 

References Dimensions 
(L × W × 
h) 

Dielectric 
constant 
(εr) 

Type of 
feed 

Radiating 
freq. 
(GHz) 

Peak 
gain 
(dBi) 

Fractional 
bandwidth 
(%) 

Applications 

Chen et al. 
(2020) 

30 × 15 × 
0.25 

2.2 Microstrip 
line 

28, 33, 
and 38 

6.89, 
8.01, 
and 
9.41 

3.7, 2.3, 
and 3.1 

mm Wave 

Chaturvedi 
et al. 
(2019) 

56 × 32 × 
1.57 

2.2 Tapered 
microstrip 

5.2, 5.5, 
and 5.8 

6.7 13.2 Wi-Fi 

Mohan 
et al. 
(2017) 

40 × 
57.6 × 1.52 

3.38 Microstrip 
line 

3.3, 4, 
and 4.9 

5.81, 
4, 
and 
2.43 

1.49, 0.72, 
and 0.56 

S/C band 

Mandal 
and Parui 
(2015) 

80 × 80 × 
2 

2.72 Coaxial 2.4, 3.51, 
and 4.69 

1.1, 
0.9, 
and 2 

11, 7, and 
5 

ISM/ 
Wi-Max 

• Lokeshwar et al. (2020) and Honari et al. (2016) are used for X/Ku band 
applications. 

• Kumar and Raghavan (2017) and Kumar and Raghavan (2018a) are used for Ku 
band application. 

• Niu et al. (2018) and Caytan et al. (2015) are used for S band and Internet of 
Things (IoT) applications. 

From Table 4, the following observations can be made: 

• In Chen et al. (2020) the dimensions of the antenna are less, maximum of radiating 
frequencies at 28, 33 and 38 GHz shows the peak gains of 6.89, 8.01 and 9.41 dBi 
and used for applications of millimeter wave (mm Wave) also others for wireless 
applications, respectively. 

• Chaturvedi et al. (2019) gives a high fractional bandwidth of 13.2%. 

From Table 5, the following observations can be made:

• In Shi et al. (2017), the dimensions of the antenna are less maximum of radiating 
frequencies at 9.32, 9.97, 10.7, and 11.12 GHz and show the peak gain of 7.3 dBi. 

• Wu et al. (2019) gives high fractional bandwidth which is 20%. 
• Lokeshwar et al. (2022) used for applications of X/Ku band and others for X band 

applications.
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Table 5 Comparative analysis of SIW antennas with quad band 

References Dimensions 
(L × W × 
h) 

Dielectric 
constant 
(εr) 

Type of 
feed 

Radiating 
freq. 
(GHz) 

Peak 
gain 
(dBi) 

Fractional 
bandwidth 
(%) 

Applications 

Lokeshwar 
et al. 
(2022) 

29.7 × 22 
×0.8 

2.2 Microstrip 
line 

8.6, 10.2, 
13.2, and 
14.8 

6.30, 
5.85, 
7.10, 
and 
6.95 

3.65, 2.4, 
1.13, and 
1.68 

X/Ku band 

Wu et al. 
(2019) 

23.2 × 
20.15 ×1 

2.2 Microstrip 
line 

8.9, 9.3, 
10.2, and 
10.7 

4.93 20 X band  

Shi et al.  
(2017) 

23.2 × 
18.8 × 1 

2.2 Microstrip 
line 

9.32, 
9.97, 
10.70, 
and 11.12 

7.3 17.5 X band

5 Conclusion 

In this article, SIW antennas are summarized based on a variety of radiating frequency 
bands, including single, dual, triple, and quad. Additionally, recent developments 
in modeling, design, technological implementation, and performance enhancement, 
such as increased bandwidth and gain, are discussed. This paper also describes the 
type of substrate with dielectric constant values, various feeding strategies, the size 
of the antenna and implementation techniques such as slots and multiple slots for 
each recommended antenna with respect to the frequency band (rectangular, ring or 
circular, triangular, bow tie, and dumbbell shaped) metal vias to the ground plane and 
top layer patch. The various methods are defined to enhance the bandwidth and the 
gain of the antenna. The paper broadly analyzed the radiating frequency, gain, and 
fractional bandwidth parameters of projected antennas in detail. Based on the survey, 
SIW antenna is having amicable characteristics, e.g., low profile, lightweight, less 
expensive, simple fabrication, low volume, directional radiation pattern, good power 
handling capacity and significantly used for millimeter wave, 5G systems, Internet 
of Things (IoT), radar, satellite, and other wide band applications. This survey can 
also be extended to Multiple Input Multiple Output (MIMO)-based SIW antennas. 
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Daily Platelet Count Prediction 
in Treating Dengue Patients Using Deep 
Learning Algorithm 

S. Ruban, Mohammed Moosa Jabeer, and Sanjeev Rai 

1 Introduction 

Health care is undergoing a revolutionary change, thanks to artificial intelligence. 
AI applications are having a huge impact on Medical Field. It is all about creating 
tools or programs that can help people by mimicking different facets and levels 
of human intellect. According to a recent assessment (World Health Organization 
2020), AI can revolutionize health care around the world. They do insist, though, on 
using strong ethical principles to safeguard and shape how AI-based solutions are 
designed, developed, and implemented. The challenges that arise during the creation 
of AI-enabled technology are listed in another recent paper by Modu et al. (2017). 
Can the machines think? was one of Alan Turing’s questions that defined the goals for 
AI research many years ago. In Centers for Disease Control and Prevention (2020), 
the application of AI in health care has received a great deal of attention recently. 
Solutions that forecast procedure outcomes and help predict crises like respiratory 
arrests and lung malignancies have been made possible by recent advancements in AI 
in health care, allowing healthcare institutions to provide patients with better care. 
The field of artificial intelligence is wide. AI also has the potential of identifying 
trends that lead to epidemics. To investigate and identify the potential cause of the 
epidemic, deep learning models can be created over the clinical notes kept in medical 
facilities, which can serve as the foundation for the creation of noninvasive techniques 
or prediction models.
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According to data kept by the World Health Organization, dengue is becoming 
more common and spreading to more areas. Research indicates that fifty million 
illnesses occur annually (Hommelsheim et al. 2014; Hawkes et al.  2009; Weng et al. 
2020). An earlier detection of illness can significantly lessen these figures. Saving 
money and time on diagnostic tests are two additional advantages (Javier Rodriquez-
vera et al. 2002; Lee et al. 2016). Another piece of research (Gers et al. 2000) in  
this field contends that using machine learning techniques for medical diagnosis 
improves outcomes. There is now a need for more preventative care and awareness 
about dengue due to the sharp rise of cases in midst of unseasonal rains. While 
preventing dengue fever is still the best course of action, it’s still critical to focus 
on prompt recovery and minimize consequences, one of which is a sharp decline in 
platelet count. 

One dreaded complication of dengue patients is platelet loss, which can hinder 
recovery. Many people who are fighting an infection also need blood transfusions, 
and how stable one’s platelet and blood count levels are will determine how healthy 
they are (Sangwon et al. 2018). While more patients have mild symptoms, few 
develop a more severe and occasionally fatal condition, which leads to dengue shock 
syndrome (DSS) (Wang et al. 2019; Bhatt et al.  2017). Few related symptoms are 
thrombocytopenia, that can cause severe bleeding, and organ involvement, that can 
develop to catastrophic organ failure (Shivakumar et al. 2015). Several teams have 
made an effort to pinpoint risk indicators and create DSS prediction models (Symp-
toms of Malaria 2021; ICD code of Malaria 2021; Smith 2007; Sidey-Gibbons and 
Sidey-Gibbons 2019; XGBOOST machine learning algorithm 2021; Gradient Boost 
machine learning algorithm 2021; Random Forest machine learning algorithm 2021; 
Lohumi et al. 2020). 

The following part discusses the many works that have already been done in this 
field: Sect. 3 provides the approach that we used, Sect. 4 lists out the findings, and 
Sect. 5 the conclusion. 

2 Existing Work 

A few of the early publications that used machine learning algorithms to detect 
dengue refer to the use of the deep learning algorithms (Ruban and Rai 2021). 
SVM and artificial neural network (ANN) utilization for dengue detection are also 
highlighted in a recent study by researchers in Paraguay (Ruban et al. 2021). ML 
has been used to choose the best course of action (Ensemble methods 2021), identify 
people who have a chance of specific disease, recommend medication options, and 
even foresee an illness. In India, vector-borne disease causes over 7 lakh fatalities 
yearly, making it a significant public health issue. The state of Karnataka’s favorable 
coastline location and irrigation encourage mosquito breeding, which results in a 
high dengue transmission rate (Arali et al. 2019). Understanding disease epidemics 
can be aided by AI and big data technology (Wong et al. 2019). By developing 
predictive models and assisting in the correlation with other aspects like the climate,
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rainfall, and other variables, it can also be employed in the medical industry to 
enhance the clinical work’s professionalism and effectiveness (Guo and Li 2018). 
The Thiruvananthapuram district of Kerala hosted one of the studies on dengue 
(Valson and Soman 2017). 

In Malaysia, in the state of Penang, this dengue surveillance equipment was put 
into use (Sundram et al. 2019). This study claims an accuracy rate of 81% and claims 
to have predicted 37 outbreaks in the area one month in advance. The assertion 
that machine learning can be used as a tool for live monitoring has been supported 
by this study. Another experimental investigation (Guo et al. 2017) was carried 
out using features gathered at China. Authors gathered climatic data from 2011 to 
2014 and created a model to forecast. Although researchers looked at using many 
machine learning algorithms for their research, they ultimately chose to employ the 
SVR method because of its superior performance. In Manila, a similar experimental 
investigation was conducted (Carvajal et al. 2018). Various meteorological conditions 
were all recorded by the researchers. The study employed a number of modeling 
methods, including General Additive Modeling, Gradient Boosting, and Random 
Forest. They found that Random Forest performed well for the provided data set. 

In this experimental work, we examined information stored in the clinical history 
of patients, aged 8–90, who were admitted to the Father Muller Medical College 
Hospital in Mangalore City between 2014 and 2018, with clinically suspected 
dengue. This prediction model was created using artificial neural network (ANN). 
With only a few more variables plus the platelet counts from the previous two days, 
this model can accurately predict the platelet count for the following day to within 
about 90% of the actual amount. 

3 Methodology 

3.1 Data Collection 

Within the state of Karnataka is the seaside city of Mangalore. One of the biggest 
vector-borne diseases that are spread over the world by mosquitoes is dengue. On 
the basis of the clinical notes in the hospital records, the records of the dengue 
patients treated in the hospital from 2015 to 2018 were taken and digitalized for 
this research study with approval from the Medical College’s Ethical Committee. 
A person, having dengue, can also suffer from symptoms like the following: eye 
pain, fever, platelet loss, cerebral ache. Dengue symptoms often last 2–7 days. The 
majority of people will recover after approximately a week. ICD codes are used to 
arrange the clinical records (ICD code for Dengue 2020). We obtained the records 
of patients whose platelet counts were recorded for 7 consecutive days in order to 
conduct this study on platelet count. 721 patients’ records from among those who had 
dengue treatment at the Hospital between the years 2014 and 2018 were considered
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Table 1 Summary of 
patients whose platelet counts 
were used for the 
experimental study 

Predictor Number Summary statistic 

Category Count 

Age 721 ≤ 2 259 

> 2 and  ≤ 4 252 

> 4 and  ≤ 7 189 

> 7 21 

Gender 721 Male 441 

Female 280 

Headache 721 Yes 427 

No 294 

Chills and rigor 721 Yes 602 

No 119 

Vomit 721 Yes 301 

No 420 

Cough 721 Yes 63 

No 658 

Urine complaint 721 Yes 28 

No 693 

Joint pain 721 Yes 350 

No 371 

Abdominal discomfort 721 Yes 42 

No 679 

Temperature 721 ≤ 100 462 

> 100 259 

for this experimental study. They had platelet count values that had been kept for 
seven days following their hospital admission. Table 1 provides some insight. 

3.2 Data Pre-processing 

The clinical notes’ data were unedited, with the majority of the entries being written 
by hand. The majority of the medical history were handwritten sections put down 
by many healthcare professionals in charge of treatment. The typed portion of the 
medical prescription is the discharge report. Considering the quality of data, for the 
machine learning endeavor, null entries, discrepancies, typing mistake, and semantic 
problems that were present in the raw data were clarified and corrected. Even yet, this 
phase doesn’t provide any insightful information. It aids in determining the proper 
underlying features. The features were extracted from the medical records images.
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Fig. 1 Data Dictionary built in this experimental study 

The images that had less clarity had a moderate impact on the accuracy of the data 
that was recovered. 

3.3 Data Processing 

From the day the dengue patient was admitted to the hospital until the day he or she 
was discharged, every image including raw data of the patient was taken. Python-
Tesseract was employed, to detect and read text that is contained in images (Fig. 1). 
All of the images were processed using the Python program, which turned them into 
textual contents. The clinical records were checked for the symptom list. Based on 
the symptoms, a Data Dictionary was created. The full data processing technique 
is described in detail in the study work that the authors have previously published 
(Ruban et al. 2021). 

3.4 Building a Model 

Deep learning algorithms called ANNs are modeled after how the human brain works. 
They are systems with the capacity to alter their internal organization in response to a
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Fig. 2 Architecture of the 
artificial neural network 

function objective. Due to their ability to recreate the fuzzy rules governing the ideal 
solution for problems of this type, they are particularly well suited for dealing with 
nonlinear difficulties. The nodes are the fundamental components of an ANN. Each 
node communicates with other nodes or the environment and contains a function f 
that it uses to convert its own global input into output (Fig. 2). 

4 Results and Discussion 

After the pre-processing was finished, the real-time data was analyzed. Based on the 
created Data Dictionary, the analysis was completed. A selection of the insights that 
were produced is shown in Fig. 3 through Figs. 4, 5, and 6. 

The medical records that were considered for this experimental study had platelet 
counts that ranged from 1000 to 180,000 (mcL), however the majority of patients’

Fig. 3 Patients with their age
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Fig. 4 Patients according to their days of fever 

Fig. 5 Confusion matrix generated based on the correlation factors

counts on their first day were in the 100,000–130,000 range. The subsequent platelet 
count, which was measured over the course of the following six days, revealed a 
little increase. Adults, having less than 150,000 platelets per microliter, indicate a 
low platelet count (Fig. 7).

The ANN architecture that was built in this experimental study is shown in Fig. 8.
Few of the predicted results by our artificial neural network (ANN) are shown in 

Fig. 9.
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Fig. 6 Platelet count (mcL) range for the patients on Day 1 of admission

Fig. 7 Platelet count (mcL) range for the patients on Day 6 of admission

Given the two prior platelet count values that were obtained in the previous two 
days, the model that was created was able to forecast the patient’s platelet count. 
There is, however, an error value that is recorded, which is calculated using Mean 
Squared Logarithmic Error (MSLE). It is the proportional difference between the 
expected and actual log-transformed data. The Mean Squared Error (MSE) is MSE 
= 147,127.45482531292, the Root Mean Squared Error (RMSE) is 1444.9609375, 
and the Mean Absolute Error is 200.7128855738147, and the error value according 
to MSLE is 1.08019955579586e−05. Figure 10 elaborates on the error loss.
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Fig. 8 ANN model architecture

Fig. 9 Actual values versus predicted value
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Fig. 10 Error loss using 
MLSE after the 
pre-processing was finished, 
the real-time data was 
analyzed, based on the 
created data 

5 Conclusion 

This study investigates the possibility of an AI-based prediction model using an 
artificial neural network (ANN), for predicting the platelet count in the patient, given 
the platelet count values from the previous two days. This model is built, using 
the real-time data set generated from the medical records of patients treated for 
dengue at Father Muller’s, Mangalore, between 2014 and 2018. The severity of the 
illness worsens when the platelet count continues to decline on a regular basis. The 
earlier the platelet count can be predicted, more time can be saved, to prevent the 
negative effects of dengue, it is beneficial to begin the treatment well in advance. More 
information from many other hospital settings could boost the system’s effectiveness, 
and real-time clinical validation will enhance its use in a real-time situation. 

Acknowledgements Data were received from Father Muller Hospital using a protocol number 
(FMMCIEC/CCM/149/2019), and the study was carried out in a lab supported by the Karnataka 
Government’s VGST, K-FIST(L2)-545. 
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Hybrid Data Science Approaches 
to Predict the Academic Performance 
of Students 

Saleem Malik and Saleem Malik 

1 Introduction 

Timely categorization as well as prediction of student level of performance provides 
a heads-up and even a plan for enhancing both the students’ and many other admin-
istrative settings substandard performance (Romero and Ventura 2010). Therefore, 
our goal is to address the unidentified student behavior pattern that has an impact on 
performance. The achievement of students is influenced by a variety of elements, 
including student background and behavior, assessments, teaching, and domain 
knowledge (Kotsiantis et al. 2007). These associated elements served as predic-
tive criteria for forecasting student success. In order to track students’ academic 
development, supervised learning was utilized to predict, categorize, and assess 
their performance. The difficult challenge is selecting the best algorithm that can 
deliver pleasing outcomes, though. Student success was often reviewed as well as 
predicted using machine learning methods such as support vector machine, random 
forest, K-nearest neighbor, logistic regression, artificial neural network, decision tree, 
XGboost, AdaBoost, and Naïve Bayes (Farid and Ahmad 2019; Sokkhey and Okazaki 
2019). Depending on the dimensions and nature of the data, each model’s behavior 
differs from dataset to dataset. In the classification problem, poor data quality can 
lead to misclassification, which lowers model accuracy and baffles the algorithms. 
Sokkhey and Okazaki (2020) released an article in which the author’s main objective 
was to apply principal component analysis to break down the connected observable
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predictors into a more manageable collection of independent dimensions or compo-
nents. We used factor analysis as a feature extraction approach to turn the original 
dataset into a new dataset of high-quality data with the intention of delving deeper 
to investigate and test the model for the existence of hidden variables that may be 
driving the variance in the data. The models’ predictive performance is assessed, and 
their performance in a fresh dataset, testing samples, or test data is assessed using 
tenfold cross-validation. This research intends to propose a machine learning frame-
work called arbitrator miniature for the classification issue. The suggested framework 
incorporates tenfold cross-validation, factor analysis, and nine fundamental machine 
learning algorithms (support vector machine, random forest, K-nearest neighbor, 
logistic regression, artificial neural network, decision tree, AdaBoost, extra trees, 
and Naïve Bayes). 

1.1 Significant Objectives of this Examination 

• To develop an arbitrator miniature framework for predicting the academic 
performance of students 

• Apply arbitrator miniature to academic datasets. 
• Evaluating arbitrator miniature framework with other ML models and compare 

their scores like accuracy and Root Mean Square Error (RMSE). 

2 Related Works 

The efficient prediction model is crucial for supervised machine learning in order to 
address prediction as well as classification issues. As mentioned in the introduction, 
the field of educational data mining (EDM) has explored various machine learning 
approaches to assess their effectiveness in predicting students’ future academic 
performance. These approaches include machine learning techniques such as support 
vector machines, decision trees, naive Bayes, and random forests (Sokkhey and 
Okazaki 2020; Kumar et al. 2022; Polyzou and Karypis 2016; Phauk and Takeo 2020). 
In order to improve classification performance by addressing the misclassification 
problem, we expanded it in this work by introducing a hybrid approach of factor anal-
ysis in conjunction with nine machine learning algorithms: support vector machine, 
random forest, K-nearest neighbor, logistic regression, artificial neural network, deci-
sion tree, extra trees, AdaBoost, and Naïve Bayes. The common and cutting-edge 
classification techniques being used to evaluate student performance are listed in 
Table 1. Finding the most effective algorithms to forecast performance has involved 
examining a variety of studies (Ghorbani and Ghousi 2020).

Although the hold-out approach is more frequently employed in predicting student 
performance, the k-fold cross-validation is still a robust cross-validation technique 
(Pandey and Taruna 2014). In their study, Sassirekha and Vijayalakshmi (2022)
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Table 1 Overview of existing works 

Reference Algorithms used Subject of research Disadvantages 

Sokkhey and Okazaki 
(2020) 

Support vector 
machines, decision 
trees, Naive Bayes, 
random forests 

Student academic 
performance 
prediction 

Only grade prediction 
no prediction of marks 

Kumar et al. (2022), 
Phauk and Takeo 
(2020) 

Support vector 
machine, random 
forest, K-nearest 
neighbor, logistic 
regression, artificial 
neural network, 
decision tree, extra 
trees, AdaBoost, 
Naive Bayes 

Student academic 
performance 
prediction with factor 
analysis 

Accuracy and RMSE 
is low 

Ghorbani and Ghousi 
(2020) 

Discriminative and 
generative 
classification models 

Evaluation of various 
ML studies 

Only grade prediction 
no prediction of marks 

Sassirekha and 
Vijayalakshmi (2022) 

K-nearest neighbor, 
Naive Bayes, 
decision tree 

Student performance 
prediction using 
tenfold 
cross-validation 

RMSE is low 

Zohair (2019a), 
Kamala (2019) 

Ensemble supervised 
learning 

Various data mining 
techniques’ 
comparison 

Accuracy is low 

Sharma and Mishra 
(2022) 

Logistic regression, 
decision tree 

Predicting academic 
achievement with 
imbalanced class issue 

Model was tested only 
on one course 

Rawat and Malhan 
(2019) 

Feature importance 
techniques, 
algorithms 

Addressing 
classification issue 

Only five attributes are 
used for prediction, 
and other attributes are 
ignored 

Pandey and Taruna 
(2014) 

K-fold 
cross-validation 

Predicting student 
grades for future 
courses 

Only grade prediction 
no prediction of marks

implemented contrasted K-nearest neighbors, Naive Bayes, and decision tree algo-
rithms while utilizing tenfold cross-validation to assess the performance of various 
machine learning methods in a classification task. Other studies, including (Zohair 
2019a) and (Kamala 2019), used k-fold cross-validation to compare various data 
mining techniques using models to predict student performance. 

This is common knowledge how raising a model’s forecast accuracy may be 
difficult. Accurate prediction may be improved by a variety of things. The feature 
selecting and addressing the misclassification are some of the key elements. Sharma 
and Mishra (2022) created the logistic regression and decision tree models which 
can anticipate students’ academic achievement despite managing an uneven class
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issue (Rawat and Malhan 2019). Emphasis was placed on creating diverse utilizing 
the feature importance technique and algorithms to address the classification issue. 

2.1 Identifying Research Gap 

Prognosticating student accomplishment is a challenging endeavor that calls for 
novel, inventive ways that take into account the changing conditions and factors that 
affect students’ academic performance. The effect of these variables and situations 
may change from institution to institution and from one class of students to another 
(Livieris et al. 2018; Rao and Arunachalam 2021). Our thorough analysis of the 
linked studies in Table 1 found deficiencies in the following areas: 

1. Absence of hybrid systems that simplify and enhance the accuracy of predictions 
of student academic achievement and combine the benefits of supervised and 
unsupervised learning. 

2. The rigidity of current models when it comes to analyzing various academic and 
non-academic aspects that are thought to affect how well students learn. While 
some techniques just take into account a limited portion of relevant components, 
some approaches forecast student outcomes without linking them to the enabling 
factors or potential shortcomings. 

3. The validity of the model is questioned since so many student prediction models 
are verified using a single dataset. 

3 Materials and Methods 

3.1 Datasets 

Throughout this research, we made an effort to compile all latent factors influ-
encing students’ performance. We used four datasets to verify the resilience and 
efficiency of our suggested methods. Details of this dataset are shown in Table 5. 
Dataset included one target variable that described the performance levels of students 
based on their score and 48 characteristics that described the information about each 
student’s learning activities. The features observing from the three primary affected 
factors make up the predicted features. The forty-nine variables made up of these main 
elements are described in Table 2. The target variable’s preset classes are listed in 
Table 3. The real dataset, known as AD1, has 1500 samples, which was gathered from 
polytechnic colleges in Karnataka, India. Use of questionnaires was employed for 
the data collecting. Students were requested to provide demographic data pertaining 
to outside influences including family, individual, or student, and school issues. The 
administrative offices in each school provided the math, it skills, and statistics test 
results for the first semester’s students.
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Table 2 Impacting attributes on student performance 

Category of 
factors 

Variables 

Domestic 
factors 

College, gender, family size, mother education, father education, mother 
occupation, father occupation, reason for join, guardian, travel time, failure, 
discrimination, higher education, romantic, family relation, free time, going out, 
alcohol consumption, smoking, heath, category, previous medium of study, 
remedial classes, educational loan, poverty level, SSLC/PUC marks, math score, 
IT skill score, Statistics score, Final score 

Individual 
factors 

Self-study, doing homework, absence preparing for exams, interest in subjects, 
enjoyment in class, attention in class, motivation, anxiety, nervous, helpless, 
internet at home, possession of computer, study desk at home 

Soft skill 
factors 

Reading skill, writing skill, listening skill, speaking skill, basic computer skill 

Table 3 Output variables 

Level—1 Level—2 Level—3 Level—4 Level—5 

Exemplary Good Average Below average Poor 

A B C D E 

Grade between 
16 and 20 

Grade between 
14 and 15 

Grade between 
12 and 13 

Grade between 
10 and 11 

Grade between 0 
and 9 

3.2 Preprocessing 

In this research, preprocessing activities included operations like data cleansing, 
data transformation, and data discretization. The completion of the questionnaire 
during data collection included ignoring some items and entering erroneous values 
(outliers) (Marbouti et al. 2016). Since there were few missing values in our datasets, 
we cleaned the data using the imputing method. We substituted its modes or high 
frequency category values for the missing value in our categorical variables. We 
replaced a few missing values and outliers in the output variable with the mean 
value. We converted several numerical properties into ordinal types for convenience. 
As indicated in Table 3, we discretized the output variables in our study into five 
performance levels (Chaudhury and Hrudaya 2020; Febro 2019). 

3.3 Machine Learning Models 

Machine learning models may be categorized in many different ways. A variety 
of classifiers are used in this study, including random forest (RF) (Mohamed et al. 
2022; Hussain et al. 2018), K-nearest neighbor (KNN) (Badal and Sungkur 2022; 
Al-Zawqari et al.  2022), artificial neural network (ANN) (Arun et al. 2021; Aladeemy
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et al. 2017; Wang et al. 2015), extra tress (Raj and Renumol 2022; Alshanqiti and 
Namoun 2020), support vector machine (SVM) (Huijuan et al. 2017; Zorarpacı and 
Ozel 2016), decision tree (DT) (Sharma and Mishra 2022; Alyahyan and Düştegör 
2020), AdaBoost (Malik et al. 2023; Khan et al. 2021), logistic regression (LR) 
(Rai et al. 2021; Kou et al. 2020), and Naive Bayes (NB) (Hasan et al. 2020; Badal 
and Sungkur 2022). It is commonly known that the majority of machine learning 
classifiers, including artificial neural networks (ANNs), K-nearest neighbor (KNN), 
random forests (RFs), logistic regressions (LRs), decision trees (DT), and Naive 
Bayes naturally allow multiclass classification (NB). Since support vector machine 
(SVM) and extra trees do not naturally support multiclass classification, the support 
vector machine model is applied using the one-versus-one approach, and the extra 
trees model is applied using the one-versus-all method (Hussain et al. 2019). 

Table 4 lists all of the machine learning models that were employed in this study 
along with the values for each of their unique parameters. Similar parameter setting 
is utilized in Francis and Babu (2019). The parameter setting described in Huynh-
Cam et al. (2022) has been adjusted in our study to better fit our issue description. 
To create predictions, these factors are essential. 

Table 4 Machine learning models with their specific parameters’ settings 

Methods Parameter setting 

Random forest (RF) Number of trees: 100, max. depth: 10, min. samples leaf: 2, 
max. features: sqrt 

K-nearest neighbor (KNN) Number of neighbors: 5, distance metric: Euclidean, 
algorithm: Ball tree 

Artificial neural network (ANN) Number of hidden layers: 2, number of units per layer: 64, 
activation function: ReLU, learning rate: 0.001, batch size: 32 

Extra trees Number of trees: 200, max. depth: none (unlimited), min. 
samples leaf: 5, max. features: log2 

Decision tree (DT) Criterion: Gini, max. depth: 8, min. samples split: 10 

Logistic regression (LR) Regularization: L2, C (inverse of regularization strength): 1.0, 
solver: LBFGS 

Naive Bayes (NB) Distribution type: Gaussian 

AdaBoost Number of estimators: 50, learning rate: 0.1, loss function: 
exponential 

Support vector machine (SVM) Kernel: RBF, C (regularization parameter): 1.0, Gamma: 0.01 

Table 5 Description of datasets used in the study 

Datasets Source Type Samples Features Labels 

DS1 Generated Academic 2000 30 5 

DS2 Generated Academic 1000 5 5 

DS3 Generated Academic 3000 30 5 

AD1 Real Academic 1500 49 5
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4 Proposed Arbitrator Model 

Besides incorporating factor analysis as well as machine learning technologies, arbi-
trator model is presented. At initial stage, baseline models are suggested. With k-fold 
cross-validation, performance of suggested baseline models is enhanced. Finally, by 
merging factor analysis with machine learning, as shown in Fig. 1, arbitrator model 
is suggested. 

4.1 Baseline Models 

A number of efficient machine learning techniques have been widely used in 
academic settings. We need to use a variety of machine learning approaches in 
learning environments, including association rule mining, regression analysis, classi-
fication, and clustering (Brahim and Limam 2016; Zohair 2019b). In classifying and 
predict the target variables’ preset classes, classification is a typical machine learning 
approach. In this study, we looked at a number of machine learning classifiers and 
chose five cutting-edge techniques that are often used to forecast academic success 
(Alyahyan and Düştegör 2020; Gajwani and Chakraborty 2021). This study proposes 
a hybrid approach known as arbitrator miniature that combines factor analysis with 
the following nine machine learning techniques: support vector machine, random 
forest, K-nearest neighbor, logistic regression, artificial neural network, decision 
tree, AdaBoost, extra trees, and Naïve Bayes.

Fig. 1 Proposed arbitrator miniature model 
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4.2 Cross-validation 

A quantitative approach used to gauge how well machine learning algorithms work 
is cross-validation. There are different cross-validation techniques (Sokkhey and 
Okazaki 2020), but the k-fold cross-validation is used because it is well-liked and 
simple to comprehend and because it often produces less distortion than the other 
techniques (Ghareb et al., 2016). Tenfold cross-validation approach is used in this 
study, also known as 10-CV, to reach proposed model. 

4.3 Arbitrator Miniature 

In supervised machine learning, classification comprises the preponderance of tasks. 
A challenging topic in data mining and machine learning is the classification problem 
(Romero and Ventura 2010). We suggested the nine renowned classifiers with lots of 
advantages. Nevertheless, the main the issue with all of above-mentioned classifiers 
is noisy data and over fitting, which makes it possible to determine the correctness 
of the classification. In an effort to solve this issue, we strive to unnecessary and 
unrelated traits that are disruptive in the process of categorization. When analyzing 
data, it requires additional computing resources, which results in longer processing 
times. Data often come in large volumes. Consequently, the feature extraction method 
is employed to eliminate noise from the data, which helps save time, reduce resource 
usage, and restore high-quality data. By integrating a dimensional reduction with 
classification approaches, the accuracy and efficiency is enhanced. Steps used in this 
study are shown in Fig. 2.

The process of converting the initial dataset X of size l, which contains potentially 
related features, into a new dataset Z of size m(m < l), which contains linear unrelated 
characteristics is as follows: 

Step 1: Find the mean of each feature based on the previously processed data 
using the following equation: 

μ = 1/n 
n∑

i=0 

∗xi . (1) 

Step 2: Calculate the variance using below formula in order to explore and 
deviation of each feature in the dataset 

Var(X ) = s2 x = 1/n 
n∑

i=0 

∗(xi−)2 . (2) 

Step 3: Equation (3) is used to determine the covariance and correlation for two 
variables, labeled as X and Y.
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Fig. 2 Using the proposed model in this study

Cov(X, Y ) = s2 x = 1/n 
n∑

i=0 

∗(xi − μx )yi − μy). (3) 

Step 4: The mean of the eigenvectors and eigenvalues is employed to characterize 
features across multiple datasets. The acquired eigenvectors indicate the directions, 
while the eigenvalues represent their magnitudes in the new feature space. It is 
feasible to find the eigenvalues by solving the equation. 

Det(S − λI ) = 0. (4) 

We need to select a dataset with a range of feature sets that is related to the students’ 
academic performance. Any and all inconsistencies that could have existed in the 
dataset at the time the data were gathered must be removed during the preparation 
stage. It is now time to test our dataset in two different ways: the first mode will 
test our dataset using all of the characteristics that are now there, and the second
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mode will pick the factors to test using proposed arbitrator miniature. In this case, 
we find the accuracy of the machine learning algorithm in three phases. Phase 1 is to 
find the accuracy of baseline models. Phase 2 is to improve the accuracy of baseline 
models by tenfold cross-validation (10-CV). Phase 3 is to execute proposed arbitrator 
miniature which is the combination of the baseline models with 10-CV and FA. 

5 Evaluation Metrics 

The assessment of the pictorial confusion matrix can be used to assess how well 
each proposed model has performed in analyzing and forecasting student perfor-
mance. Our output variable can be divided into five ordinal categories, as shown in 
Table 1, without losing coherence. The proportion of successfully predicted outcomes 
is measured by accuracy (Khan and Ghosh 2021). By evaluating the percentage of 
accurately estimated student performance levels, we can assess the potential of our 
prediction model in this case (Pandey and Taruna 2014). 

Accuracy =
∑

X∑
Y 

∗ 100, (5) 

RMSE = 

┌|||
m∑

i=1 

(X − Y )2 
M 

. (6) 

Our objective is to determine how near our forecast is to the academic achieve-
ment of the students as well as their skill levels. These ordinal skill sets, average, 
good, and excellent—were encoded as 1, 2, 3, and 4, respectively. Calculating the 
RMSE involves: The predicted skill level is given by Y = {1, 2, 3, 4} and the actual 
performance level is given by X = {1, 2, 3, 4}. In contrast to accuracy, the model is 
better, the smaller the RMSE. The prediction model is perfect if the RMSE is equal 
to 0 (Miguéis et al. 2018). 

6 Result Analysis 

6.1 Experimental Setup 

The goal of this research is to construct a unique ensemble learning-based intelligent 
prediction model to forecast student performance. The suggested strategy made use 
of cross-validation, machine learning, and baseline model combinations. The classi-
fication results of these classifiers were subjected to ensemble learning. In order to 
evaluate the effectiveness of ensemble learning-based classifiers, tests were carried
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out using a Python program with Tensor Flow, Keras, and other related libraries. On 
an 11th generation Intel Core i7 with two NVIDIA GeForce RTX 3060 Laptop GPUs 
with 6.0 GB and 7.9 GB of RAM, research was conducted. 

6.2 Sources of Datasets 

We used four datasets to verify the resilience and efficiency of our suggested methods. 
Details of this dataset are shown in Table 5, four datasets are used to access the 
whole approach, and our focus is on predicting student’s grades and factors for only 
the next upcoming semester. As previously indicated, it might be challenging to 
locate the necessary scholarly datasets for this strategy in readily accessible sources. 
Additionally, none of the associated university-level research that we are aware of 
provided their datasets for experimental replication, most likely due to data privacy 
limitations (Sokkhey and Okazaki 2020).The three datasets, DS1, DS2, and DS3, 
are produced datasets that were built using suggested characteristics for the output 
variable as indicated in Chaudhury and Hrudaya (2020), Febro (2019), Marbouti 
et al. (2016). Fourth one is the real dataset, known as AD1, which was gathered from 
polytechnic colleges in Karnataka, India. Use of questionnaires was employed for 
the data collecting. Investigations are conducted on three different stages. Stage 1 
involves putting the results of the baseline models into practice. Stage 2 involves a 
tenfold cross-validation improvement of the baseline models (10-V). Stage 3 involves 
putting the proposed model—a fusion of the baseline models with 10-CV and FA— 
into action. 

6.3 Implications of Baseline Models 

We put forward the nine most well-liked machine learning methods. The tables 
display the two performance measures, classification accuracy and RMSE. Tables 6 
and 7 (Bold values represent the best performance achieved by each classifier for 
their respective datasets) reveal that the extra trees model was the least, but the 
random forest approach produced the best results in terms of classification accuracy 
and RMSE, indicating that it might be a good model.

6.4 Implications of Baseline Models with K-Fold 
Cross-Validation 

In prediction and classification models, the k-fold cross-validation approach is 
frequently used to divide the dataset into k-1 sub-folds for training sets and onefold
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Table 6 Accuracy of classification algorithms utilizing various datasets 

Models Accuracy 
(baseline) (%) 

Accuracy 
(baseline + 
10-CV) (%) 

Accuracy 
(proposed 
model) (%) 

SVM 85.36 86.66 87.32 

Decision tree 73.50 75.34 80.50 

AdaBoost 74.45 75.48 81.33 

Random forest 85.71 87.28 91.79 

Extra trees 60.76 72.66 80.57 

NB 77.64 83.62 87.75 

Neural network 75.87 81.43 88.65 

KNN 80.65 85.34 90.45 

Logistic 
regression 

65.76 77.45 83.65 

Performance of 
classifiers using 
dataset DS2 

SVM 85.96 87.76 88.46 

Decision tree 74.10 77.94 81.98 

AdaBoost 74.89 76.41 83.67 

Random forest 86.11 89.88 92.70 

Extra trees 61.76 73.09 83.07 

NB 76.68 82.12 88.75 

Neural network 77.34 83.33 87.65 

KNN 83.62 86.56 87.45 

Logistic 
regression 

68.16 79.56 83.65 

Performance of 
classifiers using 
dataset DS3 

SVM 86.16 88.21 91.12 

Decision tree 74.94 79.42 85.67 

AdaBoost 76.29 80.81 87.45 

Random forest 87.15 90.63 95.89 

Extra trees 63.36 79.09 82.33 

NB 78.78 87.10 90.89 

Neural network 79.04 85.56 89.09 

KNN 82.60 89.87 93.34 

Logistic 
regression 

70.16 77.58 84.31 

Performance of 
classifiers using 
dataset AD1 

SVM 87.46 91.66 93.32 

Decision tree 75.57 83.34 89.50 

AdaBoost 77.03 84.48 91.33 

Random forest 89.73 93.28 97.79 

extra trees 67.56 80.66 86.57 

NB 83.78 88.90 93.89

(continued)
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Table 6 (continued)

Models Accuracy
(baseline) (%)

Accuracy
(baseline +
10-CV) (%)

Accuracy
(proposed
model) (%)

Neural 
Network 

79.97 83.14 92.78 

KNN 84.09 91.97 95.07 

Logistic 
Regression 

73.45 81.59 90.31

for testing sets, then rotate the folds. Since it functions best at this split, we performed 
tenfold cross-validation in this trial. Ten % of the data was utilized for testing, 
while 90% was used in the training stage. The average of all assessment criteria 
is then calculated when all interactions have been completed. The accuracy of SVM 
was increased by 4% as shown in Tables 6 and 7. The weak extra trees classifier’s 
performance was subsequently markedly enhanced. 

6.5 Implications of Proposed Model 

By combining the baseline models with a feature reduction strategy called FA, we 
were able to create the fusion models we have suggested. One of the effective tech-
niques in classification models for eliminating unrelated or unnecessary features 
is feature extraction. Dimensionality reduction by FA (Rawat and Malhan 2019; 
Mohamed et al. 2022) may most certainly be used as regularization to avoid over 
fitting and boost model accuracy. People frequently fall into the trap of believing that 
FA chooses certain characteristics from the dataset while discarding others. Actually, 
the algorithm creates a fresh dataset of attributes by combining the previous ones. 
Tables 6 and 7 demonstrate how the suggested model helps classifiers become more 
accurate (Khan and Ghosh 2021). 

Figures 3 and 4 show how each model performed according to its accuracy during 
each step. We discovered that the 10-CV improvement in conjunction with FA 
produces the greatest results in forecasting student performance. Figures 3 and 4 
display how well the models’ RMSE performed at each phase. The proposed models 
that have been suggested could produce relatively little RMSE. In this prediction 
scenario, the hybrid RF algorithm provided the least value of RMSE, demonstrating 
its superiority as the best predictive model. According to the findings, we may 
enhance the performance of our basic models by employing 10-CV. We also noticed 
that the innovative fusion models that were suggested may improve classification 
performance and produce better outcomes. The suggested proposed models can be 
viewed as the best prediction models for resolving categorization and prediction 
issues.
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Table 7 RMSE of classification algorithms utilizing various datasets 

Models RMSE (baseline) RMSE (baseline 
+ 10-CV) 

RMSE (proposed 
model) 

SVM 0.701 0.691 0.410 

Decision 
tree 

1.033 0.914 0.681 

AdaBoost 1.134 0.721 0.521 

Random 
forest 

0.602 0.474 0.321 

Extra trees 1.164 0.931 0.664 

NB 0.876 0.603 0.489 

Neural 
network 

0.908 0.827 0.532 

KNN 0.779 0.546 0.369 

Logistic 
regression 

1.023 0.943 0.787 

Performance of 
classifiers using 
dataset DS2 

SVM 0.611 0.521 0.401 

Decision 
tree 

0.903 0.804 0.654 

AdaBoost 1.022 0.771 0.489 

Random 
forest 

0.634 0.454 0.309 

Extra trees 1.055 0.841 0.598 

NB 0.89 0.765 0.633 

Neural 
network 

0.9 0.667 0.609 

KNN 0.8 0.698 0.577 

Logistic 
regression 

0.955 0.9 0.799 

Performance of 
classifiers using 
dataset DS3 

SVM 0.7 0.554 0.266 

Decision 
tree 

0.89 0.676 0.356 

AdaBoost 0.877 0.6 0.334 

Random 
forest 

0.614 0.289 0.119 

Extra trees 0.767 0.556 0.455 

NB 0.745 0.599 0.476 

Neural 
network 

0.776 0.567 0.324 

KNN 0.696 0.435 0.235 

Logistic 
regression 

0.8 0.676 0.514

(continued)
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Table 7 (continued)

Models RMSE (baseline) RMSE (baseline
+ 10-CV)

RMSE (proposed
model)

Performance of 
classifiers using 
dataset AD1 

SVM 0.813 0.391 0.141 

Decision 
tree 

0.845 0.414 0.288 

AdaBoost 0.837 0.521 0.321 

Random 
forest 

0.506 0.174 0.021 

Extra trees 1.16 0.431 0.364 

NB 0.778 0.567 0.276 

Neural 
network 

0.656 0.453 0.309 

KNN 0.567 0.369 0.176 

Logistic 
regression 

0.805 0.654 0.377

Fig. 3 Accuracy for DS1, DS2, DS3, and AD1 datasets

7 Final Thoughts and Way Forward 

The nine well-known machine learning classifiers for predicting student performance 
were introduced in this study. The nine suggested algorithms are: support vector 
machine, random forest, K-nearest neighbor, logistic regression, artificial neural 
network, decision tree, extra trees, AdaBoost, and Naïve Bayes. Three stages make up
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Fig. 4 RMSE for DS1, DS2, DS3, and AD1 datasets

the operation. First, we evaluated how well various baseline techniques performed. 
Second, we used 10-CV to boost performance. Finally, to enhance classification 
performance, we integrated the 10-CV approach with FA to baseline models. Based 
on classification accuracy and RMSE as measurement parameters, it can be seen 
that the suggested arbitrator miniature models gave highly pleasing results when 
combined with FA and 10-CV. In conclusion, the proposed models provided a high 
performance that demonstrates itself as a possible approach for solving the problem 
by merging the baseline models with factor analysis and assessed by k-fold cross-
validation. We consider a thorough examination of algorithms using different perfor-
mance indicators since it helps us to comprehend the algorithms better. Different 
performance criteria, including accuracy and RMSE, were taken into account. By 
contrasting several algorithms using various criteria, it is possible to assess an algo-
rithm’s predictability. The literature study indicates that because each problem has 
specific features, it is challenging to forecast which performance metrics are better 
for certain challenges. As a result, combining numerous measurements is advised 
for improved algorithm performance. Using several feature selection techniques, we 
examined the effectiveness of various selected data mining methods on the rele-
vant dataset. Finally, we can state that any classification algorithm’s performance 
when combined with feature prediction gives better result. This study’s methodology 
will help educational leaders and legislators create new regulations and curricula 
pertaining to student retention in higher education. Additionally, by identifying 
students who are at danger of quitting school early, this research enables prompt 
assistance and intervention. We compare the performance accuracy and efficiency 
of individual classifiers and classifier ensembles. This model can assist academics 
in identifying children with learning difficulties, developing the learning experience, 
and lowering educational failure rates. It can also assist managers in managing more 
effectively depending on the outcomes of the learning system. The model could
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be expanded, refined in the future to encompass a broad range of student dataset 
attributes. 

Preprint Version 

Saleem Malik & Jothimani K. Arbitrator Miniature: A Paradigm using Data Science 
Methods to Predict Academic Performance. Preprint at https://doi.org/10.21203/rs. 
3.rs-2271636/v1 (2022). 
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GAN-Based Image Restoration 
and Colorization 

Aliyah Kabeer, Manali Tanna, K. N. Milinda, Mohammed Uzair Rizwan, 
and Pooja Agarwal 

1 Introduction 

Over the past two decades, mobile phone imagery has seen a significant evolu-
tion. Thicker lenses or huge image sensors cannot be put on cell phones due to the 
structure’s restriction on the size of the camera module. Both the image’s volume and 
picture quality are impacted by this. It is challenging to capture perceptually pleasing 
images in light and dark environments especially during rapid movement (Gampala 
et al. 2020). The best images frequently require extensive postprocessing on the 
computer. The aesthetic enhancement of a photograph can be achieved through image 
restoration and image colorization. In order to make a grayscale image more aesthet-
ically pleasing and perceptually relevant, a procedure known as image colorization 
is used (Sophia et al. 2022). It is acknowledged as a challenging task that frequently 
necessitates familiarity with the image content beforehand and manual changes to 
obtain artifact-free quality. There is no right solution to this task because objects 
might have multiple colors and there are numerous ways to assign colors to pixels in 
an image. On the other hand, image restoration entails recovering the original image 
from its noisy and obscured counterpart. It focuses on the elimination or mitigation
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of noise degradation brought on by camera motion blur or misfocus (Nguyen et al. 
1604). 

Image colorization attempts in the past often incorporated user input. Researchers 
switched to color transfer, which was based on the resemblance between a provided 
reference image and the input, to lessen the user workload. Deep learning-based 
automatic colorization techniques were suggested as a way to further lessen this 
dependence. These techniques identified the connection between the colorful image 
from a dataset and the monochrome input. Deep learning-based restoration tech-
niques replaced manual deblurring attempts using editing tools. Autoencoders were 
frequently utilized for image restoration tasks as they included an encoder–decoder 
framework and symmetric convolutional–deconvolutional layers to extract the key 
aspects of the image and ignore the degradations while recovering it. However, 
substantial advancements have been made in these two tasks individually owing to 
the development of generative adversarial networks (GANs) (Generative adversarial 
networks 2020). Using an adversarial network, GANs present a generative model 
that can produce high-quality natural photos that gradually develop to generate more 
and more realistic-looking data. In addition to being able to produce extremely high-
quality synthetic data, this system may also be used to generate images, colorize, and 
restore them. The majority of current methods for image restoration and colorization 
use GANs and their variations to create realistic images. 

The proposed GAN aims to utilize loss functions specific to both restoration 
and colorization and uses an architecture that encompasses the features of both. 
This explores a new side of GANs and introduces a novel architecture for image 
enhancement tasks. It also paves the way for a new avenue of research that can 
exploit GANs where two or more tasks can be achieved together. GAN’s are usually 
used to perform one single task at a time and previous research highlights this point 
as the GAN models proposed earlier in the image enhancement domain only either 
restore or colorize, but don’t perform both together within the same architecture. 

2 Related Work 

In this section, the various advancements made in the field of image restoration and 
colorization are discussed. Traditional methods that aimed to tackle this problem 
involved some degree of manual intervention or effort for picking the right colors 
and deblurring and sharpening images using image editing software. With the advent 
of deep learning techniques, these tasks were automated by training models to learn 
and generalize color features and restoration functions from a selected distribution 
of input–output paired images. With the advent of GANs, this was further automated 
by eliminating the need of a human to evaluate the loss function. Instead, the GAN 
architecture uses two components—the generator and the discriminator that work 
together to automatically ensure that the loss function is performing well to produce 
very realistic images.



GAN-Based Image Restoration and Colorization 543

For image restoration tasks, Wang et al. (2021) focus on restoring facial images 
only and apply restoration techniques to extract high-quality images from the corre-
sponding low-quality image counterpart. They attempt to use pretrained face GANs 
as generative facial priors (GFP) to successfully retain image information and main-
tain quality. However, the model could not perform well when the degradations were 
severe or the facial images were of varied poses. One of the main reasons for this 
was the fact that the model was trained on synthetically degraded data instead of 
real-world degraded images. Tomosada et al. (2021) propose an image deblurring 
method using GANs that requires less computational complexity to train and makes 
use of discrete cosine transform (DCT). The model is trained on a customized dataset 
including images with large motion blurs and introduces a novel loss function that 
compares images in the frequency domain. The authors of Pan et al. (2021) utilized 
image priors from a GAN that was trained on a large dataset. Deep generative priors 
were employed to replace the missing semantics in the images. Scaling the training 
images and training an encoder that maps the target image to the latent code helped 
the architecture’s overall performance. This made accurate image reconstruction 
possible, but it also presupposed known degradation. The model does not generalize 
well to unknown degradation and performed poorly on real-world blind restoration. 
The authors in Ledig et al. (2017) introduce a content loss driven by perceptual simi-
larity rather than similarity in pixel space to restore the features of degraded images 
while training. The deep residual network of the GAN can successfully recover 
photo-realistic textures from heavily down-sampled images. 

Image colorization is an unconstrained problem with no unique solution, and it 
has been studied as a challenging problem for over many decades. The authors in 
Thomas et al. (2018) develop a model to efficiently colorize black and white images 
and videos, and eliminate issues such as—inconsistent colorization within individual 
objects, undersaturation, and oversaturation of images. The model was developed on 
the premise that: neighboring image frames with neighboring pixels that have similar 
intensities should ultimately have similar colors. The authors used a long short-
term memory (LSTM) for dealing with grayscale videos and convolutional neural 
networks (CNNs) for images. The authors in Sarmai and Sadhu (2022) compare 
the performance of convolutional autoencoders and GANs for the colorization of 
grayscale images. They observed that the images colorized by the autoencoders lost 
their sharpness and were blurry in nature, whereas those colorized by the GAN 
are nearly identical to their ground truth counterparts. This further emphasizes the 
choice of using GANs in the proposed model. Nazeri et al. (2018) proposed a GAN 
architecture that included one-sided label smoothing, batch normalization, and RELU 
activation function. Instead of the RBG color space, they used the CIE Lab color 
space, where L is the lightness channel and a and b are the color channels. They 
observed that this prevented any sudden variations in both color and brightness as 
in RGB. Xiao et al. (2019) were inspired by Cycle-GAN (Zhu et al. 2017) and 
the concept of image-to-image translation. Their method uses unpaired images for 
training and direct prediction of color in the RGB color space, which eases the process 
of training data collection. However, their model was only able to generate reasonable 
color instead of restoring original color for input grayscale images. The authors of



544 A. Kabeer et al.

Mourchid et al. (2020) propose an additional discriminator in their GAN which works 
in the feature domain. Such an architecture is proposed so that the generator learns to 
produce high-frequency features instead of noise from the normal distribution. The 
model colorizes images realistically and requires less artifacts. As future work, they 
suggested a typical Resnet architecture to retain low-scale features making it shallow. 
Sankar et al. (2020) study the use of GANs for colorization using the perceptual loss 
function. The model was trained on the open source CIFAR-100 dataset. Additionally, 
they did a comparative study on the same dataset using three different models—the 
U-Net CNN, GAN, and GAN with perceptual loss. After evaluating the results and 
comparing the three models, the authors’ concluded that the GAN with perceptual 
loss gave the best results for colorization. This further strengthens the choice of using 
the same loss function as an integral part of the proposed GAN architecture. 

Therefore, in their own separate domains, brilliant research has been carried out 
in restoration as well as colorization of images. As a joint task very few researchers 
have been able to provide promising results. Compared with early deep learning 
methods like CNN and LSTM, autoencoders have outperformed in the tasks of image 
restoration. With the advent of GANs or generative adversarial networks, they have 
outperformed even autoencoders in both restoration and colorization. GANs can 
produce more realistic and better-quality images. Although computation in these 
methods is expensive, overhead is reduced as the loss function is learnt automati-
cally. To conclude this section, it is identified that GAN-based image restoration and 
colorization has a wide scope, and can contribute significantly to this domain. 

3 Proposed Methodology 

Most existing systems focus solely on either restoration or colorization of images 
or on both sequentially. Moreover, limitations on colorization such as over/ 
undersaturation and the inability to capture the different colors of intricate images 
have been a common recurring problem. The reason why previous algorithms and 
models for colorization didn’t work remarkably well is because there was still a 
human involved in hand-coding a key step, which is evaluating whether or not the 
restored or colorized image “looked good.” So over the last couple of years, generative 
adversarial networks (GANs) have increasingly been replacing vanilla U-Net archi-
tectures and autoencoders (Sarmai and Sadhu 2022) in order to solve this problem, 
as it has proven to effectively learn the loss function with the help of its discrim-
inator that can evaluate the generated image and also ensure more realistic feature 
generation. The proposed system aims to utilize this advantage of GANs in order 
to both effectively restore and colorize degraded grayscale images within the same 
architecture. The proposed methodology includes the details of the GAN architec-
ture, the preprocessing stage of the model, followed by the breakdown of the GAN 
into its two different components—the generator and the discriminator. 

The foundation of GANs is built on a generator that learns to generate new images 
and a discriminator that learns to differentiate between artificial and original images.
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A conditional setup is used in GANs, which ensures that the generator and discrimi-
nator are both dependent on extra data (such as class labels or information from other 
modalities). The ideal model is thus capable of learning multi-modal mapping from 
inputs to outputs by being fed various contextual data. This conditional setup is what 
is known as a conditional GAN (Zhao et al. 2019). The proposed algorithm follows 
that of the conditional GAN algorithm and involves two separate modules—the 
generator and the discriminator, that are trained simultaneously. 

3.1 Preprocessing 

As part of the preprocessing stage, the images from the dataset are first resized, 
following which they are converted from the RGB color space to the L*a*b color 
space (Nazeri et al. 2018). The L channel of the degraded image serves as the 
grayscale image and its L*a*b counterpart as the colored image. The images are 
then split into the train and test datasets before being fed into the generator. 

3.2 Generator Module 

The generator takes a degraded grayscale image as input and generates a restored, 
colorized version of the same. The generator consists of a U-Net architecture 
(Ronneberger et al. 2015) as seen in Fig. 1, which includes a series of encoders 
and decoders. In order to speed up the training, the proposed model utilizes the 
pretrained ResNet50 model (He et al. 2016) in the first few layers of the encoder. 
This ensures the model can identify features faster and take significantly less time 
for training. This is followed by six decoder blocks that upscale the image to give a 
three-channeled output or a colored image.

3.3 Discriminator Module 

The discriminator primarily serves as a binary classifier and will classify the input 
image as being either real or fake. It consists of a series of convolutional layers as seen 
in Fig. 2 with “Relu” activation function, followed by max pooling layers. The final 
layer utilizes the sigmoid activation function in order to generate a value between 0 
and 1, indicating whether the input image is classified as fake or real, respectively.

The final part of the model includes the loss functions used in the training of the 
generator and discriminator. The first loss function is the GAN loss or adversarial 
loss. This minimax loss is traditionally used to train the generator and discriminator 
in sync with one another. The discriminator uses the cross-entropy loss function 
for training. The generator utilizes the VGG-19 pretrained model (Simonyan and
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Fig. 1 Proposed generator architecture
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Fig. 2 Proposed discriminator architecture

Zisserman 2015) to obtain the feature-level representations of the generated image 
and the original image and performs a feature-wise comparison of the two. This 
loss function is known as the perceptual loss function and is used in combination 
with the L1 loss and the adversarial loss to update the generator’s weights. The 
Adam optimizer is utilized with a learning rate of 0.005 for both the generator and 
the discriminator. Because the generator model and discriminator model are trained 
simultaneously in a zero-sum game, they are challenging to train. In other words, 
while one model improves, the other model suffers. Finding a point of equilibrium 
between the two conflicting concerns is the aim of training two models. It also 
implies that the nature of the optimization problem being tackled changes each time 
the parameters of one of the models are modified. As a result, a dynamic system 
is created. The technical difficulty of simultaneously training two competing neural 
networks is that they might not converge. Plotting the generator and discriminator’s 
losses provides insight into the model’s convergence. 

4 Experimental Setup and Results 

4.1 Dataset 

The dataset required for the project includes images containing different classes of 
objects pertaining to nature so that the model is versatile and able to restore and 
colorize all kinds of scenery images. Colored, sharp images are expected from the 
dataset as they will be used as the ground truth images while training the model. 
Since GANs require huge amounts of data to be trained well, a relatively large and 
vast dataset is required. Previous work in this field implied that working with datasets 
having too many different classes might result in poor performance of the model. 
Hence, a dataset with a limited but varied number of classes is preferred, and for 
this reason a dataset of 5500 images is curated, consisting of images of colorful
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Fig. 3 Curation of dataset 

scenery (Arnaud 2020), flowers (Belitskaya 2017) and mountains (https://www.kag 
gle.com/puneet6060/intel-image-classification) to focus on the colorization aspect 
of the model training. This was combined with the GoPro Light dataset (Tomosada 
et al. 2021) which consists of 2103 blurred and sharp image pairs for training. The 
images are captured by a high-speed camera. This allows the model to learn how to 
restore naturally degraded images affected by blur or motion blur. 

The images of the newly curated dataset consists of 6840 training images and 763 
testing images. They are resized to 128 × 128 and converted to grayscale as a part of 
the training phase of the model. As seen in Fig. 3, the final dataset used in training 
the model comprises of a combination of the GoPro Light dataset which consists 
of blur images and their clear counterparts, along with the manually curated dataset 
consisting of only nature-specific images. 

4.2 Implementation 

The proposed GAN architecture is implemented using tensorflow, keras. In total three 
models are implemented. The first model COLOR-GAN is the proposed architecture 
trained on just the colorization dataset and it performs no restoration. The input is a 
sharp grayscale image and the output is the colorized output. If the input is blurry 
then it doesn’t perform any restoration on it and the colorization is not up to the mark. 
The second model RESTORE-GAN, uses the architecture trained only on the GoPro 
dataset and only performs restoration. The input is a blurry image and the output is 
the corresponding sharp image. This model performs well in terms of restoration,

https://www.kaggle.com/puneet6060/intel-image-classification
https://www.kaggle.com/puneet6060/intel-image-classification
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no matter the color of the input. Finally, the third model restore and colorize images 
GAN (RCI-GAN) uses the proposed architecture on the curated dataset. It takes as 
input a degraded (blurry) grayscale image and outputs the restored and appropriately 
colored image. Each of the models was trained for 100 epochs and tested on the 
test images from the GoPro light dataset (Tomosada et al. 2021). Figure 4 depicts 
the results of the COLOR-GAN, Fig. 5 depicts the results of RESTORE-GAN, and 
Fig. 6 depicts the results of RCI-GAN, respectively. The three models are evalu-
ated based on image quality-specific metrics like peak signal-to-noise ratio (PSNR) 
and structural similarity index (SSIM). The PSNR metric displays the relationship 
between a signal’s maximum achievable power and the power of corrupting noise that 
compromises the accuracy of its representation. PSNR, a variant of MSE, focuses 
on pixel-by-pixel comparison. SSIM is related to the quality and perception of the 
human visual system (HVS color model). The SSIM represents picture distortion as a 
combination of three elements, namely loss of correlation, luminance distortion, and 
contrast distortion, as opposed to utilizing conventional error summation techniques. 
The PSNR and SSIM metrics for all three models are recorded on the test data and 
tabulated in Table 1. 

Fig. 4 COLOR-GAN 
output 

Fig. 5 RESTORE-GAN 
output
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Fig. 6 RCI-GAN output 

Table 1 Comparison 
of proposed models PSNR SSIM 

COLOR-GAN 22.96 0.74 

RESTORE-GAN 25.64 0.93 

RCI-GAN 23.22 0.80 

4.3 Results 

The proposed RCI-GAN trained on the curated dataset is able to effectively remove 
motion blur and colorize both degraded as well as sharp grayscale images specific to 
the scenery class of images. As the model has been trained on a dataset containing 
images of nature and scenery, the model is fine-tuned to such images only at present. 
The model assigns reasonable color to the different features of the image, and is able 
to produce perceptually meaningful results. In terms of image quality and restoration, 
the model gives an average PSNR value of 23 and an average SSIM value of 0.8 when 
tested on real-world sample images. Figure 7 depicts the outputs obtained on testing 
the model on originally grayscale real-world samples. Figure 8 shows the outputs 
obtained on colored real-world samples that were converted to grayscale as a part of 
preprocessing, and Fig. 9 depicts the model’s performance on predominantly green 
landscape images that were also converted to grayscale before being fed into the 
model.

4.4 Comparison of COLOR-GAN, RESTORE-GAN, 
and RCI-GAN Results 

From Table 1 it can be concluded that when trained on the specific dataset, the 
proposed GAN architecture is able to achieve a good trade-off between image 
restoration and image colorization with acceptable evaluation metrics. The PSNR 
and SSIM values obtained for the RCI-GAN lie in between those obtained from 
COLOR-GAN and RESTORE-GAN, thereby proving that the proposed model can
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Fig. 7 Visual results on real-world data

successfully combine both tasks within the same architecture without significant loss 
in performance.
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Fig. 9 Visual results on real-world data

4.5 Comparison of RCI-GAN Results with Existing Models 

Evaluation metrics of the proposed model are compared with existing GAN models 
as stated in published research works. GFP GAN (Wang et al. 2021) performs blind 
face restoration and colorization, but is specific only to facial images. DeblurDCT 
GAN (Tomosada et al. 2021) and ESRGAN (Wang et al. 2018) perform deblur-
ring and restoration of naturally blurred images but do not perform colorization. 
There are no models that do exactly what the proposed GAN offers and Table 2 
provides a good comparison to evaluate results. It compares the PSNR and SSIM 
values of the proposed GAN with the existing models, performing either image 
restoration, colorization, or both. The model is successfully able to perform two 
tasks: image restoration and image colorization within a single GAN architecture, 
thereby reducing model complexity and eliminating the need for a second GAN. The 
RCI-GAN compares well with the evaluation metrics of existing models as depicted 
clearly in Table 2.
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Table 2 Comparison of 
RCI-GAN 
with existing models 

PSNR SSIM 

RCI-GAN 23 0.8 

GFP GAN 25 0.6 

Deblur GAN 29 0.9 

ESRGAN 23 0.6 

5 Conclusion 

While GAN architectures can be utilized in a wide variety of applications, it’s rare 
to find a GAN architecture that can perform multiple tasks at once. This paper intro-
duces a new avenue of research where a single GAN model can perform two tasks at 
the same time: image restoration and image colorization. The proposed restore and 
colorize images GAN (RCI-GAN) effectively restores and colorizes nature-specific 
images within a single GAN architecture. This eliminates the need for utilizing two 
separate GANs for both tasks individually, thereby presenting a novel architecture 
for training the GAN to focus on both tasks simultaneously. The model utilizes 
a customized dataset (GoPro, landscape, flowers, and mountains) and loss func-
tions (L1 loss, adversarial loss, and perceptual loss) specific to both restoration and 
colorization to construct an architecture that encompasses the features of both image 
enhancement tasks. The image quality of the restored and colorized images have been 
calculated and compared with the existing models using metrics like peak signal-
to-noise ratio (PSNR) and structural similarity index (SSIM) and shows promising 
results. 

6 Limitations and Future Work 

Figure 7 shows an image depicting the reflection of a mountain on a water body, 
surrounded by trees on the top left and right corners of the image. The model assigns 
the color green to the top part of the image and blue to the bottom part of the image. 
This is how the model interprets the image. However, the interpretation of the image 
could vary. Hence, one of the limitations include accurately colorizing the image 
according to human perception. Moreover, when the degradation is severe or the 
image sample is out of distribution, the model produces unsatisfactory results which 
could be improved by training the GAN on a larger class of images and for higher 
number of epochs. Loss graphs could be plotted at each instance of training to analyze 
and optimize convergence. Since the model produces good results on scenery/nature-
specific images and generalizes well for real-world samples, it shows good potential 
for the model to be extended to all classes of images. It also paves the way for a unique 
area of research that can exploit GANs where two or more tasks can be achieved 
together.
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Novel Adaptive Learning Rate Back 
Propagation Neural Network-Based 
Online Rotor and Stator Resistance 
Estimator for Sensorless Induction 
Motor Drives 

M. K. Ajithanjaya Kumar, Rajkiran Ballal, Sanath Saralaya, 
and J. Sathyendra Bhat 

1 Introduction 

Induction motors are the most commonly used motors in industries due to their enor-
mous advantages over other classes of motors. Initially, DC motors were used widely 
in industries due to their simple speed control. The presence of commutators turned 
out this advantage and brought induction motors to the forefront of industries. Speed 
control is the main challenge associated with induction motors. The advancements 
in power electronics addressed most of the issues associated with speed control. 
Inverters are widely used for speed control, but the stability of inverter-fed induction 
moors is of greater concern to be addressed (Sengamai et al. 2022). The accurate 
rotor flux estimation and control is of the greater concerned issue in both direct and 
indirect vector control systems (Lascu et al. 2020). 

Most of the industrial applications involving high-performance drive systems use 
indirectly field-oriented vector-controlled induction motor drives. The indirect field 
orientation control scheme is the feed-forward scheme which utilizes an inherent slip 
relation, hence sensitive to motor parameters. The accurate estimation of the rotor 
flux largely depends on the value of the rotor and stator resistances used for control.
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The accuracy of the speed estimation depends on the estimated rotor resistance 
(Karanayil et al. 2007). During the operation of the induction motor drives, stator 
and rotor resistances can increase up to 100% as a result of temperature changes. 
The resistance estimation is very difficult through temperature sensors or thermal 
models, especially for induction motor drives (Tuan et al. 2020). 

Several algorithms for rotor and stator resistance estimation have been proposed 
in the past. A few of the conventional approaches are: based on model reference 
adaptive system (MRAS) (Basnet and Lee 2018), extended Kalman filters (EKF) 
(Outhrouche 2002; Lin and Wan 2012), sliding mode control (Tak et al. 2017), fuzzy 
logic technique (Karanayil et al. 2003), and Luenberger observer (Jouli et al. 2015). 
The application of artificial neural networks (ANNs) for the identification and control 
of nonlinear dynamic systems in power electronic systems and AC drives has been 
increased as a wide range of nonlinear functions can be approximated with a high 
degree of accuracy by ANNs. 

Accurate knowledge of machine parameters is needed for accurate speed estima-
tion and also for stable operation. In this paper, an ANN-based model reference adap-
tive approach is proposed for stator and rotor resistance. In the proposed approach, 
two models of the state variable estimations are used, one model gives the actual 
states of the induction motor and another gives the neural network model states as 
shown in Fig. 1. The error obtained between the actual state variable and estimated 
state variable is back propagated by adjusting the weights of the neural network 
model in such a way that output of neural network model traces the actual output. 
Two-layer ANN with a back propagation algorithm with an adaptive learning rate 
and added momentum is proposed in this paper for the faster response of the system. 

Fig. 1 ANN-based model reference adaptive system for parameter identification
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2 ANN-Based Rotor Resistance Estimator 

2.1 Voltage Model of Induction Motor 

From the stationary reference frame model of the induction model, considering the 
stator side of the equivalent circuit, d, and q-axis rotor flux equations are obtained 
as (Sengamai et al. 2022)

[
ψ̇ s 

dr 

ψ̇ s 
qr

]
= 

Lr 

Lm

{[
vs 
ds  

vs 
qs

]
− Rs

[
i s ds  
i s qs
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− σ Ls

[ d 
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s 
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s 
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, (1) 

where σ = 1 − L2 
m 

Ls Lr 
. 

2.2 Adaptive Model—Current Model 

From the stationary reference frame model of the induction model, considering the 
rotor side of the equivalent circuit, d and q-axis rotor flux equations are obtained as 
(Lascu et al. 2020) 

−−−−−→
d 

dt  
ψ s,im  
r =

[
− 

1 

Tr 
I + ωr J

]−−→
ψ s,im  
r + 

Lm 

Tr 

−→
i s dq  , (2) 

where rotor time constant Tr = Lr 
Rr 

I =
[
1 0  
0 1

]
; J =

[
0 −1 
1 0

]
; 
−→
i s dq  =

[
i s ds  
i s qs

]
; 
−−→
ψ s,im  
r =

[
ψ

s,im  
dr 

ψ s,im  
qr

]
; 
−−−→
ψ s,vm 
r =

[
ψ

s,vm 
dr 

ψ s,vm 
qr

]
. 

The sample data model of Eq. (2) is  
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Ts—the sampling time. 
Equation (3) can be written as 
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Equation (4) can be represented by the two-layered neural network model as 
shown in Fig. 2. X1, X2, and X3 are the inputs and W1, W2, and W3 are the weights
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Fig. 2 Implementation of current model for rotor flux and stator flux estimation by two-layered 
neural networks 

of the network. Since W2 is independent of rotor time constant, only W1 and W3 are 
to be updated for the estimation of rotor resistance Rr . 

The square function of the rotor flux error between the reference model and 
adaptive model is expressed as 

E1 = 
1 

2 
ε2 1(k) = 

1 

2

{−−−→
ψ s,vm 
r − 

−−−→
ψ s,nm 
r

}2 
. (5) 

The weights W1 and W3 are updated during training as 

W1(k) = W1(k − 1) + η1ΔW1(k) (6) 

W3(k) = W3(k − 1) + η3ΔW3(k). (7) 

The weight adjustment factors ΔW1(k) and ΔW3(k) are obtained from the error 
of the rotor flux as
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i s dq  (k − 1). (9) 

η1 and η2 are the learning rates which are selected based on trial-and-error process. 
The learning rate may be maintained constant throughout the training of the neural 
network (Lascu et al. 2020). 

The constant learning rates can be replaced by adaptive learning rate to obtain 
fast converges and reduced estimated resistance error. The weights W1 and W3 can 
be updated to reduce the error as a function εi (k) = ΔWi (k)ΔWi (k − 1), where
ΔWi (k) and ΔWi (k − 1) are the weight adjustment factors during k and (k − 1) 
iteration during learning (Tuan et al. 2020). The learning rate is updated based on 
the function εi(K). The learning rate for the kth iteration during learning can be
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estimated by adopting the Sigmoid Function: 

f (εi (k)) = αi 

1 + e−s∗εi (k) 
. (10) 

s is the steepness parameter which may vary between − 1 and + 1. αi is the positive 
constant. 

The learning rates are updated for kth iteration as 

ηi (k) = ηi (k − 1) ∗ [1 + f (εi (k))]. (11) 

The learning rate for kth iteration is updated as per Eq. (11). 
The learning rate obtained as in Eq. (11) is used to update the weights W1 and 

W3. The rotor resistance Rr can be determined either considering W1 or W3 as given 
by Eq. (12) or (13) as  

Rr = 
Lr W3 

LmTs 
(12) 

Rr = 
Lr (1 − W1) 

Ts 
. (13) 

2.3 Training Neural Network with Momentum 

To avoid struck at local minima during training, pre-selected positive constant 
momentum term can be included with the weight adjustment terms. The weights 
W1 and W3 are updated during training as 

W1(k) = W1(k − 1) + η1ΔW1(k) + β1ΔW1(k − 1) (14) 

W3(k) = W3(k − 1) + η3ΔW3(k) + β2ΔW3(k − 1). (15) 

The β1 and β2 are the pre-selected positive constant whose value lies between 0 
and 1. 

3 ANN-Based Stator Resistance Estimator 

The ds and qs axes currents of the Induction motor can be represented by consid-
ering the voltage model and current model equations considered for rotor resistance 
estimation as
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Expressing Eq. (16), (17) in discrete form, 
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Equations (18) and (19) can be represented by two-layered neural networks. The 
weights W5, W6 and W7 are determined from machine parameters, speed ωr , and 
sampling interval Ts. As  W4 only depends on stator resistance, it is the adjustment 
weight during the training of the neural network. The neural network is trained by a 
standard back propagation algorithm. 

The error square function is given by 

E2 = 
1 

2 

−→
ε2 2 (k) = 

1 

2

{
is(k) − i∗ 

s (k)
}2 

. (20) 

Weight W4 is updated during training as (Karanayil et al. 2007) 

W4(k) = W4(k − 1) + η4ΔW4(k), (21) 

where η4 is the learning rate. The ΔW4(k) is the weight adjustment factor which is 
obtained as

ΔW4(k) = −  
∂ε2 

∂ W4 
=

[−−→
is(k) − 

−−→
i∗ 
s (k)

]T − 
−−−−−→
i∗ 
s (k − 1). (22) 

The learning rate η4 is selected based on the trial-and-error process. The learning 
rate can be maintained constant throughout the training of the neural network (Tuan 
et al. 2020) or the constant learning rate can be replaced by adaptive learning rate. 
The learning rate can be updated during the learning as 

ηi (k) = ηi (k − 1) ∗ [1 + f (εi (k))], (23)
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where f (εi (k)) can be determined by adapting the activation function as explained 
for the rotor resistance estimation, in Sect. 2. 

The stator resistance can be calculated by considering the adjusted weight W4 as 

Rs =
{
1 − W4 − 

Ts 
σ Ls 

L2 
m Rr 

L2 
r

}
σ Ls 

Ts 
. (24) 

With the added momentum, W4 is updated during training as 

W4(k) = W4(k − 1) + η41ΔW4(k) + β3ΔW4(k − 1). (25) 

The β3 is the pre-selected positive momentum constant, which lies between 0 and 
1. 

4 Results and Analysis 

The block diagram of the induction motor drive with online rotor and stator resis-
tance estimation is shown in Fig. 3. The entire system is simulated using MATLAB/ 
Simulink software (R2022a, USA). The induction motor parameters are obtained 
from no load and blocked rotor tests performed in the laboratory. Induction motor 
parameter details are given in Table 1.

The performance parameters of the motor are determined for the slip of 0.2466 at 
which the maximum electromagnetic torque of 68.82 N-m is obtained. The proposed 
back propagation neural network algorithm for stator and rotor resistance estimation 
is implemented using MATLAB programming with different conditions as constant 
learning rate with and without momentum, and adaptive learning rate using binary 
sigmoid function. 

The d and q axes rotor flux obtained from the voltage and current model, d and q 
axes currents of the stator reference frame induction motor model are sampled with 
sampling time Ts of 2 ms as shown in Figs. 4 and 5, respectively.

The sampled values are given as the input to the MATLAB program of the 
proposed back propagation neural network algorithm. The sampled values are 
obtained for actual stator and rotor resistance values, 25, 50, 75, and 100% increase 
in the respective resistances. The developed neural network is trained to estimate the 
resistances. Both stator and rotor resistances for all the above mentioned are esti-
mated with conventional neural network back propagation algorithm having constant 
learning rate without and with added momentum, back propagation algorithm having 
adaptive learning rate implemented through binary sigmoid function without and with 
added momentum.
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Fig. 3 Block diagram of induction motor drive for online rotor and stator resistance estimation
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Table 1 Induction motor 
parameter details Sl No. Parameters Values 

1 Rated power 3.68 kW 

2 Rated voltage 415 V 

2 Rated current 7.5 A 

3 Rated frequency 50 Hz 

4 No load speed 1498 RPM 

5 Number of poles 4 

6 Type of stator connection Delta 

7 Stator resistance 5.7 Ω

8 Rotor resistance 4.11 Ω

9 Stator reactance (Ls) 0.5634 H 

10 Rotor reactance (LrRr) 0.5634 H 

11 Magnetizing inductance (Lm) 0.5379 H

Fig. 4 d, q axes rotor flux from voltage and current model, d, q axes stator current from stator 
reference frame induction motor model

4.1 Rotor Resistance Estimation 

The percentage error and numbers of iterations for the convergence of error to 
minimum with all the cases of back propagation algorithm are presented in Table 2.

The simulation results obtained for weight adjustment factors of W1, W3 with 
iterations during the learning process for all four back propagation algorithms are 
shown in Figs. 6, 7, 8, and 9. In case of conventional algorithm, learning rate for 
the weight W1 and W3 is maintained constant at 0.015 and 40e−6, respectively,
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Fig. 5 d and q axes stator currents from stator reference frame induction motor model and from 
current model, d and q-axis stator voltage waveforms

throughout the learning process. As the learning rate is constant throughout the 
learning process, the weight adjustment factors of W1 and W3 decrease by a small 
amount during successive iteration which leads to small changes in weights W1 and 
W3 in each step during learning. The large number of learning steps is needed for 
the convergence of the error to the minimum value.

With added momentum, weight adjustments factors of W1 and W3 change at 
higher rate and are nearly double that of without momentum. Thus, both W1 and 
W3 change at higher rate. The error convergences to minimum with reduced number 
of iterations. With adaptive learning rate using sigmoid function, as the learning 
rates of W1 and W3 increase during training, from the initial values of 0.015 and 
40e−6, respectively, weight adjustment factors of W1 and W3 increase at higher rate 
corresponding to that of conventional algorithm. The error convergences to minimum 
with reduced number of iterations as compared to conventional algorithm. The added 
momentum in addition to the increasing learning rates gives weight adjustments at 
larger rate during learning, evident in the results obtained from simulations as shown 
in Fig. 9, resulting in quick estimation of resistance.
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Fig. 6 Variations of weight adjustment factors W1 and W3 with conventional back propagation 
algorithm 

Fig. 7 Variations of weight adjustment factors for W1 and W3 with iteration for conventional back 
propagation algorithm with added momentum 

Fig. 8 Variations of weight adjustment factors for W1 and W3 with iteration having adaptive 
learning rate by sigmoid function
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Fig. 9 Variations of weight adjustment factors for W1 and W3 with iteration by sigmoid function 
with added momentum

4.2 Stator Resistance Estimation 

The percentage error with number of iterations required for the convergence of error 
to minimum for all the cases of back propagation algorithms are presented in Table 3.

The simulation results obtained for variation in weight adjustment factor of W4 

with iterations during the learning process for all the four back propagation algorithms 
are shown in Figs. 10, 11, 12 and 13. The learning rate of 0.00015 and momentum of 
0.00025 are obtained by training the network. In the conventional algorithm, learning 
rate for the weight W4 is maintained constant at 0.00015. Since the learning rate is 
constant, weight adjustment factor of W4 increases in small step during the learning 
resulting in large number of iterations for the convergence of error to the minimum 
level. The added momentum with constant learning rate leads to faster convergence of 
error to the minimum level, resulting in reduced number of iterations. With adaptive 
learning rate using sigmoid functions, the number of iterations required remains same 
as that with conventional algorithm but reduces the error in estimation. The added 
momentum during learning with adaptive learning rate makes the weight adjustment 
factor to rise at faster rate leading to less number of iterations with reduced error in 
estimation of the resistance.
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Fig. 10 Variations of weight 
adjustment factor with 
iteration for conventional 
algorithm 

Fig. 11 Variations of weight 
adjustment factor with 
iteration for conventional 
algorithm with added 
momentum 

Fig. 12 Variations of weight 
adjustment factor with 
iteration for adaptive 
learning rate algorithm
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Fig. 13 Variations of weight 
adjustment factor with 
iteration for adaptive 
learning rate with added 
momentum 

5 Conclusion 

The modified back propagation algorithm for the online estimation of stator and 
rotor resistances for sensorless induction motor drives is proposed. The performance 
of the proposed back propagation algorithm for the feed-forward neural network 
with adaptive learning rate determined by sigmoid function and added momentum 
is compared with conventional algorithms by simulation. The results of the simu-
lation show that the proposed rotor and stator online resistance estimator tracks 
the resistances more closely and quickly as compared with the conventional back 
propagation neural network-based resistance estimators and with adaptive learning 
rate-based back propagation neural network without added momentum. 
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An Efficient KNN Algorithm 
for the Mental Health Performance 
Assessment Using K-means Clustering 

Ravita Chahar, Ashutosh Kumar Dubey, and Sushil Kumar Narang 

1 Introduction 

Mental health plays a pivotal part in one’s overall health (Rashid and Calhoun 2020). 
Mental health comprises of a person’s all aspects of well-being like emotional, cere-
bral, and societal. All across the world, people have mental health issues, which 
can include personality changes, mood swings, and an inability to handle stress or 
daily challenges, creating voids from friends and maintaining distance in various 
activities, and more. In 2010, mental health issues accounted for the majority of 
years lived with disabilities worldwide, with conditions like anxiety and depression 
being among the most common disorders (Garcia-Ceja et al. 2018). In order to fore-
cast any health-related anomalies, it is crucial to keep track of the mental health 
assessments of various groups. The population can be largely divided into three 
groups: high school students, college students, homemakers, and working adults. It 
is a widely held belief that stress and sadness affect all demographic groups equally 
(Srividya et al. 2018). Due to lack of public awareness, various people who endure 
mental disease are not able to get proper societal support (Mannarini and Rossi 
2019). The techniques provided by artificial intelligence and the various models of 
machine learning in medical research may be viewed as a new paradigm in recent 
years. However, only one significant group of the population is addressed by these 
methods, which tend to corroborate clinical ideas rather than generate wholly new 
knowledge (Glaz et al. 2021). People suffering from mental illness are living under 
the constant dominance of social media. As per various studies, social media posts
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available on different social sites such as Twitter and Reddit can be used to diagnose 
mental illness of the person’s mental disease (Thorstad and Wolff 2019; Hollis et al. 
2018; Low et al. 2020). Leveraging the rise of collection of data related to health by 
utilizing sensor devices (such as webcams, wearable devices, smartphones) together 
with advancements in machine learning technology is one promising way to improve 
the objectivity of psychiatric diagnoses and the accessibility of services. Numerous 
mental diseases, including psychotic, depressive, and anxiety disorders, have been 
identified in text taken from recorded audios, blogs, or social media using morpho-
logical, syntactic, semantic, and discursive aspects (Magson et al. 2021; Kilbourne 
et al. 2018; Salari et al. 2020; Rashmi and Shantala 2022). Thus, these technologies 
offer chances for improved mental health assessment (Low et al. 2020). Worldwide 
social isolation as a result of the COVID-19 virus quarantines is detrimental to mental 
health. As per World Health Organization, depression is among the most prevalent 
behavioral disorders that are connected to low demeanor, lack of interest, remorse, 
and valuelessness, as well as problems with sleep and eating, low energy, and concen-
tration difficulties. Depression is also one of the major mental illnesses (Salari et al. 
2020; Rashmi and Shantala 2022; Levis et al. 2019). 

There are several researchers which are already working in the direction of mental 
health assessment. There are several machine intelligence methods like K-nearest 
neighbor (KNN), decision tree (DT), naïve Bayes (NB), random forest (RF), support 
vector machine (SVM), logistic regression (LR), etc. were used in a variety of ways 
in terms of mental health assessment (Thakur and Prediction 2022; Dubey et al. 
2021; Dunn et al. 2018; Gedam and Paul 2021; Chahar and Dubey 2022; Ibrahim 
et al. 2021). These algorithms were used as they are efficient in terms of prediction, 
detection, extraction, and analysis. 

The major problem with the previous research work is as follows: 

1. The large-scale dataset is required for the proper analysis of the attribute impact, 
and it may be helpful in the improvement of the performance measures like 
accuracy (Thakur et al. 2022). 

2. Analytical changes and sociocultural variables are important, and they should 
be incorporated into the results as they may affect the mental health assessment 
(Samuelson et al. 2022). 

3. There is a need for cross-platform which should be the hybridization of intelligent 
approaches for the proper classification at each stage (Chahar et al. 2021). 

To investigate the applicability of the combination of KNN and k-means algorithm 
for the mental health assessment is the objective of this paper. This paper presents the 
literature review in Sect. 2, and methodology part is explored in Sect. 3. Results and 
discussion have been investigated in Sect. 4, and finally, it is concluded in Sect. 5.
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2 Related Works 

In 2019, Deepa and Marseline (2019) discussed the applications of various machine 
learning methods to identify the autism spectrum disorder. They applied NB, SVM, 
and DT trees on the dataset considered from the UCI repository. They considered 
the total of 704 instances. SVM obtained the best result among the three methods. 
In 2019, Chancellor et al. (2019) conducted an analysis that unveiled three distinct 
areas of conflict: an ethical gap in social media research, concerns related to infor-
mation, and considerations involving stakeholders. In 2019, Menzies et al. (2019) 
examined the associations between anxiety and death. They considered the popula-
tion of 200 patients. Out of 200 participants, 126 were females. The various numbers 
of scales were applied like depression anxiety stress scale-21, 42, adult attachment 
styles, the meaning in life questionnaire, agoraphobia scale, etc. The results indicate 
the same predicate. In 2019, Masino et al. (2019) used a consumer-grade wearable 
device for the heart rate assessment. They used LR and SVM. The accuracy of LR 
and SVM models was 93% and 87%, respectively. In 2019, Pereira et al. (2019) 
examined various papers from scholarly journals and conferences. Their analysis 
revealed that the majority of these works utilized signal-based data, often collected 
through sensors. In 2019, Li et al. (2019) considered twenty-eight volunteers who 
participated in an experiment. It is based on facial task. SVM and a deep forest were 
used for the classification and the feature extraction. Using the activity, the deep 
learning method’s greatest accuracy was 84.75%. In 2019, Burdisso et al. (2019) 
applied multi-NB, SVM, neural network, etc. as the various machine learning clas-
sifiers. Even though their classifier was less computationally expensive and had 
the capacity to justify its decisions, experimental data demonstrate that it was still 
able to outperform these models and traditional classifiers. In 2019, Bucci et al. 
(2019) examined the topic of digital health technology evaluation and intercession, 
focusing especially on supplement services provided for mental health treatment, as 
well as the obstacles and enablers to incorporating interventions delivered through 
digital media into service delivery. In 2019, Al Asad et al. (2019) suggested a data-
analytic methodology to identify depression in any human. They gathered the infor-
mation from posts made by individuals on the well-known social media platforms like 
Twitter and Facebook. Data scraped from SNS users was processed using machine 
learning. The accuracy, precision, and recall achieved by NB were 74%, 100%, 
and 60%. In 2019, Lovejoy (2019) discussed the successful use of artificial intel-
ligence in healthcare, which might significantly raise the standard of care among 
people. In 2020, Ransing et al. (2020) developed a framework which might direct 
the creation, application, and assessment of mental health therapies. This concep-
tual framework was created by early career psychiatrists from 16 different countries, 
which represented every region under the World Health Organization. In 2020, Raj 
and Masood (2020) considered three different datasets of children, adolescents, and 
adults suffering from autism spectrum disorder. They have the instances of 292, 704, 
and 104 with 21 attributes of each. Among all the considered datasets and applied
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machine learning algorithms, convolutional neural network achieved the higher accu-
racy of 99.53, 98.30, and 96.88%. In 2020, Priya et al. (2020) used the depression, 
anxiety, and stress scale questionnaire-21 (DASS-21). They further applied the RF 
tree, NB, SVM, KNN, and DT on these datasets. The number of participants was 348 
from the age group of 20–60 years. Among all the applied machine learning algo-
rithms, RF achieved the best F1 score. In 2020, Kumar et al. (2020) considered the 
dataset named DASS-21 and DASS42. Multilayer perceptron obtained the highest 
accuracy of 98.85, 93.10, and 96.55% in anxiety, depression, and stress illnesses. 
In 2020, D’Alfonso (2020) discussed the artificial intelligence’s role in the mental 
health. They discussed the modern streams of plentiful data which were allowed 
for the development of prediction and detection models for mental health disor-
ders using data-driven artificial intelligence techniques. In 2020, Júnior et al. (2020) 
considered the different patients for mental health assessments. Bipolar disorder was 
identified in 61 patients, schizophrenia in 55, anxiety disorders in 41, and major 
depressive disorder in 43. In 2020, Wang et al. (2020) used the electronic medical 
records, and they classified 103 participants in a sample of 275 schizophrenia patients. 
They have considered different machine learning algorithms. They found SVM with 
different combination outperforms. In 2020, Aguirre et al. (2020) explored the five 
databases having mental health problems in adolescents whose age was between 
10 years 19 years. They included ninety studies who qualified for the inclusion 
criteria. The bulk of therapies depended on psychoeducation, highlighting self-harm, 
depression, stigma, suicide, and all-around mental health awareness. In 2020, Bauer 
et al. (2020) discussed the use of apps of smartphones, which can be helpful in 
reviewing the mental health status. In 2021, Sonnweber et al. (2021) identified 370 
offenders who suffered from schizophrenia spectrum disorder and they were admitted 
at Zurich University Hospital from 1982 to 2016. They applied LR, RF, gradient 
boosting, KNN, NB, and SVM as the machine learning methods. It was found that 
gradient boosting method achieved the best accuracy of 70.21%. In 2021, William 
and Suhartono (2021) performed the systematic review of the literature. They found 
that it is possible to detect depression early by considering social media impacts. 
In 2021, Liu et al. (2021) performed a retrospective study in Western Canada for 
955 participants. Machine learning was used for performing the screening of appli-
cations. Their results confirmed the same. Their study found to have the potential 
bias of self-reporting in the depressed patients. In 2021, Shi et al. (2021) used fMRI  
and sMRI data to construct a new method known as multimodal imaging and multi-
level characterization with multiclassifier (M3). They discovered that their method 
produced 83.49 as the classification accuracy and 68.69% and 93.75% as the sensi-
tivity and specificity, respectively. When they employed the Brainnetome 246 atlas 
and without doing global signal regression (GSR), they achieved 0.8491 AUC. In 
2021, Rajabimajd et al. (2021) conducted a comprehensive review of the information 
on the consequences of the pandemic on the workplace. The work and social adjust-
ment scale scores were correlated with COVID-19 anxiety syndrome levels. In 2021, 
Chiong et al. (2021) used social site (Twitter) datasets for the experimentation. They 
used on other social websites also for the same. They developed a framework to train 
their machine learning classifiers. Among all the machine learning classifiers, RF was
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found to be best in the detection of depression. In 2021, Richter et al. (2021) outlined 
the basic key machine learning-based techniques used to diagnose depression and 
other mental diseases using behavioral data. In 2021, Lalik et al. (2021) introduced a 
novel acoustic system, which uses acoustic wave frequency measurements to assess 
the state of concrete structures. A real-time classifier was suggested as the approach 
to enable the self-acoustic system (SAS) system. In 2021, Ceccarelli et al. (2021) 
considered well-being and bipolar disorder dataset. They suggested an approach 
which combines text, audio, and video modes. The adaptive classifier achieved the 
accuracy of 91.67% and F1-score of 88.31%. In 2021, Lin et al. (2021) collected 17 
different datasets from Physionet base. They suggested a fuzzy-assisted approach for 
stress evaluation on heart rate and blood pressure monitoring. The results show the 
numerical validation of 93.55%, 89.01%, 89.50%, and 89.901% as the performance 
rate, precision, recall, and adaptation in stress management, respectively. In 2021, 
Nemesure et al. (2021) considered the sample of 4184 undergraduate samples. They 
found this approach to be prominent considering different performance measures. 
In 2022, Revathi et al. (2022) used a two-stage categorization technique to increase 
the accuracy of their cognitive impairment prediction. They have used SVM and 
RF algorithms. In 2022, Loh et al. (2022) employed a dataset comprising individ-
uals with major depressive disorder (MDD) and control participants. This dataset 
was constructed by initially applying the short-time Fourier transform (STFT) to 
the EEG data. Subsequently, a CNN algorithm utilized these spectrogram images to 
automatically distinguish between MDD patients and healthy individuals. In 2022, 
Varshney et al. (2022) discussed DT, RF, NB, ensemble models, KNN, maximum 
entropy, etc., a portion of sentimental analysis. In 2022, Amanat et al. (2022) endeav-
ored to predict depression from text. They employed the long short-term memory 
(LSTM) model and achieved an accuracy of 99%. 

The overall analysis discussed in this section indicated that the combination of 
intelligent algorithms is capable in the mental health assessment, but there is the need 
to analyze the work in the direction of attribute analysis, hybridization of approaches, 
variations in parameter, and controlled hyperparameter tuning. 

3 Methods 

In this paper, we have applied the KNN algorithm for the mental health assessment. 
For the experimentation, open-sourcing mental illness (OSMI) in tech survey 2019 
was considered from Kaggle repository. The attributes are age, gender, country, state, 
and the list of questionaries. There are a total of 352 respondents with 80 column 
categories. Data preprocessing has been performed first considering auto-encoding 
to recreate the input. This data is then inputted for the KNN classification. We have 
computed the K value in random order and compared the error rates. It is found that 
the small K value leads to an unstable decision area so sustainable K value is required 
which should be higher. Then the final K value has been selected which shows the 
less error rates. We have applied the k-means algorithm before the assignment of
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top k rows. K-means algorithm helps in the assignment of more appropriate class 
labels. It is shown below. Based on the distance measures, k-means is capable in the 
assignment of the data point in the best cluster group. It is considered as the threshold 
for the class label assignment. The k-means-based KNN (k-KNN) is shown in Fig. 1. 
The experimentation has been performed on the Intel (R) Core (TM), i5-10210U 
CPU @ 1.60 GHz, 2.11 GHz processor and 8GB RAM. Python libraries have been 
used for the implementation. 

Assumptions: {d: Data point distance; Xi, Yi: data point coordinate; n: Total 
number; N: Total pairs of data point} 

Step 1: Initialize the data for the model 

Step 2: Calculate the distance considering each data point 

Three distance measures have been considered 

Euclidean distance: d = 
/

n∑
i=1 

(Xi − Yi )

Yes 
No 

Start 

Input data 

Selection of K 

Range-threshold parameter 

Epoch and variance 

Class label 

End 

Fig. 1 Flowchart of k-KNN approach 
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Manhattan distance: d = 
n∑

i=1 
|Xi − Yi | 

Pearson Correlation: r =
∑

XY  −
∑

X
∑

Y 
N/∑

X2− (
∑

X )2 

N

/∑
Y 2− (

∑
Y )2 

N 

Step 3: Based on the distance measures arrange it 

Step 4: Threshold assignment for the nearest neighbors 

The data point cluster center is calculated with variant epochs to find the 

variance: ci =
(

1 
ni

) ni∑
j=1 

di 

Minimum variance has been considered for the final threshold assignment 

The assignment of the data point has been performed 

Step 5: Top k rows have been selected for the assignment of the final class label 

Step 6: End 

4 Results and Discussion 

The following performance measures have been considered for the experimentation 
and result analysis.

• Accuracy= TP+TN 
TP+FP+FN+TN [It shows the correct prediction numbers in the complete 

predictions]
• Sensitivity = TP 

TP+FN [It shows the total positive correct prediction numbers in the 
complete positive cases]

• Specificity = TN 
TN+FP [It shows the total negative correct prediction numbers in the 

complete negative cases]
• F1-score = 2 × precison×recall 

precison+recall . 

Where TP indicates true positive, TN indicates a true negative, FP indicates false 
positive, and FN indicates false negative. 

The cases and parameters considered for the experimentation are shown in Table 1. 

Table 1 Cases for the result evaluation 

S. No Cases Ranges 

1 Variable epochs (E) and  K E = 100 to 550; K = 3 to 7  
2 Performance measures Aggregate values 

3 Training ratio Split ratio (70:30; 75:25; 80:20; 85:15)
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Fig. 2 Results of accuracy based on epochs and K 
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Fig. 3 Results of performance measures for KNN and k-KNN

Figure 2 shows the results of accuracy based on epochs and K. It clearly shows the 
error is high if the  K value is low. Better results have been observed in the case of K 
= 5 and K = 6. The values are stable beyond K = 7. It has been observed in case of 
different epochs. Figure 3 shows the results of performance measures for KNN and 
k-KNN. It clearly shows the improvement due to the best selection of k along with the 
threshold range selection mechanism. Figure 4 shows the results of accuracy based 
on training ratios. It clearly depicted that the results variations are minor. It shows 
the average accuracy of variable epochs. The results depict the effectiveness of the 
combined approach. It shows the improvement in terms of K, variable epochs, and 
considering varying split ratios. The overall average accuracy obtained by k-KNN is 
approximately 92%, and it is 88% by KNN alone. Considering different epochs, the 
average accuracy is approximately 90% and 87% in the case of k-KNN and KNN, 
respectively. 
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Fig. 4 Results of accuracy based on training ratios 

5 Conclusion 

In this paper, a combination of KNN and k-means has been applied to the mental 
health dataset. It has been applied considering the threshold range of k-means. The 
selection is completely dependent on the threshold so that to avoid the issues of 
overfitting. Three different distance measures, namely Euclidean, Manhattan, and 
Pearson Correlation coefficients, were considered. Euclidean distance was found to 
be efficient in all these measures. The variations found in different epochs were also 
considered for the average accuracy to show the randomness if any. The results were 
found to be efficient considering different cases and parameters. The overall average 
accuracy obtained by k-KNN is approximately 92%. 
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Classification of Skin Cancer Using Deep 
Learning 

A. Nagarjun, N. Manju, V. N. Manjunath Aradhya, N. Shruthi, 
and S. Malapriya 

1 Introduction 

A tumor is formed when healthy cells begin to change and grow out of control. Both 
cancerous and noncancerous tumors are conceivable. Malignant tumors are those 
that have the potential to grow and spread to other areas of the body (Lee et al. 
2018). This number exceeds the sum of cases of lung, bone, and colon cancers. In 
actuality, a melanoma victim is lost every 57 s. Skin cancer early detection is still a 
prized possession. It’s difficult to tell if a skin lesion is benign or malignant because 
they all seem similar (Jamil et al. 2016). The sun’s harmful ultraviolet (UV) rays 
and the usage of UV tanning beds are the two most common causes of skin cancer. 
It is particularly difficult for dermatologists to distinguish between melanoma and 
non-melanoma lesions because of the low degree of difference between lesions and 
skin. The main problem of similar opinion is largely dependent on private judgment 
and is scarcely reproducible (Pai and Giridharan 2019). With the help of robotization 
using operation of deep literacy helps the case to get the early opinion report and 
grounded on the report case can consult dermatologists for treatment.
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2 Literature Review 

The methodology for classification of skin lesions with fine-tuned neural networks 
is proposed in Lee et al. (2018). For the purpose of balancing the dataset, the skin 
lesion photos are resampled. A combination of DenseNet and U net is trained for 
segmentation and then used to fine-tune the following classifiers (Jamil et al. 2016). 
The encoder element of the segmentation model’s extracted architecture is then 
trained to categorize the seven different skin disorders (Pai and Giridharan 2019; 
Badrinarayanan et al. 2017). The classification model’s average balanced accuracy 
was 0.836 in the test set and 0.840 in the validation set. An innovative strategy is put 
forth in that can pre-process the image automatically before segmenting the lesion 
(Shete et al. 2021). Hair, gel, bubbles, and specular reflection are just a few of the 
undesirable artefacts that the system filters (Vidya and Karki 2020). An innovative 
method for identifying and painting the hairs visible in cancer images is given using 
the wavelet idea (Mhaske and Phalke 2013). Utilizing an adaptive sigmoidal function 
that manages the localised intensity distribution within the pictures of a specific 
lesion, the contrast between the lesion and the skin is improved (Nahata and Singh 
2020; Wighton et al. 2011). A segmentation method to precisely separate the lesion 
from the surrounding tissue. On the European dermoscopic image database, the 
proposed method is tested. The proposed system is focusing on classifying skin 
lesions in deep learning with specific implementation of CNN approach (Saeed and 
Zeebaree 2021). The methods in this paper includes the screening of a dataset from 
MNIST: HAM10000 which consists of seven different types of skin lesions with the 
sample size of 10,015. The methods in this paper included training the model with the 
help of CNN and obtained an accuracy of 78%. In the study, a deep fully convolutional 
neural network is presented for semantic pixel-by-pixel segmentation. A pixel-wise 
classification layer, a corresponding decoder network, and an encoder network make 
up the trainable network (Li et al. 2016). Convolution layers are identical to those 
in VGG-16’s 13 convolution layers. As its name implies, the decoder network’s 
primary goal is to convert encoder feature maps into full input resolution feature 
maps. The method is focusing on classifying skin lesions in deep learning with 
specific implementation of CNN approach (Jamil et al. 2016). The methods in this 
paper includes the screening of a dataset from MNIST: HAM10000 which consists 
of seven different types of skin lesions with the sample size of 10,015. The methods 
in this paper included training the model with the help of CNN and obtained an 
accuracy of 88% and used transfer learning methods like the Resnet model (Jamil 
et al. 2016).
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3 Methodology 

Detecting skin cancer at an early stage is challenging for dermatologists, with exten-
sive use of deep learning as shown in Fig. 1 helps to classify the seven types of skin 
cancer images. Deep learning methods like Convolutional Neural Networks (CNN), 
has surpassed all others in object detection and classification tests. 

3.1 Dataset Description 

The dataset contains images of skin lesions from seven different classes. HAM10000 
and ISIC from the National Institutes of Standards and Technology (NIST) include 
10,015 dermatoscopic images of all significant diagnostic categories of pigmented 
skin lesions. 

3.2 Data Pre-processing 

The visual presentation of information and data is known as data visualization. Data 
visualization tools make it easier to spot trends and outliers in data by using visual 
elements like graphs, charts, and maps. Figure 2 shows the dataset of the skin lesions 
to the respective classes they belong to.

Input Image Pro-Processing Segmentation 

Evaluation Classification Feature Extraction 

Fig. 1 Methodology 
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Fig. 2 Data visualization 

3.3 Segmentation of Image Using Encoder and Decoder 

The technique of segmenting an image involves dividing the foreground from the 
background or grouping pixels according to how similar they are in terms of color 
or shape. 

Encoder: Convolutions and max pooling are done at the encoder. From the original 
fully connected layers, 13 convolutional layers were eliminated. The associated max 
pooling indices (locations) are stored while executing 2 × 2 max pooling. 

φ : X → F 
ψ : F → X 
φ, ψ = arg min‖X − (ψ ◦ φ)X‖2 (1) 

In the encoder function, indicated by φ, a latent space F is used to map the original 
data X. To get the data out of the bottleneck, we use the decoder function, which we 
indicate by ψ . Here, the result is the same as what you got when you put it in. After 
some generic nonlinear compression, we attempt to restore the original image which 
is given in Eq. (1). Standard neural network function is transferred via an activation 
function, which represents the latent dimension z in the encoding network is given 
in Eq. (2) 

Z = σ (Wx  + b) (2) 

It is also possible to describe the decoding network this way, but with a wide range 
of weights, biased and activation functions is given in Eq. (3). 

X | = σ |
(
W |z + b|) (3)
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The loss function may then be defined in terms of these network functions, and 
the neural network will be trained using the traditional backpropagation method with 
this loss function is given in Eq. (4). 

L
(
X, X |) = ∥∥X − X |∥∥2 = ∥∥X − σ |

(
W |(σ (Wx  + b)) + b|)∥∥2 

(4) 

Decoder: Up sampling and convolutions are done at the decoder. Each pixel has 
a softmax classifier at the end. Prior to sampling, encoder layers remember their 
highest possible maximum pooling indices. In the end, a K-class softmax classifier 
is used to predict each pixel’s class. 

4 System Implementation 

Convolutional Neural Networks (CNNs) are built in such a way that they can account 
for the input’s spatial structure. An input layer, an output layer, and several hidden 
layers make up a convolutional neural network. Convolutional, RELU (activation 
function), pooling, fully connected, and normalization layers are often seen in a 
CNN’s hidden layers. The features are extracted automatically. Figure 3 shows the 
CNN architecture of skin lesion images. 

Pre-trained models like Densenet169 is used to train the model. The model was 
trained for 30 epochs. At each iteration, the training accuracy improves but the 
validation loss is detected more often, resulting in a reduction in the training accuracy 
at each iteration of the plot and Fig. 4 shows the learning graph of training and 
validation accuracy plotted for 30 epochs.

Fig. 3 CNN architecture of skin lesion images 
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Fig. 4 Learning graph of 
training and validation 
accuracy for 30 epochs 

Fig. 5 Learning graph of 
training and validation 
accuracy for 20 epochs 

Table 1 Comparison of 
training the model with 
different split 

Architecture Split ratio Accuracy in % 

Densenet169 80:20 91.20 

70:30 87.70 

The accuracy of the model obtained is 91.20%. The training and testing ratio were 
set to different ranges like 80:20, 70:30. For 70:30 the model is trained for 20 epochs 
with a learning rate of 0.000001. The accuracy of the model obtained is 87.70%. 
Figure 5 shows the training and validation accuracy graph plot. 

The model is trained with densenet169 architecture. The accuracy obtained is 
91.20% and f1 measure of 91.70%. The training and testing ratio were conducted on 
different ranges like 80:20, 70:30 as shown in Table 1. 

5 Conclusion and Future Scope 

Skin cancer is one of the illnesses that is spreading the quickest on the earth. Skin 
cancer is mostly brought on by a person’s vulnerability to the sun’s UV radiation. 
Given the limited resources available, early identification of skin cancer is essential. 
Accurate diagnosis and identification viability are generally essential for skin cancer
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prevention strategies. Additionally, dermatologists have trouble seeing skin cancer 
in its early stages. Convolutional Neural Networks (CNNs) are one of these models 
that have excelled in object identification and classification tasks (CNN). The dataset 
is filtered from MNIST: HAM10000 and ISIC, which has a sample size of 10,015 
and includes seven different types of skin lesions. Data pre-processing method like 
segmentation using an autoencoder and decoder is used. The model was trained using 
transfer learning methods such as DenseNet169. Different ratios of 80:20, 70:30 
were used for the training and assessment. DenseNet169’s architecture produced an 
accuracy of 91.20% and 87.70 respectively. 
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