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Preface 

The traditional electricity generation system deals with the generation, transmission 
and utilization of power from large centralized generating stations through grids. 
The electricity is distributed at different voltage levels to the end customers. With 
the implications of the fossil fuel-based generation, there is increasing penetration 
of distributed energy resources (DERs) into the system. With the main share of solar 
PV and wind power, the requirement of fast energy storage systems has become 
essential with technological disruptions in the energy sector. It may pose many chal-
lenges and have created opportunities for both existing and new stakeholders in the 
emerging electricity markets. The hierarchy of electrical energy distribution systems 
has changed to give support to the prosumers and offered adoption of potential role 
to distributed ledger technologies (DLTs). This has necessitated the new digital tech-
nology and distributed generation and renewable energy sources with the influx of 
storage devices to take care of the demand flexibility in operation and management 
of local grids with the locally supported ancillary services. The new technology 
with DERS and support services has given incentives to the innovation in electricity 
market design, its operation and dispatch management, with the real-time operation 
of micro or mini power resources. The new technologies have given birth to new 
platform models and are changing the landscape of current facilities and electricity 
business. 

Thus, the power grid has become very vast and complex in nature and operation of 
the power system requires proper security, interoperability, and cost-effectiveness. 
The new technology and innovation with the integration of RES, smart devices, 
fast and secure communication for perfect coordination among devices and inte-
gration of hardware and software demand quick decisions with advanced sensing 
technologies and control techniques, capturing and analyzing data regarding power 
usage, delivery and generation in practically real-time. The information technolo-
gies with bi-directional communication and electricity flow have enabled both utili-
ties and customers to monitor, predict and manage energy usage and environmental 
sustainability. 

With increased interconnection of variable renewable sources generation, mainly 
solar photovoltaic and wind that may be on-land and offshore wind and is replacing
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vi Preface

conventional generation of power to hybrid in nature. Thus, there is a need to 
address the issues related to the impact of RES in electrical energy sector that is 
transitioning toward a decentralized and digital framework-based operating model. 
Thus, the decentralization in distributed energy services and need of energy decar-
bonization has promoted the electricity sector due to the continuous influx of DER 
and emergence of many players in the electricity market operation. These electric 
transportation networks are responsible for the generation-transmission-distribution 
power chain and may face the challenging tasks of digitizing and integrating unman-
ageable and large-scale giga-watt generation with wind and photovoltaic, as well as 
integrating distributed resources and electric vehicles and charging stations. 

Therefore, control mechanisms will have to be modernized and in addition, elec-
tricity systems in the future will have to consider other actors, such as smart transport 
systems and services, which will be important and integral part of the quick real-
time boosters of these systems. This transition is part of the 5 Ds: decentralization, 
digitalization, decarbonization, democratization, and decreasing consumption which 
are the drivers of the current electrical energy transition. This energy transition is 
affecting services related to distribution of energy and also helping the transition 
toward a competitive and demand-side driven based model that may open up many 
opportunities for service innovation for better operation and management. Another 
energy revolution is the “decentralization of energy sources,” i.e., as wind, solar and 
storage technologies have more competitive investment costs and these will become 
more affordable, and therefore, there will be greater penetration of distributed gener-
ation in the coming future and the transition to new operation of the power sector 
may have many implications and multiple challenges at different phases of operation, 
management including the technological drivers and regulatory framework. 

Data-Driven Analytics in Energy Systems 

Artificial Intelligence and Machine Learning, IoT and ICT for Smart Grids, Data 
Analytics, Energy Efficiency, Big Data, Digital Twin, Energy Management, Demand 
Response/Demand Side Management, State Estimation Tools, Forecasting in Energy 
Systems, System Modelling and Simulation, Co-Simulation and Real-Time Simu-
lation, Cloud Computation/Edge Computation, Data Acquisition and Monitoring, 
Data Management, Distributed Optimization, Modern Heuristic Optimization, 
High-Performance Computing for Grid Analysis. 
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Optimal Energy Scheduling 
and Feasibility Analysis in Microgrid 
Considering the Hospital Load Model 
with Isolated Grid 

Bharat Singh and Ashwani Kumar 

Abstract In the modern power system, the intermittent nature of renewable energy 
sources plays a vital role in meeting the load demand. In this context, the contribution 
of energy storage devices has also been significant. The optimal combination of 
hybrid renewable energy sources has become a fundamental analysis for distribution 
network operators (DNO). The main contribution of the research work is: (i) obtaining 
the optimal generation scheduling of the micro-combined heat and power (CHP), 
Solar photovoltaic (PV), wind turbine (WT) and battery energy storage (BESS); 
(ii) economic dispatch analysis of Microgrid; (iii) techno-economic analysis of heat 
units; (iv) the net present cost (NPC) has been minimized; (v) the feasibility analysis 
has been determined to combine the energy dispatch and techno-economic analysis. 
The concerned work has been implemented for obtaining the feasibility analysis of 
the realistic hospital load model of Vayusenabad, New Delhi, India, using the Hybrid 
Optimization of GAMS and Multiple Energy Resources (HOMER) software with 
MATLAB interfacing. 

Keywords Battery energy storage · HOMER · Renewable energy sources ·
Tecno-economic analysis 

1 Introduction 

At the small-scale Microgrid level, it is critical to determine the optimal energy 
storage scheduling incorporated with hybrid renewable energy sources. The critical 
load, like viz hospital load, military base camps, information, security and educa-
tional research and development sector, etc., have needed the uninterrupted power 
supply. Therefore, in this research paper, the hospital load of Delhi, NCR region of 
India, has been investigated for feasibility analysis on the techno-economic ground.
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As per the Microgrid analysis’s techno-economic analysis, much literature is 
available. The solar PV with an optimal size of battery energy has been determined 
in literature [1] to solve the techno-economic study for small load [2] analysis. 
Moreover, the remote area-wise analysis has been considered in the literature [3] as  
the Islanding mode of operation. The combined heat and power (CHP), micro-turbine 
(MT), photovoltaic (PV), fuel cell (FC), small wind turbine (WT), and battery energy 
storage system (BESS)-based hybrid renewable energy sources (HRES) were taken 
into consideration for the unit commitment problem along with the network constants 
[4]. The solar PV output has been determined based on the techno-economic analysis 
[5]. In this context, the network-based constraints have also been considered in [6] 
for the size determination of energy storage. 

Apart from the unit commitment problem, the optimal dispatch analysis with 
the feasibility analysis plays a crucial role. In this context, many issues have come 
into the picture, viz. optimal scheduling of HRES (PV/WT/MT-CHP/FC) along with 
BESS [7], optimal dispatch of BESS [8], the optimal size of BESS [9], network 
constraints [10], power loss minimization [11], voltage control with reactive power 
dispatch [12], etc. 

The demand side management consists of a demand response program (DRP) 
with the hospital industrial and domestic load with electric vehicle (EVs) load [13] 
for the impact of Covid’19. The author has considered the feasibility analysis in the 
literature [14] using HRES, Electric vehicles (EVs), and demand side management. 
In this context, the EV load with the distribution network configuration has been 
considered for loss minimization [15]. Moreover, the impact of BESS has been 
considered for the distribution system in literature considering the DRP [16]. The 
benefit maximization-based approach was introduced in the literature [17] for optimal 
energy scheduling with the EVs and BESS. The energy-saving-based analysis was 
taken into account for the Microgrid feasibility analysis [18]. The voltage-based 
analysis is also a critical issue in the Microgrid feasibility analysis for power quality 
and reactive power balance issues [19]. Therefore the volt/VAr analysis has been 
considered in the literature [20] for voltage control and power loss management. 

As per the above literature survey, most authors have considered the 
socioeconomic-based analysis, but very few considered the feasibility analysis. 
Others did not consider hybrid renewable energy management based on techno-
economic and feasibility-based analyses. Therefore, the main contribution of this 
research paper is to minimize the net present cost (NPC). In this scenario, the 
feasibility-based analysis of a realistic system load has been carried out to combine 
energy management and techno-economic analysis. 

Moreover, the realistic hospital load of the Delhi NCR region of India has been 
taken for the optimal cost–benefit-based analysis. The rest of the paper consists of as 
follows: (i) the problem formulation has been represented in Sect. 2; (ii) the Microgrid 
architecture model with hybrid energy sources has been represented in Sect. 3; (iii) 
the results have been discussed in Sect. 4; (iv) finally, in Sect. 5, the research work 
is concluded.
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2 Problem Formulation 

In this section, the mathematical formulation has been done for the analysis. The 
mathematical formulation for the various energy sources has also been taken for the 
analysis as follows. 

2.1 Objective Function Formulation 

In this paper, the single objective function has been considered to minimize the net 
present cost (NPC) as following Eq. (1). 

N PC  = CostTotal annual 

{ 
r t(1 + r t)yr − 1 

} 

r t(1 + r t)yr
(1) 

where, CostTotal annual is the total annual cost of the MG, which consists of 

r t  = 
i − f 
1 + f 

. (2) 

The rt is the rate of interest with ith period along with affiliation of parameter f . 

CostTotal annual = CostPV  + CostWT  + CostCH  P  + CostConv + CostBE  SS (3) 

where the cost values are represented for PV, WT, CHP, and BESS. 

2.2 Power Balance 

The active power generation of the system is represented in Eq. (4). 

Pk 
gen + Pdisk BESS = Pdk 

Load + Pchk BESS + Pk 
Loss (4) 

where Pdk 
Load is the load demand for the kth hour, Pdisk BESS and Pch

k 
BESS are 

discharging and charging power of BESS, whereas, Pk 
Loss is the power loss and the 

total generated power (Pk 
gen) represented as, 

Pk 
gen = Pgk PV  + Pk 

WT  + Pk 
CH  P (5) 

where the generated power is given for PV, CHP and WT at kth time duration.
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2.3 Modelling of the Energy Sources 

In this section, various energy sources have been modelled for the analysis. The solar 
PV, wind turbine (WT), CHP-MT units, and BESS cost-based model are represented. 

Solar PV model 

The mathematical model of the solar PV is represented in Eq. (6) 

Psolar 
( 
Iβ 

) = NPV  · P PV  rated 
G 

G0 
· {1 − Tc(TA − 25)} · ηinvηrl (6) 

In Eq. (6), the solar PV output is represented by the ambient temperature (TA) and 
efficiency of solar PV [12]. The PV cell temperature is modelled in Eq. (7). 

TC = TA{1 − 
ηmppt  

0.9 
} G_NOCT  

G0_NOCT  
· { 
TC_NOCT  − TA_NOCT  

} 
(7) 

where, G_NOCT  and G0_NOCT  are solar irradiation at standard test and at nominal 
operated PV cell temperature, respectively. TC_NOCT  and TA_NOCT  are the nominal 
temperature for solar and ambient, respectively, as represented in Fig. 1. 

Wind turbine 

In this paper, the quadratic wind turbine model has been taken for analysis as given 
in Eq. (8).
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Fig. 1 Annual global solar irradiation for Vayusenabad, New Delhi, India (28°30.8' N, 77°14.7' 
E) 
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Fig. 2 Annual wind speed of Delhi N.C.R., India 

Pwind  = 

⎧ 
⎪⎨ 

⎪⎩ 

Prated · 
( 
(v − vin)3

/ 
(vr − vin)3

); vcutin ≤ v ≤ vr 
Prated; vr ≤ v ≤ vout 
0; v >  vout and v <vcutin 

(8) 

The annual wind speed curve is depicted in Fig. 2. 

CHP cost model 

In this paper, the CHP and MT-based model has been carried out for analysis [13]. 
The cost equation of CHP and MT-based generation has been carried out for the 
analysis of Eq. (9). 

CostCH  P  = 

( 
PCH  P  
gen 

ηCH  P  

) 

Csufuel_CH  P (9) 

Battery Energy Storage System (BESS) 

The mathematical modelling of the energy storage system has been considered in 
this paper for analysis [14]. The BESS’s charging and discharging power have been 
determined to power the energy requirements in the Microgrid.
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Fig. 3 Hybrid model with 
load using the HOMER 

3 Islanding Mode for Microgrid Architecture 

In this mode of operation, the Microgrid has been disconnected from the upcoming 
grid. Therefore, the grid is disconnected from the main distribution substation, and 
distributed generation units maintain the supply. The thermal CHP units with boiler, 
WT, PV, and BESS with converter have been taken for analysis, as shown in Fig. 3. 

This paper has analysed the hospital load with the heat load model. Therefore, 
the CHP unit has been used to meet the electric and thermal loads simultaneously. 
In Fig. 3, the hybrid energy sources with BESS consider the hospital load having 
the thermal demand. The total daily load demand obtained is 2424.25 kWh/day and 
277.21 kW per week. The heat load demand obtained is 165.44 kWh/day, having a 
21.69 kW peak demand. 

4 Results and Discussion 

In this section, the results obtained have been discussed. Furthermore, the hybrid 
energy sources of CHP, MT, PV, and WT, along with BESS in the Islanding mode 
of operation, have been considered for the analysis as follows.
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Table 1 The cost-based analysis of various energy source combinations 

Source Parameters Configurations 

PV + CHP 
− MT + 
BESS 

PV + WT + 
CHP − MT 
+ BESS 

PV + BESS PV + WT + 
BESS 

WT + CHP 
MT + BESS 

Cost NPC ($) 1,438,786 1,543,121 1,700,645 1,737,624 1,040,000 

COE ($) 0.12105 0.130729 0.148 0.150686 9.918389 

Operating 
cost ($/yr) 

30,540.55 45,923.64 25,854.15 26,011.23 1,202,962 

Initial 
capital ($) 

1,043,972 949,442.3 1,366,415 1,401,364 88,300,000 

System Renewable 
fraction (%) 

73.87 33.66 93.32 93.32 54.52 

4.1 Techno-Economic Analysis 

In this section, the techno-economic-based analysis has been determined for the 
HREs. The total cost of the system ($1,438,786.00), and the Levelized Cost of Energy 
(0.12105 $/kWh), are obtained for the combination of PV, CHP, and BESS. 

Moreover, the renewable penetration of solar PV obtained is 72.87%, and the 
remaining is 29.23% by CHP and BESS. The total capital cost ($1,040,000), the 
operating cost ($168,289), the replacement cost ($58,481), and the salvage cost 
(−$7,088) are obtained for the optimal system configuration of PV + CHP + BESS. 
It is mentioned in Table 1 that the optimal combination of PV + CHP + BESS is 
accepted among the other five combinations of energy sources. Therefore, the PV + 
MT-CHP + BESS is the optimal solution for the Islanding mode of operation. 

4.2 Outputs of Energy Sources 

In this subsection, the output of energy sources has been discussed. 

Solar PV 

In this scenario, the PV model of Schneider Conext-CoreXC, having a power rating 
of 680kW, has been used. The output for the solar PV system has been obtained for 
the annual demand, as shown in Fig. 4.

The maximum rating of solar PV is 680 kW, 12 V, with each solar panel parallelly 
connected with four numbers of columns and ten rows. 

CHP unit 

In Fig. 5, the CHP-MT units’ yearly power output is shown.
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Fig. 4 Annual power output for the Schneider Conext-CoreXC 680 kW with Generic PV Power 
Output
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Fig. 5 CHP with MT annual power output 

The MT with CHP of rated (100 kW), mean thermal output (83 kW), minimum 
thermal output (20.4 kW), and maximum thermal output (70.7 kW) is taken for the 
analysis. The annual production of MTCHP units obtained is 72660 kWh, which is 
5.54% of the total output. 

Battery energy storage system 

The state of charge (SOC) percentage of BESS is depicted in Fig. 6. The BESS (ABB 
PS- BatME 2) is configurated as the nominal voltage is 3.68 V, nominal capacity is 
0.346 KWh, capacity is 94 Ah, efficiency is 95%, maximum charging current is 47A, 
and discharging current is 47A, is considered for the analysis.
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Fig. 6 State of Charge (SOC) for BESS ABB PS-BatME2 State of Charge 

The annual discharging and charging power output of BESS are shown in Fig. 7. 

Wind turbine power output 

In Fig. 8, the annual wind power generation is shown.
The annual power output from the small WT-based unit is represents.
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Fig. 7 Hourly charging and discharging power output profile of BESS 
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Fig. 8 Annual wind turbine Generic 10 kW Power Output

4.3 Power Output Summary 

This section shows power generation and various combinations in Table 2. The  
optimal schedule has been obtained for the combination of PV + CHP-MT + BESS, 
having the minimum NPC (Sect. 4.1). The load following (LF) dispatch strategy 
(Singh and Sharma 2022a) has been implemented in this combination. The power 
output of PV is 680 kW, MT and CHP is 50 kW, and the maximum number of BESS 
(1kWh) of 1980 is given in Table 1. The annual energy production contributed by 
PV is 1238589 kWh/year, and CHP and MT are 72,659.73 kWh. There are five 
combinations that have been analyzed for the optimal power output and minimum 
cost of the system. The solar PV, small CHP and MT units for heat load supply, 
BESS of 1 kWh of each, and converters have been taken for the analysis. The fuel 
consumption of the boiler obtained is 4939.007 L. The capital cost, the production 
cost of energy, and the operation and maintenance cost are also given in Table 2.

5 Conclusions 

In this research paper, the economic energy management analysis for the mini-
mization of NPC has been successfully implemented for the Microgrid level. The 
minimum NPC has been obtained for the best combination of CHP − MT + PV + 
BESS in the off-grid mode of operation. The annual demand for hospital load has 
been analyzed with zero unmet power. The size of various generating units has been 
achieved successfully. Moreover, the results are highlighted in Tables 1 and 2, consid-
ering the optimal combination of energy sources and minimum NPC. Therefore, this 
research article represents the feasible and optimal analysis of various energy source
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Table 2 Power output for the hybrid energy source generation 

Sources Parameters Configurations 

PV + 
CHPMT + 
BESS 

PV + WT 
+ CHPMT 
+ BESS 

PV + 
BESS 

PV + WT 
+ BESS 

WT + 
CHPMT + 
BESS 

Dispatch Dispatch 
strategy 

LF CC CC CC CC 

System Renewable 
fraction (%) 

73.87 33.66 93.32 93.32 54.52 

MT CHP Architecture 
(kW) 

50 50 50 

Hours 3049 6345 3551 

Production 
(kWh) 

72,659.73 234,835.1 144,788.7 

Fuel (mÂ3) 28,693.82 83,964.66 50,866.22 

O&M cost ($/ 
yr) 

1524.5 3172.5 1775.5 

Fuel cost ($/ 
yr) 

8608.147 25,189.4 15,259.87 

PV Schn 
680 

Architecture 
(kW) 

680.08 680.08 1000 1000 

MPPT (kW) 680.08 680.08 680.08 680.08 

Capital cost 
($) 

612,072 612,072 900,000 900,000 

Production 
(kWh/yr) 

1,238,589 1,238,589 1,700,909 1,700,909 

WT G10 Architecture 1 1 1170 

G10/Capital 
cost ($) 

35,000 35,000 4.10E + 07 

G10/ 
Production 
(kWh/yr) 

1241.89 1241.89 1,453,011 

G10/O&M 
Cost ($) 

120 120 140,400 

BESS 
ABB-ME2 

Architecture 1980 792 2178 2178 300,960 

Autonomy 
(hr) 

6.102627 2.441051 6.71289 6.71289 927.5994 

Annual 
throughput 
(kWh/yr) 

190,126.3 105,725.9 210,198.5 209,901.5 417,776.8 

Operating 
hours (hours) 

0 0 0 0 0

(continued)
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Table 2 (continued)

Sources Parameters Configurations

PV +
CHPMT +
BESS

PV + WT
+ CHPMT
+ BESS

PV +
BESS

PV + WT
+ BESS

WT +
CHPMT +
BESS

Nominal 
capacity 
(kWh) 

684.9216 273.9686 753.4138 753.4138 104,108.1 

Usable 
nominal 
capacity 
(kWh) 

616.4294 246.5718 678.0724 678.0724 93,697.27 

Converter Architecture 
(kW) 

245.6181 430.2813 424.5965 424.4248 1569.186 

Rectifier 
mean output 
(kW) 

0 7.882064 0 0 49.0762 

Inverter mean 
output (kW) 

89.85439 79.27724 96.3371 96.21582 44.15965 

Boiler Fuel 
consumption 
(L) 

4939.007 2113.598 7219.751 7219.751 4328.417

combinations for the small hospital load model (Vayusenabad, New Delhi, India 
(28°30.8' N, 77°14.7' E) in the off-grid mode. 

This research analysis has also become a vital support for the DNO to model 
energy source combinations for the hospital load to supply the electric and heat 
demand. The HOMER software has been used for the analysis, with an execution 
time of 9.87 s. The simulation model has been implemented on Windows 10, intel 
i-7 processor with 8 GB RAM processing speed of 3.7 GHz. 
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Optimal Allocation and Sizing 
of Distributed Generation in IEEE-85 
BUS System Considering Various Load 
Models Using Multi-objective 
Metaheuristic Algorithms 

Sumeet Kumar and Ashwani Kumar 

Abstract Present-day distribution systems are bidirectional due to the integration 
of renewable energy sources and distributed generation. For efficient operation of the 
distribution systems, the loss reduction and voltage management are of the essential 
operational requirements. In India, the overall transmission and distribution losses for 
the 2018–2019 financial year were 20.66% and that needs major concerns for better 
efficiency of the system. The distribution system experiences voltage deviation and 
stability issues due to the improper management of the reactive power management 
and load growth. In order to limit these losses and better voltage profile, the system 
shall be planned with better control of reactive power and reduced losses. The losses 
and voltage can be better managed with the distribution generation integration into 
the existing system with optimal location and size. In this paper, DGs (distributed 
generation) in the radial distribution network have been optimally located and sized 
to minimize the line loss and enhance the voltage profile. This study aims to develop 
a multi-objective optimization model that considers various distribution load models 
while maximizing both technical and financial advantages. The appropriate posi-
tioning and sizing of DG resources in distribution networks are significantly influ-
enced by load models and therefore, different load models have been incorporated in 
this study. The multi-objective function (MOF) contains the cost of active power loss 
reduction, voltage deviation enhancement, and the cost of installing DGs. The effects 
of four different load models are investigated using metaheuristic techniques. The 
study is carried out on an IEEE 85-bus radial distribution network as a test system. 
A comparison of results using Whale Optimization (WO), Grey Wolf Optimization 
(GWO), and Firefly Algorithm (FA) is analyzed to verify the effectiveness of the 
applied techniques.
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1 Introduction 

The complicated structure of the demand–supply, rapidly increasing power consump-
tion, and contemporary electrical gadgets make it difficult to maintain economical 
and reliable distribution systems. In the competitive power market, the sustainability 
of the distributed generation (DG) resources is playing key role for the better oper-
ation and management. The main objective of a modern power distribution system 
is to provide quality and uninterrupted power supply to each consumer. Therefore, 
an effective distribution control system should increase system efficiency overall 
through loss reduction and management of power quality. A passive distribution 
method was used in the past, however present distribution n system is having bidirec-
tional power flows due to the integration of renewable energy sources and distributed 
generation meeting the increasing load demand of various types. However, there are 
numerous challenges in the competitive regime of distribution systems in terms 
of the losses, voltage and reactive power requirements and compensation; DGs 
cost, distributed energy resources and their location, and energy storage facilities, 
which require fundamental change in the operation and management of the network. 
Distributed energy resources location and sizing, dispatching of the units, prac-
tical load consideration, load growth are key issues that require attention for the 
distribution system planner. 

There are a number of cost-effective solutions available to enhance the oper-
ation and performance of distribution networks. These methods include strength-
ening feeders, rearranging networks, installing dispersed generation, placing reac-
tive power sources, and integration of distributed generation with renewable sources. 
The planning and operation of distribution system require its efficient operation and 
management with reduced losses and higher efficiency. With the introduction of the 
competitive power system structure, it has added the new sources of power gener-
ation along with conventional sources in the system for sustainable green energy. 
The distribution network thus has grown with bidirectional power flow acting as 
active distribution system. The additional components, increasing load growth, the 
customers, and electricity providers are affected by distributed generation in terms 
of voltage profile, power flow, continuity, stability, power supply quality, and short 
circuit level [1]. To overcome these effects there is a need to address the issues of 
operation and management with distributed generation having proper location and 
sizes. Various optimization techniques are being used for optimal placement and 
sizing of the distributed generation. In certain ways, the distribution network oper-
ator has almost no effect on the placement and sizing of DG because the choice to 
locate it depends on stockholders, the availability of the fuel source, land rights of 
way, and climatic circumstances [2]. However, these DGs require the proper inte-
gration in the network which has impact on the loss’s reduction and voltage profile
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improvement with optimal sizes. The load pattern and its nature are essential for 
better management as they have impact on the losses and voltage profile. 

Small sources with modular power technologies, ranging from 1 kW to 50 MW, 
are known as distributed generation. They produce electricity closer to the points of 
consumption. Conventional and non-conventional both types of distributed genera-
tion are available. Solar power, wind power, small hydro, natural gas generators, 
biogas, biomass, and geothermal power are the non-conventional types, and in 
conventional types of fuel cells, diesel generators, sterling engines, gas turbines, 
and internal combustion reciprocating engines are there [3]. 

Various techniques and approaches have been proposed by different authors to 
address the issues of optimal sizing and placement of distributed generation consid-
ering different load models and different types of DGs. The number, size, and posi-
tion of multi-distributed generation (multi-DG) units in distribution networks with 
different load models have been chosen by authors in [4] using a multi-objective 
index-based Particle Swarm Optimization technique. In [5] voltage-dependent load 
model of the distribution system has been taken into consideration for the appropriate 
location and size of distributed generators. A cuckoo search algorithm-based multi-
objective index-based technique was implemented in [6] to optimize the DG’s size 
and site under various load scenarios. A soft computing technique has been proposed 
in [7] for the Optimal sizing and sitting of DG with considering different distribution 
load models. In [8] Various load models’ effects on distributed generation planning 
are proposed by considering single and multiple DG units. The optimal positioning 
and size of DG units considering different load models have been addressed in [9] 
using a unique multi-objective quasi-oppositional grey wolf optimizer approach. The 
impacts of load models and load demand in the distribution system when distributed 
generators are present have been taken into consideration in [10]. Performance of 
Voltage Step Constraints and Load Models in the Optimal Location and Size of 
Distributed Generation, using Incremental Power Flow and the Exhaustive Search 
Approach, [11]. 

All loads that are taken into account are of constant P, Q loads during the conven-
tional power flow analysis. This presumption is unworkable in the actual operation 
of a dynamic, complicated power system. Such load modeling may produce contra-
dictory findings and erroneous conclusions, which might result in inaccurate assess-
ments of power loss, cost, deferral values, and other system indices [12]. Loads 
are often modeled as voltage or frequency dependent in actual power system static 
or dynamic studies. Loads come in a variety of forms and classifications. Voltage-
dependent loads are classified based on the ZIP model as polynomial load model and 
exponential load model. In the previous proposed works in literature, load models are 
formulated based on their types and categories as constant, residential, commercial, 
and industrial loads. 

In this paper, the exponential load model (ZIP model) is considered and problem is 
formulated for the optimal allocation and sizing of DG units. Different nature-based 
optimization techniques have been utilized to find the optimal DG placement and 
sizing considering multi-objectives in the objective function. The multi-objective
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function contains minimization of cost of line losses, real power generated by DG, 
and voltage deviation. The main contribution of the papers is: 

• Improving the technical, economic, and environmental benefits by integrating 
different types of DGs into the distribution network. 

• Three different nature-based evolutionary algorithms have been implemented and 
their result has been compared to get the best optimization among them. 

• The lowering of DG unit generation costs, improvement of bus voltage variation, 
and reduction of power loss. 

• To research various load models used in a real-world distribution system operation 
situation. 

• The IEEE 85-BUS test radial distribution system was used to compare the 
solutions of various load models and types of DGs. 

This paper is organized as follows: Sect. 2 introduces the formulation of distribu-
tion system load models. The multi-objective function formulation is done in Sect. 3. 
In a discussion in Sect. 4, the simulation findings for the test system are provided. 
Finally, the conclusions and references of the suggested work are provided. 

2 Formulation of Distribution System Load Model 

2.1 Exponential Load Model 

The power-voltage relationship at the load bus is represented by exponential equa-
tions in the exponential model. These equations are essentially described in the ZIP 
model, except they contain fewer coefficients. To explain the algebraic connection 
between active & reactive power with applied voltage V, the exponential load model 
comprises two coefficients (exponents) termed n p and nq . 

P = P0 
( 

υ 
υ0 

)n p 

(1) 

Q = Q0 

( 
υ 
υ0 

)nq 

(2) 

where P and Q are the real and reactive power of the actual load, V is the applied 
voltage of the load bus, V0 is nominal voltage, P0, Q0 are the nominal active and 
nominal reactive power of the load, and n p, nq are exponential model coefficients.
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The load behavior is expressed by the exponential models using the exponent’s 
n p and nq as follows: 

• Constant Impedance load (CI) when n p=nq=2 
• Constant Current load (CC) when n p=nq=1 
• Constant Power load (CP) when n p=nq=0 

2.2 Polynomial Load Model (ZIP) 

In practical distribution systems, the actual load is the combination of different nature 
of loads like constant power, constant current, and constant impedance. Such types of 
loads can be represented by the ZIP model, also known as the polynomial load model. 
In order to calculate the actual power (active power), the ZIP model adds Constant 
Impedance (CI), Constant Current (CC), and Constant Power (CP) to create a polyno-
mial equation that describes the connection between the load power’s characteristics 
and the applied voltage. Equations (3)–(4) mentioned here reflect the ZIP model 
algebraically: 

P = P0 

[ 

ap 

( 
V 

V0 

)2 

+ bp 
( 
V 

V0 

) 
+ cp 

] 

(3) 

Q = Q0 

[ 

aq 

( 
V 

V0 

)2 

+ bq 
( 
V 

V0 

) 
+ cq 

] 

(4) 

where P denotes the load’s real active power demand, Q denotes its actual reactive 
power demand, V denotes the load’s actual voltage at the load bus, V0 denotes the 
load’s nominal voltage, P0 denotes the load’s nominal active power, and Q0 denotes 
the load’s nominal reactive power. The ZIP load model parameters for active power 
are ap, bp, and cp, and aq, bq, and cq are the ZIP load model coefficients for reactive 
power; where the values of ap = 0.1, bp = 0.1, cp = 0.8, aq = 0.1, bq = 0.1, and cq 
= 0.8. 

3 Mathematical Formulation 

Finding the optimal location and size of DG units considering the impact of different 
distribution load models to reduce the overall cost of the system while taking equality 
and inequality limitations into consideration is the main goal of the multi-objective 
problem formulated here.
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3.1 Energy Loss Costs (CL) 

The annual cost of power loss is given below: 

CL = (TPRL) ∗ (Kp + Ke ∗ Lsf ∗ 8760)$ (5)  

The loss factor is presented below as a function of the load factor (Lf). 

Lsf = k ∗ Lf + (1 − k) ∗ Lf2 (6) 

where CL = annual cost of energy losses, TPRL = total real power loss of the system, 
LSF = loss factor, k = 0.2, Lf = 0.47, Kp = 57.6923 $/kW, and Ke = 0.00961538 
$/kWh. 

3.2 Cost of the DG for Reactive and Actual Power 

C(PDG) = α ∗ P2 
DG + b ∗ PDG + c$/MWh (7) 

The following cost coefficients are used: α = 0, b = 20, c = 0.25 
Based on the most complex power that DG can deliver, the cost of reactive power 

is determined as follows: 

C(QDG) = 
[
C

(
SDg 

) − C
( √

S2 DgMAX − Q2 
Dg 

)] 
∗ k (8)  

SDgMAX = 
PDgMAX 

cos∅ 
(9) 

To conduct the analysis, the power factor has been taken as 0.9 lagging and unity 
with PDgMAX = 1.1* PDG. k is between 0.05 and 0.1, 0.1 is used in this study. 

3.3 Reflection of Voltage Deviation on Cost 

The distribution system voltage may change as a result of the penetration of DG units. 
The voltage violation should thus be kept to a minimum. The voltage deviation is 
described as follows. 

VD = 
∑Nl 

i=1
|Vi − VM | (10) 

The following is the formulation of how the voltage variation impacts the cost:
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CV D  = VDWVD (11) 

where VD is the voltage deviation at load buses, VM = 1.0 p.u is the maximum 
allowable voltage, CV D  is the cost due to voltage deviation, WVD  is the economic 
operator of voltage deviation. 

3.4 Multi-objective Function 

minF = α1CL  + α2C(PDG) + α3CV D (12) 

where F is the multi-objective function, CL is the annual cost of line loss, C(PDG) 
is the total annual DG generation cost, CV D  is the annual voltage deviation cost, α1, 
α2, and α3 are the weight factor of the objective function and the values are 0.786, 
0.0265, and 0.1875 respectively. 

The constraints are: 
Voltage limits: 

0.95 ≤ Vi ≤ 1.06 (13) 

Power balance limitation: 
without considering DG units: 

PGrid = 
∑Nl 

j=1 
Pd ( j ) + Ploss (14) 

QGrid = 
∑Nl 

j=1 
Qd ( j ) + Qloss (15) 

with considering DG units 

PGrid +
∑NDG 

i=1 
PDGi = 

∑Nl 

j=1 
Pd ( j ) + Ploss (16) 

QGrid +
∑NDG 

i=1 
QDGi = 

∑Nl 

j=1 
Qd ( j) + Qloss (17) 

Upper and lower limits of DG 

60 KW ≤ P DG ≤ 3500 KW (18)
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4 Simulation Results and Discussion 

Figure 1 depicts the IEEE-85 Bus standard 12.66 kV radial distribution system, 
which contains 85 buses and 84 branches. The one-line diagram of the IEEE test 
system is shown in Fig. 1. The analysis is carried out for a multi-objective function 
using metaheuristic technique and the results are obtained and compared with three 
algorithms. The total load on the system is 2.3788 MVAR and 2.661 MW, respectively 
are the total load on this test system bus and line data were extracted from [13]. This 
simulation takes into account the backward-forward sweep approach to carry out the 
distribution system load flow analyses. The DG’s size and location are obtained for 
a test system at the given load scenario. The maximum iteration size taken is 100 
and the population size is taken as 50. The simulation study of the test system has 
been carried out using MATLAB 2021a software and an Intel Core I3 10th Gen CPU 
with 8.0 GB of RAM. Three different optimization techniques, whale optimization 
from [14], grey wolf optimization from [15], and firefly algorithm from [16], are 
implemented for the analysis of optimal DG allocation and the results are compared 
to validate the above multi-objective problem formulation. 

The losses, DG size, minimum voltage, maximum voltage bus, cost of emery loss 
are obtained for different types of loads at unity power factor is given in Table 1. 
Comparing the results with different techniques, the firefly algorithm has performed 
well in three cases and losses obtained are minimal. The voltage profile curve with 
different load models and different techniques at unity power factor is shown in 
Fig. 2. The blue line in the graph represents the base case without DG placement and 
the other three colors represent results with the three DG placement.

Fig. 1 One-line diagram of IEEE-85 BUS radial distribution system 
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Table 1 Comparison of different parameters with different algorithms at unity power factor 

Constant Power (CP) 

Parameters Base Whale Gwo Firefly 

Active power loss 212.8156 142.1956 145.7648 116.6554 

Reactive power loss 133.6105 81.2419 82.5248 70.1582 

Number of DG Nil 3 3 3 

Optimal DG location Nil 68/34/53 47/9/40 60/63/36 

Optimal DG size P KW Nil 794/1087/633 791/344/980 796/626/878 

Optimal DG size Q Kvar Nil 0/0/0 0/0/0 0/0/0 

Minimum voltage 0.90752 0.97209 0.95566 0.96967 

Minimum voltage bus number 54 84 76 84 

Maximum voltage 0.9969 1.006 1.0026 0.99854 

Maximum voltage bus number 2 53 47 2 

Cost of line/Energy losses in $ 17,130.642 11,446.0725 11,733.3756 9390.2087 

Cost of Pdg ($/MWH) Nil 50.53 42.55 46.25 

Cost of Q ($/MVARH) Nil 4.3181 3.6364 3.9524 

Execution time 0.093163 165.2648 163.3334 163.6892 

Constant Current (CC) 

Parameters Base Whale Gwo Firefly 

Active power loss 179.9943 120.8651 100.3181 110.6617 

Reactive power loss 113.1624 69.4993 61.8868 65.1737 

Number of DG Nil 3 3 3 

Optimal DG location Nil 49/65/40 2/72/48 85/69/56 

Optimal DG size P KW Nil 1073/749/542 60/748/713 540/876/878 

Optimal DG size Q Kvar Nil 0/0/0 0/0/0 0/0/0 

Minimum voltage 0.91536 0.97449 0.96078 0.97833 

Minimum voltage bus number 54 84 84 43 

Maximum voltage 0.99711 1.004 0.9982 0.99871 

Maximum voltage bus number 2 49 2 2 

Cost of line/Energy losses in $ 14,488.688 9729.0668 8075.1324 8907.7369 

Cost of Pdg ($/MWH) Nil 47.53 30.67 46.13 

Cost of Q ($/MVARH) Nil 4.0618 2.6213 3.9422 

Execution time 0.060565 167.5929 163.1372 164.3701 

Constant Impedance (CI) 

Active power loss 156.8548 113.2255 117.9073 107.1056 

Reactive power loss 98.7214 63.9807 66.2219 61.468 

Number of DG Nil 3 3 3 

Optimal DG location Nil 84/69/48 41/31/40 31/41/76 

Optimal DG size P KW Nil 213/635/1401 997/432/268 583/755/827

(continued)
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Table 1 (continued)

Constant Power (CP)

Optimal DG size Q Kvar Nil 0/0/0 0/0/0 0/0/0 

Minimum voltage 0.9213 0.97956 0.95872 0.9752 

Minimum voltage bus number 54 15 76 84 

Maximum voltage 0.99728 1.0063 0.99854 0.99877 

Maximum voltage bus number 2 48 41 2 

Cost of line/Energy losses in $ 12,626.0652 9114.113 9490.9752 8621.4891 

Cost of Pdg ($/MWH) Nil 45.23 34.19 43.55 

Cost of Q ($/MVARH) Nil 3.8653 2.9221 3.7218 

Execution time 0.066352 168.8701 163.5817 163.9136 

ZIP load 

Active power loss 204.2579 132.1819 128.2455 112.2748 

Reactive power loss 128.279 76.1429 79.4284 67.3835 

Number of DG Nil 3 3 3 

Optimal DG location Nil 48/60/68 32/50/27 30/35/68 

Optimal DG size P KW Nil 1399/267/802 321/590/165 627/695/898 

Optimal DG size Q Kvar Nil 0/0/0 0/0/0 0/0/0 

Minimum voltage 0.9095 0.97311 0.94091 0.96951 

Minimum voltage bus number 54 84 76 84 

Maximum voltage 0.99695 1.0004 0.99776 0.99855 

Maximum voltage bus number 2 48 2 2 

Cost of line/energy losses in $ 16,441.7856 10,640.0121 10,323.1502 9037.5894 

Cost of Pdg ($/MWH) Nil 49.61 21.77 44.65 

Cost of Q($/MVARH) Nil 4.2395 1.8605 3.8158 

Execution time 0.071562 166.0708 163.2554 163.4411

The optimal DG placement and sizing problem may have a solution with higher 
sizes of DG units, for power loss reduction, but the cost of DG allocation would 
rise. Therefore, in order to conduct a realistic feasibility analysis of DG installation 
at a site, it is required to examine various aspects of cost, power loss, and voltage 
enhancement at the same time taking a multi-objective case. Maximum three DGs 
are taken into consideration in this study to obtain the best location and size for DGs. 
It is observed from Table 1, that grey wolf optimization algorithm gives the lowest 
DG power generation cost.
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Fig. 2 Voltage profiles for various load models in an 85-BUS system with three DG operating at 
unity power factor a Constant Power (CP) b Constant Current (CC) c Constant Impedance (CI) 
d ZIP load

In Table 2, the results are obtained with three DG at 0.9 lagging power factor 
case and are tabulated. The lowest annual line loss cost is obtained with firefly 
algorithm and the lowest DG generation cost is obtained with Grey Wolf Optimization 
algorithm. The improved voltage profile curve with 0.9 lagging power factor for 
different distribution load models taking different heuristic techniques is presented 
in Fig. 3. The voltage profile is better with DGs for all the cases of loads.
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Fig. 2 (continued)

5 Conclusions 

This paper presented three different metaheuristic optimization algorithms for 
optimal DG allocation and sizing considering the effect of different distribution 
load models. Exponential and polynomial load model of distribution system has 
been considered in this study. The results of various approaches presented in the 
paper have been compared for different types of load models. The formulation of a 
MOF with several different objectives, DG annual generation cost, annual cost of 
power loss, and voltage deviation cost are determined. Investigations of the results 
with different load models and their effect on voltage profile are presented. The 
results have been compared with different algorithms at varying power factor. Whale 
Optimization, Grey Wolf Optimization, and Firefly Algorithms are compared to loss 
reduction and DG cost. IEEE-85 BUS radial distribution system has been taken as 
a case study to validate the above scenarios. Future research can take into account 
the shifting demand profile taking demand response program and its impact on the 
operation and management considering the EVs load and storage devices.
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Table 2 Comparison of different parameters with different algorithms at 0.9 lag power factor 

Constant Power (CP) 

Parameters Base Whale Gwo Firefly 

Active power loss 212.8156 66.3423 79.6937 65.3305 

Reactive power loss 133.6105 32.9205 44.7748 33.1067 

Number of DG Nil 3 3 3 

Optimal DG location Nil 43/68/52 11/12/35 54/72/56 

Optimal DG size P KW Nil 621/809/1082 60/60/1388 887/873/481 

Optimal DG size Q Kvar Nil 300/391/524 29/29/672 429/422/232 

Minimum voltage 0.90752 0.9871 0.95542 0.9815 

Minimum voltage bus number 54 84 76 84 

Maximum voltage 0.9969 1.035 0.99854 1.0304 

Maximum voltage bus number 2 52 35 54 

Cost of line/Energy losses in $ 17,130.642 5340.2395 6414.9643 5258.7928 

Cost of Pdg ($/MWH) Nil 50.49 30.41 45.07 

Cost of Q ($/MVARH) Nil 4.9038 2.9528 4.3772 

Execution time 0.14696 167.3439 165.2409 163.4633 

Constant Current (CC) 

Parameters Base Whale Gwo Firefly 

Active power loss 179.9943 64.4497 51.52 44.8128 

Reactive power loss 113.1624 31.0324 29.2536 23.3105 

Number of DG Nil 3 3 3 

Optimal DG location Nil 69/85/56 33/24/11 51/33/58 

Optimal DG size P KW Nil 749/189/1414 1196/60/367 725/715/882 

Optimal DG size Q Kvar Nil 362/91/684 579/29/177 351/346/427 

Minimum voltage 0.91536 0.99091 0.96321 0.98657 

Minimum voltage bus number 54 84 76 76 

Maximum voltage 0.99711 1.0344 0.99869 1.0224 

Maximum voltage bus number 2 56 2 51 

Cost of line/Energy losses in $ 14,488.688 5187.8935 4147.114 3607.2193 

Cost of Pdg ($/MWH) Nil 47.29 32.71 46.69 

Cost of Q ($/MVARH) Nil 4.5929 3.1763 4.5346 

Execution time 0.083512 166.4707 165.3276 168.0667 

Constant Impedance (CI) 

Parameters 156.8548 53.3583 54.7656 36.5692 

Active power loss 98.7214 26.3495 28.2068 19.3764 

Reactive power loss Nil 3 3 3 

Number of DG Nil 34/79/55 30/52/11 63/61/48 

Optimal DG location Nil 1412/608/229 1653/90/60 869/481/864 

Optimal DG size P KW Nil 683/294/110 800/43/29 420/232/418

(continued)
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Table 2 (continued)

Constant Power (CP)

Optimal DG size Q Kvar 0.9213 0.98948 0.97141 0.98975 

Minimum voltage 54 84 76 84 

Minimum voltage bus number 0.99728 1.0278 1.0075 1.0083 

Maximum voltage 2 55 30 48 

Maximum voltage bus number 12,626.0652 4295.0924 4408.3728 2943.6476 

Cost of line/Energy losses in $ Nil 45.23 36.31 44.53 

Cost of Pdg ($/MWH) Nil 4.3928 3.5261 4.3248 

Cost of Q ($/MVARH) 0.12053 169.7483 167.7229 167.5108 

Execution time 0.12053 169.7483 167.7229 167.5108 

ZIP load 

Parameters 204.2579 49.2881 109.1829 62.8579 

Active power loss 128.279 25.0413 52.928 31.4008 

Reactive power loss Nil 3 3 3 

Number of DG Nil 36/84/79 49/4/21 54/77/50 

Optimal DG location Nil 1357/375/736 1885/60/80 607/914/821 

Optimal DG size P KW Nil 657/181/356 912/29/38 293/ 442/397 

Optimal DG size Q Kvar 0.9095 0.99233 0.96494 0.98505 

Minimum voltage 54 22 76 84 

Minimum voltage bus number 0.99695 1.021 1.0342 1.032 

Maximum voltage 2 36 49 54 

Maximum voltage bus number 16,441.7856 3967.4539 8788.7008 5059.7585 

Cost of line/Energy losses in $ Nil 49.61 40.75 47.09 

Cost of Pdg ($/MWH) Nil 4.8183 3.9575 4.5735 

Cost of Q ($/MVARH) 0.10908 168.2883 168.3482 167.3802 

Execution time 0.10908 168.2883 168.3482 167.3802
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Fig. 3 Voltage profiles of 85-BUS system with three DG at 0.9 lagging power factor for different 
types of load models a Constant Power (CP) b Constant Current (CC) c Constant Impedance (CI) 
d ZIP load
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Fig. 3 (continued)
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A Sustainable Privacy-Preserving 
Aggregation Authentication Protocol 
for Smart Grid 

Dharminder Chaudhary , Tanmay Soni, Soumyendra Singh, 
M. S. P. Durgarao, and Surisetty Mahesh Chandra Gupta 

Abstract Smart grid (SG) is an advanced framework for controlling computers, 
automation, new technologies, and smart equipment that is more efficient and depend-
able. Smart grid possesses advanced self-healing capabilities and enables electricity 
customers to become active participants. Both security and privacy are two very 
important attributes of SG communication. The proposed model is efficient for 
communication between smart grids which uses a privacy-preserving aggregation 
mechanism. The model structure uses super increasing sequences to organize data 
and then encrypts it using the homomorphic Paillier approach. Data aggregation is 
done directly on cipher at local gateways without following any decryption for data 
transfers from users to smart grid operation center. The aggregate outcome of the 
source data may be accessed at the operation center that saves time. Finally, our find-
ings demonstrate that the proposed method supports batch verification that makes 
it cost-effective in terms of computing and communication as compared to existing 
architectures. The proposed design is fast symmetric encryption, and it is suitable for 
massive user groups, and it can be adopted to support the flexible and rapid growth 
of residential scales in smart grids. 

Keywords Security · Privacy · Smart grid · Privacy-preserving aggregation ·
Paillier’s technique 

1 Introduction 

Sustainable development and green energy are now becoming very mainstream 
around the world and by combining the power grid and communication technolo-
gies, it is possible to achieve more precise dispatch and management. The smart grid 
is an electrical grid that provides information about consumer behavior in a highly 
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secure, reliable, and efficient manner. Since we can not stock electricity easily, it is 
very important to match the transmission capacity with the power supply in power 
grid. The smart grid, designed to replace conventional electric power infrastructure, 
can improve the grid’s efficiency, safety, and dependability through bidirectional 
power and communication flows. It is attracting the attention of industrialists and 
researchers due to the diverse involvements of smart grid. It appears that the tradi-
tional grid scheme will not meet the requirements and demands of the 21st century. 

For the smart grid, Wu et al. [ 1] developed a key management scheme. But the 
computation cost of [ 1] was very high with this it was not secure against reply and 
man-in-the-middle attack (MITM). Additionally, it didn’t offer security and perfect 
forward secrecy. Xia et al. [ 2] reviewed [  1] and showed that [ 1] was not protected 
from MITM attack. Xia et al. [ 2] then proposed a secure key distribution using a 
trusted third party. However, it does not give smart meters anonymity and does not 
provide absolute forward opacity. Then Park et al. [ 3] pointed out that Xia et al. 
[ 2] is vulnerable to impersonation attack. In addition, Park et al. pointed out, on the 
basis of this weakness, that the claim of Xia et al. for tolerance against the unknown 
key share attack is wrong. Tsai et al. [ 4] proposed a new anonymous key distribu-
tion strategy for smart grid scenarios using an identity-based encryption technique 
and an identity-based signing mechanism. But it was not safeguarded from MITM 
attack. Odelu et al. [ 5] promised exceptional privacy and presented a new scheme 
for mutual authentication distribution in smart grids. However, the major drawbacks 
of Odelu et al’s scheme are hefty computation and communication costs. Accord-
ing to Braeken et al. [ 13], Chen et al.’s [ 12] scheme fails to deliver security from 
DoS attack even it uses an anonymous authentication and key exchange technique. 
Braeken et al. [ 13] presented a protocol for smart grid communication. Unfortu-
nately, there is no data confidentiality, anonymity, and in registration phase, there is 
no secure channel. Abbasinezhad-Mood et al. [ 14], in 2018, proposed a smart grid 
authentication scheme but it failed to provide data confidentiality, anonymity, and 
unsecured against impersonation attack, insider attack, and guessing identity attack. 
Based on hybrid cryptography, Kumar et al. [ 6] advanced an approach to secure data 
transfer between a remote smart meter and an energy distribution system. However, 
it could not offer safeguard from forgery attack. In [ 7], Garg et al. offered a sim-
ple yet reliable authentication method for use in a smart grid context. Integrating 
the elliptic curve with the Menezes–Qu–Vanstone key exchange algorithm and hash 
functions to achieve authentication security and anonymity. However, it was vulner-
able to a forgery attack. In 2022, Palacios et al. [ 15] proposed a privacy-preserving 
aggregate protocol to measure residential loads. Zhai et al. [22] proposed two privacy-
preserving outsourcing algorithms for multidimensional data aggregation. Ming et 
al. [ 23] proposed a privacy-preserving data aggregation model which can withstand 
failures for smart meters. Singh et al. [ 24] proposed a secure privacy-preserving data 
aggregation and classification (SP-DAC) model. Wu et al. [ 25] proposed a robust 
model which supports strong privacy preservation. In the same year, Li et al. [ 16] 
used fog computing to design an advanced privacy-preserving aggregate signcryp-
tion for Smart Grid. Zhang et al. [ 17] used fine-grained access to design a distributed 
privacy-preserving aggregation framework for smart grid. All of these protocols
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can’t work on encrypted data. Moreover, we need an efficient privacy-preserving 
aggregation framework for smart grid. 

2 System Model, Security Specification, and Design 
Objectives 

There is a discussion of outline of the system model (see Fig. 1), security require-
ments, and design goals in this section. 

2.1 System Model 

In the proposed scheme we will be discussing how to communicate user’s electricity 
consumption data with the control center (CC), in smart grid communications while 
maintaining privacy. Here, there is a traditional residential area (RA), that includes 
a smart grid control center, central gateway (CG) linked to a significant number of 
residential users.υ = {U1,U2, . . .Un}. The CG is a versatile workshop that is mostly 
used for relaying and aggregation. The relaying component assists residential users in 
transmitting traffic to the control center (CC), while the aggregation component is in 
charge of compressing residential user’s energy consumption data, i.e., a trustworthy 
control authority (CA) situated at the control center, as well as assisting the CA in 
relaying replies back to the (residential user) .Ui present in the residential area RA. 

Fig. 1 Illustration of communication architecture of the proposed design
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Then the CG will execute certain verification operations during the aggregation and 
relaying phase to ensure the data’s validity and integrity. Each consumer . Ui ∈ υ
is outfitted with a number of smart meters that form a home area network (HAN) 
and have capabilities to track real-time information electronically, related to the 
electricity uses. Through the relay of the CG, this near-instantaneous information will 
be transmitted to the CA after a certain set period of time. After collecting information 
from household consumers, the CA may gain real-time situational information. That 
helps CA to make energy usage more competitive and shift certain demands to off-
peak hours by implementing dynamic pricing. 

2.2 Communication Model 

In RA, every user .Ui ∈ υ communicates with the nearby CG using comparatively 
inexpensive Wireless networks. In other words, each .Ui ∈ υ can connect with the 
CG overtly or covertly within the CG’s Wireless coverage. However, the distance 
between the residential area and the control server is large so the contact between the 
CG and the CA is done using wired links or other low-delay, high-bandwidth links. 
However, despite the fact that smart grid connectivity has a low latency and high 
bandwidth, the communication reliability of the CG-to-CA communication remains 
a challenge because hundreds of thousands of household users spread around various 
residential neighborhoods in a region can record their energy consumption data all 
at the same time. 

2.3 Security Specification 

Safe smart grid communications require a high level of protection. In the proposed 
model, we consider the CA and the CG to be trustworthy, as well as the residential 
users .υ = {U1,U2, . . .Un}. However, there is an opponent .Ad in the RA who is 
listening in on the reports of the residential consumers. More importantly, opponent 
.Ad could break into the CG’s database along with the smart grid activity center’s 
database so that individual user reports can be intercepted. Furthermore, .Ad may 
mount any successful attacks to intimidate data integrity. As a result, the below-stated 
security criteria must be followed in safe smart grid communications to prohibit . Ad

from knowing the user’s reports and to identify .Ad ’s malicious acts. 

• Confidentiality: Confidentiality is about to protect user’s report from the oppo-
nent .Ad , i.e., if .Ad intercept the RA’s Wireless connection, he/she can’t figure out 
what’s in the reports; and even if.Ad extracts the information from the CG databases 
and/or the control center, it is also unable to classify each person electricity usage 
information. Furthermore, the CA’s responses should fill the requirement of con-
fidentiality that means only legitimate user can read the data in RA.
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• Data Integrity and Authentication: It refers to verifying an encrypted report 
which is submitted by a legitimate residential person and is not changed throughout 
the delivery, i.e., if opponent.Ad modifies and/or forges a report, certain deceptive 
operations can be identified. Only accurate reports will be received by the CA, 
which will be useful for tracking energy use. Besides this, the CA’s replies should be 
authenticated such that residential consumers can access accurate and trustworthy 
details. 

2.4 Design Objectives 

The proposed design aims to provide an effective and privacy-preserving aggregation 
protocol to establish a safe communication in the smart grid, based on the above 
concept and security specifications. The following two goals, in particular, should 
be met. 

• Guarantee assured by the proposed model: The proposed plan or scheme should 
satisfy confidentiality, data integrity, and authentication. The privacy of users in 
RA could be disclosed if the security majors are not taken into consideration by 
smart grid and someone can alter the electricity usage report of users. 

• Communication-effectiveness achieved by proposed design: While the corre-
spondence between the CA and the CG is characterized by low latency and high 
bandwidth, the proposed method should also assume communication effectiveness 
so that the near genuine user’s electricity usage reports can be quickly communi-
cated to the CA. 

3 Preliminaries 

3.1 Bilinear Pairing 

Let. q be a large prime number and.G1,.G2 be two cyclic groups of order.q.Amap. e :
G1 × G1 → G2 is said to be a efficiently computable and non-degenerated bilinear 
map if .e(aR1, bR2) = e(R1, R2)

ab
.∈ .G2 for all .a, b ∈ Z∗

q and for any . R1, R2 ∈ G1

and .e(P, P) /= 1G2 where .P be a generator of .G1. For a more detailed explanation 
of assumptions of complexity and the pairing technique, we refer to [ 9]. 

Definition 1 A probabilistic algorithm .Gen is a bilinear parameter generator that 
output.(P, q, e, G1, G2) after getting security parameter. α as input, where. G1, G2

are groups of order . q, .P is a generator of .G1 and . e is a efficiently computable and 
non degenerated bilinear map.
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Definition 2 (CDH: Computational Diffie–Hellman Problem) For given 
.(aP, bP, P) .∈ . G, compute .abP ∈ G where .a, b ∈ Z∗

q are unknown. 

Definition 3 (BDH: Bilinear Diffie–Hellman Problem) For a given tuple 
.(aP, bP, cP, P).∈. G, compute.e(P, P)abc ∈ G2 where.a, b, c ∈ Z∗

q are unknown. 

Definition 4 (DBDH: Decisional Bilinear Diffie–Hellman Problem) For a given 
tuple .(aP, bP, cP, P) ∈ G and .Y ∈ G2, decide whether . Y is a random element in 
.G2 or .Y = e(P, P)abc ∈ G2, where .a, b, c ∈ Z∗

q are unknown. 

3.1.1 Paillier Cryptosystem 

Homomorphic properties can be accomplished by the Paillier Cryptosystem, which is 
commonly desirable in several privacy-preserving applications [ 10, 11]. Specifically, 
Encryption, Decryption, and Key generation are used in the Paillier Cryptosystem. 

1. Key Generation: Suppose .|p1| = |p2| = α1 are given where .α1 is the security 
parameter and .p1, p2 are two large prime numbers then compute RSA modulus 
.n = p1.p2 and.β = lcm(p1 − 1, p2 − 1). Now compute . γ = (L(gβ mod n2))−1

where .g ∈ Z∗
n2 be a generator and . L be a function defined as .L(t) = t−1

n . Then 
the private key .Sk = (β, γ) and the public key is .Pk = (n, g). 

2. Encryption: For any given message .m ∈ Zn , the cipher can be computed as . c =
E(m) = gm .rn mod n2 where .r ∈ Zn2 chosen randomly. 

3. Decryption: For any given cipher .c ∈ Z∗
n2 , the plaintext can be computed as . m =

D(c) = L(cβ mod n2).γ mod n. 

4 Proposed Smart Grid Communication Architecture 

In this section, we provide an efficient and privacy-preserving aggregation approach 
for secure smart grid communications, which is divided into four sections: sys-
tem setup, user report creation, report aggregation while protecting privacy, as well 
as safe report viewing and reaction. We utilize .  dimensional electric uses data 
.(d1, d2, . . . , d ) and consider that the number of users in a RA is constant . ψ. 
We also assume that each dimensional item’s value is smaller than . D. Most of the 
symbols are available in Table 1. 

4.1 System Setup 

In this phase, the trusted authority CA firstly generates .(q, P,G1,G2, e) for given 
security parameters .(α1,α2) by running .Gen(α1) then it computes the public key 
.N = p1.q1, g where .|p1| = |q1| = α2 are two primes and the corresponding secret
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Table 1 Notations Notation Description 

.Ui .i th user 

.e Bilinear pairing 

.G1 Elliptic curve points group 

.G2 Cyclic target group 

.q Prime number 

.Ad Adversary 

.λd Advarsery 

.RA Residential area 

.CC Control center 

.CG Central gateway 

.CA Control authority 

.H AN Home area network 

key .β, γ of Paillier Cryptosystem. With this, .CA also chooses a sequence of super 
increasing elements .s = (s1 = 1, s2, ...., s ) which satisfies .|si | ≥ α1, 
.
∑i−1

j=1 s j .ψ.D < si for .i = 2, ...,  , and .
∑ 

j=1 s j .ψ.D < N . With the help of . s, 
.CA calculates another sequence .gi where .gi = gsi for .1 ≤ i ≥  . In addition . CA
chooses.R1, R2 ∈ G1, .δ, x ∈ Z∗

q , two hash function.h1, h2 where. h1 : {0, 1}∗ → G1

and.h2 : {0, 1}∗ → Z∗
q then calculates .y = x P and.e(P, P)α. At last, .CA publishes 

.(q, P,G1,G2, e, N , R1, R2, g1, g2, ..., g , e(P, P)α, y, .h1, h2) as system parame-
ters and keeps the secret keys .(β, γ, s, δ, x). A user .ui of HAN chooses the secret 
key.xi ∈ Z∗

q and computes a public key.yi = xi .P . Further.GW chooses.xg as private 
key and computes .yg = xg .P as public key. With this, .CA computes 

.ti1 = h1(ui ||I Dra||δ) (1) 

.ti2 = h2(ui ||I Dra||x) (2) 

and generates 
.aki = (δP + ti1.y, ti1P, ti2P, Ti1R1 + Ti2R2). (3) 

4.2 Generation of User Report 

Every user .ui in HAN collect .  types of data .(di1, di2, ....., di ) in every . τ minutes, 
where . τ represent a fix time, e.g., .τ = 20 minutes and .di j ≤ D. Now user choose 
.ri ∈ Z∗

n' randomly and computes 

.Ci = gdi11 .gdi22 ......gdi  .rni mod n2 (4)
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Now user uses his/her private key and creates signature as 

.ςi = xi .h1(Ci ||I Dra||ui ||T1) (5) 

where .I Dra and .T1 denotes identity of residential area and time stamp. Finally user 
.ui report .(ςi ||Ci ||I Dra||ui ||T1) to .GW . 

4.3 Aggregation of Privacy-Preserving Report 

In this phase, .GW firstly checks . T1, then it verifies the signature . ςi . After receiving 
encrypted data from. ψ, the user computes .(ςi ||Ci ||I Dra||ui ||T1) for .1 ≤ i ≤ ψ. The  
.GW verifies the signature by computing.e(P, ςi ) = e(yi , h1(Ci ||I Dra||ui ||T1)) and 
.e(P, xi .h1(Ci ||I Dra||ui ||T1)) and equate them. If both are equal then signature is 
accepted..GW can use batch verification in order to make verification more efficient as 

. e

(

P,
ψ∑

i=1

ςi

)

= e

(

P,
ψ∑

i=1

xih1(Ci ||I Dra||ui ||T1)
)

=
ψ||

i=1

e(P, xi h1(Ci ||I Dra||ui ||T1)) =
ψ||

i=1

e(yi , h1(Ci ||I Dra||ui ||T1)). (6) 

Now .GW aggregates the privacy-preserving report by computing . C = ||ψ
i=1

Ci mod n2, .ςg = xgh1(C ||I Dra||I Dgw||T2), and .GW reports . (C ||I Dra||I Dgw||
T2||ςg) to .CA. 

4.4 Secure Report Reading and Response 

After getting the message .(C ||I Dra||I Dgw||T2||ςg) from .GW , first  .CA verifies 
.e(P, ςg) .= e(yg, h1(C ||I Dra||I Dgw||T2)), then read the encrypted data by perform-
ing the following steps: 

.C =
ψ||

i=1

Ci mod N 2 =
ψ||

i=1

gdi11 .gdi22 ......gdi  .rni mod N 2

= g
∑ψ

i=1 di1
1 .g

∑ψ
i=1 di2

2 ....g
∑ψ

i=1 di 
 .

( ψ||

i=1

ri

)N

mod N 2

= gs1
∑ψ

i=1 di1 .gs2
∑ψ

i=1 di2 ....gs 
∑ψ

i=1 di .

( ψ||

i=1

ri

)N

mod N 2
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= gs1
∑ψ 

i=1 di1+s2
∑ψ 

i=1 di2....+s 
∑ψ 

i=1 di .

( ψ||

i=1 

ri

)N 

mod N 2 (7) 

1. In this step we take .M = s1
∑ψ

i=1 di1 + s2
∑ψ

i=1 di2.... + s 
∑ψ

i=1 di and . Q =
||ψ

i=1 ri then .C = gM .QN mod N 2. .CA use its secret key .(β, γ) to recover M. 

.M = s1

ψ∑

i=1

di1 + s2

ψ∑

i=1

di2.... + s 

ψ∑

i=1

di modN 2 (8) 

2. .CA uses algorithm (1) to recover and store the aggregated data. (D1, D2, ...., D )

where . Dj = ∑ψ
i=1 di j .

Correctness: Let .X = M that means 

. X = s1

ψ∑

i=1

di1 + s2

ψ∑

i=1

di2 + ...+

s 

ψ∑

i=1

di mod(N ). (9) 

Since .di j ≤ D that implies 

. s1

ψ∑

i=1

di1 + s2

ψ∑

i=1

di2.... + s( −1)

ψ∑

i=1

di( −1)

< s1

ψ∑

i=1

D + s2

ψ∑

i=1

D.... + s( −1)

ψ∑

i=1

D =
 −1∑

j=1

s jψD < s . (10) 

So, .X −1 = X mods = s1
∑ψ

i=1 di1 + ∑ψ
i=1 di2 + .... + ∑ψ

i=1 di( −1), and 

.
X − X −1

s 
= s 

∑ψ
i=1 di 
s 

=
ψ∑

i=1

di = D . (11) 

In a similar way, we can show .Dj = ∑ψ
i=1 di j for . j ∈ {1, 2, ...., ( − 1)}. After  

the analysis of almost real-time power consumption data.D1, D2, ..., D is performed 
by the .CA, it sends a message .m ∈ G2 to HAN users .{ui : 1 ≤ ψ} in the residential 
area. It informs them about their power consumption and allows them to reduce their 
costs. The following are the concrete measures to understand: 

1. .CA choose .a ∈ Z∗
q ' randomly and calculates .M = (M1,M2,M3,M4), where
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. κ = H(e(P, P)δa),M1 = Eκ(m),M2 = sP,M3 = sy − sR1,M4 = −sR2.

(12) 

Then .CA creates .ς = xh1(M||I Dra||I Dca||T3) as signature and sends .M ||ς to 
.GW . 

2. After getting .M||ς .GW verifies .e(P, ς) = e(y, h1(M ||I Dra||I Dca||T3)). If ver-
ification holds then .GW broadcasts . M .

3. Upon receiving .M from .GW , every user .ui in HAN uses the key .aki to get . m
from.M as: 

. 
e(M2, δP + ti1y)

e(ti1P,M3)e(ti2P,M4)e(ti1R1 + ti2R2,M2)

= e(aP, δP + ti1y)

e(ti1P, ay − aR1)e(ti2P,−aR2)e(ti1R1 + ti2R2, aP)

= e(aP, δP + ti1y)

e(ti1P, ay)
e(P, P)δa, (13) 

.κ = H(e(P, P)δa),m = Dκ(M1). (14) 

.ui can utilize the recovered information .m to calculate when to shift power con-
sumption from peak to non-peak hours in order to maximize efficiency of elec-
tricity uses. 

5 Security Analysis 

The proposed scheme’s security characteristics are examined in this section. Our 
study will focus on how the proposed method can ensure the privacy, data integrity, 
and source authentication of individual residential users’ reports. After this, the 
CA’s respond back in confidential manner by considering the security requirements 
discussed earlier. 

• Preserving the privacy of each user’s report in the suggested model: In the 
suggested model, smart meters sense user.U '

i s data.di1; di2; ...; di and form. Ci =
gdi11 .gdi11 ....gdi11 .r Ni modN 2, which can be stated implicitly as 

. Ci = gdi11 .gdi22 ....gdi  .r Ni modN 2

= gs1.di1 .gs2.di2 ....gs .di1 .r Ni modN 2

= gs1.di1+s2.di2.......+s .di .r Ni modN 2 (15)
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Let.wi be.s1.di1 + s2.di2....... + s .di , and the cipher.Ci = gwi .r Ni mod N 2 which 
satisfies Paillier Cryptosystem cipher. The semantic security and privacy of the 
data .di1, di2......., di in .wi are also preserved by the fact that the Paillier Cryp-
tosystem is privacy-preserved and semantically safe against the chosen plaintext 
attack. As a result, even if the adversary .Ad monitors in on . Ci , he/she is unable 
to deduce the contents. The GW will not retrieve each report after collect-
ing all reports .C1;C2; ...;Cψ from residential users; instead, it will compute 
.C = ||ψ

i=1 CimodN 2 to conduct report aggregation. As a result, even if adver-
sary .Ad gains access to the GW’s database, he/she will not be able to obtain the 
individual reports .di1; di2; ...; di . Finally, after receiving . C = ||ψ

i=1 CimodN 2

from the GW, the CA recovers C as .D1; D2; ...; D , where a database is used to 
store each.Dj = ∑ψ

i=1 di j . Even if adversary.Ad obtains the data, he won’t be able 
to access the data of every user.Ui ,.di1; di2; ...; di since each.Dj = ∑ψ

i=1 di j is an 
aggregated result. As a result of the three factors discussed above, the proposed 
method protects the privacy of individual users’ reports. 

• The proposed approach ensures data integrity and verification for both indi-
vidual user reports and aggregated reports: The source authentication and data 
integrity can be ensured because of the provably secure BLS short signature in 
the arbitrary oracle model under the CDH issue [ 19]. As a result, the suggested 
system can detect adversary .Ad ’s damaging acts in smart grid communications. 

• The advanced scheme also achieves confidentiality of the CA’s response: CA 
encrypts m as.M = (M1,M2,M3,M4),when CA respond to.U '

i s in RA. To demon-
strate that m’s secrecy is guaranteed, we establish that . M = (M1,M2,M3,M4),

is semantically safe under DBDH assumption against a chosen-plaintext attack, 
as mentioned in the following theorem. 

Theorem 1 Under the DBDH assumption, the cipher .M = (M1,M2,M3,M4), is 
semantically safe against chosen-plaintext attack. 

Proof Let.a, b, c ∈ Zq , and.b = {0, 1} be the variables. Set.W = e(P, P)abc if. b = 0
is true, and set.W .∈ G2 to be a arbitrary element, if.b = 1 is true. To forecast. b given 
.(bP, cP, P, aP), and .W is the DBDH problem. Assuming there is a polynomial 
time adversary .Ad with the non-insignificant benefit of breaching semantic security 
of .M = (M1,M2,M3,M4), in the proposed scheme, To solve the DBDH problem, 
we might create a new opponent, .Bd , who has access to .Ad and gains a sizable 
advantage. Firstly, .Bd gets input .(aP, bP, cP, P), and .W as DBDH instantiation 
with.W = e(P, P)abc when.b = 0. Then.Bd choose.δ1,β1,β2 ∈ Zq adjusts the sys-
tem parameters at random. 

. Y = x P = aP

R1 = aP + β1P = aP + β1P, R2 = β2P

e(P, P)δ = e(aP, bP).e(P, P)δ1 (16)
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where.δ = ab + δ1. The distribution of .(R1, R2,Y, e(P, P)δ) are unaltered because 
.δ1,β1,β2, aP, bP follow randomness. So it is impossible to distinct the real envi-
ronment from the simulated parameters .(R1, R2,Y, e(P, P)δ) for .Ad . 

Now.Ad selects .m1 and.m2 from.G2 after getting.(R1, R2,Y, e(P, P)δ) and send 
.m1 and.m2 to.Bd .Then.Bd flips a bit.b∗ ∈ {0, 1} and produce.M = (M1,M2,M3,M4), 
where "E" is symmetric encryption (AES/DES). 

. M1 = E(W.e(cP,δ1P))(wb∗)

. M2 = cP

. M3 = cY − cR1 = caP − c(aP + β1P) = β1cP

. M4 = −cR2 = −β2cP. (17) 

Finally, .Bd sends .M = (M1,M2,M3,M4) to .Ad . After getting . M , .Ad returns . b
'

to .Bd . If .b
' = b∗ then .Bd guesses .b = 0. So we have 

. M1 = E(W.e(P,δ1P))(wb∗)

= Ee(P,P)abc .e(cP,δ1P)(wb∗)

= Ee(P,P)abc+δ1c(wb∗) = Ee(P,P)δc(wb∗) (18) 

.M1 becomes a legitimate cipher component after that. In this scenario, .Ad will 
correctly estimate .b∗ with a chance of . 12 + ϵ. As a result, . Pr [success.Bd |b = 0] =
1
2 + ϵ. Due to the unpredictability of W, if .b = 1, .M1 = wb∗ .W.e(cP, δ1P) is not 
dependent on.b∗.As a result,.Pr [success.Bd |b = 1] = 1

2 . In a nutshell, we have the 
following two scenarios: 

.Pr [success.Bd ] = 1

2

(1

2
+ ϵ

)
+ 1

2
.
1

2
= 1

2
+ ϵ

2
(19) 

The following conclusion contradicts the premise that the DBDH issue is difficult 
because. ϵ is non-negligible. As a consequence, The chosen plaintext attack is seman-
tically safe for the cipher .M = (M1,M2,M3,M4), implying that the CA’s answer 
achieves secrecy in the presented scheme. We can see from the preceding analysis 
that the provided system is safe and it achieves security goals. 

6 Performance Evaluation 

This part assesses the proposed scheme’s performance in terms of residential user 
computing complexity, local CG and CA computation complexity, and communica-
tion cost of CG-to-CA and user-to-CG communications.
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Fig. 2 Illustration of communication cost of traditional design user to central gateway (left) and 
proposed design user to central gateway (right) 

6.1 Computation Complexity 

If the (residential user).Ui produces an encoded report.Ci ||I Dra||Ui ||T1||ςi using the 
proposed method, it takes . + 1 times exponential operations in .ZN 2 to produce . Ci , 
and to generate. σi , it takes 1 multiplication operation in.G1. The local CG checks the 
incoming data by executing a batch verification that comprises.ψ + 1 pairing proce-
dures after obtaining the cipher from. ψ users. Furthermore, the CG should combine 
information from many users so that it can produce a signature for all the combined 
data. The computational cost of aggregation is minimal since multiplication in . ZN 2

is regarded insignificant relative to exponentiation and pairing operations, and the 
multiplication operation in.G1 is required only for creating signature. As for the CA, 
it uses two pairing operations to verify CG’s aggregated data and Paillier decryption 
to retrieve the data, which involves one exponentiation operation in .ZN 2 . 

The CA then responds to the CG, who then responds to residential users, and 
CA performs four multiplication operations in .G1 and one exponential operation in 
.G2 for the production of the response message. The overhead computational costs 
or expenses for the CG are the two pairing procedures that are used to provide the 
response m to consumers. All users will incur additional computational expenses as 
a result of four pairing processes after receiving the response. By . et , .mt , . pt , and . e'

t , 
respectively, we use to denote the computing expenses of an exponential operation in 
.ZN 2 , multiplication operation done in.G1, a pairing operation, and an exponentiation 
operation in .G2. Then the total computation cost will be . ( + 1).et + mt + 4pt ,
.(ψ + 3).pt + mt and .2.pt + et + 4mt + e'

t for user, CG and CA, respectively. As 
mentioned in the suggested method,the residential user is able to combine many 
data sets of multiple dimensions into a single compressed data set. It significantly 
decreases the time it takes for users to encrypt their data. In this part, we will compare 
the presented scheme to a conventional technique (described by TRAD), in which 
each user creates a cipher for one-dimensional data. If we consider . -dimensional 
data, this option requires the user to produce .  ciphers and spends a total of .2. 



46 D. Chaudhary et al.

Fig. 3 Illustration of computation cost of each user 

exponential operations in .ZN 2 . The overall computing expenses for a user would 
be .2 .et + mt , including the one .G2 multiplication operation, used for the signature 
(see Fig. 3). The CG then sends .  ciphers to the CA, each cipher containing the 
sum of all users’ one-dimensional data. The CA verification will need two pairing 
operations. There are.  decryptions carried out by CA, therefore the decryption takes 
.  exponentiation operations in .ZN 2 . We presume TRAD operates in the same way 
as the proposed scheme in the response phase. So the computational cost will be 
.2 .et + mt + 4pt , .2pt +  .et + 4.mt + e'

t and.(ψ + 3)pt + mt and, for a residential 
user, the CA and CG, respectively. Moreover, we analyze the operating costs using 
the PBC [ 20] and MIRACL [ 21] functioning on a computer with a 3.0 GHz CPU 
and 512 MB of RAM are libraries. According to the findings, It takes roughly 12.4 
milliseconds to perform one exponentiation in.ZN 2 .(|N 2| = 2048), 6.4 ms to execute 
a single 160-bit .G1 multiplication operation, and 20 ms to execute a single pairing 
operation. 

Table 2 gives an illustration of computation costs of relevant protocols. The sym-
bols of costs are: 

• . Te: Exponentiation operation time in .Zn2 , 
• .Tm : Point multiplication calculation time in ECC, 
• .Tp: Pairing time, 
• .Tet : exponentiation time in a cyclic group (e.g., .GrpT in [ 26]), 
• .Tlog : Pollard lambda method calculation time, 
• .Te(ELG): ELGamal encryption time, 
• .Td(ELG): ELGamal decryption time,
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Table 2 Comparision of computational costs 

Protocol User GW CS 

[ 26] .2nTe + Tm + 4Tp .(q + 3)Tp + Tm . 2Tp + nTe + 4Tm + Tet
[ 26] .(n + 1)Te + Tm .(q + 3)Tp + Tm . 2Tp + Te
[ 27] .2Te + Tm .(q + 2)Tp + 3Te + Tm . 2Tp + Te
[ 28] .(n + 1)Te + Tp .(q + 1)Tp . Tp + Tm + Te
[ 29] .TeELG + 2Te .(q + 1)Tp + Te . 2(q + 1)Tp + TdELG + Tlog
[ 30] .Te + Tm .(q + 1)Te + (q + 1)Tm . Te + Tm
Proposed .nTe + Tp .(q + 1)Te + Tp . Tp + Te

6.2 Communication Cost 

The proposed scheme’s communications (see Fig. 2) may be split into two cate-
gories: The first category is about user-to-CG communication and the second cate-
gory is about CG-to-CA communication. We’ll start with the first category user-
to-CG communication, in which users create data reports and transmit them to 
the local gateway CG. If 1024-bit .N is choosen with 160-bit .G1, the report of 
the data is produced in the form of .Ci ||I Dra||Ui ||T1||ςi for the user .Ui , and it is 
defined that size should be .Size = 2048 + |I Dra| + |Ui | + 160. The CG receives 
reports from a total of .ψ users, implying a total communication overhead of 
.Spro = Size × ψ between users and the CG. Alternatively, each user must pro-
duce a cipher of 2048-bit for every dimensional data if the conventional TRAD 
method is used. In this instance, the user-to-CG communication overhead will grow to 
.Strad = 2048. + |I Dra| + |Ui | + |T1|160. When compared to the TRAD, the sug-
gested method always achieves reduced communication cost. Following that, we look 
at the proposed scheme and TRAD’s CG-to-CA communication. The CG initiates 
communication in the proposed scheme with the goal of delivering the final collected 
report to the CA. The report, which is collected, is written in. C ||I Dra||I DCG ||T1||ςg
format and has a length of .2048 + |I Dra| + |I DCG | + |T1| + 160. In TRAD, how-
ever, various dimensional data must be aggregated individually, resulting in aggre-
gated reports with a size of .2048 + |I Dra| + |I DCG | + |T1| + 160. We also exhibit 
the communication cost in terms number of users, that is . ψ and the data type that 
is represented by .  . It is demonstrated that the proposed technique effectively low-
ers the CG-to-OA communication cost. According to the results of the foregoing 
study, the suggested scheme is both computationally and communicationally effi-
cient, making it appropriate for the high-frequency real-time data gathering in smart 
grid communications.
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7 Conclusions 

The demonstration of a productive and privacy-preserving gathering technique for 
a smart grid communications is done in this article. The proposed framework mul-
tidimensional data uses super increasing sequence and the homomorphic Paillier 
cryptosystem. Collection of data is done directly on the cipher at the local gateways 
without any decryption for transferred data from users to smart grid operating cen-
ters, in addition to it, the gathered outcome of the source data may be accessed at 
the operation centers. Finally, our findings demonstrate that the proposed method 
is cost-effective in terms of computing and communication, is appropriate for large 
user groups, and allows for the flexible and quick expansion of residential scales in 
smart grids. 
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A Low-Cost WECS for Remote Area 
Electrification 

S. K. Gupta, R. K. Srivastava, and Meet Kumari 

Abstract The Government of India under the Ministry of New and Renewable 
Energy has taken an initiative to electrify remote areas. Though, due to physical 
terrain, it is difficult and costly to transmit grid power to all remote areas. A stand-
alone generation has ample potential to electrify these locations. In this paper, a 
low-cost stand-alone wind energy conversion system (WECS) has been designed. 
The objective of the paper is to make a robust system with improved power quality at 
a low cost. Appropriate generator topology has been selected with field-weakening 
technique for voltage regulation at above-rated wind speed. At below-rated wind 
speed voltage boost has been achieved by interchanging coil connections using smart 
relays. Internet of Things (IoT) technology can be used to establish communication 
between a sensor and multiple relays of different generators in the wind farm. The 
hardware implementation of the technique has been done and results have been 
presented for further analysis 

Keywords Wind energy conversion system · Voltage control · Permanent magnet 
synchronous generator · Remote area electrification 
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1 Introduction 

Geography has made some remote locations still un-electrified. In these remote loca-
tions, power transfer from the centralized grid is not cost-effective. A stand-alone 
generation has ample potential to electrify these areas using different forms of renew-
able energies such as solar, wind, and bio-waste. This paper focuses on tapping wind 
energy through a wind energy conversion system (WECS) for remote area elec-
trification. A WECS mainly consists of a wind turbine, to convert wind energy to 
rotational energy; a wind generator, to convert mechanical rotational energy of tur-
bine to electrical energy; and a power electronic converter for power conditioning of 
the electrical power. 

In WECS, the variation in wind speed is high. The high power variation in WECS 
limits its penetration into the electrical grid [ 1]. The problem is severe in the stand-
alone generation. Therefore, in a stand-alone generation, the excess output power 
is either stored or regulated [ 2]. Storing the excess power is a costly affair and 
therefore should be optimized with suitable power regulation technique. The output 
power regulation is achieved either from the turbine end or generator end. From the 
turbine end, the wind intermittence is countered by the blade-pitch control and/or 
yaw control [ 3]. From the generator end, generator speed control [ 4, 5] or/and DC-
link voltage/current control [ 6, 7] technique is used. In the stand-alone generation, 
the power rating of the system is generally low. In low-power system, the yaw control 
system and blade-pitch control are considered as complex and costly, and therefore, 
in this paper, the power regulation is achieved using the generator-end control. 

For generator-end control, choosing the right generator topology is essential in 
optimizing the control system and cost of the plant. In a stand-alone WECS, the 
permanent-magnet-excited generator is preferred owing to the absence of field wind-
ing and the grid [ 8]. To further reduce the number of active switches in the power 
conditioner, increase the reliability, and reduce the maintenance cost of the system, 
a passive rectifier is used at generator end. However, use of passive rectifier looses 
the freedom of power regulation from generator end. 

In this paper, wind intermittence is controlled by producing variable magnetic 
field by changing the inner geometry of the generator. A dual-stator sandwiched-rotor 
axial-flux machine is the most suitable topology owing to its geometry [ 9]. The two 
stators can be made to be displaced with respect to each other for field weakening 
of the generator. A detailed description is provided in Sect. 3. The technique of 
generator voltage control by field weakening frees load from turbine control and 
generator-end converter to have more robust and reliable solution. Owen et. al have 
categorized such mechanism under mechanically flux-weakened topology (MFWT) 
[ 10]. MFWT is simple in construction, incur low manufacturing cost, and reliable 
and safe for high-power NdFe magnets in comparison to electrically flux-weakened 
topology (EFWT) [ 10]. 

It has been pointed out that MFWT has only flux-weakening capability, except 
in topology with air-gap length variation [ 10], and thus can only buck the voltage at 
a predefined level for above-rated wind speed. In this paper, to boost the generator
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voltage, at low wind speed, the winding parallel path is reduced by using high-power 
smart relays. Internet of Things (IoT) technology can be used to actuate multiple 
relays associated with different generators in a wind farm at the same instance. 
IoT establishes communication between the sensor and multiple relays using short-
distance communication techniques such as Wi-Fi, ZigBee, Bluetooth, Li-Fi through 
telecommunication network, or Internet [ 11]. 

2 Generator Topology 

Choosing a generator topology depends upon the application. As discussed in previ-
ous section, a permanent magnet synchronous generator is to be used as generator in 
the proposed system. Also, it has been highlighted that there should be a provision to 
shift the inner structure to have magnetic field weakening in the generator. Consider-
ing the purpose, a dual-stator/rotor axial-flux permanent magnet synchronous gen-
erator (AF PMSG) has been chosen for experimental hardware development owing 
to its easy construction, ease of mechanical field weakening, higher power density, 
efficiency, and higher magnet usability factor [ 9, 12, 13]. However, the chosen gen-
erator comes in two variations Kalman type (dual stator and sandwiched rotor) and 
Torus type (dual rotor and sandwiched stator) as shown in Fig. 1a and b [ 14]. 

A Kalman-type dual-stator sandwiched-rotor topology has been chosen in the 
proposed system owing to its low inertia [ 15, 16] and ease of changing the inner 
structure [ 9]. Owing to the low inertia of the topology, the Kalman-type generator 
can have higher radius and output power for the same inertia of a Torus-type gen-
erator topology. However, the choice of such topology increases the axial length 
of the generator. Therefore, the magnetic flux path effective length also increases, 
consequently decreasing magnetic loading and output voltage. 

(a) Dual-stator and single-rotor topology 
of Axial-flux permanent magnet genera-
tor. 

(b) Single-stator and Dual-rotor topology 
of Axial-flux permanent magnet genera-
tor. 

Fig. 1 Topologies of axial-flux permanent magnet generator [ 14]
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3 Generator Design 

The typical process followed in designing an axial-flux machine is first to decide 
upon machine rating such as phase voltage, phase current, output power, magnetic 
loading, electric loading, and its cooling. Second, standard sizing equation [ 17, 18] 
is used to decide upon the dimension of the machine such as outer diameter, inner 
diameter, axial length, permanent magnet dimension, and air-gap length. Third and 
final steps include deciding upon winding, teeth, slot, and yoke dimensions. 

In this paper, the machine has been designed as per the need of the proposed 
system, availability of material, and ease of construction. The first step of the design 
process has been avoided to reduce the cost of machine and due to the fact that 
fabricated prototype is just to test the operating principle of proposed WECS. In 
the second step, the machine dimensions have been decided upon by the choice of 
aspect ratio of AFM. The outer diameter and air gap of the machine are decided upon 
availability of NdFeB magnet. Before proceeding toward third step a thought process 
was carried out in deciding stator core material. Pollinder et al. [ 15] and Capponi et 
al. [ 16] have used an air-core Torus-type dual-rotor topology in designing a low-cost 
and low-weight cogging less generator. On the same line in this paper an air-core 
topology has been considered for machine fabrication. The construction details have 
been given in Fig. 2. The specifications of the generator have been provided in Table 1. 

In the topology, PMs are pasted on the both sides of the disk-shaped rotor. The 
rotor is finally put in between the two stators. Figure 3a and b shows the rotor and one 
of the wounded stators used in the hardware, respectively. Both stators are mounted 
on the shaft. Pottings, consisting of bearings, are used to support the stators on the 
shaft. Figure 4a shows the arrangement of mounting stator on the shaft using potting 
arrangement. Figure 4b shows the rotor mounted on the shaft. To both sides of the 
rotor, the shaft is stepped. The potting arrangements are placed on the shaft steps 
which fix the air gap between the rotor and the stators on the both sides. 

MFWT in the generator is achieved by having a provision of angular displacement 
of the rotating stator (RS) with respect to fixed stator (FS). Both stators are equipped 
with windings that are connected in series. Upon displacement of the RS angularly, 
a phase displacement is achieved between emf induced in RS winding and in FS 

Fig. 2 Construction details of the Kalman-type dual-stator sandwiched-rotor axial-flux permanent 
magnet synchronous generator
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Table 1 Design parameters of the air-core three-phase axial-flux PMSG [ 19, 20] 

Parameter Value 

No. of phases 3 

Output phase voltage 15 V per phase per stator 

Power 90 W 

Rated speed 1000 rpm 

No. of poles 4 

No. of slots 18 

Slot dimension Rectangular slots 8 mm wide and 10 mm depth 

Inner radius of stator 48 mm 

Outer radius of stator 80 mm 

No. of turns per coil 22 

Winding type Double layer distributed 

NdFeB magnet N35 H 

Magnet operating temperature . 200 ◦C
Magnet shape Arc shape 

Magnet dimensions 80 mm outer radius 
48 mm inner radius 

Magnet arc length .70◦ mech degrees 

Magnet width 3mm  

Residual flux density 1.170 T 

Air-gap clearance 1mm  

(a) Permanent magnet pasted on 
the rotor. 

(b) Pancake-shaped air-core stator 
with distributed winding . 

Fig. 3 Rotor and stator used in the hardware setup



56 S. K. Gupta et al.

(a) Arrangement of two stators 
mounted on the shaft through pot-
ting arrangement. 

(b) Rotor pinned to the shaft . 

Fig. 4 Arrangement of rotor and stators mounting on the shaft 

winding. The series output voltage V thus depends upon the angular position of RS 
with respect to FS. Mathematically, V is given in Eq. 1 and amplitude in Eq. 2. Here, 
. φ is the electrical angle by which the RS has been shifted with respect to the FS. 

.V = V + V∠φ (1) 

. |V | = Vcos
(φ

2

)
. (2) 

RS is angularly shifted by the use of a worm wheel gear. The worm wheel gear is 
attached to a stepper motor. Stepper motor receives the command for the rotation of 
RS to maintain the generator voltage constant with respect to a reference voltage. 
The setup is shown in Fig. 5. The final topology is capable to shift rotating stator 
with respect to the fixed stator. 

Third and final steps of deciding upon winding and number of stator slots are 
based upon imparting the generator with voltage boost capability at low wind speed. 
It has been already stressed upon the fact that flux variations achieved by mechanical 
means have only weakening capability and, thus, can only be used at above-rated 
wind speed. In this paper, it is proposed to use a generator with multiple parallel paths. 
In the generator, the provision would be given to change the winding’s number of 
parallel paths. At low wind speed, number of parallel paths would be decreased to 
increase the number of coils per phase. This would boost the voltage by the same 
factor by which the parallel paths have been reduced. Obviously, this would come at 
a cost of decreased output current rating, and thus load shedding would be a preferred 
choice in the proposed stand-alone generation system. Load shedding seems more 
logical if we consider the fact that lower wind speed would generate less power. The 
proposed system will enable the distribution of power at low wind speed as well. 

It is proposed to use a single-phase generator to use all the coils in designing a 
machine with increased number of parallel paths and number of poles.
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Fig. 5 Hardware setup to perform experiments on proposed system 

4 Principle of Operation 

Operating principle of proposed WECS is illustrated by block diagram in Fig. 6. 
Block diagram explains control logic applicable to the proposed WECS. The principal 
control logic is to implement generator output voltage control. The voltage generated 
is observed with respect to a reference voltage and a voltage error is calculated. 

Fig. 6 Block diagram of proposed system
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Fig. 7 Circuit showing the 
details of connecting smart 
relays in the winding of the 
wind generator 

Based on the voltage error, the stepper motor sends a command to rotate the RS 
so as to reduce the voltage error. The second control logic is to decide the number 
of parallel paths of the generator. First the SDA is checked, if SDA is zero and 
generator voltage is still less than the reference voltage, the winding-parallel-path-
selector block generates a command signal to decrease the parallel path of one of the 
two stators. If then also the generator voltage is less than the reference voltage then the 
parallel path of the second stator is also reduced to increase the output voltage. Parallel 
path selector comprises high-power electrical relay connected between coils to switch 
connection between coils of a single phase. The operation can also be performed using 
microprocessor-based PLCs [ 21] or high-power relay-enabled IoT. The circuitry to 
implement the technique is given by per phase winding diagram in Fig. 7. Figure 7 
shows two parallel paths connected by two normally closed contactors, C1 and C2, 
and one normally open-type contactor, C3. A control circuitry can be designed that 
closes C1 and C2 and opens C3 for above-rated wind speed and opening C1 and C2 
and closing C3 for below-rated wind speed operation. Figure 9 shows the complete 
hardware setup developed in the laboratory to test the proposed system in both 
operating conditions. 

High-power relay-enabled IoT is more popular nowadays owing to cheaper, reli-
able, and easy-to-program microprocessor controller, enabled with wireless com-
munication, that performs data processing and establishes communications between 
sensors and actuators through Internet. Figure 8 presents the architecture of the IoT-
based parallel path selector. IoT consists of primarily four components, i.e., sensor 
network, communication network, data processing, and the actuator network. The 
sensor network collects data from different sensors. Communication network uses 
different communication medium such as telecommunication network and Internet 
to transfer the sensor data to clouds for data processing and control command signal 
generation. The data processing can also be done by using microprocessor-enabled 
Arduino board. The processed data/control signal is then communicated to the actu-
ator using different communication mediums as discussed before [ 11]. The direct 
advantage of using the IoT-enabled parallel path selector is to synchronize the oper-
ation of multiple generators from a wind farm that are interconnected through a 
single-electric grid. The added advantage of using Internet-connected sensor and
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Fig. 8 Architecture of 
IoT-enabled high-power 
relay-based winding parallel 
path selector 

Fig. 9 Complete hardware 
setup to test the complete 
system 

actuator is the saving of the communication line and, thus, avoiding the interference 
between the power line with the communication line (Fig. 9). 

5 Cost Analysis 

Wind turbine, wind generator, generator-end converter, and grid-end converter are 
the basic components of a WECS. The cost of a WECS depends upon the above-
mentioned components. In the proposed system, to reduce the cost of the system, 
a core-less axial-flux PMSG has been used as wind generator as proposed by Ani 
et al. [ 15]. Further, an uncontrolled generator-end converter has been used in the
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Table 2 Cost comparison of proposed system with the conventional system 

WECS components Technology used in 
WECS for remote area 
applications 

Technology used in 
the proposed system 

Cost comparison 

Wind turbine Horizontal/vertical 
axis wind turbine 

Horizontal/vertical 
axis wind turbine 

Similar 

Wind generator 
topology 

Radial-flux PMSG Air-core axial-flux 
PMSG 

Air-core axial-flux 
PMSG is less costly 
[ 15] 

Generator-end 
converter 

Controlled three-phase 
rectifier 

Uncontrolled 
three-phase rectifier 

Uncontrolled rectifier 
is less costly than 
controlled rectifier. 
The use of controlled 
switches and the 
control circuitry in the 
controlled rectifier 
makes it more costly 

Grid-end converter Three-phase inverter Three-phase inverter Similar 

system that reduces the cost and complexity of the system. The use of generator-
end converter results in a variable DC-link voltage. Conventional systems that use an 
uncontrolled generator-end converter also use a separate DC/DC converter to control 
DC-link voltage [ 8]. Instead, a mechanical field-weakening technique has been used 
in the proposed system for controlling the DC-link voltage at wind speed above-
rated value and changing of parallel paths of the generator windings at wind speed 
below-rated value. Table 2 shows the cost comparison of the proposed system with 
the conventional system. 

6 Results and Discussion 

Experimental tests have been conducted based on the principle of operation, as dis-
cussed in the previous section. To test the proposed WECS, a wind turbine emulator 
(WTE) is designed using a DC motor [ 22]. The WTE emulates the characteristics of a 
wind turbine and is very useful for testing and validating proof-of-concept machines 
in the laboratory environment. The digital pulses required for the WTE, parallel path 
selector, and mechanical actuator have been generated using DSPACE hardware-in-
loop system. In present work, DS1104 board has been used. The output signals such 
as voltage, current, speed, mechanical actuator angle and its processing is done on 
the real-time interface provided by DSPACE. The real-time interface has been used 
to collect the data in Excel and is plotted using MATLAB. 

To test the proposed proof of concept, three cases have been considered. In the first 
case, the output voltage regulation capability of the generator, at variable wind speed,
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Fig. 10 Wind speed profile 
for testing the voltage 
regulation capability of setup 
in first two cases 

Fig. 11 Wind speed profile 
for testing the voltage 
regulation capability of setup 
in the third case 

has been checked for stationary stator having two parallel paths and rotatable stator 
having one parallel path. In the second case, the stationary stator has one parallel 
path and the rotatable stator has two parallel paths. In the third case, both the stators 
have single parallel paths. 

Figures 10 and 11 show wind speed waveform for first two cases and the third case, 
respectively. There is a slight difference between both the waveforms. However, the 
wind speed and the step size are same for both the waveforms. Figures 12 and 13 show 
the rectified output voltage and the RS position waveform, respectively, for first case. 
Figures 14 and 15 show the rectified output voltage and the RS position waveform, 
respectively, for second case. It is to be noted that the RS position waveform, to 
maintain the rectified voltage as to be 20 V, in case 2, is little higher than case 1. 
Therefore, it is inferred that, higher number of parallel paths reduces the capability 
of RS to regulate the voltage of FS. This is due to higher number of parallel path in 
case 2. Thus, the per phase voltage in case 2 is half of the per phase voltage in case 1. 
Therefore, it is inferred that, higher number of parallel paths reduces the capability 
of RS to regulate the voltage of FS. 

Figures 16 and 17 show the rectified voltage and RS position for third case. It is 
to be noted that the output voltage for RS position to be zero is higher than other two 
cases. Though the voltage is little higher than expected because of the drive running 
at higher rotor speed. In this case, drive speed has been found to be 12.91 % higher 
than other two cases. At wind speed 7.2 m/s, the peak-to-peak voltage of the ripple 
to controlled DC voltage ratio is found to be 3.2 %. At the same wind speed, in
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Fig. 12 Rectified output 
voltage in the first case 

Fig. 13 RS position 
waveform in the first case 

Fig. 14 Rectified output 
voltage in the second case 

Fig. 15 RS position 
waveform in the second case
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Fig. 16 Rectified output 
voltage in the third case 

Fig. 17 RS position 
waveform in the third case 

first two cases, the ratio has been found to be around 2.5 %. Higher ripple in case 
3 is due to the use of same actuator to angularly displace the RS with respect to FS 
in all the three cases. Thus, proposed system will have higher amount of ripples in 
output power when wind speed is high or in other words the boosting capability of 
the system is not being used. The proposed system will have an added advantage of 
reducing the output power ripple while boosting the output voltage. 

7 Conclusion 

In this paper, a low-cost stand-alone wind energy conversion system (WECS) has 
been designed. The design procedure focuses upon cost, efficiency, and output power 
quality of the system. As per the requirement of the application, a Kalman-type 
air-core dual-stator sandwiched-rotor permanent magnet synchronous generator has 
been designed and proposed to be used as generator. The generator output voltage at 
above-rated wind speed is regulated by the mechanical field weakening of the gener-
ator. At below-rated wind speed, voltage boost has been achieved by decreasing num-
ber of parallel paths of the generator by using IoT-enabled high-power relays. Logic 
block diagram of proposed controller has been presented and explained. Hardware 
results show output voltage control for above- and below-rated wind speed feeding 
constant power. Results have shown good agreement with the hypothesis.
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Decentralized Control Strategy 
for Hybrid Microgrid Based 
on Coordinate Coefficient 

Ashutosh Singh 

Abstract This work attempts to establish a control strategy for power management 
of hybrid microgrid consisting of different voltages of AC and DC subgrids. These 
subgrids are interfaced through power electronics converter to the common bus which 
is formed by an energy storage system i.e., battery. The converter interfacing this 
battery and common bus are bidirectional in nature and controlled by Pdc–Vdc 

2. 
Bidirectional AC–DC converter (BDAC) for AC subgrid and Bidirectional DC-DC 
converter (BDDC) for DC subgrid are controlled by droop-controlled techniques. 
The interaction among these subgrids in a coordinated manner requires communi-
cation which leads to the reduced reliability of the system. Hence a decentralized 
control strategy based on coordinate coefficient is studied in this work to interact 
among the subgrids in case of change in load. The generating capacity of the DERs 
connected to the subgrids is considered for the calculation of coordinate coefficient. 
The system is studied in Simulink for the load changes in AC subgrid with three 
stages of operations i.e., when the rated load is applied, when the load is increased 
without increasing power of DERs and when the generating capacity of the DER is 
increased. A comparative study was also done with coordinate control and without 
coordinate control. 

Keywords Coordinated control · Power management · Multiple subgrid ·
Distributed control
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1 Introduction 

Power generation is undergoing transformational changes. Depletion of environment, 
energy insecurity and concerns of location and energy led to increase in research in 
Distributed energy resources (DERs) [1]. Microgrid can be formed by interconnec-
tion of loads, DERs and energy storage system (ESS). Bidirectional converters inter-
face DERs, ESS and loads. Power is managed by controlling these interfacing bidi-
rectional converters. There are various ways to control these bidirectional converters, 
in this paper decentralized droop control method is used for BDDC and BDAC. A 
new control technique Pdc−Vdc 

2 control technique is used for converter interfacing 
storage subgrid and common bus. Power management is studied in three stages 
without and with proposed coordinate coefficient. 

1.1 Microgrid Configuration 

The system studied consists of three subgrids in which two are DC subgrids namely 
DC subgrid 1 of 500 V and DC subgrid 2 of 400 V and one AC subgrid of 50 Hz. They 
are connected to common bus of 700 V formed by energy storage system through 
BDDC for DC subgrid and BDAC for AC subgrid respectively. These BDAC and 
BDDC are droop controlled while the interlinking converter is controlled by Pdc– 
Vdc 

2. The common bus provides voltage support to the subgrids. The whole system 
is standalone and it is not connected to the grid. Loads connected are resistive and 
Photovoltaic generation is taken as DERs in all subgrids. 

1.2 Droop Control of Microgrid 

Droop control technique operates without any central controller, it uses local infor-
mation to determine active and reactive power in microgrid [2]. The inverter can 
be compared to synchronous generator that operates in large-scale power system. 
Frequency is reduced when the demand of real power increases [2]. Expression of 
active power (P0) and reactive power (Q0) in case of highly inductive load are as 
follows: 

P0 = 
VV0 

X 
sin θ (1) 

Q0 = 
VV0 cos θ V 2 

X 
(2) 

where V is the microgrid voltage, V0 is the inverter’s output voltage and X is the 
output reactance of the inverter, θ is the angle between the inverter’s output voltage
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and the grid’s voltage. It can be seen from Eqs. 1 and 2 while the real power depends 
upon θ, the reactive power depends upon the magnitude of voltage which can be 
incorporated in the inverter via droop control namely P-f droop and Q–V droop. 

fi = frated − m(P0 − Prated) (3) 

Ei = Erated − n(Q0 − Qrated) (4) 

Equation 3 represents the frequency droop in which f i represents the output 
frequency, f rated represents nominal frequency, m represents droop coefficient and 
Prated is rated real power. 

Similarly, Eq. 4 depicts the voltage and reactive power droop as Ei is output 
voltage, Erated is rated output voltage, Qrated is rated reactive power, while n represents 
droop coefficient. 

2 Literature Review 

Ambia et al. [3] described the power management technique based on centralized 
control and also controls the interfacing converters. It also discusses the control of 
power electronic converter based on abc/dq0 techniques. 

Loh et al. [4] suggest the droop control method for converters combining AC and 
DC subgrids that depends on the normalized values of voltage and frequency. It also 
discusses the value of power transfer between subgrids. 

Eghtedarpour and Farjah [5] discuss the management of power balancing tech-
nique of hybrid microgrid and also gives technique of controlling interlinking 
converters in the form of ω-Pac and Pdc–Vdc 

2. 
Eajal [6] discusses the equal power sharing by using objective function and uses 

normalized values of voltage and frequency control for interfacing converters. 
Wang et al. [7] give the power sharing based on local level within the same grid 

and also discuss the storage control based on the droop control techniques. 
A multistage control of microgrid in standalone mode has been discussed in 

[8]. It uses Multistage centralized microgrid controller which optimally coordinates 
selection of DG unit droop characteristics. It aims to increase reliability of microgrid 
by minimizing load shedding. 

To improve the limitations of the conventional droop the proportional integral or 
derivative coefficient of active power has been studied in [9] and a novel load sharing 
method has been proposed without using control wire interconnections. 

To supply harmonics to the non-linear loads such as fluorescent lamp the virtual 
impedance technique is given in [10]. It also proposes the current and power droop. 

Strategy for managing power for the asymmetrical configuration of AC and DC 
subgrids in mix type of microgrid is illustrated in [11]. It also analyzes the effect of 
fault in ILCs during management of power.
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3 Structure and Control of Hybrid Microgrid 

The DC subgrid 1 of 500 V is connected to DERs (Photovoltaic generation) 
working in Maximum Power Point Tracking (MPPT) mode which generates 63KW. 
Connected load to the DC subgrid 1 is 50 kW and allowable variation in voltage is 
±25 V. The rated voltage of DC subgrid 2 is 400 V with Photovoltaic generation 
working in MPPT producing 70 kW and allowable variation in voltage is ±50 V. 
AC subgrid is 50 ± 1 Hz and the DER (Photovoltaic generation) working in MPPT 
mode connected to the subgrid is generating power of 60 kW. 

3.1 Control Strategy of AC Subgrid 

Figure 1 shows two loops in AC subgrid namely outer and inner loops. Outer loop 
calculates the power and generates reference voltage to inner loop. In inner loop three 
three-phase reference voltage is decomposed into dq component which is subtracted 
from the converter output voltage and given as input to the Proportional and Inte-
gral (PI) controller. PI controller gives the reference current value which is after 
subtracting from output current of the converter fed to the Proportional (P) controller 
to generate pulse width modulated (PWM) signal. 

fref = 
( 
f ∗ + Δ f 

) + m 
( 
P∗ − P 

) 
(5) 

Vref = V ∗ + n 
( 
Q∗ − Q 

) 
(6)

where f ref is the reference frequency, f* is rated frequency, Δf is coordinate coeffi-
cient and m and n are droop constants. P* and Q* are rated real and reactive power 
respectively. Vref is reference voltage, V* is rated output voltage, while P and Q are 
output real and reactive power respectively. 

3.2 Control Strategy of DC Subgrid 

With increase in load, DC reference voltage is decreased. 

V ∗ = Vref − i0r (7) 

where Vref is the reference voltage, i0 is load current and r is virtual resistance 
also known as droop constant. Equation (7) shows the value reference DC voltage 
decrease as we increase the value of load current using virtual resistance known as 
droop coefficient. Also, droop control is used based on voltage and power sharing 
given in reference [12].



Decentralized Control Strategy for Hybrid Microgrid Based … 71

Fig. 1 Control strategy of hybrid microgrid

V ∗ = Vref − m p P (8) 

where mp is droop constant and P is output power. 

3.3 Control Strategy of Storage Subgrid 

Energy storage system is interfaced to the subgrid using Bidirectional DC-DC 
converter (BDDC). This subgrid acts as common bus through which subgrids are 
linked. BDDC works in boost and buck mode as per requirement of common bus
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Fig. 2 Circuit diagram with 
CPL connected 

Pin           Pdc 

keeping the polarity of voltage same. Conventional idc–Vdc has non-linear relation-
ship, so a new control technique is proposed which involves common bus voltage 
and dc power at output of converter as Pdc–Vdc 

2. This helps in realizing power 
management and voltage support among subgrids. 

As depicted in Fig. 1, outer loop sets the square of reference DC voltage (V dc 
ref)2. 

PI controller is used in inner loop for elimination of static error in voltage while P 
controller is used for increasing the system damping and stability. The subgrids are 
connected to DERs (Photovoltaic generation) which work in MPPT mode and hence 
may be considered as the constant voltage sources. 

As circuit diagram of Fig. 2, when battery gives power to constant power load 
(CPL) the relationship between Idc and Vdc can be written as. 

CS  
dvdc  

dt  
= Iin  − Idc (9) 

Idc  = 
Vdc 

Rload 
+ 

Pc 
Vdc 

(10) 

where Cs is the filter capacitance, I in is input current, Rload represents passive load 
and Pc represents CPL’s rated real power. Equation (9) shows non-linear relationship 
of Vdc and Idc, hence performance would not be good if conventional Vdc–Idc  droop 
is adopted. 

Now applying Tellegen’s theorem in Fig. 2, it may be written as: 

1 

2 
Cs 

dV  2 dc  

dt  
= Pin  − Pdc (11) 

where Pin and Pdc are input and output power respectively. 

Pdc = 
Vdc2 

Rload 
+ Pcpl (12) 

Equation (12) shows linear relationship between Pdc and Vdc 
2. Based on the 

equation and analysis of Fig. 2, the control technique may be written as. 

( 
V ref cb 

)2 = V 2 cb − r (Pdc) (13)
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where Vcb 
ref denotes reference common bus voltage, Vcb 

2 is square of common bus 
voltage, r represents droop coefficient and Pdc is the output dc power. This strategy is 
used for calculations in outer and inner loops and PWM signal is generated through 
P controller as shown in Fig. 1. 

4 Power Management in Hybrid Microgrid 

Power management in AC subgrid refers to sharing of active and reactive power 
between inverters which is connected between DERs and AC grids. In case of DC 
microgrid, real power is controlled only as no reactive power flows in DC grid. In AC 
grid, the P-f and V-q droop is used to realize sharing of powers among the parallel 
connected inverters, while in case of DC grid, V-I droop is used to achieve the same 
among the parallel connected converters. 

Change in frequency in case of AC grid and change in voltage in case of DC grid 
will represent change in power in respective subgrids while the change in common 
bus voltage will result in change in power in whole hybrid microgrid [13]. Based on 
this, the coordinated control strategy power control strategy is formed for regulating 
frequency in AC subgrids and voltage in DC subgrids. 

Δv = 
( 
kPV  + 

kiv 

s 

)( 
vcb − v∗ 

cb 

Vcb max − Vcb min 
− β 

vdc  − V ∗ 
dc  

Vdc  max − Vdc min 

) 
(14) 

Δ f = 
( 
kp f  + 

ki f  
s 

)( 
vcb − v∗ 

cb 

Vcb max − Vcb min 
− β 

f − f ∗ 

fmax − fmin 

) 
(15) 

Above equations depict the control law used for coordinated power management 
where vcb is common bus voltage, Vcbmax and Vcbmin are maximum and minimum 
common bus voltage respectively, Vcb* is the rated common bus voltage, vdc is the 
dc subgrid voltage, Vdcmax and Vdcmin are maximum and minimum dc subgrid voltage 
respectively, V* is rated dc voltage, f is frequency of the subgrid. In Eq. (15) f* is  
rated frequency of subgrid, fmax and fmin denote maximum and minimum frequency 
of the subgrid, kpf is proportional constant, kif is the integral constant, Δv and Δf are  
the coordinate coefficient that is sent to BDDCs and BDACs, β is called as correction 
factor whose value depends on the generating capacity of the grids as well as subgrids. 

The generating capacity and load connected to subgrids need to be considered 
while designing the control law this is done by the use of correction factor β given 
by. 

β = 
( 

P jsum  

PgSU M 

)−1( 
P j  E  SS  

P jsum  

) 
(16) 

where P jsum  is the generating capacity of the DER connected to AC & DC subgrids, 
PgSUM denotes generating capacity of whole microgrid system and PjESS is the
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Fig. 3 Change in frequency during three stages of simulation 

essential load capacity of the grid. Essential load capacity may be defined for sensitive 
load for which voltage and frequency should not be changed. If the value of essential 
loads is higher, then β will be small hence there will be minimum change in voltage 
and frequency of the subgrid. 

5 Simulation Results and Discussions 

To draw comparison between the coordinate control and uncoordinated control the 
load is increased in AC subgrid from 30 to 50 kW and the studied system consists 
of three stages; Stage 1 when rated load is connected; Stage 2 when the load is 
increased; Stage 3 when the generation of DER is increased. 

5.1 Frequency of AC Subgrid Without Coordinate Coefficient 

During Stage1 at rated load there is no change in frequency. During Stage 2 when 
the load is increased in AC subgrid the frequency decreases due to droop controlled. 
During Stage 3 when the power of the DER connected to AC subgrid increases, 
frequency restores to normal value. Frequency change during Stage 2 is abrupt 
(Fig. 3). 

5.2 Frequency of AC Subgrid with Coordinate Coefficient 

During Stage 1 in rated load condition the frequency is around 50 Hz and during 
Stage 2 when the load is increased the frequency decreases. During Stage 3 when 
the output power of DERs increased with coordinated control the frequency restores 
to normal value. Abrupt change in frequency is avoided using coordinate coefficient 
(Fig. 4).
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Fig. 4 Frequency of the AC grid during the three stages of operations 

Fig. 5 Output voltage of DC subgrid 

5.3 Output of DC Subgrid Without Coordinate Control 

Figure 5 shows the change in voltage in DC subgrid 2 when load changes in AC 
subgrid. The voltage does not change during the three stages of operation. During 
Stage 2 when load changes in AC subgrid there is no decrease in voltage in DC 
subgrid 2 showing that there is no coordination between the two subgrids. 

5.4 Output of DC Subgrid with Coordinate Control 

During Stage 1 the value of voltage is 400 V. During Stage 2 when load demand in 
AC subgrid is increased the value of voltage decreases representing the support to 
the AC subgrid due to ΔV in droop control. Hence the two subgrids communicate 
among themselves during load change and support each other (Fig. 6).

5.5 Output of Common Bus Voltage 

Figure 7 shows the common bus voltage when load is changed in AC subgrid. During 
Stage 2 the common bus voltage also decreases along with frequency of the grid
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Fig. 6 Output Voltage of DC subgrid with coordinate control

Fig. 7 Common bus voltage 

showing that the storage subgrid formed using battery and AC subgrid are working 
in coordinated manner to share the increased load demand. 

6 Conclusion 

The power management technique used for hybrid microgrids is studied. The decen-
tralized control technique namely droop control technique for the BDDC and BDAC 
with coordinate coefficient is analyzed in MATLAB/SIMULINK. The results clearly 
show that the load change in subgrid makes whole system interact with each other 
to share the extra power demand. 

The interlinking converter between the energy storage and common bus is 
controlled by Pdc–Vdc 

2 which has a linear relationship. The change in common 
bus voltage represents the change in overall power demand of the microgrid. This 
common bus provides voltage support for the subgrid in case of variation in demand. 
Power management is studied in three stages without and with proposed coordinate 
coefficient. The power rating of the subgrids is used while calculating the value 
of coordinate coefficient. This helps in avoiding the drastic changes in voltage and 
frequency.
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Optimal Energy Scheduling Using ANT 
Colony Approach with Consideration 
of Consumers Preferences 
in a Residential Smart Home 

Degala Isaac and Amit Kumar 

Abstract In this paper, an optimization approach is brought forward for optimal 
energy scheduling in a modern smart home. After the development of smart devices 
and their integration with smart grid, the end consumers have the chance to schedule 
their home appliances in order to decrease the overall electricity price and allaying 
the power Peak-to-Average ratio (PAR). The application pattern of home devices 
is observed at first for optimal energy scheduling. The home gateway (HG) obtains 
the demand response (DR) showing the real-time electricity price (RTEP) and later 
sends it to energy management controller (EMC). With the Demand Response, the 
EMC results in the essential energy scheduling method that can be sent to each 
electric appliance by the Home Gateway. The next feature is integrating RTEP with 
IBR, because if only RTEP is considered the appliances tend to be scheduled at 
lowest electricity price slot, this may lead to blackout during that time period. By 
executing this optimization method, our proposed approach could gradually reduce 
both the electricity price and PAR, thereby, strengthening the stability of the entire 
Grid system. The optimization technique used to solve this problem was Ant Colony 
Optimization (ACO) approach as the optimization problem was nonlinear. 

Keywords Ant colony optimization · Real time electricity pricing · Energy 
management system · Inclined block rate · Smart home 

1 Introduction 

The urge to expand power networks has emerged to implement on-demand electricity 
production and distribution techniques due to increase in consumer’s needs. The 
impact of smart grids and the beneficial features extracted from it such as dynamic
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pricing [1] and demand response management have been significant in many aspects. 
These ideas encourage end consumers to minimize electricity usage at some periods 
by which they reschedule household appliances to other time period slots. Thus, the 
distribution of net electricity consumption becomes sustained over time by eradi-
cating the consumption residential peaks over time intervals [2]. Dynamic pricing 
schemes can be rearranged based on area and consumption time intervals [3]. Many 
studies showed that dynamic pricing scheme reduces electricity costs by as much as 
10% at the level of residential consumers [4]. The main problem encountered here 
is that the generation and distribution of electricity on demand side and the dynamic 
pricing of electricity requires real-time monitoring of consumers even under small 
time intervals. This is resolved by using of smart meters on the demand side and 
integrating it with Home Gateway (HG) by using IOT devices. Thus, by considering 
the above parameters the ant colony algorithm is programmed so that the motives 
of this paper are achieved. The response from these IOT devices ensures that the 
schedule of household appliances is met. This developed algorithm can send over 
wireless Trans receivers and data processors can enable the better functioning of the 
residential optimal scheduling. 

2 Application Pattern of Home Devices 

Residents generally prefer to operate their shiftable appliances at certain time slots 
which avoid high pricing. For example, if residents want to have dinner as soon as 
they arrive home in the night, they must ensure that the electric rice cooker finishes 
its job before they arrive home. From this aspect, it is necessary for residential 
consumers to set some parameters for each shiftable appliance which includes the 
service usage time with their preferable start to end timing. These are treated as 
customer preferences as shown in Table 1 and considered with utmost care while 
executing the scheduling algorithm. In Table 1 the customer preferences are taken 
for an average in New York City with the appliance’s application time and service 
time periods [3].

3 RTEP Combined with IBR 

With RTEP, the consumers only pay for the electricity which they use and is worth 
differently at different times of the day [4] and they can shift their appliances to 
the off-peak slots which not only decreases the peak-to-average ratio but also their 
monthly electricity bill. In general, many economists proved that this pricing model 
will have greater impact in both short term and long-term scheduling. Advancements 
in research showed that in future with RTEP schemes, the load can be reduced at 
peak usage times and shifted to off-peak service times with lowest costs resulting a 
peak in those periods, thereby initiating blackout conditions due to high PAR. The
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Table 1 Usage pattern of home appliances 

Appliances Minimum 
power (kW) 

Maximum 
power (kW) 

Application time Service time 

Ventilation 0.0 2.0 00:00–24:00 24 

Water hheater 0.0 3.0 00:00–24:00 24 

Dish washer 1.40 1.40 08:00–14:00 or 
17:30–22:00 

2 

Washing 
machine 

2 2 08:30–19:00 2 (Wash) 
1 (Dry)  

Oven 2 2 09:00–14:30 and 
17:00–22:30 

2 
2 

Electric kettle 1 1 06:00–08:00 0.5 

Vacuum cleaner 0.8 0.8 09:00–13:30 or 
16:00–20:30 

1

method to distribute the load evenly throughout the day is to set a limit for the service 
usage at each time slot so that, if the consumption increases by the predefined limit, 
the consumers should be charged more than the normal tariff scheme at that specified 
amount of time. This tariff scheme is known as Inclining Block Rates (IBR) as shown 
in Table 2. Therefore, by combining RTEP with IBR, both the constraints set initially 
for optimal energy scheduling in a smart residential home is achieved. 

Table 2 Hourly market price 

Time period Price ($/MWhr) Time period Price ($/MWhr) 

1 15.03 13 65.79 

2 10.97 14 66.57 

3 13.51 15 65.44 

4 15.36 16 79.79 

5 18.51 17 115.45 

6 21.80 18 110.28 

7 17.30 19 96.05 

8 22.83 20 90.53 

9 21.84 21 77.38 

10 27.09 22 70.95 

11 37.06 23 59.42 

12 68.95 24 56.68
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4 Problem Formulation 

After the nature of appliance is known i.e., whether the appliance is shiftable or non-
shiftable the scheduling starts to take place. Only shiftable appliances are scheduled. 
In this scenario dish washer, washing machine, oven, electric kettle and vacuum 
cleaner are scheduled. Consider that there are n appliances and P1, P2, P3…. Pn are 
the power ratings of the appliances and Pr1, Pr2, Pr3… Pr24 are the hourly market 
prices of each time block. j is the time slot from 1 to24 hours where that particular 
ith appliance operates, it is also termed as application time in this paper. 

The cost of ith appliance is given by: 

Ci = Pi ∗
(

24∑
k=1 

Prk

)
∀k ∈ j (1) 

The total cost of all n appliances is given by: 

C =
(

n∑
i=1 

Ci

)
(2) 

The power consumed by ith appliance in each kth time slot is given by: 

Pcik  = Pi k = {1, 2 . . . .,  24}, ∀k ∈ j (3) 

Pcik  = Pi k = {1, 2 . . . .,  24}, ∀k /∈ j (4) 

The power consumed by all n appliances in each kth time slot is given by: 

Pck =
(

n∑
i=1 

PCik

)
k = {1, 2, . . . ,  24} (5) 

The peak-to-average ratio (PAR) is given by: 

PAR  = 
max(Pck ) 
(
∑24 

k=1 Pck ) 
24 

(6) 

n = Total number of appliances. 
k = {1, 2…., 24}.  
j = time period when appliance operates i.e., application time period. 
Ci= Cost of ith appliance. 
Pi = power rating of ith appliance. 
Prk= price at kth hour when the appliance is operated. 
C = Total cost of all n appliances.
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PAR = Peak-to-Average Ratio. 
PCik  = Power consumed by ith appliance in kth time slot. 
PCk= Power consumed by all n appliances in kth time slot. 

The scheduling of appliances is done under two conditions namely without consid-
ering customer preferences and secondly considering customer preferences. The 
appliances are scheduled under constraints of decreasing the overall cost and reducing 
the Peak-to-Average Ratio in order to reduce power outages at over peak periods. 
The cost formulation is given in Eq. (2) and the PAR formulation is given in Eq. (6). 
The cost is minimized and the Peak-to-Average Ratio (PAR) made near to unity for 
Optimal Energy scheduling. 

5 Final Aim of Methodology-Optimization Approach 

The solution for this problem is found in the following procedure. Initially an 
Unscheduled algorithm is developed where the appliances are scheduled randomly. 
In this algorithm, only the customer’s demand is considered and no constraints are 
taken up. This is the generalized algorithm to calculate the electricity bill. Based on 
customer’s demand, the appliances are categorized into 2 categories namely shiftable 
and non-shiftable appliances. The non-shiftable appliances are not evaluated for 
scheduling. Secondly, scheduled algorithm with deterministic approach is evaluated 
with the constraint of minimum cost where the shiftable appliances are shifted to 
the time slots where the price is minimum value irrespective of any constraints. By 
this scheduling, the cost is decreased but the Peak-to-Average Ratio soars up [1]. 
So, an approach which is efficient and gives the best solution in a smaller number of 
iterations with satisfying both constraints is required. Therefore, an ACO algorithm 
is adopted to provide better solution. 

The considerations made for Ant Colony Optimization algorithm are as follows. 
The time period of one day or 24 h is divided into 48 time slots i.e., the time resolution 
is 0.5 h and 1day has 48 slots. The time resolution is set to be 0.5 h as it is feasible 
to solve the nonlinear problem using ACO and the minimum application time of 
customer appliances is 0.5 h. The hourly price for each time slot is given in hourly 
market price table as shown in Table 2. In 48 time slots, the appliances that are 
active in a particular time slot are indicated as 1 and the others which are inactive 
are indicated as 0. Thereby, the operating time and the corresponding price for that 
time period are evaluated more precisely. The power of the appliance can be obtained 
from the service usage pattern as shown in Table 1. By using price and power of each 
of the appliances, the cost is calculated [8] as shown  in  Eq.  2. 

In ACO, there are two factors to be considered for evaluation of the probability of 
choosing a route and the evaporation rate of pheromone. A network routing problem 
of Peak-to-Average Ratio is evaluated in this problem. The probability reflects the 
route chosen by the ant for evaluation. The evaporation rate signifies the impact of 
each route chosen and their impact for other ants to follow up [4]. In this problem
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consider that there are ‘n’ number of appliances. Initially the cost and PAR are 
evaluated using Deterministic approach. Now to decrease the cost as well as PAR, 
initialize the population (Here population is nothing but price) over the 48 time slots 
and set limits for the price of each appliance. There are few parameters other than the 
two to be evaluated through this procedure such as the power consumption at peak 
periods. An acceleration method is used to set limits for the pheromone concentration 
such as PAR set near to unity and only the ants with the current best global solutions 
will be allowed to deposit pheromone. Now the cost is evaluated with random values 
of time slots within limits and recursion for obtaining better results is performed. 
Additionally, ranking of the best global fitness can also be done for better optimality 
[10]. This method provides better solution with a smaller number of iterations. 

6 Results and Discussions 

The following are the graphs obtained under Unscheduled (Scheduled randomly) 
approach, Deterministic approach and Ant Colony techniques with consideration of 
customer approaches. 

6.1 Scheduled Randomly with Customer Considerations 

In this case the appliances are scheduled with customer preferences as shown in 
Table 1. Here based on the dynamic pricing model in application time, at different 
preferred time periods different hourly pricing is valuated. Figure 1 shows the cost 
distribution at each time period. Figure 2 shows the power distribution at each period 
with customer preferences. Both the graphs are dynamic in nature.

6.2 Deterministic Approach with Customer Considerations 

This is to evaluate the minimum cost among the customer’s preferred time periods. 
The PAR value is also high in this case as all appliances are scheduled in the minimum 
electric pricing (EP) time periods among customer preferences. Figure 3 shows the 
daily cost at different time periods and Fig. 4 shows the power consumption at 
different time periods in the day.
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Fig. 1 Graph for unscheduled algorithm (time vs. cost) 

Fig. 2 Graph for unscheduled algorithm (time vs. power)

6.3 Ant Colony Optimization with Customer Considerations 

The time periods which are preferred by the customer are considered for evaluation 
of Ant Colony optimization to provide the optimal PAR. Figure 5 shows the cost 
variation at different time periods and Fig. 6 shows the power consumption at those 
time periods.
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Fig. 3 Graph for deterministic approach with minimum cost (time vs. cost) 

Fig. 4 Graph for deterministic approach with minimum cost (time vs. power)

6.4 Statistical Comparison 

The comparison of all 3 approaches is shown in Table 3 with parameters of Cost and 
Peak-to-Average Ratio (PAR).
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Fig. 5 Graph for scheduled with aco algorithm (time vs. cost) 

Fig. 6 Graph for scheduled with aco algorithm (time vs. power)

Table 3 Comparison of 3 approaches 

Approach Monthly electricity price ($) Peak-to-Average Ratio (PAR) 

Unscheduled 217.8768* 1.8078* 

Deterministic Approach 207.9472 1.9464 

ACO Approach 213.0496* 1.5988* 

*: indicates that value is dynamic and the value depends on iterations and number of times the 
algorithm is run to reach its global best
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7 Conclusion 

Based on observations a better par and better minimized cost with Ant Colony Algo-
rithm is found compared to that of Unscheduled and Deterministic approaches. The 
results obtained by Ant Colony Algorithm with a smaller number of iterations were 
found out to be the best solution. Apart from comparison of these algorithms the 
method of combining IBR with RTEP has been dynamic which can help in solving 
the excess power consumption reliably and economically. These results when sent 
over home Gateway result in better appliance functioning. Thereby, the assignment 
or scheduling of the shiftable appliances to a minimized cost and minimized par has 
resulted in betterment of smart grid scheduling. 
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Optimal Sizing of Grid-Connected 
Hybrid Renewable Energy System Using 
the GWO Algorithm and Adapting 
the Time-of-Use Tariff Rates 

Joshi Sukhdev Nirbheram, Aeidapu Mahesh, and Ambati Bhimaraju 

Abstract The use of renewable resources like solar and wind has been encouraged 
by the depletion of conventional fuels and global warming since they are friendly 
to the environment. Combining these resources with battery storage can produce 
clean, affordable, and dependable energy. This paper presents the optimization of the 
solar photovoltaic (PV)-wind turbine (WT)-battery using the gray wolf optimization 
(GWO) to optimize the levelized cost of energy (LCE). To obtain the operational 
benefits of the hybrid renewable energy system (HRES), limit the use of gird power, 
maximize the renewable use of renewable sources, and limit the surplus Energy 
of the HRES, the restrictions are the power import rate from grid (PIRG) and the 
Excess energy rate of renewable (EERR). A novel approach to energy management 
is suggested, offering a variable rate for grid electricity purchases that adapts the 
Time-of-Use (TOU) price. The variable tariff from the grid enhances the capability 
and stability of the HRES. The energy management system (EMS) considers the 
higher cost of the grid when the burden on the grid is more and vice versa. The 
EMS also balances energy between renewable sources, batteries, and Demand. The 
proposed study has been investigated in the location of the Kanyakumari district, 
India. 

Keywords Hybrid renewable energy systems · Energy management system ·
Levelized cost of energy 

1 Introduction 

In today’s world, replacing fossil fuels with renewable sources is critical considering 
climate change [ 1]. But, the uncertain and sporadic nature of renewable sources 
causes an unreliable power supply to the load. The combination of two and more 
renewable sources is used to improve reliability, like solar PV, WT, bio-gas, etc. 
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Solar PV gives the maximum power during the day, whereas WT gives the most 
power at night. So, Due to the complementary nature of solar PV, WT is the best 
choice for renewable sources [ 2]. But, a backup storage system is essential whenever 
the renewables are unavailable to supply the load [ 3]. The battery storage has a 
distinct advantage over other storage due to its high specific energy, prolonged storage 
durations, and quick response. Hence, solar PV, WT, and battery storage are the best 
configuration for the HRES to fulfill demand [ 4]. The Ref. [ 5] presented the optimal 
sizing of HRES with the solar PV, WT, and battery storage configuration. 

However, energy management system is crucial in HRES to minimize the system 
operating cost and optimal dispatch of renewable sources. The EMS of HRES is 
a difficult task considering the uncertainty of renewable sources and load power 
[ 6]. Ref. [ 7] EMS is used for the load scheduling to minimize the energy cost and 
maximize the system’s savings. The solar PV-WT-battery hybrid renewable system 
presents excess power from renewables charging the battery. If the renewables are 
insufficient to supply the load, grid power supplies the deficit power [ 8]. In this paper, 
the EMS offers a variable tariff to increase the stability of the grid and provides 
economic benefits to the customer. The TOU is used to demonstrate the variable 
tariff of the gird [ 9]. 

As a result, the literature reviewed above concluded that the EMS is crucial to the 
HRES’s ideal size. Therefore, this study suggested a revolutionary energy market 
system (EMS) that offers a variable pricing for buying and selling energy. Addi-
tionally, the Gray Wolf Optimization (GWO)-efficient metaheuristic technique is 
employed to determine the HRES’s ideal size. The paper’s key contribution is listed 
below: 

• The optimal sizing of the solar PV, WT, and battery has been performed with the 
objective function of LCE subjected to constraint PIRG and EERR. The constraint 
PIRG encourages the system to limit the power from utility. At the same time, the 
EERR limits the over sizing of renewable sizing, which will help in the overall 
cost reduction of the system. 

• The TOU tariff rates are used to exchange power between the grid and HRES. The 
load is divided into peak, off-peak, and valley, so different tariffs are entitled to 
different periods. 

2 Modeling of HRES Components 

2.1 Modeling of Wind Turbine 

Measure the wind speed in the designated region for an hour and compare it to the 
cut-out speed.(ucout ), cut-in speed.(ucin), wind speed at turbine altitude.(u), and rated 
speed .(ur ) to get the average wind power. The following is how the wind turbine’s 
output power is expressed [ 10]:
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.Pwt =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, when, u < ucin

Pwtr × (
u3−u3cin
u3cr−u3cin

), when, ucin ≤ u ≤ ur

pwtr when, ur < u < ucout
0, whenu ≥ ucout

(1) 

2.2 Modeling of Solar PV 

In [ 11], the solar irradiance, absorption capability, cell temperature, and panel area 
are all connected to the output power of the PV system.Ppv(t). 

.Ppv(i) = I (i)

1000
× Ppvr × ηpv × fdr [1 − αT (Tc − Tc,STC)] (2) 

where. I is Irradaition in .(w/m2), .Ppvr is rated power in .(kW ), .ηpv is efficiency, . fdr
is a derating factor of solar PV,.αT is temperature co-efficient,.Tc is Cell temperature, 
and .T(c,STC) is temperature at standard test conditions. 

2.3 Battery Modeling 

The battery is in charging or discharging mode, depending on the available renewable 
energy. When renewable energy is more than the load demand, the surplus power 
is used to charge the battery. The instantaneous state of charge .SOC(t) during the 
charging process must be determined using the SOC modeling of the battery [ 12]. 

.SOCt+1 = SOCt + ηcharging(t) × Ibattery(t) × Δt

C(t)
(3) 

where.Ibattery is the charging current, .ηcharging is charging efficiency, and.C(t) is the 
capacity of the battery. 

Similar to the charging process, the discharging process of the system is given 
below: 

.SOCt+1 = SOCt − ηdischarging(t) × Ibattery(t) × Δt

C(t)
(4)
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3 Objective Function Formulation for Optimization 

3.1 Total Cost of HRES 

The overall cost of the system covers a number of charges, including the cost of the 
initial investment.(Costin), the cost of operation and maintenance.(Costom), and the 
cost of replacement .(Costrep) [ 13]. 

.Costtotal = Costin + Costom + Costrep (5) 

3.2 Levelized Cost of Energy (LCE) 

The LCE is the per unit cost of the HRES and is defined as the cost of the power 
delivered by the system. The LCE is the ratio of total cost of the HRES to the total 
energy delivered to load. 

.LCE = Costtotal($)

Energytotal(kwh)
(6) 

where .Costtotal denotes the total cost of the HRES and .Energytotal denotes the 
overall amount of energy supplied by the HRES. 

3.3 Objective Function 

The main objective function of the HRES is to minimize the LCE considering the 
constraint and limitations. So, the HRES has the main aim of providing the design 
of the system with minimal LCE [ 14]. 

.min f = minimize(LCE) (7) 

subject to constraints of grid-connected system 

.

(
0 ≤ P I RG ≤ P I RGmax , P I RGmax = 15%

0 ≤ EERR ≤ EERRmax , EERRmax = 10%
(8) 

The ratio of total power acquired from the grid to the total load demand is known 
as the power import rate from grid. 

.P I RG = Pgridpurchased
LoadTotal

(9)
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The ratio of excess renewable energy generation to total renewable energy gen-
eration is known as the excess energy rate from renewables. 

.EERR = PPV + PWT − Loadtotal
PPV + PWT

(10) 

where.PPV , .PWT , .Loadtotal , are the generation from solar PV, WT, and total load of 
the HRES. 

4 Energy Management System 

The energy management system is an essential part of the HRES in order to balance 
the energy balance between renewable sources and the load. The novel EMS is 
offering the variable tariff and reducing the burden from the gird. The grid offering 
the high cost while the burden on the grid is more and gird offering the less cost 
while the burden on the gird is less. The EMS is divided into many parts based on 
the charging and discharging of the battery. 

• In the first mode, when the renewable sources are more than the load and battery 
SOC is more than 0.8, the surplus power from the renewables supply to the grid 
at a variable tariff. 

• In the second mode, when the renewable sources are more than the load and battery 
SOC is less than 0.8, the surplus power from the renewables supplies the battery 
to charge the battery. 

• In the third mode of operation, when the renewable sources are less than the load 
and the battery SOC is greater than 0.2, the battery supplies the deficit power of 
the load. 

• In the last mode of operation, when the renewable sources are less than the load 
and the battery SOC is less than 0.2, the deficit power of the load is supplied by 
the grid at a variable tariff (Fig. 1). 

5 Optimization Techniques 

Metaheuristic algorithmic techniques for sizing have been taken into consideration 
in this research. This study examined scaling methods for the configured system 
using metaheuristic algorithms. There are many other metaheuristic techniques, but 
GWO has received the most attention for optimization because of its accuracy in 
identifying the best optimal solution.
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Fig. 1 Energy management system 

5.1 Gray Wolf Optimization 

One of the most current metaheuristics swarms intelligence algorithms is the GWO. 
Due to its superiority over other swarm intelligence approaches, it has been widely 
customized for a wide range of optimization issues. This section presents the math-
ematical modeling of the GWO. The first step of the GWO is to chase and encircle, 
and the proposed equation is given below [ 15]: 

.Y (t + 1) = Y (t) − B × S (11) 

where .Y (t + 1), .Y (t) are the gray wolf’s next location and current location, respec-
tively. . B and. S are the coefficients of the matrix, and the vector depends on the prey 
location .(Yp) and is calculated by 

.S = |C × Yp(t) − Y (t)| (12) 

where .C = 2 .× .r2 and .r2 is the randomly generated vector from [0,1]. 
Using the aforementioned equations, a wolf may migrate to any place in a hyper-

sphere surrounding the prey. However, this is insufficient to approximate gray wolf 
social intelligence. As previously stated, social hierarchy is important in hunting and 
group survival. The finest options for simulating social hierarchy are alpha, beta,
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and delta. Although there may be more than one wolf in each group in nature, in 
GWO, it is assumed that there is only one solution for each class for the purpose of 
simplicity. The three best answers thus far are always presumed to be alpha, beta, 
and delta in GWO. Due to the fact that alpha, beta, and delta are the top solutions 
in the population, it has been claimed that they have a solid understanding of where 
the global optimum of optimization problems is located. Other wolves should be 
required to update their places in the manner described below: 

.Y (t + 1) = Y1 + Y2 + Y3
3

(13) 

where . Y1, . Y2, .Y3 is calculated using the below equation: 

.

⎧
⎪⎨

⎪⎩

Y1 = Yα(t) − B1 × Sα

Y2 = Yβ(t) − B2 × Sβ

Y3 = Yδ(t) − B3 × Sδ

(14) 

6 Results and Discussion 

The optimal sizing of the HRES is performed at the specific site location 
(https://www.sciencedirect.com/science/article/pii/S2352152X22007873). 
Figure 2a–c demonstrates the solar radiation, wind speed, and load for 1 year. The 
PV-wind and battery configuration are considered for optimal sizing using the gray 
wolf optimization algorithm. The variable grid tariff of this study takes into account 
the TOU pricing in addition to optimal size. To limit the power taken from the grid 
and increase the use of the renewable power, import rate from the grid (PIRG) and 
excess energy rate from renewables (EERR) are utilized. To prevent deterioration, 
the maximum and minimum states of charge of the battery are regarded as 0.8 and 
0.2, respectively. Now, to make the comparison of the results of the optimization 
of the HRES is performed with TOU tariff rates. In TOU tariff rates, the rates are 
divided into three parts as per the burden on the grid. When the burden on the grid 
is more, the tariff is more and period is known as peak period. On the other hand, 
if the burden on the grid is less, the cost of the grid is less and the period is known 
as valley. On a similar line if the load is in between the peak and valley the period 
is known as off-peak. The tariff for selling and purchasing is decided based on load 
demand and as per the TOU tariff, the load is divided into three parts (1) valley, (2) 
off-peak, and (3) Peak, and the tariff rates for the time periods are 0.03, 0.07, and 
0.17, respectively [ 9]. 

For the comparison, the optimal sizing is performed with different algorithms 
like the sine cosine algorithm (SCA), Seagull optimization algorithm (SOA), and 
gray wolf optimization (GWO). The maximum number of iterations is 100, and the 
population size is 50 considered for the algorithm. The results demonstrated that 
GWO is giving the best optimum result among the given algorithm. Table 1 shows

https://www.sciencedirect.com/science/article/pii/S2352152X22007873
 -1678
28531 a -1678 28531 a
 
http://dx.doi.org/https://www.sciencedirect.com/science/article/pii/S2352152X22007873
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(a) Solar Irradiation with one hour 
resolution over a year (b) TOU variable tariff for grid exchange 

(c) Wind speed with 1-hour resolution 
over a year 

(d) Seasonal load profile for one year 

Fig. 2 Meteorological data 

Table 1 Optimization results for the constant grid tariff 

Optimization algo-
rithm 

.NPV .NWT .Nbattery .LCE .P I RG . EERR

GWO 2976 151 1882 0.1731 0.15 0.1 

SCA 2965 157 1855 0.1901 0.1498 0.09 

SOA 2970 154 1871 0.1822 0.1499 0.1 

Table 2 Optimization results for the variable grid tariff 

Optimization algo-
rithm 

.NPV .NWT .Nbattery .LCE .P I RG . EERR

GWO 2952 152 1884 0.1584 0.15 0.1 

SCA 2960 156 1869 0.1712 0.1499 0.09 

SOA 2967 154 1875 0.1752 0.1499 0.1 

results at constant tariff with a selling tariff of 0.07 and purchasing tariff of 0.17. The 
optimal result is .NPV = 2976, .NWT = 151, .Nbat = 1882 and .LCE = 0.1713. 

As you can observe from Table 2, the optimal sizing of the HRES considering 
the variable tariff is demonstrated. The results demonstrate a significant reduction in 
the LCE. In this case, the GWO optimization gives the best optimum result among 
the all optimizations given. The optimal results obtained by GWO are .NPV = 2952, 
.NWT =152,.Nbat = 1884, and.LCE = 0.1584. Figure 2 shows the power generated by 
PV and wind, along with that of the SOC of battery, grid power exchange load. The 
load compensation of the HRES by the renewable sources is demonstrated in Fig. 3.
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(a) Compensation of load by renewable 
sources on day-1 

(b) Compensation of load by renewable 
sources on day-6 

Fig. 3 Compensation of load by renewable sources 

Figure 3a shows that from the hours 0:00 to 1:00, the PV is not sufficiently available. 
However, excess wind power is available, which supplies the load, and surplus power 
charges the batteries. From hours 2:00 to 8:00, the excess power is available in both 
the PV and WT, and the surplus power is supplied to the grid. From hours 14:00 
to 24:00, the PV power is unavailable to supply the load. However, the excess WT 
power is available to supply the load, and the surplus is supplied to the grid. In the 
same way, Fig. 3b shows the compensation of the load by the various sources. From 
hours 0:00 to 3:00, neither PV nor WT is available to supply the load. However, the 
deficit power is supplied by the grid. From hours 4:00 to 6:00, excess PV power is 
available, which meets the load and charges the battery. From hours 7:00 to 11:00, 
the PV power is less than the load demand, and the WT power is still zero. However, 
the battery, along with PV, meets the load. 

7 Conclusion 

This study demonstrated the techno-economic analysis of the PV, wind, and battery 
HRES. The location considered for the research has an ample amount of irradiation, 
and the wind is available. The findings of the comparison demonstrate a considerable 
decrease in the LCE, and the proposed EMS offers a variable price for the buying and 
selling of energy. The cost reduction achieved by using the variable tariff is around 
7.5% per year. In the optimal sizing of the HRES, the comparison is made between 
the metaheuristic techniques like GWO, SC, and SOA. It found that GWO is giving 
the best optimum results compared to other algorithms. The optimal results obtained 
by GWO are .NPV = 2952, .NWT =152, .Nbat = 1884, and .LCE = 0.1584. This study 
is helpful in the design of the distribution system, economic analysis of the system, 
and various other parts of the power system.



98 J. S. Nirbheram et al.

References 

1. Bartolucci L, Cordiner S, Mulone V, Rocco V, Rossi JL (2018) Hybrid renewable energy 
systems for renewable integration in microgrids: in fluence of sizing on performance. Energy 
152:744–758. https://doi.org/10.1016/j.energy.2018.03.165 

2. Mahesh A, Sandhu KS (2020) A genetic algorithm based improved optimal sizing strategy for 
solar-wind-battery hybrid system using energy filter algorithm. Front Energy 14(1):139–151 

3. Sawle Y, Gupta SC, Bohre AK (2017) Review of hybrid renewable energy systems with compar-
ative analysis of off-grid hybrid system loss of power supply probability loss of load probability. 
Renew Sustain Energy Rev 1–19. http://dx.doi.org/10.1016/j.rser.2017.06.033 

4. Sassi A, Zaidi N, Nasri O, Slama JBH (2017) Energy management of PV/wind/battery hybrid 
energy system based on batteries utilization optimization. In: International conference on green 
energy and conversion systems, GECS 2017 

5. Ma T, Javed MS (2019) Integrated sizing of hybrid PV-wind-battery system for remote island 
considering the saturation of each renewable energy resource. Energy Convers Manag 182:178– 
190. https://doi.org/10.1016/j.enconman.2018.12.059 

6. Goud BS, Rekha R, Jyostna MR, Sarala S, Rao BL, Reddy CR (2020) Energy management 
and power quality improvement in hres grid-connected system. In: Proceeding - 1st FORTEI-
international conference on electrical engineering, FORTEI-ICEE 2020, pp 174–178 

7. Radhakrishnan A, Selvan MP (2015) Load scheduling for smart energy management in resi-
dential buildings with renewable sources. In: 18th national power systems conference. NPSC 
2014 

8. Torreglosa JP, Ferna LM, Garcia P, Jurado F (2013) Optimal energy management system 
for stand-alone wind turbine/photovoltaic/hydrogen/battery hybrid system with supervisory 
control based on fuzzy logic, vol 8 

9. Chaudhari K, Ukil A (2016) TOU pricing based energy management of public EV charging 
stations using energy storage system. In: Proceedings of the IEEE international conference on 
industrial technology, pp 460–465 

10. Amrollahi MH, Bathaee SMT (2017) Techno-economic optimization of hybrid photo-
voltaic/wind generation together with energy storage system in a stand-alone micro-grid 
subjected to demand response. Appl Energy 202:66–77. http://dx.doi.org/10.1016/j.apenergy. 
2017.05.116 

11. Diemuodeke EO, Addo A, Oko CO, Mulugetta Y, Ojapah MM (2019) Optimal mapping of 
hybrid renewable energy systems for locations using multi-criteria decision-making algorithm. 
Renew Energy 134:461–477. https://doi.org/10.1016/j.renene.2018.11.055 

12. Escobar LA, Meeker WQ (2006) A review of accelerated test models. Stat Sci 21(4):552–577 
13. Mohammed AQ, Al-Anbarri KA, Hannun RM (2020) Optimal combination and sizing of a 

stand-alone hybrid energy system using a nomadic people optimizer. IEEE Access 8:200 518– 
200 540 

14. Hamanah WM, Abido MA, Alhems LM (2020) Optimum sizing of hybrid PV, wind, battery 
and diesel system using lightning search algorithm. Arab J Sci Eng 45(3):1871–1883. https:// 
doi.org/10.1007/s13369-019-04292-w 

15. Mirjalili S, Mirjalili SM, Lewis A (2014) Grey wolf optimizer. Adv Eng Softw 69:46–61. 
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007

https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
https://doi.org/10.1016/j.energy.2018.03.165
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
http://dx.doi.org/10.1016/j.rser.2017.06.033
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/j.enconman.2018.12.059
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
http://dx.doi.org/10.1016/j.apenergy.2017.05.116
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1016/j.renene.2018.11.055
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1007/s13369-019-04292-w
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007


Optimal Dispatch of Renewable Sources 
Under Virtual Power Plant 
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Abstract The main grid integrated into renewable energy source can be challenging 
due to their intermittent and unpredictable nature. However, incorporating battery 
energy storage systems (BESS) into renewable energy systems can provide several 
benefits. To fully exploit the advantages of BESS, an optimal energy management 
strategy is required. The Concept of a Virtual Power Plant (VPP) can combine the 
strength of renewable energy sources and simplify management for a decentralized 
energy market. The proposal introduces a new structure for optimal energy manage-
ment of a Virtual Power Plant. The framework considers important aspects, such 
as managing the risk associated with renewable energy sources, reducing operating 
costs, and managing voltage levels within the system. Additionally a stochastic simu-
lation with two stages is created to address the issue of unpredictable Power bills 
and RES generation. The simulation results indicate that the proposed framework 
can enhance the system by ensuring energy balance accuracy, reducing energy and 
maintaining system security. By incorporating the VPP approach and optimal energy 
management strategies, the integration of renewable energy sources and BESS can 
be streamlined and made more effective. 
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1 Introduction 

Environmental concerns have led to a rise in the use of renewable energy sources 
(RESs), such as solar, wind power, bio-gas, etc., along with rising demand for energy 
and a decreasing distribution of fossil fuels with high carbon content. Many Countries 
have created laws regarding RES as well as standards to encourage the use of RES 
[1], and as a result, there is a large growth in other sectors of power systems, including 
renewable Distributed Generators [2]. However, because RES is unpredictable and 
variable, managing and controlling it in a typical electricity system is challenging 
[3]. It has been noticed that integrating RESs and various other traditional distributed 
generators and BESS like thermal plants, micro-CHP, etc. can significantly address 
the balancing of power and regulating voltage fluctuations [4]. 

(BESS) have a significant role in modern power systems, as they can directly 
address the renewable energy intermittency, provide technical support for power 
systems, and develop smart grid technology [5]. BESS have been researched in 
a wide range of renewable energy systems to improve the integration of renewable 
energy, from small-scale systems like distributed renewable systems and micro-grids 
to large-scale freestanding hybrid renewable energy systems and renewable energy 
power plants [4, 6]. The reduction of transmission network congestion, assistance 
with voltage and frequency management, and the postponement of transmission 
network renovations and expansions are other significant applications of battery 
storage in power systems that require attention [7]. 

As mentioned in, VPP has two variants, referred to as commercial Virtual Power 
Plant (cVPP) and technical Virtual Power Plant (tVPP) [8]. A tVPP is made up of 
a few renewable DGs in the same geographic area and considers the actual impact 
of the local network on the whole portfolio. A commercial Virtual Power Plant 
works as a market operator and maximizes its profit without taking the conditions 
of the network into consideration [9]. VPP energy management differs from that of 
traditional power systems, which depends on the type, the level of penetration of 
RES, and the strategy for market participation. Many things have been done to solve 
the problem of how to manage VPP energy [10]. RES and BESS are two parameters 
taken into account by the electrical energy management employed for Virtual Power 
Plants. They proposed a theoretical energy management methodology for Virtual 
Power Plants with storage systems [11] and thermal and electrical generators, and 
introduced a regulation strategy for micro-CHP and wind that decreases operating 
price [12, 13]. But none of the above works have taken wind power and ESSs into 
account in a precise manner for tVPP energy management [14]. 

This paper presents an optimal Virtual Power Plant energy management issue 
model with wind energy systems, theoretical energy storage systems, and DGs inside 
the coming day and balancing business. The aim of the prototype is to maintain the 
energy balance of the Virtual Power Plant and system security while minimizing 
operational costs for the VPP, including those associated with operation, mainte-
nance, and power market charges. To acknowledge the uncertainty in wind power 
gains and electricity pricing, a two-stage theoretical technique is presented.
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The following are the paper’s main contributions: 

• A cutting-edge VPP energy management model that takes into account a number 
of crucial elements, such as the operation of dispersed wind and traditional gener-
ators, the higher perception of wind energy, and voltage regulation assurances of 
power quality. 

• A double-mode stochastic optimization model to take into account different VPP 
uncertainty. 

• Depending on earlier records of data sets proper simulations are presented, and the 
outcome demonstrates that the speculative strategy performs significantly more 
in lowering operating costs while preserving system dependability. 

2 System Modelling 

2.1 Virtual Power Plant Model 

The suggested model concludes that the Virtual Power Plant is made up of Energy 
Storage Systems units, wind energy systems (Wind Turbines), micro-CHP units, and 
stable loads. Wind turbines reduce carbon emissions while the entire efficiency is 
produced by micro-CHP units [15]. Wind power outcome uncertainty is decreased 
with the coordination of battery storage and micro Combined Heat and Power(micro-
CHP) [16]. When the actual generation of wind differs from that of the predicted 
total, batteries help to compensate for the imbalance by charging or discharging [17]. 
The Virtual Power Plant is assumed to be run by a central system, from which the 
holder receives predicted details and has direct authority over each subsystem. The 
system operating cost can be made low with the help of the controller. A distribution 
line connects the VPP units that are kept together which are linked to the major grid. 
The operational time is denoted by t divided by T time slots [18]. 

2.2 Model for Energy/Electricity Market 

The Virtual Power Plant configuration is suggested to compete in the energy market 
in a manner same to the Nordic Energy Market [19], which is an aggressive double-
settlement energy market comprised of an actual balancing market. Based on the 
operational restriction and evaluation of the entire profile, the top authority put their 
proposal for consumption or generation to the future market [20]. The actual energy/ 
power transfer may differ from the power schedule due to uncertainty. To maintain 
power balance, the central controller must regulate the absolute-time power/energy 
transfer. Furthermore, if an unbalancing problem arises, an ascending or descending 
rule penance will be submitted in the balancing market [21].
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3 Problem Interpretation 

The issue is expressed as a stochastic prototype that has two stages. Energy Proposal 
and Unit commitment status of DG units in the future market are among the first-step 
opinion variables. The second stage consists of DG unit active and reactive power 
outcome, battery charge cycle, flexible load management, and absolute-time energy 
transfer in the electricity market. 

3.1 Governing Function 

min
∑

i

∑
t 
(αipi,t + βi) (1)

∑
t

[
pDA t λDA 

t + (
pBL t − pDA t

)
λBL 
t − φt

∣∣pBL t − pDA t

∣∣] (2)

∑
k

∑
t 
Ck

(
e− 
k,t 

η− 
k 

+ e+ 
k,tη

+ 
k

)
(3) 

Equation (1) represents the operational cost of a virtual power plant, where αipi,t 
denote the micro-CHP unit generation cost i for t time and the unit βi is cost for 
no-load. When unit i is turned on, the zero-load cost is incurred. 

Equation (2) mentions the VPP’s market cost. In a two-settlement market, the 
hourly bid and real-time power exchange are denoted by PDA 

t and PBL 
t , respectively. 

When PDA 
t is negative or positive, the Virtual Power Plant has purchasing/selling 

energy in the future/coming market at a cost of λBL 
t . The Virtual Power Plant is 

purchasing/selling energy/power on cost λBL 
t in a balancing market when PBL 

t −PDA 
t ) is 

negative/positive. The higher or lower regulation is given by φt

∣∣PBL 
t − PDA 

t

∣∣, whenever 
the real-time power exchange and day-ahead power schedule are not equal then 
regulation φt is paid. 

Equation (3) shows the price of battery storage k, where e+ 
k,t is rate of charging 

having efficiency η+ 
k and e

− 
k,t is the rate of discharging having efficiency η

− 
k . 

3.2 Constraints 

(1) Equations of Power Flow: swing bus is present at Bus 1 and linked to the major 
grid. The reactive power injection and active power injection are given in Eqs. (4) 
and (5): 

Pj,t =
∑

i 
Pi,t − pBL t − pLD j,t +

∑
n 
wn,t +

∑
k

(
e− 
k,t − e+ 

k,t

)
, ∀t (4)
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Qj,t =
∑

i 
qi,t − qBL t − qLD j,t , ∀t (5) 

The difference between load consumption and the active power generation is known 
as net active power injection Pj,t . PLD 

j,t denotes the consumption of the load active 
power on bus j, and Wn,t represents the output of wind power for unit n. Similarly, 
the difference between consumption of load reactive power and generation of load 
reactive power is known as net reactive power injection Qj,t . The equations of linear 
power flow are given by: 

Pj,t =
(
2Vj,t − 1

)
Gj,j +

∑
o(o�=j) 

Gj,o
(
Vj,t + Vo,t − 1

) + Bj,o
(
θj,t − θo,t

)
, ∀t (6) 

Qj,t = −(
2Vj,t − 1

)
Bj,j +

∑
o(o�=j) 

− Bj,o
(
Vj,t + Vo,t − 1

) + Gj,o
(
θj,t − θo,t

)
, ∀t 
(7) 

Pt 
j,o = Gj,o

(
Vj,t − Vo,t

) + Bj,o
(
θj,t − θo,t

)
, ∀t (8) 

Qt 
j,o = Bj,o

(
Vo,t − Vj,t

) + Gj,o
(
θj,t − θo,t

)
, ∀t (9) 

where Pt 
j,o is the active power flow over branch (j,o) and Q

t 
j,o is the reactive power 

flow over branch (j,o). Vj,t denotes the magnitude of voltage and θj,t denotes the 
phase angle at bus j. Gj,o is real parts of the Virtual Power Plant admittance matrix 
at branch (j,o) and Bj,o is the imaginary parts of the Virtual Power Plant admittance 
matrix at branch (j,o). 

(2) Constraints in Network. To secure the system, the network congestion as. well 
as phase angle and magnitude of voltages at each bus are needed to be in a secure 
operational period. Therefore, Eq. (10) defines an upper and lower limit for voltage 
whereas Eq. (11) represents the power flow over branches. 

V − 
j ≤ Vj,t ≤ V + 

j , θ  − 
j ≤ θj,t ≤ θ + 

j , ∀j, ∀t (10) 

P− 
j ≤ Pt 

j,o ≤ P+ 
j Q

− 
j ≤ Qt 

j,o ≤ Q+ 
j , ∀j, ∀t (11) 

(3) Constraints in Battery Storage. Since battery power lies in a specified range, a 
higher and lower limit for batteries’ size Ek,t is governed by following two equations 
respectively to avoid the rate of over-charging or over-discharging. 

E− 
k ≤ Ek,t ≤ E+ 

k , ∀k, ∀t (12) 

Ek,t+1 = Ek,t +
(
e− 
k,t 

η− 
k 

+ e+ 
k,tη

+ 
k

)
, ∀k, ∀t (13)
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4 Test Analysis 

4.1 Data 

The proposed Virtual Power Plant model (Fig. 1) is based on a modified IEEE 13-bus 
distribution test feeder [11]. Buses 6, 7, and 11 have three micro-CHP units, On bus 
9, there is one wind turbine, and on buses 2 and 10, respectively, there are two battery 
storage systems. In the actual test feeder, the transformer and switch are replaced by 
distribution lines [7]. The base values voltage magnitude is to be set at 4.16 kV and 
apparent power base values are to be set at 5000 kVA. The VPP central control is 
assumed to be able to receive the information to be forecasted and to have straight 
control over entire unit. The micro-CHP units parameters are displayed in Table 1, 
while Table 2 displays data from the battery storage system. Historical details are 
collected to address the power demand, market prices and the wind power, and to 
meet the required install capacity demand, these data are scaled down. 

Fig. 1 IEEE 13—bus distribution test feeder 

Table 1 Parameters for 
micro-CHP units Unit αi($/kWh) βi($) Pcap(kW) 

1 0.15 30 1500 

2 0.30 50 1000 

3 0.50 70 1500
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Table 2 Parameters for 
storage E− 

k (kWh) E+ 
k (kWh) 

50 Max = 100 
e− 
k,t (kW  ) e+ 

k,t (kW  ) 

100 100 

4.2 Result 

(1) Deterministic vs. Stochastic:- The suggested deterministic strategy and a 
stochastic strategy to determine the Virtual Power Plant power management 
problem are firstly compared. Simulation result of proposed model can observed 
in Fig. 2. The figure shows the comparison between the stochastic and determin-
istic approaches for the 25 iterations. It is noted that growing wind penetration 
level benefits both approaches by lowering system operating costs. This happens 
as wind turbines are expected to have lower generation costs. Furthermore, the 
results show that the stochastic strategy performs better than the deterministic 
strategy, implying that the stochastic operation is more capable of dealing with 
RES uncertainties. 

(2) Voltage Control:- To measure the power quality, voltage regulation one of 
component and in the use of RES, power quality is one of the concern. The 
higher and lower limits of phase angle are set to be 0.03 rad and the higher 
and lower limits for magnitude of voltage are set to be 0.5 p.u., in this case, 
and penetration of wind is set to be 20%. Both magnitude of voltage and phase 
angle are in the safe operating range as shown in Figs. 3 and 4 of the simulation 
results.

(3) Associated with storage:- Effectiveness of ESS in relieving ambiguity is 
assessed here. The use of battery storage systems and those without storages is

Fig. 2 Stochastic versus deterministic approach operating cost having different wind penetration 
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Fig. 3 Each bus voltage magnitude 

Fig. 4 Each bus voltage Phase 

compared, and per day storage capital cost is included to the storage system. 
The storage of energy efficiency is set at 75%, and the wind penetration is set at 
20%. Figures 5 and 6 show the simulation result. Figure 5 illustrates the effec-
tiveness of storages in reducing power imbalance by showing that the system 
running cost is lower with ESSs added to the VPP than it would be without them. 
Additionally, Fig. 6 shows that the storage system’s most efficient capacity is 
200 kWh when the per capital cost of storage is included. Therefore, building 
storage capacity exceeding 200 kilo-Watt hour is not financially viable because 
the cost of the storage will exceed the revenue.
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Fig. 5 Cost versus storage 

Fig. 6 Cost versus storage 

5 Conclusions 

This research provides an innovative energy management paradigm for VPP that 
includes energy storage and renewable power generation. The issue with A two-
stage stochastic optimization problem is used to describe the task of minimizing the 
operational costs of the VPP in electricity markets. Numerous simulations have been 
run, and the results demonstrate how the framework can save operating costs for the 
VPP while managing power quality and security of system. Further scope of this 
work includes taking into account bidding technique in stochastic optimization and 
also expanding the quantity of input cases to evaluate results’ stability and tackle 
many subtasks concurrently.
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Variation of Cost in Scheduling 
of Residential and Commercial 
Appliances with the Inclusion of Energy 
Price Tag of EV and Household Battery 

Ajay Kumar Prajapat and Sandeep Kakran 

Abstract Due to the rising use of the electric vehicle (EVs) in today’s transportation 
systems, the analysis of integration of EVs with the electricity grid has become a 
necessity of current time. This paper considers a residential and commercial area 
with some constant and variable load. The main purpose of this article is energy 
management of sources, i.e., EVs, photovoltaic cells (PVs), household batteries, and 
grid, along with scheduling of the variable appliances to reduce the peak demand 
and cost of the electricity bill. In this cost of the energy storage devices, i.e., energy 
price tag (EPT) is considered and variation in total cost is observed with and without 
EPT. This paper presents an algorithm to evaluate the variation in the cost of energy 
consumption with and without considering the EPT. For scheduling of the appliances, 
two cases are considered, i.e., appliances are scheduled randomly and user preferred 
duration. For the optimization, mixed-integer linear programming is used, and in that 
DICOPT solver is used to solve the equations in GAMS software. 

Keywords Electric vehicle · PV · Energy price tag · Energy scheduling · GAMS ·
DICOPT 

1 Introduction 

Recently with the increment of pollution, use of electric vehicles (EVs) and renewable 
energy sources (RES) has increased exponentially. Renewable sources include solar, 
wind, geothermal, and many other which reduces pollution, and these sources are 
not going to be diminished after a certain interval of time and EVs are a convenient 
source of energy; therefore recent research has been focused on how to use RES and 
EVs for fulfilling demand of different sectors and reduce pollution. In [1], EVs and 
emerging technologies for future application have been elaborated. In this, methods 
to improve efficiency, reliability, and safety have been explained. In [2], EVs, battery
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technology trends, and charging methods have been reviewed. In this standard that is 
available for the charging process, power control, battery technologies, and battery 
energy management have been mentioned. In [3], a review of electric vehicles in 
developing countries has been mentioned. In [4], a survey of the impact of fast-
charging stations on the existing utility grid has been done. In [5], for the modeling 
of a charger at a particular location deep reinforcement learning (DRL) based on 
charging and discharging algorithm has been used. The effectiveness of DRL has 
been analyzed in two ways, i.e., charging cost and the effect of load shifting. From 
the results, it has been seen that the charging cost has been reduced and the load has 
been flattened. In [6], electric vehicle charging station has been implemented which 
operates in both directions with the combination of photovoltaic and battery which 
has been interconnected with commercial sector using the intelligent optimization 
technique which operates in four steps, and from the result, it has been seen that 
customer satisfaction cost has been reduced, and higher tolerability has been provided 
toward the uncertainties. In [7], a model of single residence has been proposed using 
mixed-integer linear programming and residential appliances have been optimally 
operated, and energy received from distributed energy resources is managed. In 
this day, ahead time of use price has been used, and energy management and load 
scheduling system have been embraced. In [8], research during the last five years 
on cooling techniques with phase change materials (PCM) was reviewed, and it 
has been observed that 20% in PV efficiency has been achieved. Heat regulation 
has been improved as well as temperature uniformity has been achieved with two 
PCM. In [9], the technology of solar PV has been reviewed and various incentive 
schemes have been introduced by the government to attract consumers from different 
sectors. The government of India gives a 30% subsidy to general category states and 
a 70% subsidy in Uttarakhand, Sikkim, Himachal Pradesh, Jammu Kashmir, and 
Lakshadweep [10]. In [11], optimization methods that address the power scheduling 
problem in the smart home have been reviewed. In this classification has been made, 
i.e., exact and metaheuristic algorithms. In [12], for the realization of the uncertainty 
of renewable energy, electrical load tracking and thermal load tracking have been 
used. In [13], to do the energy scheduling, the Cuckoo search algorithm has been used 
and it has been compared with other evolutionary algorithms, and the result shows 
that the technique used in the paper gives the best result. In [14], the energy price 
tag (EPT) of all storage devices connected with smart homes has been introduced. A 
smart home contains a plug-in electric vehicle, household battery, and photovoltaic, 
which fulfills the demand of a smart home. To set the priority between PEV, household 
battery, and utility based on EPT, rule-based priority has been used. 

Section 2 contains problem formulation. Section 3 contains results, and data 
related to the case study are shown. Section 4 presents the conclusion of the paper.
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2 Problem Formulation 

2.1 Storage Device Real Time Price 

In this paper, different appliances of residential and commercial sectors are consid-
ered and their scheduling is done with the consideration of storage energy costs, i.e., 
EPT of EV and battery. Sources considered in this are EV, PV, battery, and utility 
grid. Sources that take and give away energy are EVs and batteries. Equations (1) 
and (2) denote the charging and discharging power of EVs. 

Poelv (h)Po(h) gte(h) + Pobte (h) + Popvte (h) (charging) (1) 

Poelv (h) = Poetl (h) + Poetb (h) (discharging) (2) 

Pgte (h), Pobte (h), Popvte (h), Poetl (h), Poetb (h) ≥ 0 

To charge the EV, power given by grid and battery are Pogte (h) and Pobte (h) 
respectively, and after meeting the load demand, the charging power provided by 
PV is Popvte (h). Poetl (h) and Poetb (h) denote the power provided by the EV to the 
load and for the charging of the battery respectively. Equations (3) and (4) denote 
the charging and discharging power of battery. 

Pob (h) = Pogtb (h) + Poetb (h) + Popvtb (h)(charging) (3) 

Pob (h)Pobtl (h) + Pobte (h)(discharging) (4) 

Pogtb (h), Pobte (h), Popvtb (h), Pobtl (h), Pobte (h) ≥ 0 

To charge the battery, power given by grid and EV are Pogtb (h) and Poetb (h) 
respectively and after meeting the load demand the charging power provided by PV 
is Popvtb (h). Pobtl (h) and Pobte (h) denote the power given by the battery to the load 
and for charging the EV respectively. In this, EPT is used by which exchange of 
energy takes place among all the storage devices and the price of storage devices is 
in (ct/kWh). Equations (5) to (9) denote the stored energy of EV. 

SOCe(h) = SOCe(h − 1) + Ef ec × CCe × Rec − 1 

Ef ed 
× DDe × Red (5) 

Pec = Ef ec × Rec (6) 

Ped = Ef ed × Red (7)
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SOCmi 
e (h) ≤ SOCe(h) ≤ SOCma 

e (h) (8) 

CCe + DDe ≤ 1 (9)  

Charging and discharging of EV is denoted by (6) and (7) [19]. SOCe(h) and 
SOCe(h − 1) are the EV energy at present and before the present time. Rec and 
Red are the rates of charging and discharging. Equation (8) shows the maximum 
and minimum energy limits of EV. Charging and discharging binary variables are 
denoted by CCe and DDe. Ef ec and Ef ed are the charging and discharging efficiencies, 
whereas Ped and Pec are the charging and discharging power of the EV. Equations (10) 
and (11) show the EPT of EV. 

During charging 

EPT E (h) = 
EPT E (h − 1) × energyE (h − 1) + Pg(h) × cg(h) + Pbd × EPT E (h − 1) 

energyE (h) 
(10) 

During discharging 

EPT E (h) = 
EPT E (h − 1) × energyE(h − 1) + Ped × EPT E (h − 1) 

energyE(h) 
(11) 

SOCb(h) = SOCb(h − 1) + Ef bc × CCCb × Rbc − 1 

Ef bd 
× DDDb × Rbd (12) 

Pbc = Ef bc × Rbc (13) 

Pbd = Ef bd × Rbd (14) 

SOCmi 
b (h) ≤ SOCb(h) ≤ SOCma 

b (h) (15) 

CCCb + DDDb ≤ 1 (16) 

Battery energy at present and before the present time are denoted by SOCb(h) 
and SOCb(h − 1). The charging and discharging rates of the battery are Rbc and Rbd 

respectively. Charging and discharging binary variables are denoted by CCCb and 
DDDb, whereas the charging and discharging efficiency of the battery are denoted 
by Ef bc and Ef bd . P

bd and Pbc are the discharging and charging power of the battery. 
Equations (17) and (18) show the EPT of the battery.
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During charging 

EPT E (h) = 
EPT E (h − 1) × energyE (h − 1) + Pg(h) × cg(h) + Pbd × EPT E (h − 1) 

energyE (h) 
(17) 

During discharging 

EPT B (h) = 
EPT B (h − 1) × energyB(h − 1) + Pbd × EPT B (h − 1) 

energyB(h) 
(18) 

Equation (19) shows the evaluation of PV power with the help of PV radiation [19]. 

Ppv(h) = Prr × Pd

(
Rd (h) 

Rre

)
(19) 

where 

Prr: PV panel rated power. 

Pd: Derating factor. 

Rd: Solar radiation. 

Rre: Reference solar radiation. 

2.2 Objective I 

In this work, four different appliances of residential and commercial areas are consid-
ered. The main objective of this research is to implement the scheduling of loads for 
the minimization of consumer cost with minimal impact on consumer preference. 
Equation (20) shows the objective function. 

Cosmin = 
24∑
h=1 

4∑
apll=1 

Ah 
apll × Prig (20) 

Aapll =
[
A1 
1, A

2 
2, . . .  A

4 
4

]
(21) 

24∑
h=1 

Ah 
apll = Atotal 

apll (22) 

Cosmin : Optimized cost 

Ah 
apll : Energy consumption of each appliance during the interval.
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Ah 
apll = fh,apll × W mx apll +

(
1 − fh,apl

) × W mn apll (23) 

24∑
h=1 

fh,apll × gapll,h = uapll (24) 

fapll,h : Binary variable which indicates the ON or OFF moment of appliance 

gapll,h : Binary variable which indicates the duration for which appliance is ON or OFF 
uapll : Overall slots when the appliance remains ON

∑
n∈M 

xn,apll = 1 (25) 

x is a binary variable, and ‘M’ is the total number of schedules of any appliances, 
and Total number of schedules = Total number of consumer preferred duration— 
appliance ON duration + 2. 

Ah 
apll =

∑
n∈A 

xn,apll × An,h (26) 

An,h: Energy consumption during the hth hour of nth schedule. 

W mi apll ≤ Ah 
apll × gapll,h ≤ W ma apll (27) 

4∑
a=1 

Ah 
apll ≤ H mx (28) 

Hmx: Energy consumption limit during each hour. 

2.3 Objective II 

The objective is to reduce the total cost of buying electricity from the grid while 
lowering the EPT of EV and domestic batteries at the same time. The total cost is 
given in (29). 

costmin = 
24∑
h=1 

Cg(h)Pg(h) + EPT EV (h) ∗ energyEV (h) + EPT B (h) ∗ energyA (h) 

(29)
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The first term of the objective denotes the total cost of purchasing energy from 
the utility, whereas the other terms indicate the charging and discharging cost of EV 
as well as battery. 

3 Result 

In this, to see the variation in cost with EPT different cases are considered. Firstly, 
scheduling of appliances is done randomly without EPT. Secondly, scheduling of 
appliances is done considering the user preferred duration without EPT. Thirdly, the 
random scheduling of appliances is done with EPT, and, lastly, the appliances are 
scheduled considering the consumers preferred duration with EPT. The assumption 
considered in this is that EV stays at house for complete duration. Figure 1 shows the 
static load of residential and commercial sectors during each hour, and Table 1 shows 
the different variable appliances of residential and commercial sectors. Figure 2 and 
Fig. 3 show the solar irradiation and utility real time tariff respectively [17, 18]. 
Different parameters used by storage devices are shown in Table 2. 

Figures 4 and 5 show the scheduling of different appliances randomly and consid-
ering consumer preferred duration without EPT. These figures show the power used 
by different sources to meet the fixed demand and operation of variable appliances 
for the minimization of cost. From the figure, it is observed that when the appliance is 
scheduled randomly charging and discharging of EV and battery are done randomly 
whereas discharging of EV and battery is done during the hours when power demand 
is at peak and charged during the hours when power demand is normal in the case 
of appliances scheduling considering the consumer duration.

Figures 6 and 7 show the scheduling of different appliances and consumption of 
different sources randomly and considering consumer preferred duration with EPT. 
These figures show the power used by different sources to meet the fixed demand 
and operation of variable appliances for the minimization of cost. From the figure it 
is observed that when the appliance is scheduled randomly charging and discharging 
of EV and battery are done randomly whereas discharging of EV and battery is

Fig. 1 Static load of the 
residential and commercial 
sector
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Table 1 Shiftable residential and commercial appliances consumer preferred duration 

Appliance Energy consumed (kWh) Consumers preferred duration 

Shiftable residential appliances 

Geyser 1 7–11 

Water Pump 0.75 13–15 

Toaster 1.5 6–8 

Washing machine 1.3 5–10 

Shiftable commercial appliances 

Ice crusher 0.4 7–9 

Grinder 1.5 7–9 

Deep Fryer 2 9–13 

Dishwasher 1.2 12–14 

Fig. 2 Irradiation of solar 

Fig. 3 Grid tariff

done during the hours when power demand is at peak and charged during the hours 
when power demand is normal in the case of appliances scheduling considering the 
consumer duration.

The discrepancy of EPT of EV and battery with random and user preferred duration 
scheduling of appliances is shown in Figs. 8 and 9.
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Table 2 Storage device parameters 

Parameter Value Parameter Value 

EVs initial EPT 3.5(ct/ kWh) Battery’s initial EPT 2(ct/ kWh) 

Storage of EV 20 kWh Storage of battery 10kWh 

EVs preliminary SOC 40% Battery’s preliminary SOC 35% 

EVs minimum SOC 35% Battery’s minimum SOC 30% 

EVs maximum SOC 80% Battery’s maximum SOC 85%

Fig. 4 Scheduled power of different sources and shiftable appliances randomly without EPT 

Fig. 5 Scheduled power of different sources and shiftable appliances in user preferred duration 
without EPT

The discrepancy in cost for different cases is shown in Table 3. From the table, it 
can be seen that when the appliances are scheduled randomly then the discrepancy 
in cost with the use of EPT is 157.22% and when the appliances are scheduled 
considering consumer’s preference then with the use of EPT, discrepancy comes out
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Fig. 6 Scheduled power of different sources and shiftable appliances randomly with EPT 

Fig. 7 Scheduled power of different sources and shiftable appliances in user preferred duration 
with EPT

to be 207.27%. When the discrepancy is observed between user preferred and random 
scheduling without EPT, the cost decreases by 17.99% and when EPT is considered 
then the cost decreases by 2.03%. In the table, ‘+’ indicates the increment in cost 
and ‘–’ indicates the decrement in cost. 

4 Conclusion 

In this paper EV, PV, battery, and grid have been used to meet the demand of 
consumers of residential and commercial areas. In addition to scheduling of appli-
ances, charging and discharging costs of EV and battery have been evaluated using 
EPT. To see the effect of EPT on energy scheduling cost, different cases have been
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Fig. 8 Variation of EPT and SOC of EV and battery in case when the appliance is scheduled 
randomly 

Fig. 9 Variation of EPT and SOC of EV and battery in case when the appliances are scheduled 
considering the user preferred duration

Table 3 Discrepancy in cost for different cases 

Random scheduled Consumer preferred duration 
schedule 

Discrepancy (%) 

Without EPT 468.429 384.142 –17.99 

With EPT 1204.919 1180.362 –2.03 

Discrepancy (%) + 157.22 + 207.27
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considered, i.e., appliances are scheduled randomly and in user preferred duration 
without and with EPT. From the results, it has been observed that charging of EV 
and battery takes place during the off-peak hours and discharging takes place during 
the peak hours. With the scheduling of appliances and by considering the consumers 
preference, the cost of electricity has been reduced and appliances have been sched-
uled during the minimum price time. Further, it has also been noticed that electricity 
consumption cost is higher with EPT in comparison to without EPT, which shows 
that the cost of using EVs and batteries has a significant impact on the cost of elec-
tricity consumption. In the future, cost of EVs and batteries can be considered while 
doing the overall cost analysis. 
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Comparative Analysis of Load 
Forecasting by Using ANN, FUZZY 
Logic and ANFIS 

Jaya Shukla and Rajnish Bhasker 

Abstract With the paradigm shift of power transmission and distribution system 
towards decentralized control, there has been a great upsurge in forecasting of load 
which would be effective for economic utilization of resources. In this paper, there 
is a comparative study about load forecasting using various Artificial Intelligence 
techniques which includes Neural Network, Fuzzy logic as well as adaptive neuro-
fuzzy system to indicate an effective solution for optimum utilization of renewable 
sources which is incorporated in the existing grid conditions. The AI techniques have 
helped to utilize information like the data of historical load, weather conditions and 
temperature difference such that a decision can be taken when to integrate how much 
renewable energy source in the present system such that optimum results are obtained. 
The comparison reveals that the ANFIS system is more effective to pass decision 
on when to integrate renewable energy sources into the grid. Load Forecasting at 
various places is critical for efficiently utilizing energy potential. With this in mind, 
intelligent models based on fuzzy logic, ANN, and ANFIS are created and presented 
for Load prediction. The suggested Review can readily integrate climate variables’ 
uncertainty and nonlinearity. A comparison of the aforementioned models has also 
been performed. It is explored if the findings produced by the ANFIS model for load 
prediction are better and more accurate. As a result, the ANFIS model may be useful 
in anticipating load and optimizing resource consumption. 

Keywords Power demand · Load forecast · AI techniques 

1 Introduction 

For the design of an effective energy management system load forecasting is an 
effective tool for utilities and power system operators such the demand can be met 
effectively. It requires various decisions during the operation of the system which 
includes economic distribution of generation, scrutiny of the security system as well
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as planning of the maintenance which hugely depends on load forecast [1]. The 
forecasting of load is stereotypically programmed beginning for a limited small time 
(in minutes) to an hour forward, otherwise to a larger value like for 20 years ahead. 
The forecasting of the electrical load is classified into four types: long term, medium 
term, short term and very short term [2]. Energy is the most often used resource 
in today’s globe. Throughout our daily lives, we use energy in a variety of ways, 
including electricity, refined oils, LPG, solar energy, wind energy, chemical energy 
in the form of batteries, and many more. We can be flamboyant at times and cautious 
at others. Yet, the goal is to provide customers with an uninterrupted supply of 
electricity, and in order to achieve this goal, current and future power demand must 
be properly evaluated. That is why we want the Load Forecasting approach to inform 
us about customer demand and the exact capability to create power. Amongst these, 
the most significant process of load forecasting required for supervisory control of 
the production of power is short-term load forecasting because it is needed for the 
determination of the power plants’ work plan in addition to the decision of taking 
out the best production group which may either exist from current grid connection or 
by integration of new renewable energy source which includes generation from solar 
or PV integrated into the grid [3]. Energy establishment units face many economic 
and technical problems such as operating, planning and controlling of electricity [4]. 
Short-term load forecasting aids the service providers to formulate decisions about 
energy production as well as its purchasing, switching to renewable sources as well as 
switching of the load. Subsequently, it becomes extremely significant to effectively 
forecast the load with accuracy aimed at both service providers as well as prosumers 
in the upcoming scenario which will be a more viable market [5]. 

2 Background of AI in Load Forecasting 

During the previous few years, there has remained a lot of development in the 
techniques of forecasting load which ranges from manual operating approaches to 
controlling automated models which include artificial intelligence-based techniques 
[6]. The conventional technique of load forecasting hugely depends on statistical 
models. These models had data of an hour or a week and information about specific 
events which was performed offline by using time functions [7]. Nevertheless, subse-
quently, the forecasting of load is non-linear, this conventional arithmetical approach 
delivers imprecise results as compared to AI-based techniques [8]. In general, there 
are conventional methods with a consequential outcome from the Box Jenkins there-
after it was advanced by means of Multiple Linear Regression (MLR), adaptive 
models besides general exponential smoothing (GES) procedures [9]. Doubts in 
addition to the upsurge in the density of present loads, the forecast errors through 
these methods have also augmented. Worthwhile Solutions can be thus frequently 
consequential from Artificial Intelligence practices including Evolutionary Algo-
rithms, Fuzzy Logic, artificial neural networks (ANNs) etc. as they contain promising 
features [10]. By means of ANN models, there is no requirement of embracing the
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functional relationships amongst the input parameters as well as the outputs and can 
be performed both online as well as offline by using various topologies [11]. Individ-
ually online as well as offline ANN predicting models have efficaciously provided 
improved forecast results, which is at an advanced level of accuracy, as compared to 
the conventional methods. This is accomplished over inclusion of entirely essential 
inputs besides self-learning algorithms [12]. In [13], the authors offered an expert 
system through the concept of fuzzy set theory for load forecasting. The expert struc-
ture has its aim at the Updating function. Short-term forecasting is to be achieved in 
addition to the estimation that was done on the power system of the country Taiwan. 
Later, [14] expressed a fuzzy linear programming model which was intended for 
scheduling the electric generation, instead of uncertainties in the forecast in addition 
to the input data by means of fuzzy set notation. With the evolution of smart grids, 
specific and correct load forecasting has now become ever more important since it 
might aid the utilities for improvement in scheduling of the lord besides decreasing 
disproportionate electricity production. Authors in [15] used numerous linear as well 
as non-linear machine learning algorithms and then gave preference to the best as 
reference, indicating the best features by means of packaging and embedded feature 
assortment approaches then lastly with the help of genetic algorithm (GA) to deter-
mine optimal time lags in addition with the quantity of layers for LSTM model 
projecting the optimization of its performance. 

Authors in [16] stated that electrical load as well as its charge are the utmost 
significant aspects within this sector. For refining reliability, regulation along with 
management of operations, a precise estimate of the day (in advance) load is a 
significant prerequisite. 

3 Forecasting Using ANN Model 

Here, we have constructed a typical feed forward back propagation (BP) ANN which 
was used for producing the forecast representations, by means of a fully connected 
structure consisting of a sole hidden layer [17]. The load data obtained is from 
UPSLDC (Uttar Pradesh State Load Despatch Centre) for the time span of 2017 and 
2018. These data are divided into two parts one which is used as a training set data 
and the other used for verifying the forecasting process. Both the input as well as 
output data were normalized between −1 to  +1, and it was also done before training 
so as to scale the input within the given range. It follows the load graph as represented 
in Fig. 1.

We have considered Ls as the scaled data element and L as the main data element. 
For calculations, we have obtained the maximum and minimum quantity (Lmax and 
Lmin). The scaled data will be given by the formula: 

Ls = (Lsmax − Lsmin)(L − Lmin) 

Lmax  − Lin + Lsmin (1)
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Fig. 1 Demand met graph for 3 days consecutively [18]

The ANN model uses seven inputs including load at days 1st 2nd, 5th 6th, 9th, 
10th, 14th and 15th as well as considering only one output node as a representation 
for the day ahead load forecast for the training data set. For analysis of the model, we 
have considered the next fifteen days of the month such that error can be obtained. 

The absolute mean error was then calculated to obtain the error using formula: 

AME = 1 
n 

t=n∑

t=0 

Fa  − F f  

Fa  
(2) 

Here, Fa is the value of the known load and Ff is the value of forecasted load to obtain 
the error which is forecasted by the artificial neural network model. The structure of 
ANN model is shown in Fig. 2.

4 Forecasting Using FUZZY Model 

The process of a load forecasting system is done using fuzzy logic method that is 
verified using statistics from the Uttar Pradesh State Load Despatch Centre for various 
day’s categories which is used for training a load forecasting of load. Here we have 
used real time data of hourly load demand of a week and weather data in terms of 
temperature and humidity. For the fuzzy membership of these input values, we have 
used triangular membership function [19]. The load which was forecasted is then 
equated with the known and correct load to obtain an average percentage error. Table 1
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Fig. 2 Structure of ANN model

Table 1 Relation of humid condition as well as temperature with respect to load 

Temperature humidity Extremely hot Very hot Hot Slightly hot Pleasant 

Very humid Very high Very high High Medium Low 

Low humid Very high High Medium Medium Low 

Least humid High High Low Low Very low 

shows the development of the rule base constructed on the general linguistic terms, in 
addition to the main source of the prediction model. The prototypical yields merely 
rely on this, besides subsequent initial analysis of the data set, the consequential 
production rules is formed, nevertheless within equivalent sources they might be 
diverse for alternative set of data. The rule base which is applied for this forecast is. 

For forecasting to be done, the use of a rule base is crucial which is developed 
according to the available knowledge base from the data obtained from the state 
load despatch centre of Uttar Pradesh. The resultant membership function for the 
forecasted load is shown in Fig. 3.

5 Forecasting Using ANFIS Model 

The Neuro-Fuzzy Inference System includes the amalgamation of fuzzy logic as well 
as ANN in addition to the generation of planning structure amongst input param-
eters as well as output consequences [20]. This structure is proficient with definite 
information as per the expert system. At that time, the rules are designed along with 
the equivalent outputs. As equated with a neural network, in this case, the training 
method remains furthermore difficult. In supervised learning ANN structure, the



130 J. Shukla and R. Bhasker

Fig. 3 Membership function for forecasted load

information sets remain articulated through numerous subsets of entry and exit. The 
transfer function along with the term called bias is an essential requirement in the 
development of this prototype. Nevertheless, within these fuzzy interference systems, 
there exists a corresponding requirement to explain the procedures of fuzzification 
and defuzzification [21]. 

In this paper, we have used ANFIS aimed at the forecasting of the electrical load. 
The working of the fuzzy logic archetypal is meanwhile equated to that of the ANFIS 
model with the help of the existing set of data. The historic load, difference existing 
in the temperature along with the cyclical data of various seasons form the inputs 
of ANFIS, whereas the output is the hourly forecasted load. The data for the year 
2018–2019 are designated for training; meanwhile, the data for the year 2019 is 
utilized in testing [9]. 

The membership function aimed at historical data is represented by Gaussian 
membership function and trapezoidal membership function. It uses seven member-
ship functions with linguistic terms as very very Low, Very low, Low, None, High, 
Very high and Very very High and is depicted as shown in Fig. 4. 

The Membership function for temperature difference is as shown in Fig. 5 which 
indicates the usage of Gaussian and trapezoidal membership functions. There are

Fig. 4 Membership function for historical data 
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Fig. 5 Membership function for temperature difference 

four membership functions which include the linguistic standards as very low, low, 
high and very high. The range of the membership function varies from the change 
in temperature within the span of ±10 °C. 

The Membership function for indication of various seasons is as shown in Fig. 6, 
where we have used the Gaussian membership function for the representation of all 
four seasons that are summer, winter, spring as well as autumn, and thus the range 
of time span covered is all the twelve months. The range of membership functions 
lies between 1 and 12 [22–24]. 

The structure of model consists of five layers, where the primary layer is the input 
layer for this system which contains its input value given to the system that includes 
historical data of load, temperature difference of the system as well as the weather 
conditions [25]. Layer two contains the input membership function and the third 
layer consists of the membership function of the output. The next layer consists of 
the layer of weighted sum as well as the last layer which is the resultant of load 
forecast.

Fig. 6 Membership function for season 
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6 Results 

This study of load forecast has compared three methods of load forecasting which 
include Neural network, Fuzzy logic and ANFIS system, and the results of load fore-
casted by each of them are compared by comparing the value of error in forecasting 
of load by each of them with the actual load of that day. The error is calculate by 
taking the absolute percentage error and then calculating its mean. The comparisons 
of load forecasted by all three methods are specified in Table 2. 

Furthermore, error rates remain quite truncated and ANFIS representations yield 
improved results in comparison with fuzzy logic results as well as ANN outcomes. 
Table II shows the comparison of errors in forecasting load. The accomplishment of 
ANFIS is owed for an improved exhibition of the previous years’ loads. The reason for 
this improvement in the result is that ANFIS entails fuzzy logic along with artificial 
neural network approach that includes a capability to learn. Numerous alterations can 
be made on the way to decrease the forecast error. The preceding and subsequent days 
with respect to holidays consume diverse load trends. Such types of days might be 
obtained by using an alternative daytime category. Furthermore, day types including 
the diurnal in addition to the time of year (e.g., summer-Friday category) can be used. 
The rate of error can be curtailed with the help of accomplishment of the changes, 
but then again the intricacy of the classification grows and the arrangement of the 
archetypal also becomes more difficult.

Table 2 Comparison of error in forecasting of load 

S. no. Forecasted load in 
(M.W.) 

Actual load Error by ANN Error by fuzzy Error by ANFIS 

1 2051.11 322.6 −0.8278 −0.6668 0.4731 

2 2013.74 380.1 −0.0916 0.1803 0.1431 

3 1981.40 410.3 0.4423 0.1122 0.1088 

4 1953.11 386.9 0.0430 0.2921 0.3131 

5 1942.60 366.4 −0.4953 −0.2510 −0.1856 

6 1926.50 353.1 −0.6319 0.5794 0.4646 

7 1845.38 338.4 1.2420 1.1932 1.0841 

8 2028.24 283.4 2.3630 2.3142 0.3333 

9 2065.22 288.4 1.8001 0.8661 0.8042 

10 2048.68 311.4 1.6642 0.4492 0.4342 

11 2146.62 300.2 −1.9244 1.2632 0.4724 

12 2039.94 305.9 −0.5564 −0.0812 0.0265 

13 2051.00 332.2 −0.1252 −0.9005 1.0012 

14 2171.56 292.2 0.4542 −0.3265 −0.2008 

15 2033.73 270.4 0.9272 0.2946 0.0272 
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7 Conclusion 

Short-term load forecasting by means of NN, Fuzzy modelling and Fuzzy-Neural 
network has been employed in this work. The outcomes attained for the test data set 
were then compared with those obtained from all the three models. The outcomes 
attained with the Fuzzy-Neural network remained far better as compared to that 
of ANN-only and fuzzy-only models. The consequences illustrate that the ANN 
is appropriate to interpolate amid the training data set to deliver forthcoming load 
patterns. The cohesive Fuzzy-Neural network supplementary improves the output 
in addition to the minimization of the error. Meanwhile, the neural network merely 
interpolates between the training data, and thus it will provide us with more error 
for the test data which is not nearby to the training data set. ANFIS as well as fuzzy 
logic approaches give quite close results to the actual information and then yield 
better forecasting consequences. Thus, we conclude that for further improved perfor-
mance in the ANFIS system, the training data might be well-spaced in upcoming 
representations in demand to deliver more better and precise outcomes. 
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Abstract This paper explains and analyzes a new practical rule-based approach for 
Voltage VAR Optimization (VVO) which is one of the most popular techniques to 
improve voltage profiles and minimize feeder losses. VVO uses power system control 
equipment like capacitor banks and Transformer Taps to calculate new optimal oper-
ational state for these devices. The proposed algorithm first optimizes Feeder Capac-
itor Banks and then optimizes On Load Tap Changing (OLTC) Transformers. Typical 
VVO objective functions are reactive power compensation, minimization of feeder 
power losses, Minimum Number of Controls and Minimum Shift or combinations 
of these. Typical constraints include voltage at each bus within its specified limit 
and current flows on each feeder section within the specified limit. In this paper, the 
objective function used is the minimization of feeder power loss with voltage at each 
bus as a constraint. Feeder capacitor banks and OLTC’s are considered as control 
devices. The proposed algorithm is tested on 55 bus unbalanced Radial network and 
the results show that proper adjustments of OLTC transformers and Capacitor banks 
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1 Introduction 

The purpose of the Volt Var Optimization (VVO) application is to provide an opti-
mized set of switching recommendations for the operation of distribution capacitor 
banks and voltage regulators. The optimal solution is achieved by taking into account 
device states, operational constraints, and expected load conditions. VVO application 
depends on Power Flows to provide both current load states and load forecasts. 

The VVO application is implemented in the form of a generalized optimization 
application, which tries to minimize a defined performance criterion while respecting 
various operating limits in the form of constraints. In general, the distribution system 
Voltage and VAR Optimization application tries to achieve the best system for the 
current operating condition by judiciously adjusting available controls, subject to 
various operating constraints. 

2 VVO Methodology 

Before attempting to solve the VVO problem, the following terms should be 
understood in detail. 

1. Operation Modes 
2. Controls 
3. Constraints 
4. Objective Function 
5. Violation Penalty 
6. Performance Index 

2.1 Operation Modes 

There are 2 Operation Modes where an operator can select while solving the Volt 
Var Optimization problem. 

• Shunt operation mode 
• Transformer Tap operation mode 

Shunt operation Mode: When selecting this mode only Capacitor banks on the Feeder 
and Substation are used by the VVO program. This mode is selected by the operator 
to minimize the losses on the feeder. Switching On and Off Feeder capacitors will 
help minimize the losses. However, Switching On and Off Substation capacitors will 
help improve the power factor at the substation. 

Transformer Tap operation mode: When selecting this mode, the Transformer 
Taps at the substation transformer are operated by the VVO program. Typically, this
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mode is selected by the Control Centre operator to minimize the voltage violations 
after the VVO program completes solving SHUNT operation mode for minimizing 
the losses. 

2.2 Controls 

Controls are devices used by the VVO program to meet the Constraints and help in 
Minimizing or Maximizing the Objective function. 

Controls considered for this application include: 

Capacitor (Shunt) banks: These are considered whenever the SHUNT Operation 
Mode is selected by the Control Centre Operator. This mode is selected whenever 
the losses are to be minimized. 

Transformer Taps: These are considered whenever TRANSFORMER TAP Operation 
mode is selected by the Control Centre Operator. Normally this mode is selected by 
the operator whenever the Voltage violations still exist after SHUNT Operation Mode 
is solved. 

2.3 Constraints 

Typical constraints for distribution network include: 

Voltage at each Node (Vimin ≤ Vi ≤ Vimax): Vimin is the Minimum Voltage Limit 
at the Bus (i), Vi is the current value of the voltage at Bus (i) computed by Power 
Flow Program and Vimax is the Maximum Voltage Limit at the Bus (i). 

2.4 Objective Function 

Objective Function used in this work is Minimizing the MW Loss of the distribution 
system. Mathematically this is represented as 

Minimize Ploss = 
i=N∑

i=1

(
Iij2 ∗ R

)
(1) 

where I ij is the Branch current flowing between Bus i and Bus j. R is the resistance 
of the Feeder section. The initial losses in the system are computed by the Power 
Flow program and these losses will be minimized by the VVO program using the 
controls explained in Sect. 2.2 and meeting the constraints explained in Sect. 2.3.
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2.5 Violation Penalty 

Violation is the term we use when the voltage at a bus deviates from its limit. In 
practice, while the Voltage limits should be respected as much as possible, none of 
them are really hard constraints. One way of handling soft constraints is to incorporate 
them into the objective function as penalties. This penalty measures the severity of 
system violations. Mathematically Violation Penalty is represented as shown below 

Violation Penalty = (Volt Violation Penalty) 

Mathematically, this is represented as per Eqs. (2) and 3 below 

Volt Violation Penalty = Wv ∗ 
i=N∑

i=1 

(V i  − V ilimit) (2) 

Volt Violation Penalty = Wv ∗ 
i=N∑

i=1 

(V i  − V ilimit) (3) 

where Wv is the Voltage Penalty Weights for the Voltage Violation. A value of 100 
is considered in this paper while computing the Violation Penalty. When there is no 
violation on a limit then the corresponding term is made as zero. 

By changing the values of penalty factors, it is possible to change the priority 
of how the constraints are satisfied. A higher penalty factor gives priority to that 
constraint and minimizes its violation. 

2.6 Performance Index 

Performance index is a unique index to measure the system’s performance. It is a 
combination of Objective Function and Violation Penalty. By measuring this perfor-
mance index, the control effectiveness with respect to the objective function and 
enforced constraints can be evaluated efficiently. 

Performance Index = Objective Function + Violation Penalty 

Control effectiveness is its contribution to the improvement of the defined 
system performance index. This allows unambiguous comparison of different control 
alternatives and facilitates judicious selection of the best control scheme. 

Mathematically, this Performance Index is represented as per Eq. (4) below where 
loss minimization is the objective function considered, and the constraint is the 
voltage deviation at each bus. Wv is the weighting factor, and we have considered 
100 as the value in this thesis. In case the actual voltage computed is within the high
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and low voltage limits for a particular node/bus then this term is forced to zero during 
the performance Index calculations. 

Performance Index = 
i=N∑

i=1 

(Iij2 ∗ R) + Wv ∗ 
i=N∑

i=1 

(V i  − V ilimit) (4) 

3 Capacitor and Transformer Modeling 

3.1 Capacitor Modeling 

Capacitors will be modeled as constant Impedance devices while executing the Power 
Flows and Volt Var Optimization. The Per Unit (PU) Impedance of the capacitor is 
calculated as explained below. 

Steps to calculate the Per Unit (PU) Impedance of the capacitor 

1. From the given kvar and voltage rating of the capacitor calculate the reactance 
of the capacitor 

2. From the given Base MVA and Base kV calculate the System Impedance 
3. Divide the reactance obtained from Step 1 with System Impedance calculated in 

Step 2 to calculate the Per Unit (PU) value of the capacitor. This PU value of the 
capacitor is kept constant throughout the Power Flow program 

3.2 Tap Changing Transformer Modeling 

Tap Changing Transformer is modeled by changing the input voltage at the feeder 
head. Normally, when the Power Flows are executed, the input voltage is assumed to 
be 1 PU at the feeder head. The assumption here is that the Tap Changing Transformer 
is at its nominal position. However, during optimization, we need to change the tap 
positions from its nominal value. A simple example below will help understand the 
modeling of Tap Changing Transformer. 

4 Volt Var Optimization Algorithm 

The Volt Var Optimization algorithm works by optimizing the state of control devices 
viz. Capacitor banks on the Feeder and Substation and Tap Changing Transformers 
inside a Substation. The Feeder where Volt Var Optimization has to be executed is 
chosen by the user.
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The analysis optimizes capacitors and regulators separately as they act very differ-
ently on the system. The capacitors are optimized first in order to reduce the losses. 
Then regulators are optimized to set the voltages to the best level. Applying capacitors 
first allows more flexibility for the regulators. 

4.1 Main Algorithm 

Steps 

1. Select a Substation Transformer and select all the Feeders under this Transformer 
2. Get the list of control devices (capacitor banks) on each Feeder 
3. Run the Initial power flow solution using the proposed MDA method 
4. Calculate the Performance Index explained in Sect. 2.6. Store this value in a 

variable PrevPerfIndex 
5. Optimize Capacitors (see Sect. 5.2) 
6. Run power flow solution using the proposed MDA method 
7. Optimize Transformer Taps (see Sect. 5.3) 
8. Run the final power flow solution using the proposed MDA method 
9. Report results: 

• Control device changes 
• Loss reduction was seen between Steps 3 and 8 
• Voltage profile/violations for Steps 3 and 8 
• Performance Index 
• Branch currents on each feeder section 
• Input Complex Power (Fig. 1).

4.2 Capacitor Optimization 

Steps

1. Select a Feeder connected to the Distribution Transformer. 
2. Select the Capacitor bank at the downstream of the selected Distribution Feeder. 

If there are multiple capacitor banks at the same distance on the downstream of 
the feeder, then select the capacitor bank which has highest rating. 

3. Make a note of number of individual capacitors in that bank. 
4. Take one capacitor at a time in that bank and change the status of the capacitor 

i.e., if its initial state is closed open it. If it is open close it. 
5. Run the Power Flow using the proposed MDA method with this capacitor status 

change. 
6. Check for Power Flow convergence. 
7. Compute the performance index explained in Sect. 2.6 and store this value. 
8. Restore the capacitor back to its initial state.
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Fig. 1 Main optimization 
algorithm Input Substation Transformer and its 

corresponding Feeders 

Input Capacitors on each Feeder 

Run Power Flows using 
MDA method 

Compute Performance Index 

Optimize Capacitors 

Run Power Flows 
using MDA method 

Optimize Transformer Taps 

Run Final Power Flow Solution using 
MDA method 

Report: 

1. Voltage Violations 
2. Control Device Movement 
3. Loss Reduction 
4. Performance Index 

9. Repeat Steps 3–7 for all the available capacitors in the same bank. 
10. Pick the Capacitor which has the least Performance index value and compare 

this Performance index value with the base performance index PrevPerfIndex 
(Step 4, Sect. 5.1). Check whether all the capacitors in the bank are considered. 
If yes, please proceed to Step 13. Else check whether the Performance index 
value is less than PrevPerfIndex. If yes proceed to Steps 11 and 12. Else proceed 
to Step 13. 

11. Implement the Capacitor which has made a substantial difference to the 
performance index.
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12. Repeat Steps 4–9 for other capacitors in the same bank. If there is no change in 
the Performance index value as compared to its previous implementation, then 
stop processing this capacitor bank and go to the next bank. 

13. Repeat Steps 3–11 for the next capacitor bank 
14. After all capacitor banks for this feeder are traversed store the results for this 

feeder and go to the next feeder which is connected to the same Substation 
Transformer. Repeat Steps 1–13. Store the results. Start implementing the Tap 
changing Transformers provided the TRANSFORMER TAP operation mode 
flag is “On” (Fig. 2).

4.3 Transformer Tap Optimization 

Steps 

1. Check the total number of voltage violations after the Capacitor Optimization 
is completed. Also, note the performance index (PIcap) and (PIFeederNumber is an 
array of PI of each feeder) after Capacitor Optimization is completed. 

2. Increase one Transformer Tap step from the current position. Run Power Flows 
using the proposed MDA method and note the Performance Index (PIincr). Bring 
the Transformer Tap to the original position. Decrease one Transformer Tap step 
from the current position. Run Power Flows and note the Performance Index 
(PIdecr). Bring the Transformer Tap to the original position. 

3. Compare PIincr with PIdecr.. Choose the Minimum of the two (PImin). Compare 
PImin with PIcap (Step 1) and min(PIFeederNumber). If PImin is lesser than PIcap and 
PImin is lesser than min (PIFeederNumber) proceed to Step 4 and Step 5. If PImin 

is greater than PIcap or PImin is greater than min (PIFeederNumber) stop performing 
the calculation. This condition indicates that Transformer Tap does not help in 
optimizing further. 

4. If (PIincr < PIdecr). 

(a) Increase one Transformer Tap step from the current position 
(b) Run Power Flows using the proposed MDA method and note the perfor-

mance index of each feeder (PIcurrFeederNumber) and PIcurr (which is the 
minimum of (PIcurrFeederNumber). 

(c) Compare this performance index (PIcurr) with the previous value (PIcap) and 
min (PIFeederNumber) 

(d) If the performance index is reduced, then copy PIcurr to PIcap and 
PIcurrFeederNumber to PIFeederNumber and repeat Steps a to c. 

(e) Continue till the performance index does not change between two successive 
tap change positions.

5. If (PIdecr < PIincr) 

(a) Decrease one Transformer Tap step from the current position
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Fig. 2 Shunt optimization algorithm
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(b) Run Power Flows using the proposed MDA method and note the perfor-
mance index of each feeder (PIcurrFeederNumber) and PIcurr (which is the 
minimum of (PIcurrFeederNumber)). 

(c) Compare this performance index (PIcurr) with the previous value (PIcap) and 
min(PIFeederNumber) 

(d) If the performance index is reduced, then copy PIcurr to PIcap and 
PIcurrFeederNumber to PIFeederNumber and repeat Steps a to c. 

(e) Continue till the performance index does not change between two successive 
tap change positions. 

6. Store the results (Fig. 3).

5 Results 

5.1 Real Power Loss 

Volt Var Optimization is computed using 55 Bus Data [1] with the steps explained in 
Sects. 4.1, 4.2 and 4.3. Losses on each phase are reduced due to VVO as compared 
to the base Power Flow Solution. Shunt optimization and Transformer Tap with 
Shunt optimization option have a greater impact on loss reduction as compared to 
Transformer Tap optimization option since Shunts typically supply reactive power 
locally which helps in reducing the amount of reactive power supplied by the source. 
The results are tabulated in Table 1. The Loss Percentage is calculated using the 
formulae given below. Figure 4 shows the bar graph of Real Power Loss (kW) for 
each control option and for 3 phases 

Loss Percentage = 
(Real part of Complex Power Loss)/(Real Part of Input Complex Power)

The loss percentage has reduced from 7.46% to 5.99% post optimization which 
is a reduction of 2.61%. 

5.2 Input Complex Power 

Volt Var Optimization is computed using 55 Bus [1] with the steps explained in 
Sects. 4.1, 4.2 and 4.3. Input Power on each phase is reduced by VVO as compared 
to the base Power Flow Solution. Shunt optimization and Transformer Tap with Shunt 
optimization option have greater impact on reducing the Input Power as compared to 
Transformer Tap optimization option since Shunts typically supply reactive power 
locally which helps in reducing the amount of reactive power supplied by the source. 
The results are tabulated in Table 2. Figure 5 shows the bar graph of kVA Feeder
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Fig. 3 Transformer tap optimization algorithm
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Fig. 4 Feeder real power loss (kW) 

Table 1 Real power loss for each phase (kW) 

Phase Power 
flows 
(X) 

% Loss  
in 
power 
flows 

Shunt on 
transformer 
tap off (Y) 

Shunt off 
transformer 
tap on (Z) 

Shunt on 
transformer 
tap on (M) 

% Loss with  
Shunt on 
transformer 
tap on 

% 
Reduction 
in real 
power loss 
|M-X\/M 

A 30.4 7.46% 25.7 27.1 24.1 5.99% 2.61% 

B 25.4 6.88% 20.9 22.7 19.7 5.41% 2.89% 

C 29.8 7.49% 24.6 26.6 23.1 5.9% 2.9%

Input of each phase for each control option, viz. Base Power Flows, Shunt “ON” 
and Transformer Tap “OFF,” Shunt “OFF” and Transformer Tap “ON” AND Shunt 
“ON” and Transformer Tap “ON” options respectively. 

Table 2 Input power for each phase (kVA) 

Input power (kVA) 

Phase Power flows Shunt on 
transformer tap off 

Shunt off 
transformer tap on 

Shunt on 
transformer tap on 

A Mag = 452 Ang = 
25.75 

Mag = 411 Ang = 
10.76 

Mag = 448.69Ang 
= 25.75 

Mag = 408 Ang = 
9.96 

B Mag = 411 Ang = 
26 

Mag = 370 Ang = 
9.12 

Mag = 407.82Ang 
= 26 

Mag = 369 Ang = 
8.22 

C Mag = 440 Ang = 
25.54 

Mag = 399 Ang = 
10.052 

Mag = 436.93 Ang 
= 25.57 

Mag = 397 Ang = 
9.22
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Fig. 5 Feeder input of 3 phases 

5.3 Bus Voltage Violations 

Volt Var Optimization is computed using 55 Bus Data [1] with the steps explained 
in Sects. 4.1, 4.2 and 4.3. After VVO is computed the Bus Voltage Violations are 
obtained as explained below. 

In this paper, we have considered ±6% as the range with respect to base voltage 
as voltage deviation i.e., for an 11-kV base line to line voltage the low voltage limit 
is 10.34 kV and high voltage limit is 11.66kV. The voltage across each bus obtained 
after successful execution of VVO is then compared with this limit. The Buses with 
Voltage values outside this range are treated as violated buses. The total number of 
buses with Low Voltage Violations across each phase is tabulated in Table 3. 

Number of Voltage Violations on each phase is reduced to 0 as compared to a huge 
number of violations in base Power Flow Solution. Transformer Tap optimization and 
Transformer Tap with Shunt optimization option have a greater impact on reducing 
the voltage violations as compared to Shunt Optimization option.

Table 3 Buses with voltage violations on each phase 

Bus voltage violations 

Phase Power flows Shunt on transformer 
tap off 

Shunt off transformer 
tap on 

Shunt on transformer 
tap on 

A 46 buses 39 buses 0 buses 0 buses  

B 39 buses 32 buses 0 buses 0 buses  

C 46 buses 39 buses 0 buses 1 buses  
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Table 4 Performance 
comparison with interior 
point method 

Measurement index Proposed method Interior point method 

Performance index 0.0666 0.0667 

Iterations 20 28 

Time 0.3657 s 8 s  

5.4 Comparison of Proposed Method with Existing Method 

Volt Var Optimization is computed using 55 Bus Data [1] with the steps explained 
in Sects. 4.1, 4.2 and 4.3. After VVO is computed, the Bus Voltage Violations are 
obtained as explained below. 

The key performance indices, Input Power, Real Power Losses and Controls are 
compared with the interior point method [36]. The Interior Point Method Algorithm is 
simulated with MATLAB toolbox. The performance index indicates that the proposed 
method is more efficient than the interior point method. In terms of accuracy, both 
the methods have produced the same output. The results are tabulated in Table 4. 

5.5 Controls Summary 

Volt Var Optimization is computed using 55 Bus Data ([1]) with the steps explained in 
Sects. 4.1, 4.2 and 4.3. The total number of controls is obtained once the VVO problem 
is solved as explained in Step 9 of Sect. 4.1. The controls for various configurations 
and on each phase are tabulated in Table 5. The number of capacitors moved is 4 (2 on 
each capacitor bank) and 1 Transformer Tap (1.025 PU) from its nominal value (1.0 
PU) for Transformer Tap with Shunt optimization option. For Shunt optimization, 
the number of Capacitors moved is 4 (2 on each capacitor bank). For Transformer 
Tap Optimization 2 Transformer Taps (steps) (1.05 PU) are moved from its nominal 
value of (1.0 PU).

5.6 Performance Index 

Volt Var Optimization is computed using 55 Bus Data [1] with the steps explained 
in Sects. 4.1, 4.2 and 4.3. The Performance Index is calculated as per the formulae 
explained in Sect. 2.6 once the VVO problem is solved. Weighting Factor of 100 
is considered while computing the Violation penalty explained in Sect. 2.5. The  
Performance Indices are tabulated in Table 6. Highlighted Green color indicates the 
optimal Performance index for various configurations which was obtained after the 
VVO optimization was solved.
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Table 6 Performance index 

Shunt off transformer tap on Shunt on transformer tap 
off 

Shunt on transformer tap on 

Initial value 661.57 Initial value 661.57 Initial value 661.57 

T/F Tap (1.025) 84.383 1 shunt 638.37 1 shunt 638.37 

T/F Tap (1.05) 0.07637 2 shunts 566.75 2 shunts 566.75 

T/F Tap (1.075) 124.71 3 shunts 494.23 3 shunts 494.23 

– 4 shunts 430.52 4 shunts 430.52 

– 1.025 Tap 0.0668 

1.05 Tap 0.0668 

5.7 Bus Voltages 

Volt Var Optimization is computed using 55 Bus Data [1] with the steps explained in 
Sects. 4.1, 4.2 and 4.3. Voltages at each bus are improved due to VVO as compared to 
the base Power Flow Solution. Transformer Tap optimization and Transformer Tap 
with Shunt optimization option have a greater impact on the voltage improvement as 
compared to Shunt Optimization option since Shunts typically supply reactive Power 
whereas Transformers help in increasing the voltage at the feeder input. Figure 6 
shows the line graphs of bus voltages for the 55 bus system after Power Flows are 
executed. Figure 7 shows the line graphs of bus voltages with Shunt “ON” and 
Transformer Tap “OFF” options. Figure 8 shows the line graphs of bus voltages with 
Shunt “OFF” and Transformer Tap “ON” options. Figure 9 shows the line graphs of 
bus voltages with Shunt “ON” and Transformer Tap “ON” option. 

Fig. 6 Bus voltages in kV with power flows (line graph)
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Fig. 7 Bus voltages in kV with shunt ON transformer tap OFF (line graph) 

Fig. 8 Bus voltages in kV with shunt OFF transformer tap ON (line graph)

6 Conclusions 

This paper presents VVO optimization approach used to find the optimal dispatch of 
Tap Changing Transformers and Capacitor banks, in a distribution system. The objec-
tive function used in this thesis is the minimization of the line losses. 55 bus Unbal-
ance Radial system is used to demonstrate the effectiveness of the proposed method. 
Results illustrate how VVO algorithm with Loss Minimization objective function 
can be used to improve bus voltage profiles and minimize the losses. The proposed 
method is compared with an existing deterministic algorithm. The results signify the 
merit of the proposed algorithm in terms of execution time without compromising 
the accuracy of the results.
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Fig. 9 Bus voltages in kV with shunt ON transformer tap ON (line graph)
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Reactive Power Procurement as Ancillary 
Service for Dispersed Electric Vehicles 
in Radial Distribution System 

Dhruv Rajput, Nitin Kumar Saxena , Abhinav Srivastava, Dev Verma, 
and Praveen Kumar Tyagi 

Abstract Reactive power management which is termed a local area phenomenon 
has a serious concern with new era distribution system where an enormous burden 
has been put on to existing system due to the insertion of Electric Vehicles. These 
EVs as load may disturb the load flow profile of Radial Distribution System (RDS) 
if not attended properly. Voltage drop can be adjusted by the existing generators 
in system as they can expand their reactive power capabilities but this can make 
them overburden and the system may suffer from real power crises. According to 
utility, reactive power is designated as one of the most important ancillary services 
that can be provided at a local level through the Distribution Generator (DG) owner 
or others in lieu of additional charges from the customers. This paper presents an 
iteration-based reactive power procurement for attending the voltage profile which 
was being disturbed through the insertion of dispersed electric vehicles in the radial 
distribution system. The method is framed for IEEE 14 Bus RDS to demonstrate how 
the customers at EV charging station has to pay extra for reactive power procurement 
as an ancillary service. 

Keywords Fast voltage stability index (FVSI) · Distribution station · Reactive 
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1 Introduction 

Electric vehicles (EV) are the most budding sector in the present electric power 
system. The concept of deregulated power market still has multidimensions to explore 
in new era. Electric vehicle has implanted enormous scope of research into it. Starting 
with environmental issues due to fossil fuel based transportation system, electrical 
vehicles (EVs) demand accelerates significantly to down the CO2 level emissions 
[1]. Operating cost of traditional combustion-based engines also gives a chance for 
getting market to EVs [2]. Apart from environmental issues, EV challenges may 
be classified into market planning and charging facility. According to industries and 
government planning, EV market is expected to 974,102.5 US million Dollar by 2027 
growing at a healthy compound annual growth rate in the forecast period of 2020 to 
2027 (Electric vehicle, 2020). Electric vehicle charging station is also a big challenge 
for their acceptability because the EV market is increasing exponentially and power 
demand from existing system raising new challenges to the existing distribution 
network and to distribution network operators (DNO). 

Technical structure of any distribution system focuses on several key parame-
ters while integrating new loads or generations. These parameters are bus voltage, 
stability, power loss, total harmonic distortions, voltage variations etc. Electric vehi-
cles have their unique terms with specific characteristics such as state of charge 
(SoC), state of discharge (SoD), battery capacity, charging time, discharging time, 
fast charging capability etc. [3, 4]. These parameters further complicate the bus and 
distributed network parameters when integrated into the system but a distribution 
system with accurate planning can resolve these issues too [5]. 

EV implementation in any radial distribution network can be done; however, 
planning and some modifications are required for a better support, steady-state and 
stable system operation. As the EVs are increasing in RDS so existing system must 
go with a more distributed generating system so that additional demand can be met. 
Renewable-based distributed generators (DGs) can help in meeting the additional 
power requirement for an increasing load. The power engineers have to protect the 
extending lines limit for supporting to the greater flow of power on it [6]. Depending 
on the geographical areas, these DGs may have operated through different input 
resources or even a hybrid approaches can also be used to develop such DG struc-
tures. DGs placement can be done with different techniques as suggested by many 
researchers in their respective works [7, 8]. As reported in ref. [9–11], Fast Voltage 
Security Index (FVSI), Line Quality Factor (LQF) and Voltage Stability Index (VSI) 
can be used to investigate suitable bus and line for DG placement. 

One important aspect of today’s power system scenario is to deregulate the power 
structure and tend it towards value-added services required for the customers. These 
value-added services are coined as Ancillary Services in power system. Three broad 
classified ancillary services are services required for routine operation, services 
needed to avoid blackout, and services needed to be restored to the system after



Reactive Power Procurement as Ancillary Service for Dispersed Electric … 155

blackout. However, Ancillary services, as identified by the North American Elec-
tric Reliability Council (NREC) along with the Electric Power Research Institute 
(EPRI), are 12 in number. Indian power market mainly focuses on providing three 
ancillary services to their customers [12]. These three services are frequency control 
ancillary service (FCAS), voltage control ancillary services (VCAS) and black start 
ancillary services (BSAS). Out of all these three services, voltage control ancillary 
services become more interesting for putting efforts into new research work because 
of the following motives. This voltage control needs reactive power support from the 
local area management. This reactive power management can be done with a wide 
range of compensating devices from the range of static to rotating to dynamic nature. 
The cost function of these all compensating devices opens financial market-based 
studies. Dynamic compensating devices have controlling requirements and power 
quality issues. This controlling requirement opens a wide area of optimization tech-
niques for machine learning practitioner. Power quality issues mitigation opens a 
wide area for power engineers dealing with power electronics and derives. The DG 
allocation in the radial distribution system requires additional reactive power, and 
therefore, it must be procured for the system. EVs are the additional load to the system 
also require reactive power from the system to avoid voltage dip due to the EVs addi-
tion power system. More real power demand from the system needs more reactive 
power and if reactive power is not compensated to the system, the voltage level will 
drop and even cause voltage collapse [13]. Therefore, reactive power compensation 
is also an important component of such systems. Therefore, this paper deals with the 
VCAS problem statement for implanting EVs in a radial distribution network. 

As stated for the ancillary service, customers must pay additionally for their 
specific need of quality services in addition to the cost of watt power consumption. 
Further, most of the DGs are commissioned by private–public participation (PPP) in 
the market and make cost-based studies more important [14]. 

Reactive power cost using a condenser with an alternator is presented in [15]. 
This study is done for IEEE 14 bus deregulated power market model. Reactive power 
estimation for maintaining the bus voltages is proposed using the least error iterative 
procedure with voltage as an optimizing constraint [11]. 

In this paper, EVs of different capacities are installed at several locations of IEEE 
14 bus radial distribution system, and reactive power procurement is done as an 
important study of ancillary service. This is done by following procedural steps 
in sequence. In this paper, the most suitable bus is selected using voltage indices. 
Suitable size DG is identified and placed at this bus. In the next step, dispersed EVs 
are implanted in existing RDS, and finally estimation of reactive power and its cost 
estimation using the least error voltage constraint iterative procedure.
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Fig. 1 Block diagram of the proposed IEEE 14 bus radial distributed system 

2 Proposed Modified RDS Structure for Developing EVs 
Charging Station Structures 

IEEE standard 14 bus radial distribution system is used for the proposed study. 
Modifications are done by clubbing a distributed generator at Bus 9 as in ref. 
[11]. Figure 1 presents a modified structure after including a distributed generator, 
dynamic compensator and proposed electric vehicle charging stations. The method-
ology adopted for the selection of either of them is sequenced in the sections below. 
However, the pointwise illustration is as follows: 

• Selection of bus at which DG must be placed 
• Selection of DG rating 
• Selection of EVs as different proposed case studies 
• Selection of reactive power requirement for regulating voltage level at all buses 
• Formulation for reactive power remuneration concept 

Please note that the first paragraph of a section or subsection is not indented. The first 
paragraph that follows a table, figure, equation etc. does not have an indent, either. 

Subsequent paragraphs, however, are indented. 

3 Selection of Bus at Which DG Must Be Placed 

The bus selection for placing DG as well as compensator decides with the voltage 
limits on every bus as one of the important factors. The voltage range in the distribu-
tion system, suggested by IEC 60,038, is from 0.90 pu to 1.1 pu. The most sensitive 
bus can be identified in the distribution system by applying voltage indices-based 
studies. Some of the popular voltage indices-based studies are FVSI, LQF and VSI. 
The expressions for FVSI as in ref. [16, 17] is given  in  Eq. (1).
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Fig. 2 FVSI for all the 14 lines in 14-bus RDS 

Fast Voltage Stability index (FVSI) with the highest value can be standardized 
for the selection of line in RDS. 

FV  SI ij = 
4Z2 

ijQj 

V 2 i Xij 
(1) 

The proposed study is done with steady-state load flow analysis using Newton-
Raphson load flow (NRLF) method. The most suitable location for placing DG and 
compensator is found at line 11 connected with Bus 4 and 9 because of the highest 
value of FVSI at this line as shown in Fig. 2. Further, the selection of either 4th or 
9th bus is a challenge which is countered by piecewise increase in the generation 
on both bus and corresponding sensitivity is checked again. Finally, it is concluded 
with the help of Fig. 3 that Bus 9 can be chosen as the most sensitive bus. Therefore, 
the most suitable Bus for placing DG in the proposed IEEE 14th bus RDS is ninth 
in number.

4 DG Selection Method 

After selecting the 9th bus for placing DG, the next challenge is to find a suitable rating 
for it. This can be done by adopting an iteration procedure with the consideration of 
voltage magnitude at all the buses which must remain in ±0.1 pu. 

IEEE standard 14 Bus data, obtained from NRLF iterative procedure, is tabulated 
in Table 1. Slack Bus shows that 0.2329372 GW is supplied to the RDS. Additional 
DG is required to meet the additional load requirement and must be placed at the 
appropriate bus. The appropriate bus selection is done with the optimization problem 
considering the following considerations,
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Fig. 3 Sensitivity comparison along Line 11 connected with bus 9 and bus 4 in IEEE 14 bus RDS

Table 1 Analysis for standard and modified IEEE 14 Bus 

Bus 
no. 

Standard IEEE 14 bus without DG Modified IEEE 14 bus with DG [58 MW 
UPF] at bus 9 

P (MW) Q (MVAR) |V | (pu) θ (°) P (MW) Q (MVAR) |V | (pu) θ (°) 

1 232.9372 −31.2106 1.0600 0.0000 170.1842 −24.6956 1.0600 0.0000 

2 18.3000 −2.9498 1.0450 −4.9239 18.3000 −26.2436 1.0450 −3.5618 

3 −94.2000 −9.7129 1.0100 −12.4936 −94.2000 −17.7701 1.0100 −10.1623 

4 −47.7999 3.9001 1.0423 −10.5174 −47.8000 3.9000 1.0566 −7.6372 

5 −7.5999 −1.5999 1.0516 −9.1964 −7.6000 −1.6000 1.0641 −6.7065 

6 −11.2000 6.1199 1.0761 −14.7492 −11.2000 6.1200 1.0860 −10.1883 

7 0.0000 0.0001 1.0505 −13.3727 0.0000 0.0001 1.0708 −7.6872 

8 0.0000 18.2400 1.0803 −13.3727 0.0000 18.2400 1.1000 −7.6872 

9 −29.5001 −16.6000 1.0250 −14.9340 28.5001 −16.6000 1.0476 −7.7144 

10 −9.0000 −5.8000 1.0264 −15.1790 −9.0000 −5.8000 1.0472 −8.4296 

11 −3.5000 −1.7999 1.0473 −15.0734 −3.5000 −1.8000 1.0632 −9.4123 

12 −6.1000 −1.5999 1.0585 −15.5866 −6.1000 −1.5999 1.0690 −10.8217 

13 −13.5000 −5.7999 1.0511 −15.5971 −13.5000 −5.7999 1.0634 −10.6525 

14 −14.9000 −5.0000 1.0181 −16.2539 −14.9000 −5.0000 1.0364 −9.9981 

The total real power loss (TPL) should be minimal, 

TPLk = mink 

⎛ 

⎝ 
N∑
j=1

(
PG,j − PL,j

)
⎞ 

⎠ (2) 

where, k ∈ DG sample & j = No. of Bus
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The total reactive power loss (TQL) should be minimal. 

TQLk = mink 

⎛ 

⎝ 
N∑
j=1

(
QG,j − QL,j

)
⎞ 

⎠ (3) 

where, k ∈ DG sample & j = No. of Bus 
Voltage for all the buses; 

Vi ∈ [0.9, 1.1], ∀i ∈ [1, 2, 3, . . . ,  N ] (4) 

And, the FVSI value in each sample of DG rating. 
Slack bus has a real power of 230 MW; so DG size can be iterated by analysing 

the performance of different size DGs between 1 and 230 MW at max. Each iteration 
gives the values corresponding to the above explained constraints and the best sample 
can be chosen for the same. The voltage is chosen as the most sensitive parameter for 
this analysis along with parameters such as TPL, TQL and FVSI. Therefore, from the 
results obtained for IEEE 14 Bus, 58 MW unity power factor (UPF) DG is proposed 
to be placed at the 9th Bus. The algorithm to decide the size of DG is also elaborated 
with the help of a flow chart as shown in Fig. 4.

Voltage study after Data obtained from this study is summarized in Table 1 for 
more understanding. Parameters P, Q V and δ are tabulated before and after placing 
DG of 58 MW UPF. It is found that voltage is in the specified range in both cases. 
Therefore, the system may accept it without any technical challenge. 

5 Implanting Electric Vehicles in RDS 

As in Table 1, it has been checked how system voltage remains within the limit even 
after placing DG of 58 MW UPF at Bus 9 for IEEE 14 bus RDS. Now to analyse the 
effect of electric vehicles in terms of voltage fluctuations, four EVS of rating below 
are chosen at different buses. The voltage profile in case of modified IEEE bus as in 
Table 1, voltage level after placing EVs and voltage level regulation with the help 
of reactive power solution is evaluated. The procedure till corresponding reactive 
power requirement to maintain the voltage level again is summarized in this section. 

To clarify on the logic applied for getting adequate reactive power, so that the 
voltage profile can remain regulated in the system, an algorithm is explained with 
the help of Fig. 5. A new iterative procedure is adopted which gives the most suitable 
reactive power at DG end so that overall profile of the system can be maintained. The 
iterative procedure requires fitness function and corresponding constraints which are 
also highlighted. Modified RDS with 58 MW UPF DG at Bus 9 is considered as a 
reference case. Corresponding voltages at all the buses as in Table 1 are marked as 
reference voltage. As the load is added in terms of EVs as mentioned in Table 2, 
bus voltages drop due to this load increment. The voltage has to reach near its
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Fig. 4 Flow chart for DG 
selection using multi 
constraints optimization 
procedure

Import the bus and line 
data for IEEE Bus 

Estimation of TPL, TQL, 
Vmax, FVSI, LQF and VSI is 

done for each sample using 
NR load flow method 

The number of samples of 
size of DG will be taken from 

1 MW to maximum real 
power taken from slack bus 

All samples will be 
compared and a sample that 

satisfy all the constraints 
simultaneously will be taken 

At the most sensitive bus in 
RDS placing DG as variable 
input and estimating the 

previous section of this paper 

original value so that the effect of EV inclusion in RDS can be mitigated. This 
can be done by adding some reactive power compensator but the selection of this 
additional reactive power requirement must be remunerated from the EV owner and 
so has to be precisely known. The correctly procured reactive power will control 
the system voltage only. Therefore, the instantaneous load change must be attended 
with instantaneous reactive power through optimization technique. For this, a least 
error iterative procedure for examining the systems’ reactive power requirement is 
presented in this paper.

Reactive power increment in each iteration can be supplied through the formula; 

Qk 
com = Qmin 

com + k 
Qmax 

com − Qmin 
com 

no. of samples 
(5)
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Identify the minimum and 
maximum rating for dynamic 
reactive power compensation 

Apply load 
disturbance in 

RDS 

Voltage magnitude 
calculation for each 

bus 

Select the number 
of iteration 

Calculate the 
magnitude of dynamic 
reactive power for each 

sample 

Voltage 
calculation 

for each bus 
using NR 
load flow 

Identify the bus 
having maximum 
voltage magnitude 

Compare the 
highest magnitude 
of voltage with the 
permissible range 

of voltage 

If it satisfies the 
permissible range of 

voltage 
Else 

Reducing 
sample 
number 

Best estimated Dynamic 
Compensation for load change using 

least error iterative method 

Choose this sample for 
dynamic reactive power 

compensation 

Run 
Program 

Number of 
iteration 

Obtaining 
performance 

index 

Choose the iteration sample 
having minimum value of 

performance index to 
choose the closest value 
W.R.T reference value 

Fig. 5 Flow chart of steps for estimating the dynamic compensation for load change using the least 
error iterative method 

Table 2 Proposed EVs with 
their location S. no. Bus no. Size of EVs (MW) 

1 3 7.2 

2 5 3.6 

3 7 14.4 

4 11 10.8

For every sample of Qcom, load flow procedure estimates voltage for all the system 
buses V k j . The voltage deviation is collected for all buses and summed together to 
find an objective function as presented in Eq. (6). 

ηk = Min 
N∑
j=1

|||V ref j − V k j
||| (6) 

Compensation’s optimal value will come with the optimum value of Eq. (6) 
keeping voltage magnitude in range for all the system buses. The optimization 
procedure followed in this paper is explained in detail and presented in Fig. 5. 

Now the three cases are drawn to see the reactive power requirement and voltage 
patterns at all the buses. These three cases are developed with the help of EVs 
implantation in RDS as shown in Table 2. The reactive power requirement and system 
self-healing for voltage control can be understood with the help of the results and 
figures described below.
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Case 1 EVs of 7.2 MW and 3.6 MW are connected in Bus no 3 and 5 respectively 
Case 2 eV of 14.4 MW further added at Bus no 7 with case 1 condition 
Case 3 eV of 10.8 MW further added at Bus no 11 with case 2 condition 

Figures 6, 7 and 8 show the voltage profile of all the buses during the process adopted 
for reactive power compensation for maintaining the voltage profile at each bus. The 
reactive power can also be supplied by the system and this additional power will 
count as additional reactive power losses in RDS and has to be paid to the supplier. 
Each system and even DG has its own reactive power generating capability and so 
cannot provide after its limit and then the reactive power compensator comes into the 
picture and supplies such additional reactive power and charges at an additional rate. 
Figures 6, 7 and 8 are drawn for the three cases as illustrated in Table 2. In Fig.  6, the  
voltage profile is shown for the modified IEEE 14 bus RDS having 58 MW UPF at 
Bus 9 through blue line. After implanting EVs at two buses as said in Table 2, voltage 
profile goes down as shown in the pink line. The system participates to mitigate the 
issues and supply reactive power through DG and support to voltage profile as further 
shown by red line. This balancing is mathematically estimated using the iterative 
procedure and dots representation in the figure showing the voltage magnitude with 
different reactive power quantity and finally the most optimum value in terms of 
violate deviation from reference case (blue line) is chosen. Table 3 explains how 
the system will self-sustain with this additional EV load without asking for the 
reactive power from the compensator and hence reactive power requirement from 
compensator for case I is zero. 

The same explanations are true for case II and case III where the EVs load is 
further increased and the role of reactive power through compensator comes into the 
picture as mentioned in Table 3.

Fig. 6 Voltage profile comparison for placing EVs as in case I
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Fig. 7 Voltage profile comparison for placing EVs as in case II 

Fig. 8 Voltage profile comparison for placing EVs as in case III 

Table 3 Summary of the reactive power requirement and system power losses 

Case 
no. 

Additional reactive power 
requirement from 
compensators (MVAR) 

Real power losses 
in system (MW) 

Reactive power supplied without 
compensator in the system 
(MVAR) 

1 0 10.21425 −74.8997 

2 1.995605 11.28771 −70.2216 

3 4.989011 12.29846 −65.5592

Table 4 highlights the voltage profile in all three cases. It can also be verified 
that voltage remains in the predefined range of ±10% always which further vali-
dates the results from the proposed study. As additional reactive power is required
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Table 4 Voltage profile in all three cases comparing to reference case 

Bus no. Voltage profile in 
reference case (pu) 

Voltage profile in 
case I (pu) 

Voltage profile in 
case II (pu) 

Voltage profile in 
case III (pu) 

1 1.06 1.06 1.06 1.06 

2 1.045 1.045 1.045 1.045 

3 1.01 1.01 1.01 1.01 

4 1.056577 1.055956 1.053917 1.052896 

5 1.064125 1.063275 1.06162 1.060254 

6 1.085993 1.085193 1.085595 1.085134 

7 1.070819 1.070126 1.069263 1.070477 

8 1.100027 1.099352 1.098512 1.099694 

9 1.047566 1.046832 1.046697 1.04918 

10 1.047241 1.046489 1.046416 1.046787 

11 1.063201 1.062422 1.062554 1.057919 

12 1.069011 1.068208 1.068677 1.068411 

13 1.063412 1.062607 1.0629 1.062879 

14 1.036362 1.035585 1.035694 1.037104 

from the system, this reactive power must be compensated and paid to its supplier. 
This additional tariff paid for reactive power procurement is referred to as ancillary 
services for customers from the supplier. Table 3 presents how additional reactive 
power procurement suppresses the reactive power burden on the grid even after an 
increase in load in case II and case III. Figures 6, 7 and 8 also validate how this 
ancillary service will improve the voltage profile without any intervention of the grid 
after load increment at EVCSs. This signifies that reactive power procurement as an 
ancillary service will strengthen the RDS and will reduce the reactive power burden 
on the power system. 

6 Conclusion 

Electric Vehicles involvement in modern distribution system is exponentially 
increasing due to which existing system has to face new challenges. All the features 
cannot be addressed uniformly to all customers because of the different levels of 
requirements such as location size time of operation etc. For such non-deterministic 
conditions, ancillary service concept is very overwhelming because customers can 
be asked to pay additionally for their value-added services. Reactive power compen-
sation after a certain amount cannot be given by the existing system and so, special 
reactive power compensator must be installed as DG owner or separate utility. These 
utilities can charge through the concept of reactive power compensator as ancillary 
services from the customer who wishes to join RDS at different locations as per their
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convenience and requirement. This study explains how standard IEEE 14 bus RDS 
can be replaced with proposed RDS having additional DG to overcome the real power 
load demand of the existing system and then how a reactive power compensator can 
be placed with this DG and supply for additional reactive power in the system so 
that overall voltage may remain in predefined limit. The study can be expanded for a 
statistical approach of inserting EVs in other IEEE buses. EVs can also be classified 
in several sectors for which the remuneration models may be changed according to 
load size, time of operation, charging time etc. 
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Radial Unbalance Distribution System 
Analysis with DG and D-STATCOM 
Allocation Using Arithmetic 
Optimization Algorithm 

Anchal Maurya and Ashwani Kumar 

Abstract Distribution system is the key link of the utility with the consumers. It 
plays a key role in the distribution of power to the residential, commercial, industrial 
and agricultural consumers. The distribution system is not perfectly balanced and 
can be unbalanced due to the traction load or unequal loadings on the different 
phases. Higher unbalance can cause more losses in the system and mal operation 
of relays. Therefore, the distribution system operator must analyze the unbalanced 
distribution system to reduce the unbalances. Distributed generation and devices can 
play a major role in the correction of unbalances meeting the active and reactive 
power load requirements. In this paper, the authors present the analysis of the radial 
unbalance (UB) distribution system with optimal placement of distributed generation 
(DG) and D-STATCOM. The main goals of the study are optimal DG location and 
sizing, optimal D-STATCOM location and sizing, losses reduction in the system, and 
voltage profile improvement using an Arithmetic Optimization Algorithm (AOA). 
The analysis is also carried out with DG and D-STATCOM’s effect on overall cost 
reduction due to the decrease in energy losses. In addition, results are also obtained 
with different loading scenarios and load growth which can help distribution network 
operators for better power distribution system planning. The results are determined 
for a conventional 25 bus radial UB distribution system using MATLAB 2021a. 
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1 Introduction 

In the competitive electricity markets, the distribution system operator (DSO) shall 
design efficient, reliable, and cost-effective distribution networks that will defer the 
cost due to the addition of lines and generation sources. The distribution systems 
shall be planned to accommodate the growing electricity demands of residential, 
commercial, and industrial. Distribution supply system quality is judged with reduced 
losses, better voltage profile, and higher efficiency. Recommended practices to reduce 
power losses and voltage drop include reconfiguration, reactive power compensation, 
automatic power factor correction, distribution generation, energy storage facilities, 
demand side management, voltage regulators, load balancing, optimal cable sizing, 
usage of induction motors and energy efficient transformers which call for radical 
change in the distribution system operation. The present power system networks 
are weak and highly loaded and being operated at the verge of voltage stability 
limits due to economic and environmental constraints. Therefore, for system operator, 
maintaining voltage stability in the present power systems is a challenging task 
which is crucial for better planning and operation of power systems. Distribution 
side loads in a power system demand reactive power as they are mostly lagging in 
nature. Because of high reactive power demand, distribution network voltage profiles 
become undesirable and lead to high losses. 

DG placement, capacitor placement, Flexible AC transmission systems (FACTS) 
placement, network reconfiguration and load management are various approaches 
that can be used for loss reduction. Due to improvements in technology, the addi-
tion of electric vehicles, population growth and power demand has been increasing 
day by day. To meet present power demand renewable energy sources are being inte-
grated with existing power systems and also considering the environmental concerns. 
Different types of loads are connected to the electrical power distribution system 
because of which power loss and voltage fluctuation problems arise and lead to poor 
performance of the system. To overcome these problems, distributed generators (DG) 
and D-STATCOM can be used in electrical power distribution networks. DG helps 
in regulating real power in radial distribution systems and also it is possible for 
consumer to generate electricity on their own with DG but it cannot regulate reactive 
power because of which voltage at certain buses gets hampered. To overcome this 
problem, D-STATCOM is also allocated along with DG. D-STATCOM regulates 
reactive power in radial distribution system. Allocating both D-STATCOM and DG 
helps in reducing total power loss, improving power factor and quality, voltage profile 
and stability. 

To allocate D-STATCOM and DG optimally in radial UB distribution system 
different optimization techniques have been used. In [1], ASO algorithm has been 
used to allocate D-STATCOM and DG in UB distribution system. In [2], Novel 
techniques have been used to find the optimal size and location of DG in three-phase 
UB distribution system while improving voltage profile and minimizing power loss. 
In [3], for allocating DG units optimally in UB distribution system, novel sensitivity 
analysis is used. In [4], the Harmony search algorithm has been used for optimization



Radial Unbalance Distribution System Analysis with DG … 169

of radial UB distribution system network with DG units by network configuration. In 
[5], loss sensitivity approach has been used to allocate DG in RDS considering load 
growth. In [6], Hybrid gray wolf optimization is used for allocating DG optimally 
in three-phase UB distribution system. In [7], DG is allocated optimally in UB 
distribution system using Jaya algorithm, also actual distribution system load and 
configurations have been considered. In [8], a capacitor is allocated in a radial UB 
distribution system considering loading and unbalancing conditions. In [9], Sine 
Cosine algorithm has been used for the optimal allocation of DG and D-STATCOM 
and also different unbalanced conditions are taken into consideration. In [10], EV 
charging stations are allocated optimally along with DG in the distribution network. 

The literature survey shows that DG has been placed optimally in UB distribution 
system by authors for power loss minimization and voltage profile improvement. But 
allocation of both DG and D-STATCOM considering load growth can be considered 
for the supply of both active and reactive power optimally in the network. In this 
paper, DG and D-STATCOM are placed optimally in the radial UB distribution 
system and also load growth is considered. Percentage of energy saving annually is 
also determined. 

2 Arithmetic Optimization Algorithm 

The advantage of distribution behavior of the four fundamental arithmetic operators 
in mathematics—addition (A), subtraction (S), multiplication (M) and division (D)— 
is taken by an algorithm known as the Arithmetic Optimization Algorithm (AOA). For 
the purpose of performing the optimization procedures in a variety of search areas, 
AOA is mathematically modeled and implemented. The meta-heuristic optimization 
algorithm uses the two crucial search techniques of exploration and exploitation. 
Exploration searches the whole search space, avoiding local optima. Exploitation, 
on the other hand, focuses on finding the best local solutions to raise quality locally. 
Initialization, exploitation, exploration and termination are the four steps of AOA 
[11]. 

MOA(C_Iter) = Min + C_Iter
(
Max − Min 

MIter

)
(1) 

Xi,j(C_Iter + 1) ={
best(X j)/(MOP+ ∈) × (

(UBj − LBj) × μ + LBj
)
, r2 < 0.5 

best(X j) × MOP × (
(UBj − LBj) × μ + LBj

)
, otherwise 

(2) 

MOP(C_Iter) = 1 − 
C_Iter 

1 
α 

M _Iter 
1 
α 

(3)
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Xi,j(C_Iter + 1) ={
best(X j) − MOP × (

(UBj − LBj) × μ + LBj
)
, r3 < 0.5 

best(X j) + MOP × (
(UBj − LBj) × μ + LBj

)
, otherwise 

(4) 

Algorithm: Arithmetic Optimization Algorithm. 

Input: Load and Line data, DG & D-STATCOM upper bound and lower bound 
limits. 

Output: Xi solutions-optimal sizes and location of DG & D-STATCOM. 

Step 1 Use the DLF method to calculate TRPL for the base case. 

Initialize: 
Step 2 Population size, number of iterations, solution position randomly, Loop 

process: 
Step 3 While (C_iter < M_iter) do 
Step 4 Calculate the fitness function then determine the best solution 
Step 5 Calculate MOA and MOP using Eqs. (1) and (3) 
Step 6 if r1>MOA (exploration phase) 
Step 7 if r2>0.5 then use the first rule of Eq. (2) to update the solution otherwise 

use the second rule 
Step 8 end if 
Step 9 else (exploitation phase) 
Step 10 if r3>0.5 then use the first rule of Eq. (4) to update the solution otherwise 

use the second rule 
Step 11 end if 
Step 12 end if 
Step 13 C_iter = C_iter +1 
Step 14 end while 

Return: Size and location 

3 Problem Formulation 

3.1 Power Loss 

Because of mutual resistance between phases, the straightforward formula that 
is I2R will not work to compute losses in the radial UB distribution network. 
Unbalanced power loss formula is proposed in [12]. 

La = [(Vsa ∗ Ia∗) − (Vra ∗ Ia∗)] (5)
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Lb = [(Vsb ∗ Ib∗) − (Vrb ∗ Ib∗)] (6) 

Lc = [(Vsc ∗ Ic∗
) − (Vrc ∗ Ic∗)] (7) 

where Vsa = Phase a sending end voltage, Vra = Phase a receiving end voltage, Ia 
= Current between Vsa and Vra 

Active power losses for phases A, B and C are given by the real part of Eqs. (5)–(7) 
and reactive power loss by imaginary part. BIBC and BCBV load flow techniques 
are used in this paper. 

3.2 Constraints 

Voltage magnitude constraints 

V oltageimin ≤ V oltagei ≤ V oltageimax (8) 

Thermal constraint 

Iik ≤ Iikmax (9) 

Active Power Compensation 

Pmin,DG ≤ PDG ≤ Pmax,DG (10) 

Reactive Power Compensation 

Qmin,DS ≤ QDS ≤ Qmax,DS (11) 

Equality Constraints 

PD + PTL = PDG + PDS + PG (12) 

QD + QTL = QG + QDS (13)
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3.3 Load Growth 

Understanding load growth is essential for future distribution system design and 
expansion. 

Load i = Load ∗ (1 + rate)m (14) 

where m = planning period that has been taken into account by DNO and r = annual 
rate of load growth. In this study, m = 1 and r = 2.5% 

3.4 % Energy Saving Annually 

%ESA =
(

(TPLBefore − TPLAfter) 
TPLBefore

)
∗ 8760 (15) 

TPLBefore is the total power loss that occurred before DG and D-STATCOM 
placement. 

TPLAfter is the total power loss that occurred after DG and D-STATCOM placement. 

3.5 Load Unbalancing: Type A and Type B 

Type A 

In Type A unbalancing, total load on network remains constant. Phase B load is 
reduced by a certain percentage and in Phase C load is increased by the same 
percentage. 

Sa = Sa (16) 

Sb = Sb ∗ (1 − %unbalance) (17) 

Sb = Sb ∗ (1 − %unbalance) (18) 

Type B 

In Type B unbalancing, the total load on network reduces. Load is constant on Phase 
A. On Phase B, a certain percentage of load is reduced and in Phase C reduced 
percentage of load gets doubled. 

Sa = Sa (19)
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Sb = Sb ∗ (1 − %unbalance) (20) 

Sc = Sc ∗ (1 − (2 ∗ %unbalance) (21) 

%unbalance taken in this paper is 20%. 

4 Simulation and Results 

Analysis for 25 bus radial UB distribution system is carried out in this paper consid-
ering Type A and Type B load UB. The case studies are considered without and with 
load growth. Results for the base case of each case considered in the paper match 
with the base case of reference [1], hence it validates the algorithm. The load and 
line data for 25 bus system is taken from [13]. 4.17 kV is taken as base kVA and 
30MVA is taken as base MVA. Different cases have been considered to obtain the 
result (Figs. 1, 2, 3 and 4). 

1 

2 

6 

8 

15 

14 

7 

16 

17 

11 

13 

12 

252423 

21 22 

9 10  

4 5  

19 

20 

18 

3 

Fig. 1 IEEE 25 bus test system single line diagram
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Fig. 2 Voltage profile of UB distribution system for case a 
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Fig. 3 Voltage profile of UB distribution system for case b 
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Fig. 4 Voltage profile of UB distribution system for case c 

Table 1 AOA parameters 
Parameter Value 

Population size 50 

Iterations 100 

4.1 Case 1. UB Distribution System Base Case 

Case a: Base case-without DG and D-STATCOM allocation: Each phase loss can 
be found in Fig. 5. 150.13 kW is TRPL and 167.28 kVAR is TQPL for this scenario. 
Figure 2 shows the voltage profile of each phase.
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Case 0 Case 1 Case2 Case 0 Case 1 Case2 
TRPL in (kW) TQPL in (kVAR) 

Ph a 52.82 27.76 15.49 58.29 29.73 16.05 
Ph b 55.45 29.18 16.09 53.29 27.41 14.74 
Ph c 41.86 22.3 12.42 55.69 28.61 15.23 
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80 

Fig. 5 Effects of D-STATCOM and DG in various UB distribution system 

Case b: Single DG: Each phase loss can be found in Fig. 5. 79.25 kW is TRPL and 
85.75 kVAR is TQPL for this scenario. Figure 3 shows the voltage profile of each 
phase. 

Case c: Single DG and single D-STATCOM: Each phase loss can be found in Fig. 5. 
44.00 kW is TRPL and 46.02 kVAR is TQPL for this scenario. Figure 4 shows the 
voltage profile of each phase. 

4.2 Case 2: Type A UB Distribution System 

Case a: Base case-without DG and D-STATCOM allocation: Each phase loss can 
be found in Fig. 9. 155.83 kW is TRPL and 176.60 kVAR TQPL for this scenario. 
Figure 6 shows the voltage profile of each phase (Figs. 7 and 8). 

Case b: Single DG: Each phase loss can be found in Fig. 9. 84.22 kW is TRPL 
and 94.78 kVAR is TQPL for this scenario. Figure 7 shows a voltage profile of each 
phase. 

Case c: Single DG and single D-STATCOM: Each phase loss can be found in Fig. 9. 
53.96 kW is TRPL and 58.26 kVAR is TQPL for this scenario. Figure 8 shows the 
voltage profile of each phase.
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Fig. 6 Voltage profile of Type A UB distribution system for case a
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Fig. 7 Voltage profile of Type A UB distribution system for case b 
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Fig. 8 Voltage profile of Type A UB distribution system for case c 

Case 0 Case 1 Case 2 Case 0 Case 1 Case 2 
Ph a 47.68 24.83 15.73 59.02 28.57 17.19 
Ph b 37.92 23.05 15.31 28.02 16.56 10.8 
Ph c 70.23 36.34 22.92 89.56 49.65 30.26 
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Fig. 9 Effects of D-STATCOM and DG in various Type A UB distribution system

4.3 Case 3: Type B UB Distribution System 

Case a: Base case-without DG and D-STATCOM allocation: Each phase loss can 
be found in Fig. 13. 98.34 kW is TRPL and 112.74 kVAR is TQPL for this scenario. 
Figure 10 shows voltage profile of each phase (Figs. 11 and 12).

Case b: Single DG: Each phase loss can be found in Fig. 13. 54.02 kW TRPL and 
60.42 kVAR is TQPL for this scenario. Figure 11 shows a voltage profile of each 
phase.
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Fig. 10 Voltage profile of Type B UB distribution system for case a 
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Fig. 11 Voltage profile of Type B UB distribution system for case b 
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Fig. 12 Voltage profile of Type B UB distribution system for case c 

Case 0 Case 1  Case 2 Case 0 Case 1  Case 2 
TRPL in (kW) TQPL in (kVAR) 

Ph a 54.85 29.52 18.96 62.29 35.14 21.05 
Ph b 29.31 15.17 9.42 34.01 16.49 9.58 
Ph c 14.21 9.33 6.51 16.44 8.77 5.46 
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Fig. 13 Effects of D-STATCOM and DG in various Type B UB distribution System
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Case c: Single DG and single D-STATCOM: Each phase loss can be found in 
Fig. 13. 34.89 kW is TRPL and 36.10 kVAR is TQPL for this scenario. Figure 12 
shows voltage profile of each phase. 

4.4 Case 4: UB Distribution System Considering Load 
Growth 

Case a: Base case-without DG and D-STATCOM allocation: Each phase loss can 
be found in Fig. 17, 175.79 kW is TRPL and 195.82 kVAR is TQPL for this scenario. 
Figure 14 shows voltage profile of each phase (Figs. 15 and 16). 

Case b: Single DG: Each phase loss can be found in Fig. 17, TRPL is 92.48 kW and 
TQPL for this scenario is 99.74 kVAR, respectively. Voltage profile of each phase is 
shown in Fig. 15.

Case c: Single DG and single D-STATCOM: Each phase loss can be found in 
Fig. 17, 53.26 kW is TRPL and 56.68 kVAR is TQPL for this scenario. Figure 16 
shows voltage profile of each phase. 

It can be noted that in case 1-UB distribution system, certain buses have voltage 
levels that are beyond the set limitations even if there is no load growth. However,
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Fig. 14 Voltage profile of UB distribution system considering load growth for case a 
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Fig. 15 Voltage profile of UB system considering load growth for case b
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Fig. 16 Voltage profile of UB distribution system considering load growth for case c

Case 0 Case 1 Case 2 Case 0 Case 1 Case 2 
TRPL in (kW) TQPL in (kVAR) 

Ph a 61.88 32.41 18.77 68.29 34.6 19.76 
Ph b 64.92 34.03 19.59 62.41 31.88 18.23 
Ph c 48.98 26.04 14.89 65.12 33.26 18.68 
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Fig. 17 Effects of D-STATCOM and DG in various UB distribution system considering load growth

with an optimal DG allocation of 707.33 kW per phase, the voltage is increased 
while cost savings of 41.36% are realized. However, when DG and D-STATCOM of 
604.31 kW and 571.61kVAR are allocated simultaneously, improvement in voltage 
profile to values close to unity is observed from Figs. 2, 3 and 4 in each case and 
with significant savings of 61.93%. From Fig. 5, it is observed that losses are least 
in each phase after allocation of both D-STATCOM and DG. 

It can be noted that in case 2-Type A UB distribution system because of load 
shifting voltage profile improves in phase b and increase in phase c loss can be 
observed in contrast with phases a and b with DG allocation of size 729.79 kW and 
allocating DG, D-STATCOM simultaneously of size 826.97 kW and 322.47 kVAR. 
From Figs. 6, 7 and 8 shows voltage profile for different cases and it is observed that 
because of load shifting to phase c there is less improvement in its voltage profile 
in each case in comparison to other two phases. From Fig. 9, it can be observed 
that allocation of only DG reduces loss but allocation of both D-STATCOM and DG 
gives less loss in each phase as compared to other cases. 

It can be noted that in case 3-Type B UB distribution system more improvement 
in the voltage profile of phase c can be seen in each case from Figs. 10, 11 and 12 in 
comparison to other two phases because phase c has more load reduction. Phase c 
has much less TRPL and TQRL in comparison to the other two phases from Fig. 13 
it can be seen, also allocation of both D-STATCOM and DG has reduced losses in
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Table 2 Per phase values of DG and D-STATCOM for different cases 

Cases DG-size (kW) 
location 

D-STATCOM size 
(kVA) location 

TRPL % Power  loss %ESA 

Case 1 Case a – – 150.13 – – 

Case b 707.33 
7 

– 79.25 47.21 41.36 

Case c 604.31 
7 

571.61 
7 

44.00 70.69 61.93 

Case 2 Case a – – 155.83 – – 

Case b 729.79 
7 

– 84.22 45.95 40.25 

Case c 826.97 
7 

322.47 
14 

53.96 65.37 57.27 

Case 3 Case a – – 98.34 – – 

Case b 534.19 
7 

– 54.02 45.06 39.48 

Case c 598.58 
7 

395.59 
6 

34.89 64.45 56.52 

Case 4 Case a – – 175.79 – – 

Case b 776.28 
7 

– 92.48 47.37 41.51 

Case c 743.10 
7 

411.20 
14 

53.26 69.70 61.06 

each phase in comparison to other cases. 534.19 kW is the size of DG required and 
for DG and D-STATCOM simultaneous allocation size required are 598.58 kW and 
395.59 kVAR as seen in Table 2. 

It can be noted that in Case 4- UB distribution system considering load growth 
because of load growth total power taken from substation increases. Due to the 
increment in load DG and D-STATCOM size increases in comparison to all other 
cases as seen in Table 2, however, voltage profile is similar to case 1. From Fig. 17, it  
can be seen that in this case also the losses are least in each phase after the allocation 
of both D-STATCOM and DG. 

5 Conclusion 

This study has analyzed the radial UB distribution system taking into account the 
various radial UB distribution system situations and growth in load for the forth-
coming year with a 2.5% load increase by using AOA. AOA uses simple mathemat-
ical operators so it is easy to implement in comparison to other algorithm. From the 
results it is observed that by allocating both DG and D-STATCOM, the loss is mini-
mized and the voltage profile is improved in each case. It is inferred that as energy
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demand increases, TRPL and TQPL also increase. This study could be useful to DNO 
for planning distribution system in unbalance cases while considering the effect of 
various load unbalancing impact on the voltages and losses taking the load increase 
scenarios. The D-STATCOM and DG sizing can play an important role in balancing 
the distribution network and improving the voltage profile under different unbalance 
scenarios. Therefore, DNO can plan a distribution network for better management 
and control of voltage. In the future EV charging station can also be incorporated 
with DG and D-STACOM. 
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A Construction of Secure and Efficient 
Lightweight Authenticated Key 
Agreement Based on Elliptic Curve 
Cryptography for Smart Grid 

Dharminder Chaudhary, M.S.P. Durgarao, 
Pasupuleti Gnaneshwar Parikshith, and Yarragoti Ravi Theja 

Abstract Smart grids are important in modern smart cities for setting and man-
aging the response demands, for this, they use Information and Communication 
Technologies. Many kinds of sensors are used in Smart Grid Environment for the 
surveillance purposes in an area. Their response time is less which is the reason these 
are deployed in high-tension areas such as power supply lines so that they can pass 
and share important information to the control center about any flaw, damage, or 
any emergency message. Usually, these grids face cyberattacks along with physi-
cal attacks and damages when they are deployed to high-tension open environment. 
Therefore, the objective is the requirement of prevention of such attacks so that the 
smart grids environment can work efficiently for surveillance. The proposed protocol 
helps to establish an authenticated key exchange. This is useful to communicate over 
public channel with grids authentication. 

Keywords Authentication · Cyber system · Smart grids · Surveillance 

1 Introduction 

The widespread adoption of smart grids has necessitated the use of Information and 
Communication Technology (ICT). Smart grids are used in various fields, such as 
response management, creating smart energy environments with responsible detec-
tion of faults, and recovering any entity in the grid system. These grids offer benefits 
like the capacity to expand and manage renewable energy sources. Recent advance-
ments in ICT have resolved both security and privacy issues associated with smart 
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grid technologies. The smart grid system involves numerous parameters that require 
consideration, including smart meters, internet communication, and remote power 
control [ 5, 6]. However, due to the critical nature of the smart grid framework, it 
is vulnerable to cyberattacks, physical attacks, and natural disasters, among other 
threats. In this regard, extensive research has been conducted to guarantee the secu-
rity of the smart grids system. Both security and privacy concerns surrounding smart 
grid technology have been addressed in recent years through the rapid development of 
information and communication technology [ 7]. The smart grid system encompasses 
numerous parameters and considerations, including smart meters, internet commu-
nication, and remote power control, in order to establish an advanced and intelligent 
platform [ 5]. This platform facilitates communication between clients and service 
providers [ 19], but it may also be vulnerable to cyberattacks due to its critical nature 
[ 12]. The deployment of smart grids poses significant risks, such as physical attacks, 
cyberattacks, and natural disasters, which may lead to infrastructure failures, energy 
crisis, breaching consumer’s data, and employee security concerns. As a result, exten-
sive studies have been conducted to guarantee the security of the smart grid [ 8, 9, 13]. 
Elegant and effective solutions are needed to withstand cyberattacks on the smart 
grid system. Security strategies are crucial for establishing cyber-attack-resistant 
solutions for smart grid applications [ 4, 17]. Several authentication protocols have 
been proposed to secure the smart grid system. Braeken et al. [ 2] introduced a com-
munication model for smart grid systems, while Moghadam et al. [ 16], Mostafa 
Farhadi, and others proposed a protocol that guarantees authenticated key agreement 
and effective communication from station to data center and vice versa. However, this 
protocol requires significant hardware and software to match the specifications, and it 
suffers from significant communication overhead. Li et al. [14] proposed an advanced 
silent verification technique for smart grid architecture, which does not ensure data 
confidentiality and anonymity, and the enrollment process is more tedious among 
other security needs. Khan et al. [ 11] proposed a more efficient protocol than Li et al. 
[ 14], which ensures verification and interaction between two smart grids. Recently, 
Chaudhry et al. [ 3]. proposed a secure and efficient authenticated key exchange and 
identified vulnerabilities in Khan et al. [ 10, 11]’s protocol. This article builds on 
Chaudhry et al. [ 3] work and offers a secure and efficient protocol that can withstand 
a range of attacks. 

2 Motivation and Contribution 

Ensuring the security of smart grids is crucial due to the increasing prominence of 
authentication threats in the modern digital landscape. Despite the existence of var-
ious authentication protocols, none of them provide optimal security functionalities 
and features that take into account smart grid communication [ 15]. To address this 
gap, this paper proposes a novel method that aims to mitigate the current short-
comings of the smart grid framework. This study is expected to contribute to the 
improvement of smart grid security and alleviate researchers’ concerns. This paper
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proposes a novel, secure, and efficient lightweight authenticated key agreement for 
smart grids. The proposed model utilizes efficient cryptographic one-way hash func-
tions [ 18] and maintains all well-known security features while ensuring anonymity 
and privacy. The suggested system is compared to relevant existing schemes [ 1, 2, 11, 
14, 15], demonstrating a better balance between security and functionality aspects, as 
well as communication and computation overheads. Finally, the suggested technique 
has been proved to be robust to a variety of known assaults, which are discussed in 
Sect. 5. The proposed registration technique resists password guessing in two-factor 
authentication protocols. 

3 Threat Model 

The most widely used threat model, for finding the security of secure lightweight 
authentication protocol threat model. The actions which can be performed by the 
malicious attacker or adversary (MA) are discussed here. The Dolev and Yao model 
states that attackers can compromise, delete, eavesdrop, inject some codes, and mod-
ify some of the data shared through the public medium. A malicious attacker can also 
perform a powerful analysis attack on smartphones by acting as a legal user. This 
leads to the compromising of sensitive information present in the smartphone. Apart 
from this, the attacker can capture the physical device. After this, the login details 
can be extracted and the attacker can behave like a legal user. The attacks performed 
by the attacker after getting the login details are forgery and impersonation attacks. 
Another scheme that is more secure and efficient than Dolev and Yao’s threat model is 
Canetti and Krawczyk, model. It is also known as the CK threat model. The standard 
CK model is de facto for all AKA schemes. The Canetti and Krawczyk threat model 
states that the attacker (MA) has all the capabilities mentioned in the DY model. 
But in addition to it, the adversary can also compromise sensitive information by 
performing attacks based on session hijacking. 

4 Elliptical Curver Cryptography Fundamentals 

An elliptic curve over .Z p (where .p > 3) is defined as a set of all pairs (.x, y) that 
belong to.Z p and meet the equation.y2 ≡ x3 + a.x + b(modp) along with an imagi-
nary point referred to as infinity (. O). The values. a and. b belong to.Z p, and the condi-
tion.4.a3 + 27.b2 /= 0modp must be satisfied. The term “elliptic curve” implies that 
the curve has no singularities. In terms of geometry, this means that the plot does not 
cross over itself or have any vertices, which is guaranteed when the discriminant of the 
curve,.−16(4a3 + 27b2), is not equal to zero. It is essential to examine the curve in a 
prime field for cryptographic purposes, as defined. However, when we plot the curve 
over.Z p, the result does not look like a curve. Nevertheless, there is no restriction on 
using an elliptic curve equation and plotting it over real numbers. The elliptic curve
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groups, denoted as G, operate using addition and scalar multiplication, with point 
addition defined as (x3, y3) = .(λ2 − x1 − x2(modq), .(λ(x1 − x2) − y1)(modq)). 

.P + Q = (x3, y3) (1) 

.(x3, y3) = (λ2 − x1 − x2(modq), (λ(x1 − x2) − y1)(modq)) (2) 

.λ = y2 − y1

x2 − x1
(mod q) i f P /= Q (3) 

.λ = 3x21 + a

2y1
(mod q) i f P = Q (4) 

4.1 Discrete Logarithm Problem with Elliptic Curves 

The Elliptic Curve Discrete Logarithm Problem (ECDLP) involves a given elliptic 
curve. E . The problem is to find an integer. d, where (.1 ≤ d ≤ #E) and # E is number 
of points on the curve, such that the primitive .P added to itself . d times equals . T . 
Where . T is another element on the curve. 

.T = dP = P + P + · · · + P (d times) (5) 

In cryptography, d is viewed as a private integer key, and public key .T is repre-
sented as a point on the curve with coordinates (.xT , yT ). The ECDLP differs from 
the discrete logarithm problem for .Z∗

p, where both keys are integers. The expres-
sion .T = dP , called point multiplication, is just a notation for repeatedly applying 
the group operation (.y2 ≡ x3 + a.x + b(modp)), not the actual multiplication of an 
integer . d and a curve point . P . 

4.2 Diffie-Hellman Key Exchange with Elliptic Curves 

Given the generator. g, values. a, and. b, it is challenging to compute.abg for group. G in 
the Elliptic Curve Diffie-Hellman Problem (ECDHP). In terms of key sizes, Elliptic 
Curve Cryptography (ECC) is more effective than other cryptographic protocols like 
RSA, DSA, and Diffie-Hellman, which impacts the performance and bandwidth of 
the systems.
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4.3 Hash Function Characteristics 

A hash function converts an input into an encrypted output known as a hash. The 
following properties are what a good hash function should possess: 

• Arbitrary message size: Hash function, h(x), is flexible about message size; it may 
be used with messages of any size, x. 

• Fixed output length: Output with a definite length is produced by the hash function, 
.h(x) = z. 

• Simple computation: The hash function .h(x) is efficient. 
• One-way resistance: It is impossible to identify any input x, such that . h(x) = z
for given z that means .h(x) is a one-way function. 

• Second preimage resistance: It is computationally impossible to identify any alter-
native input,. x2, that would result in the same hash value,.h(x1) = h(x2), for given 
an input . x1, and its associated hash values .h(x1), and . x2. 

• Collision resistance: Finding any two inputs, .x1 and.x2 such that .h(x1) = h(x2) is 
computationally impossible. 

5 Proposed Secure and Efficient Lightweight Authenticated 
Key Agreement for Smart Grid 

In this paper, we have proposed a better dynamic and lightweight protocol. There 
are three phases include login, registration, and authentication. 

5.1 Registration Phase 

• Two parameters.I dA and.PwA are selected by user.UA. Then, he chooses a random 
number.aA belongs to the set of positive integers modulo prime q and computes. NA

= h(.I dA||h(.PwA||aA)). He sends .I dA and .NA using a private channel to Trusted 
Authority(TA). 

• Once .I dA and .NA are received by TA, then TA computes five parameters known 
as .AA, .CA, . , . , . as .= . , .= .+ . , . = h(. ), .= .+ . , SK  A = NA + msA. These five parameters 
are transferred to .UA through a private channel. 

• After receiving the required parameters from TA, .UA computes .AA and . PKA

as .AA = NA.P , .PKA = SKA.P . If  .PKA = CA + NA.PKT , then only the ver-
ification is successful. Finally, the values .  A = aA ⊕ h((h(idA||pwA)||h(pwA))

mod(q)) and .AA are stored in the database by .UA.



188 D. Chaudhary et al.

5.2 Login and Authentication 

In order to establish a secure communication following procedures need to be exe-
cuted between the users .UA and .UB . .UA = Initial Entity, .UB = Responder Entity 

• .I d∗
A is the identity of user .UA and .Pw∗

A is the password. He computes . aA =
 A ⊕ h((h(idA||pwA)||h(pwA))mod(q)), .N ∗

A = h(.I d∗
A||PwA||aA), .A∗

A = N ∗
A.P . 

If .AA = A∗
A, then verification is successful. .UA sends a timestamp. T1, and param-

eters .AA, NA, T1 to .UB . 
• .UB receives .AA, NA, T1, and chooses a new timestamp . T2, then the times-
tamp freshness is checked through following relation .|T2 − T1| ≤ ∆T , then 
.UB selects random number .gB, qB and computes .GB = gB .p, . KB = gB .(AA +
PKT + NA.PKT ), .SKBA = h(gB .AA||T2||qB), .AutB = h(SKBA||qB), . EB =
ENCK B(qB||T2). The parameter .EB is encrypted using key .KB by .UB . Then 
the parameters .T2,GB, EB, AutB are sent to .UA by . UB

• A new timestamp.T3 is set by the user.UA by checking.|T3 − T2| ≤ ∆T . The equa-
tion is used to check the timestamp freshness. Further it computes.KA = SKA.GB , 
.DEC(EB)K A = (qB, T2),.SKAB = h(NA.gB||T2||qB),.AutA = h(SKAB||qB). The  
parameters .SKBA and .AutA are computed by .UA. If  .AutA =?AutB , then verifi-
cation is successful, and it chooses a random number .XA. He computes parame-
ters .FAandEA through key .KA as .FA = h(AutA||XA), .EA = ENCK A(FA, XA). 
These parameters .EA, FAandT3 are sent to .UB through a public channel by . UA

• A new timestamp .T4 is set by .UB after receiving all the parameters . EA, FA, T3
from.UA. The freshness of timestamp is checked by the relation.|T4 − T3| ≤ ∆T , 
and decrypts .DEC(E A)K B = (AutA, XA) and it computes .FB = h(AutA||XA). 
If .FB =?FA, then the session and authentication key are successfully established. 

5.3 Password Change Phase 

.I dA and.PwA are entered by the user of his own choice at the registration phase. Lets 
consider user =.UA, Id =.I d∗

A, Pw=.PW ∗
A, then.UA computes.N ∗

A = h(I d∗
A||PW ∗

A||aA), 
.A∗

A = N ∗
A.P , if.A

∗
A =?AA is successful, a new password can be entered by user which 

is.(PW ∗
A)

∗ and performs.(N ∗
A)

∗ = h(I d∗
A||(PW ∗

A)
∗||aA), .(A∗

A)
∗ = (N ∗

A)
∗.P , and. AA

is replaced by .(A∗
A)

∗ in the database. 

6 Informal Verification 

Through logic and argumentation, it will be demonstrated that the suggested protocol 
satisfies several security requirements and can fend off known assaults.
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1. Perfect Forward Secrecy: According to this security criteria, an attacker should 
not be able to use fixed public/private parameters, such as the parties’ private 
and public keys, along with the parameters shared over the public channel, to 
determine the session key. Despite this flaw, even if the attacker managed to gain 
every private key and public key used in the protocol, they would still be unable 
to access the session key since it depends on the parameters .gB .AA, NA.GB and 
the session key and the two theorems of ECDLP and ECDHP. 

2. User Anonymity: The attacker cannot obtain the identities of the entities engaged 
in the protocol using the parameters sent on the communication channel during 
the login and authentication phases. The proposed protocol satisfies this condi-
tion since it prevents access to the identities .I dA and .I dB even if the adversary 
possesses access to protocol run and possess all parameters exchanged on the 
channel. 

3. Password Guessing Attack: In this kind of attack, the adversary eavesdrops on 
the messages sent during different stages such as authentication and key agreement 
in an effort to learn the passwords of the organizations engaged in the protocol. 
The suggested protocol avoids this by making sure the password cannot be derived 
using the relation . A = aA ⊕ h(h(idA||pwA)||h(pwA)). 

4. Replay Attacks: In this technique, the attacker uses previously recorded authen-
tication and key agreement stage settings in subsequent phases. To combat this, 
the suggested protocol employs a timestamp to validate the validity of messages 
and identify duplicates. 

5. Stolen-verifier Attack: The suggested protocol prevents this attack by making the 
session key dependent on certain parameters (.GB .AA and.NA.GB) in each session. 
This attack entails the attacker obtaining the verification parameters stored in 
memory. As a result, even if the attacker has access to the associated entities’ 
memory, they are unable to obtain the session key .SKAB = h (.NA.GB ||T||qB) or  
.SKB A = h (.gB .AA||T2||qB). 

6. Denial-of-service Attack: A huge number of proxy or duplicate requests are 
sent to an object in this kind of attack, overwhelming its processing power. The 
suggested protocol employs timestamps to determine if a message is fresh and 
breaks the connection if it is not. As a result, the attacker finds it challenging to 
execute a denial-of-service assault. 

7 Performance Comparisons 

The assessment compares the communication, calculation, and overall execution 
times of the [ 3] with along protocol [ 11]. The registration stage was kept untouched 
and is not included in the comparison since the original [ 11] protocol’s design defects 
were eliminated to enhance it. 4 .TESED + 6  .TPM + 7  .THO procedures are used to 
complete the authentication process in [ 3]. .TESED stands for symmetric encryp-
tion/decryption time and refers to the authentication phase’s use of two encryptions 
and two decryptions. When an integer is multiplied by a point on an elliptical curve,
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Table 1 Comparison of the computation cost 

Scheme Operations Computational Cost (ms) 

[ 15] .10TPM + 4TPA + 8THO 22.3936 

[ 14] .7TME + 6THO 26.9638 

[ 1] .9TPM + 13TESED + 24THO 20.149 

[ 2] .8TPM + 3TPA + 2TESED +
12THO

17.9312 

[ 11] .4TESED + 8TPM + 19THO 17.8701 

NEW .4TESED + 6TPM + 7THO 13.3869 

Fig. 1 Comparison of the computation cost 

the result is the time for point multiplication or .TPM . Seven times throughout the 
protocol, the hash operation is referred to as .THO . With .TESED = 0.0046 millisec-
onds,.TPM = 2.226 milliseconds, and.THO = 0.0023 milliseconds, the exact execution 
timings, as in the original paper proposing were utilized for simplicity, and compared 
to [ 11], which takes 17.8701 milliseconds, proposed takes 13.3869 milliseconds for 
authentication. The communication cost is the same for [ 11]. Two messages, M1 and 
M2, with a combined communication cost of 3136 bits, make up the original [ 11]. In 
comparison, LSPA needs three messages and has a communication cost of 1984 bits, 
which is 36.7% less expensive than [ 11]. In addition to the decrease in transmission 
costs, a 33.4% decrease in computing costs was also achieved (Table 1 and Fig. 1).
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8 Conclusion 

Smart grids are important in modern smart cities for setting and managing the 
response demands, for this, they use Information and Communication Technologies. 
The proposed protocol’s response time is less and helps in secure communication 
over high-tension areas such as power supply lines so that they can pass and share 
the important information to the control center about any flaw, damage, or any emer-
gency message. The protocol’s objective is the requirement of prevention of such 
attacks so that the smart grids environment can work efficiently for surveillance. The 
proposed protocol helps to establish an authenticated key exchange. This is useful 
to communicate over public channel with grids authentication. 
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Voltage Profile Improvement Using 
DSTATCOM in Three-Phase Unbalanced 
Radial Distribution System 

Abhishek Gautam, Ashwani Kumar, and Sukriti Tiwari 

Abstract The distribution system (DS) is a multi-phase system with a high R/X 
ratio and operates in a radially or weakly meshed topology. For such a complex sys-
tem, a reliable and effective load flow algorithm is necessary to carry out real-time 
operations, including network optimization, VAr planning, voltage profile improve-
ment, and state estimation. The incorporation of FACTS devices like DSTATCOM 
can actually aid in the voltage profile improvement of DS. Therefore, this study 
attempts to verify the precision of the load flow algorithm in DS, which uses a 
forward-backward sweep (FBS) approach after incorporating a DSTATCOM for 
voltage profile improvement. The proposed approach includes a sensitivity analysis 
to locate the most sensitive buses on the three-phase unbalanced IEEE-33 bus radial 
distribution system/network (RDS). Further, the probabilistic reliability models are 
used to calculate the reliability at different load locations. Once the sensitivity analy-
sis is done, the voltage profile of the unbalanced IEEE-33 bus system is improved by 
incorporating DSTATCOM at an optimal location in reconfigured DS. The proposed 
approach also enables the estimation of voltage magnitudes and voltage angles at 
each bus and power losses in DS. All the results are validated on the modified IEEE-
33 bus and indicate a significant improvement in the overall voltage profile of the 
DS, especially the most sensitive buses identified by sensitivity analysis. 
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1 Introduction 

The load flow analysis is crucial for power system operation and planning, contin-
gency analysis, and state estimation. Due to the high R/X ratio in DS, traditional 
load flow methods like Gauss–Seidel (GS) and Newton–Raphson (NR) are unable 
to converge to an optimal solution [ 1]. Likewise, the DS is generally unbalanced due 
to single-phase, two-phase, and three-phase branches supplying unbalanced loads 
[ 2, 3]. The literature survey indicates that the flow of three-phase power systems 
in transmission networks has been widely investigated [ 4]. However, various stud-
ies like load flow studies, voltage profile improvement, and power compensation in 
unbalanced DS are emerging research areas [ 3]. In [ 5], the load flow study of DS used 
a phase component methodology based on the NR method to divide the power flow 
into each phase. This method, however, needs a considerable quantity of computer 
memory to create a simultaneous solution to an admittance matrix of order (6n . ×
6n) [ 6]. 

Identifying the node voltages is the primary step in the distribution system load 
flow analysis [ 7]. This is because the direct computation of current, power flows, 
system losses, and other steady-state variables is possible using these voltages [ 8]. 
Further applications such as VAr planning, network optimization, state estimation, 
and distribution automation require load flow studies to be performed again and 
again to determine the security status of DS [ 9]. The approach using the FBS notion 
is proved to be the most effective and quick for carrying out the load flow studies 
of RDS. This technique represents the DN as a tree, with the slack bus at the root 
[ 7]. In this method, during the backward sweep, the power or line currents flowing 
from the extremities to the root are predominantly added. Based on the estimated 
currents of the flows, the forward sweep computes the voltage drop and updates the 
voltage profile [ 7]. Once the voltage profile is computed, it will give a graphical 
representation of the nodal voltage presented in the power system [ 10]. However, 
there is a limitation on how much voltage can decrease at a particular node at the 
consumer end [ 10], which is generally .±10% of the nominal value. The voltage at 
the farthest end is kept under the permissible limit using the following devices:

. On-load Tap changing (OLTC) Transformer

. Bus step-voltage Regulator

. Voltage Booster or FACTS devices

. Feeder Voltage Regulators (Induction Regulator)

. Fixed and Switched Capacitor 

Voltage sensitivity analysis is the pillar for evaluating a comprehensive range of 
power system optimization issues, including voltage control, loss reduction, net-
work expansion planning [ 11], best locations for reactive sources, FACTS devices, 
generators, etc. Sensitivity analysis is so far utilized, specifically at the transmis-
sion level, to ascertain the voltage stability margin in a transmission network [ 8]. 
Subsequently, the present work utilizes sensitivity analysis to locate the most sen-
sitive buses and, consequently, the voltage profile improvement of the unbalanced
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IEEE-33 bus DS is achieved by incorporating a FACTS device called DSTATCOM 
at the optimal location in reconfigured DS. 

This article is structured as follows: The system under study is explained in Sect. 2. 
Section 3 elaborates on the typical distribution system modelling and the proposed 
methodology for voltage profile improvement of DS is described. In Sect. 4, study 
outcomes are discussed. Section 5 concludes the work and provides the future scope. 

2 System Configuration 

The last segment of the power system, i.e., DS, is responsible for transferring elec-
trical energy from the transmission system to specific users [ 3]. In this study, the 
IEEE 33-bus RDS is scrutinized for validating the proposed methodology for volt-
age profile improvement. The referred DS comprises 33 buses, 32 lines, 1 generator, 
a voltage source of 12.66 kV with a load capacity of 3.715 MW, and 2.3 MVAr [ 12]. 

The DS buses are linked to one another in a radial pattern, with one bus followed 
by another. In a similar fashion, buses (19, 20, 21, 22) are linked via bus 2, buses 
(23, 24, 25) are connected through bus 3, and buses (26, 27, 28, 29, 30, 31, 33) 
are connected through bus 6. The single-line diagram (SLD) of the IEEE-33 bus 
RDS is given in Fig. 1a to provide an idea of the DS topology. However, the actual 
network comprises several buses that are inherently unbalanced. To give an idea 
of an unbalanced system let us consider an example of a three-phase six-bus RDS 
as shown in Fig. 1b. In Fig. 2, buses 1, 2, and 3 have all three phases (a, b, and c) 
represented by (1a, 1b, and 1c), (2a, 2b, and 2c), and (3a, 3b, and 3c), respectively. 
Alternatively, bus 4 only has two phases, denoted by (4a, 4b), whereas bus 5 has one 
phase, i.e., (5b), and bus 6 has a c-phase, represented as bus (6c). 

Fig. 1 IEEE-standard RDS representation
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3 System Modeling 

Figure 1c depicts a model of a three-phase, four-wire line segment between bus i and 
bus j of DS. The Carson and Lewis approach is used to determine the parameters of 
the line [ 12]. In Fig. 1a, the correlation between bus voltage and branch currents is 
given by the equation as follows: 
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The two-phase line sections comprise of phases a–b, b–c, and a–c: 
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The line sections with a single phase are represented as 

.V a
i = V a

j + Zaa−n
i j I ai j (5) 

.V b
i = V b

j + Zbb−n
i j I bi j (6) 

.V c
i = V c

j + Zcc−n
i j I ci j (7) 

3.1 Proposed Modified FBS Approach 

To carry out this study, the IEEE-33 bus DS also described in Sect. 2 is used as a 
test system. The data model is constructed by classifying nodes according to their 
quantity and the connections between them as layers of nodes in the distribution line 
[ 13, 14].
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3.2 Voltage Sensitivity Analysis 

Let’s look at the voltage at the i-th node, influenced by the net reactive currents and 
net active currents at all network nodes: 

.Vi = Vi (Ip1, Ip2, ......, Ipn, Iq1, Iq2, ......, Iqn) (8) 

The whole differential of function .Vi may be expressed as follows: 

.dVi =
n∑
j=1

∂Vi

∂ Ipj
.d Ipj +

n∑
j=1

∂Vi

∂ Iq j
.d Iq j (9) 

The derivatives .
∂Vi

∂ Ipj
.d Ipj and .

∂Vi

∂ Iq j
.d Iq j are denoted as voltage sensitivity coef-

ficients with regard to the variation in node currents. 
Taking into consideration the . n equations that are provided by equation (15), we 

now have: 
.[dV ] = [S][d I ] (10) 

where [S] is the sensitivity matrix with the dimensions (n .× n), and the components 
of this matrix represent the sensitivity coefficients: 
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After considering the factors called Constant Current Model(CCM) and Simplified 
Constant Current Model(SCCM) in this methodology that will be detailed in the 
upcoming sections, it is feasible to calculate the coefficients of voltage sensitivity. 

3.3 CCM Voltage Sensitivity Coefficients 

Let us consider the voltage dependency at the. i th node from the perspective of CCM: 

.

(SI p)i j =
(−V0

Vi

)
.Ri j + 1

Vi

[
Ri j .

( n∑
k=1

Ri k .Ipk +
n∑

k=1

Xi k .Iq k

)

+Xi j .

( n∑
k=1

Xi k .Ipk +
n∑

k=1

Ri k .Iq k

)] (12)
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Similarly, it is also feasible to determine the analytical equation for using equiv-
alent computations for .(SI q)i j . 

.

(SI q)i j =
(−V0

Vi

)
.Xi j + 1

Vi

[
Xi j .

( n∑
k=1

Xi k .Iq k +
n∑

k=1

Ri k .Ipk

)

+Ri j .

( n∑
k=1

Ri k .Iq k +
n∑

k=1

Xi k .Ipk

)] (13) 

3.4 SCCM Voltage Sensitivity Coefficients 

This section contains concise formulations for node voltages and voltage sensitivity 
coefficients using an SCCM [17]. Further, SCCM permits the derivation of sensitivity 
coefficients.(SI p)i j and.(SI q)i j as functions of linear transverse characteristics (i.e., 
line resistance and reactance per kilometer) as represented by following equations: 

.(SI p)i j = −Li j .ri j (14) 

.(SI q)i j = −Li j .xi j (15) 

3.5 Voltage Sensitivity Coefficients Calculations 

The difference between voltage sensitivity coefficients using the CCM and SCCM 
is subsequently analyzed to assess their impact on voltage sensitivity analysis. 

.∆(SI p)i j% =
|(SI p(SCCM)

)i j
| − |(SI p(CCM)

)i j
|

|(SI p(SCCM)
)i j

| · 100 (16) 

.∆(SI q)i j% =
|(SI q (SCCM)

)i j
| − |(SI q (CCM)

)i j
|

|(SI q (SCCM)
)i j

| · 100 (17)
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3.6 Three-Phase Modelling of DSTATCOM for Voltage 
Profile Improvement 

The major mathematical equations indicating the reactive power compensation 
(.QFACT) by DSTATCOM are given next [ 19]: 

.QFACTa =
(
V 2
ia

XL

)
−

(
Via · V f a

XL

)
cosδ (18) 

.QFACTb =
(
V 2
ib

XL

)
−

(
Vib · V f b

XL

)
cosδ (19) 

.QFACTc =
(
V 2
ic

XL

)
−

(
Vic · V f c

XL

)
cosδ (20) 

where.Vi is the bus voltage for each phase, i.e., phase-a, phase-b, phase-c, and.V f is 
the DSTATCOM voltage for each phase. .XL is the line reactance and . δ is the phase 
angle displacement between .Vi and .V f . 

3.7 Flow Chart of Proposed Method 

The flowchart of the proposed methodology is depicted in Fig. 2. This methodology, 
in general, considers reading the data from the DS (generators, loads, and lines), 
organizing the data, and power flow processing via the FBS technique [ 7]. The 
technique for computing the current and voltage at the node is repeated using the 
current node’s layer number, the layer number of the node in the previous layer and 
connected to the referred node, and also the node numbers associated with the rest of 
the preceding layers [ 15]. The procedure that has been explained is the foundation 
for the formulation of the sensitivity factor [ 8].
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Fig. 2 Flow chart of proposed method 

3.8 Data Formulation 

The IEEE 33-node test DS is used in the simulation, and a maximum of 100 iter-
ations and an error deviation of .1× 10−5 are allowed. To carry out this study, a 
predetermined tolerance threshold of voltage magnitude is essential [ 6, 9]. This volt-
age magnitude tolerance has been set at .±10% [ 9], as seen in Fig. 3a. Here, the node 
voltages vary within the specified threshold. The voltage profile for the unbalanced
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Fig. 3 a Standard case, b and c-Modified case 

system is shown in Fig. 3b which highlights the violation of threshold limits by some 
of the buses. Subsequently, under such conditions, there is a need to optimally incor-
porate the voltage enhancement device, i.e., DSTATCOM [ 20– 23] in DS to keep  the  
system voltages within limits. The sensitivity analysis as described in previous sec-
tions is now carried out with data from modified (unbalanced) IEEE-33 bus DS. This 
analysis has been carried out for the buses which have exceeded the specified toler-
ance limit of .±10% for voltage magnitude and shown in Fig. 3b. These buses with 
bus numbers 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 29, 30, 31, 32, and 33 are identified 
as sensitive buses of modified RDS. Figure 3c represents the calculated sensitivity 
factors for the above buses, which identify buses 17, 18, 31, 32, and 33 are the most 
sensitive buses. Among the above five most sensitive buses, the most optimal bus 
is located in accordance with reference [ 16] for the installation of DSTATCOM for 
further analysis of the modified IEEE-33 bus DS. 

4 Results and Discussion 

In this study, the voltage profile of modified IEEE-33 bus DS is improved using 
DSTATCOM, which is generally placed near the load in DS. To accomplish this 
objective, firstly, load flow analysis for standard IEEE-33 bus RDS is carried out. This 
analysis provides the voltage profile of each bus, as shown in Fig. 4a, representing the 
graph between voltage magnitude and nodes of IEEE-33 bus RDS. Next, load flow 
analysis of IEEE-33 bus RDS under unbalanced conditions, as described in Sect. 4 
has been done. The voltage profile in Fig. 3b shows that several buses, i.e., 9, 10, 
11, 12, 13, 14, 15, 16, 17, 18, 29, 30, 31, 32, and 33, have exceeded the specified 
limit of .±10% for the nominal voltage. Therefore, these buses are now referred to 
as sensitive buses. Subsequently, the sensitivity factor analysis has been done on the 
above-mentioned weak buses, and the graphical representation is provided in Fig. 3c. 
Sensitivity factor analysis indicates that among these buses, the most sensitive buses 
are 17, 18, 31, 32, and 33 in unbalanced RDS. Thus, there is a need to incorporate 
FACTS devices like DSTATCOM in such a system to improve the overall voltage 
profile of the RDS. Now, to install DSTATCOM, the optimal location has been 
considered as per reference [ 16], which is found to be bus number 17. Therefore, 
DSTATCOM has been installed at bus 17 (Fig. 4a) to provide reactive power support
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(a) (b) 

Fig. 4 DSTATCOM placement. a DSTATCOM connected to Bus-17 in IEEE-33 bus unbalanced 
RDS. b DSTATCOM placement at optimal location 

in the modified RDS [ 11]. Further, the incorporation of DSTATCOM in the IEEE-33 
bus system is shown in Fig. 4b. 

To find the capacity of DSTATCOM, several scenarios that involve enhancing the 
reactive power capacity of bus 17 in the interval of . 10% have been considered. To 
explain the process, two scenarios are explained next:

. .QFACT = 1.5Q17

. . QFACT = 1.1Q17

In the first scenario, the reactive power support at the weakest node 17 is being 
planted and is enhanced by installing a DSTATCOM with. 50% of its original value in 
an unbalanced radial distribution system. Similarly, in the second scenario, reactive 
power support increased by . 10% of its original value in the unbalanced RDS. 

4.1 Case-I: . QFACT = 1.5Q17

A tolerance of .±10% in the nominal voltage is assumed here. Figure 5a depicts the 
magnitude of the voltage at each node; it can be concluded that there has been no 
violation of any limitations at any buses in this case. 

Consequently, Fig. 5b depicts the sensitive nodes, and reactive power has been 
added to the node labeled as .Q17. This strategy will ensure that the reactive power 
requirements are satisfied; nevertheless, some of the sensitive nodes may experience 
an excess of reactive power, which serves no purpose and will begin to cause distur-
bances. To avoid these disturbances, in the next case, we have considered installing 
DSTATCOM, which provides . 10% enhance reactive power support at bus 17. The 
comparison between the old sensitivity factor (when there was no incorporation of 
reactive power support) with the new sensitivity factor(after incorporation of reactive 
power support i.e., .QFACT = 1.5Q17) is shown in Fig. 5c.
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4.2 Case-II: . QFACT = 1.1Q17

In case II, the reactive power at the.Q17 node is enhanced by. 10%using DSTATCOM. 
The voltage profile shown in Fig. 6a clearly indicates that there is no violation of 
voltage limits on buses. Further, there will be the least possibility of excess reactive 
power at any of the buses that can cause disturbances in the RDS. 

Therefore, the graph between the sensitivity factor and the corresponding sensitive 
node is shown in Fig. 6b. From Fig. 6b, superior outcomes have been achieved by 
installing a DSTATCOM which enhances reactive power by. 10% of its nominal 
value at node.Q17 of modified/unbalanced IEEE-33 bus RDS. This has subsequently 
improved the overall voltage profile of unbalanced RDS. 

For finding the most optimum bus to install DSTATCOM, sensitivities at different 
conditions are considered in this study, as explained in the sections above. The graph 
shown in Fig. 6b shows the relationship between sensitivity factor 1 (after incor-
porating reactive power support, i.e., .QFACT = 1.5Q17), sensitivity factor 2 (after 
incorporating reactive power support, i.e., .QFACT = 1.1Q17), and sensitivity factor 
(old). The sensitivity factor (old) is calculated by collecting data from a three-phase 
unbalanced radial distribution system without DSTATCOM. Similarly, sensitivities 
for all the weak nodes are calculated for the case .QFACT = 1.1.Q17, and is shown in 
Fig. 6b. Figure 6c illustrates all the three sensitivity variables corresponding to all the 
weak nodes, i.e., node numbers 9, 10, 11,12, 13, 14, 15, 16, 17, 18, 29, 30, 31, 32, and 

Fig. 5 a, b-Case:.QFACT = 1.5Q17. a Nature of voltage magnitude and node after incorporating 
reactive power support. b Graph between sensitivity factor and sensitive node after incorporating 
reactive power support. c Graph between sensitivity factor(New) and sensitivity factor(Old) 

Fig. 6 a, b-Case:.QFACT = 1.1Q17, c-Graph between sensitivity factors. a Nature of voltage mag-
nitude and node after incorporating reactive power support. b Graph between sensitivity factor and 
sensitive node after incorporating reactive power support. c Graph between sensitivity factor(1), 
sensitivity factor(2) and sensitivity factor(Old)
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33. Therefore, the analysis indicates that on installing DSTATCOM at node 17 so as 
to enhance reactive power by. 10% results in the overall voltage profile improvement 
of modified RDS. 

5 Conclusion 

In this work, voltage profile enhancement for three-phase RDS is done under unbal-
anced conditions using sensitivity analysis and optimally incorporating DSTAT-
COM. Further, simple algebraic equations for determining and characterizing voltage 
sensitivity coefficients in relation to shifts in active and reactive power throughout 
every node of an RDS are proposed. The voltage sensitivity coefficients concerning 
the cumulative active and reactive components of the node currents are calculated 
by employing the CCM and the SCCM. Subsequently, the primary goal of providing 
reactive power support to underperforming buses as determined by sensitive analysis 
for an unbalanced load RDS is successfully achieved. The results indicate the overall 
voltage profile improvement of the modified IEEE-33 bus RDS. 

The future scope of this work includes the extension of this study for higher-order 
systems. Further, the voltage profile analysis with distributed energy resources can 
be carried out for different IEEE systems. 
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A Case Study with Analysis 
for Photovoltaic Array Under Shaded 
Conditions 

Sandeep Gupta, Tarun Varshney, T. Kranthi Kumar, and S. Anand 

Abstract Solar power has been a major force in power generation in the modern 
world because it’s one of the cleanest forms of energy and is easy to harvest and 
put to use today. The sun is abundantly everywhere on the earth, which is why the 
future of renewable energy is going to be more solar power. Shading conditions are 
generally a major problem in photovoltaic systems because they significantly affect 
the performance of PV systems, hence the need to study different shading conditions. 
The present work carries out a simulation of various PV modules connected with 
bypass diodes under different shading conditions by creating faults, these conditions 
are partially compared with the voltage, current, and power visualized from the scope 
over time in the form of a graph. The simulation software used in the present work 
is MATLAB Simulink. 

Keywords PV cell · PV array · PV module · MATLAB simulink · Shading 
condition · Bypass diode
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1 Introduction 

Renewable sources provide energy that is clean, inexhaustible, and more affordable. 
They are differentiated from fossil fuels largely by their diversity, quantity, and 
capacity to be utilized wherever on Earth, but most crucially by their inability to 
create greenhouse gases or other damaging pollutants [1–3]. In contrast to fossil 
fuels, whose prices are usually down despite their present volatility, their expenses 
are also decreasing at a steady rate. Renewable energy sources continue to become 
the most cost-effective new technology for producing electricity in many regions 
of the world [4]. Renewable energy is the only way to enhance energy access for 
all developing countries. The IEA predicts that the global demand for electricity 
will climb by 70% by 2040, while its proportion of overall energy consumption 
will increase from 18 to 24%. Its expansion will be driven mostly by the growing 
economies of India, China, Africa, the Middle East, and South-East Asia [5]. 

The operating conditions and field factors are the main factors affecting the perfor-
mance of a PV module, such as the geometric location, orientation towards the sun, 
temperature, and irradiation levels. Solar cells interconnected in parallel and series 
together form the PV array, these PV arrays are the most important hardware in a 
complete PV system because they harvest the sunlight which is converted into elec-
tricity. When there is shading on any PV module, it affects the entire performance of 
the PV system, but this shading effect can be reduced by connecting bypass diodes as 
several research has shown [6–8, 12]. In the present work, shading conditions in the 
PV module have been created and demonstrated by creating several faults and fairly 
comparing them with the output obtained from the scope during the simulations. 
In Simulink, the solar cell can be modelled with instruments that can implement 
any differential equation or algebraic relationship of a highly complex mathematical 
model [9, 10]. 

2 Mathematical Model 

A photovoltaic cell can be represented by an analogous circuit. Several models are 
utilized in the literature, and they vary in complication and exactness, as well as how 
they operate under different conditions, Because of its simplicity and precision, the 
one-diode model is most often used to depict a PV cell [11, 13]. A photocurrent 
source (Iph), a diode (D), an internal resistance (Rs), and a shunt resistor (Rh) are  
shown in Fig. 1. The shading effect on solar modules employing this diode is studied 
using the model with a bypass diode (Db). Diode current (Id), shunt current (Ih), 
and by-bass diode current (Idb) and (Is) are basically the current going through the 
terminals. Current and Voltage are denoted as I and V respectively.

We know that under normal operating conditions, the open-circuit voltage (Voc) 
of the photovoltaic module is 0.5–0.6 V at 25 °C, meanwhile the voltage in reverse 
bias operation can be up to −20 V [14–16].
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Fig. 1 Photovoltaic model with bypass diode

The current which is produced by the PV model is given by Kirchhoff’s law: 

I = Iph − Id − Ih + Idb (1) 

Ih = (V + IsRs)/Rh = (V + Rs(I − Idb))/Rh (2) 

Idb = Isat db
(
e(−v/vt db) − 1

)
(3) 

I = Iph − Isat d
(
e(vd/vtd) − 1

) − (V + Rs(I − Idb) /Rh + Isat db
(
e(−v/vt db) − 1

)
(4) 

Idb and Vt, which stand for current and thermal voltage, respectively, are the values 
that describe the bypass diode. Equations (1)–(4) provide a clear and compelling 
illustration of the fact that the current I flowing through the PV is a non-linear, implicit 
function of the voltage V, as well as the temperature and the amount of irradiation 
[6, 18]. Even yet, a non-linear system like this can be resolved in a computational 
environment like MATLAB, this way current (I) and voltage (V) non-linear relation 
can be obtained [17]. This relationship is shown by Eq. (5) [19, 20]. It employs the 
Lambert function W for the term, whose value is dependent on the voltage V and is 
given in Eq. (6). The current–voltage (I-V) properties of a typical silicon photovoltaic 
(PV) cell are shown in Fig. 2, which shows the cell working under normal conditions. 

I = 
Rs(Ip + Isat d) − V 

Rs + Rs 
+ Isat db(e−v/vt db − 1) − 

Vt_d 

Rs 
Lambert W(θ ) (5) 

with 

θ = 
(RhRs/(Rh + Rs))Isat de[RhRs(Iph_Isat d)+RhV/Vt d(Rh+Rs)] 

VTd  
(6)
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Fig. 2 Solar cell I-V typical curve [21] 

3 Modelling of PV Array and PV Module 

Equations (1)–(6) can be used to develop a model for the PV array and PV module. 
The present work is done on 6 PV modules in which 3 are connected in series in 
parallel to the other 3 which are also connected in series. The PV array chosen has a 
maximum power of 200 watts at 26.3 V and it’s a KYOCERA solar KC 200GT PV 
module, the PV module specifications are given below in Table 1 [19]. 

The table shows the parameters that are used in the simulation of the PV modules 
whereby these parameters can be changed in the future depending on the simulation 
requirements.

Table 1 Kyocera solar KC 
200GT module specifications Maximum power, Pmp 200.143 W 

Maximum power point voltage, Vmp 26.3 V 

Maximum power point current, Imp 7.61 A 

Short-circuit current, Isc 8.21 A 

Open-circuit voltage, Voc 32.9 V 

Voltage/temp. coefficient, Kv −0.35502%/◦C 
Current/temp. coefficient, KI 0.06%/◦C 
The number of cells, Ns 54 
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3.1 Procedure for Modelling a PV Array Using 
MATLAB-Software 

Step 1. Use the library browser to add the blocks to your Simulink file, PV array, 
constant block, diode, voltage measurement, current measurement, product 
block, X-Y graph, scope, RLC branch, and power GUI block. 

Step 2. Once you have added all the blocks and components, set the parameters of 
the PV array block, choose KYOCERA SOLAR KC 200GT PV module 

Step 3. Connect 3 PV modules in series and then connect another 3 PV modules 
in series but parallel to the other 3 PV modules, basically a 3 cross 2 PV 
array arrangement 

Step 4. Connect the constant blocks to the irradiance and temperature of the PV 
module and set the parameter to 1000 watts and 25°C 

Step 5. Connect the bypass diode across each module, and make sure in each string 
there is a blocking diode 

Step 6. Current and voltage measurement blocks are connected to measure the 
current and voltage of the PV array, and the product block is connected to 
measure the power of the array. 

Step 7. Connect the X-Y graphs 
Step 8. Connect the scope to visualize our signals over time, and set the number 

of input ports to 3, these ports are used to connect voltage, current, and 
power signals. 

Step 9. Create the shading conditions by creating a fault, line-to-line fault, and 
line-to-ground fault separately and compare 

Step 10. Run the simulation for 15 ms 

4 Simulation of PV Array Exposed to Different Shading 
Conditions 

In this section, the different shading conditions will be explained and how the signals 
were gotten, the signal graphs will also be shown so that they can be easily compared. 
The signal graphs will also be shown so that they can be easily compared. The most 
common way to create shading on the PV array in Simulink is by changing the 
irradiance, that way one can see the difference and effects at several irradiances. 
There are other ways to create shading on the PV array when using the Simulink, 
this method is by creating faults, and they are listed below. 

1. Shading by changing Irradiance:—In this condition, the irradiance value is 
changed in some PV panels. The 3rd and 6th PV irradiance is altered to 300 
and 700 as shown in Fig. 3.

2. Line-to-ground fault:—In this condition, PV array is connected to the ground to 
create a fault as shown in Fig. 4.
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Fig. 3 PV array connection during the changing irradiance shading

Fig. 4 PV array connections during line-to-ground fault condition 

3. Line-to-line fault:—In this condition, a line is connected from one PV panel to 
another to create a fault as shown in Fig. 5.

Here, the irradiance in the third PV array of the first row and the second PV array 
in the second row has been changed to 700 and 300 respectively to create a shading 
in the Simulink software.
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Fig. 5 PV array connections during line-to-line fault condition

The irradiation values have to be set back to 1000 W/M scale, to induce line-
to-ground fault in string one with 67% mismatch, take the positive terminal of the 
second module to the ground which means the lower two modules are short-circuited 
and the top module or string one is the only module working properly throughout the 
entire voltage change. The simulation is run for 0.7 ms. Connect the positive terminal 
of the second module in string one to the positive terminal of the third module in 
string two. This will produce a line-to-line fault between the strings that has a 33% 
mismatch. Alternatively, you can connect the positive terminal of the second module 
in string two to the positive terminal of the third module in string one. Both of these 
faults are equivalent. In this case, a mismatch of 33 per cent indicates that just one 
module out of three is incorrect. 

5 Result and Discussions 

The results in Tables 2 and 3 shows the output graph which was obtained from the 
MATLAB SIMULINK. Table 2 shows the reading of the PV array under different 
irradiation, one can see that there is a significant change in the reading when the 
irradiation was reduced from 1000 to 500. Table 3 shows the output readings of 
the graph under different shading conditions namely line-to-line and line-to-ground 
faults, one can also observe the difference in output between the two faults.
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Table 2 Output values for changing irradiance 

Cases Irradiance 
(W/m2) 

PV current 
(A) 

Boost 
current (A) 

PV voltage 
(V) 

Bus voltage 
(V) 

Ppv (W) 

1st scenario 1000 38 9.8 30 90 1000 

2nd scenario 500 18 7 30 70 500 

Table 3 Output values for line-to-line and line-to-ground faults 

Sr. no. Condition/fault Voltage measurement 
(V) 

Current measurement 
(A) 

Product output (W) 

1 Line-to-ground Max = 97.93 
Min = 0.0000 

Max = 16.45 
Min = −3.116 

Max = 593 
Min = −3.046 

2 Line-to-line Max = 101.6 
Min = 0.000 

Max = 16.45 
Min = −8.462 

Max = 825.7 
Min = −8.600 

6 Conclusion 

In this research work, it has been examined and shown how shading conditions can be 
created in the MATLAB SIMULINK software and how one can realize that shading 
conditions on a photovoltaic array make the output and power curve complicated 
by giving different and multiple maximum power points instead of a unique MPP. 
In addition to the simulation, bypass diodes were added and one can verify that the 
bypass diode helps in improving the output power in case of shading conditions in the 
PV array. The signal output has been compared in a tabular format for better under-
standing and comparisons. The results are shown with a case study for photovoltaic 
array under shaded conditions. 
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Multi-objective Hybrid Optimal 
Algorithm for Distribution System 
Feeder Reconfiguration 

M. Shobha and B. Datta 

Abstract The power generated is transmitted through various networks, which 
include underground cables, power transformers, and other components. These losses 
are caused by the improper installation of generators and the transmission system 
overloading. The distribution system also has load-tapping capabilities. The uncer-
tainty of the current voltage profile also leads to higher losses in the distribution 
system. Distribution system reconfiguration in a distribution system is a complex 
optimization problem. The location of generators is considered in the most advanta-
geous manner possible. The placement of generators does not guarantee an improved 
performance index. The main factors that affect the placement of generators are 
size, type, and level of penetration. To overcome this in this paper, a Hybrid GSA-
Tabu Multi-Objective Algorithm is proposed for feeder reconfiguration with optimal 
placement of DG in the distribution system in IEEE 33 bus system and its effective-
ness is evaluated by comparing with existing LSA, ALO, CLAMS, and BBO-PSO 
algorithms. 

Keywords GSA · Tabu · LSA · ALO · CLAMS BBO-PSO 

1 Introduction 

The distribution system plays a vital role in the electricity system and is responsible 
for controlling the distribution of electricity. Due to the dynamic nature of the distri-
bution system, its importance has been acknowledged. The proper allocation and 
sizing of generators can help improve the system’s technical performance. Distri-
bution generation is often referred to as small-scale generation. It can be defined 
in different ways such as by the International Energy Agency. The Electric Power 
Research Institute defines distributed generation as those that are less than 50 kW. 
Different countries have different definitions of this type of generation.
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The power that’s generated through distributed generation is transported through a 
network of distribution utilities, which includes power transformers and underground 
cables. Although the cost of distributing electricity is lower than the transmission 
system, the system’s losses are still significant. The uncertainty of the voltage profile 
can affect the system’s operations and cost. This causes the cost and power loss 
to increase. The main cause of technical losses is the power that’s lost due to the 
conductor damage of the transmission and distribution lines. Network configuration 
refers to the process of changing the distribution system’s configuration to reduce 
the losses and improve the system’s overall performance. Network configuration can 
help reduce the losses by improving the operation of feeders. In this paper, a Hybrid 
GSA-Tabu Multi-Objective Algorithm is proposed for feeder reconfiguration with 
optimal placement of DG in the distribution system in IEEE 33 bus system, and 
its effectiveness is evaluated by comparing with existing LSA, ALO, CLAMS, and 
BBO-PSO algorithms. 

1.1 Literature Review 

The distribution system is typically composed of two or more generators and a trans-
mission system. The configuration of this system can be changed radially to reduce 
its losses and improve its overall performance. Due to the nature of the distribu-
tion system’s configuration, it needs to be optimized to maintain its efficiency. A 
distributed generator is a type of electric power source that’s placed at the distri-
bution level. It’s widely used due to the environmental concerns when it comes to 
meeting the increasing power demands. A properly integrated distributed generator 
system can improve the efficiency of the distribution system and reduce power loss. 
A metaheuristic algorithm known as the Quasi-Oppositional Symbiotic Organisms 
Search was proposed by [1] to find the optimal placement of a distributed generator 
in radial distribution systems. The algorithm was tested and implemented on three 
different bus systems and showed good results. The proposed algorithm in [2] was  
tested and implemented on IEEE 13 bus system. It shows that the proposed algo-
rithm can improve the reliability index, voltage stability index, and the cost of the 
distributed generator. A voltage stability analysis was performed in residential areas 
of the distribution system using rooftop photovoltaic generators by [3]. 

A probabilistic approach is proposed in [4] to consider the harmonic distortions 
of a distributed generator. In [5] and [6] used the optimal placement for distribution 
generator for voltage stability improvement. In [7] proposed an approach that takes 
into account the harmonic distortion and protection coordinates of distributed gener-
ators. A hybrid optimal method is proposed in [8] that takes into account the energy 
loss reduction of distributed generators and their optimal integration of them.
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In [9] proposed a hybrid optimal method that takes into account the energy loss 
reduction and optimal integration of distributed generators. A metaheuristic and prob-
abilistic approach are presented to find the optimal size and allocation of distributed 
generators in a distribution system [10]. Optimal placement of DG with uncertainties 
are presented in [11] and stochastic evaluation is presented in [12]. In [13] developed 
a new multi-objective function that can be used to represent the practical load models 
for optimal distribution generator allocation. The proposed multi-objective function 
is commonly used in standard radial distribution systems. A preference order ranking 
algorithm and a multi-objective PSO algorithm were also developed by [14] to find 
the optimal allocation of generators in a distribution system. Monte Carlo simulation 
was also used to formulate the uncertainties in a radial distribution system. 

2 Proposed Hybrid GSA-Tabu Multi-objective Algorithm 

In this paper, Hybrid GSA-Tabu Multi-Objective Algorithm is proposed for feeder 
reconfiguration with optimal placement of DG in the distribution system in IEEE 
33 bus system and its effectiveness is evaluated by comparing with existing LSA, 
ALO, CLAMS, and BBO-PSO algorithms. The input parameters of the proposed 
algorithm are shown in Eq. (1). 

Xi =
[
(V1, PL1)

1 , (V2, PL2)
2 , (V3, PL3)

3 , . . .  (Vn, PLn)
n
]

(1) 

The force acted on the agent is given as 

forced (t) =
∑

j 
i /=j 

forced (t)randii (2) 

The acceleration is given as 

Acceleration αd 
i = 

forced i (t) 
Mi(t) 

(3) 

The velocity of the agent is given as 

V d i (t + 1) = randi ·
[
V d i

] + αd 
i (t) (4) 

The position of the agent is given as 

X d i (t + 1) = X d i (t) + V d i (t + 1) (5) 

The flow chart of the proposed algorithm is shown below (Fig. 1).
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Fig. 1 Flow chart of the proposed algorithm



Multi-objective Hybrid Optimal Algorithm for Distribution System … 221

3 Results and Discussions 

The proposed algorithm is implemented on IEEE 33 bus system under the following 
cases: 

• Case 1: No Reconfiguration 
• Case 2: Reconfiguration with tie switches and sectionalization 
• Case 3: Only Optimal size of DG 
• Case 4: Optimal Reconfiguration with Optimal Size of DG placement. 

All these cases are implemented on Less, Moderate, Heavy-loaded cases, and 
Power losses and Voltage deviations are plotted. The power losses for different loaded 
cases with the proposed algorithm are shown in Fig. 2.

The Voltage Deviation for different loaded cases with the proposed algorithm are 
shown in Fig. 3.

The effectiveness of the proposed algorithm is evaluated by comparing it with 
LSA, ALO, CLAMS, and BBO-PSO algorithms and tabulated in Table 1.

Hence, in all the above cases, the proposed algorithm shows the mark improvement 
in power losses and voltage deviation. 

4 Conclusion 

In this paper, a Hybrid GSA-Tabu Multi-Objective Algorithm is proposed for feeder 
reconfiguration with optimal placement of DG in the distribution system. The 
proposed algorithm is implemented on IEEE 33 bus system. Detailed literature review 
is presented in the paper. Power losses and voltage deviations are analyses for less, 
moderate, and heavy loaded conditions are presented under four different cases. 
In Case 1: No Reconfiguration, In Case 2: Reconfiguration with tie switches and 
sectionalization, in Case 3: Only Optimal size of DG, and in Case 4: Optimal Recon-
figuration with Optimal Size of DG placement is considered. Finally, the proposed 
algorithm’s effectiveness is evaluated by comparing it with existing LSA, ALO, 
CLAMS, and BBO-PSO algorithms. In all the cases, proposed algorithm shows a 
mark improvement in power losses and voltage deviation.
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Fig. 2 a Power loss under 
less load, b Power loss under 
moderate load, c Power loss 
under heavy load

 (a) 

 (b) 

 (c) 
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Fig. 3 a Voltage deviation 
under less load, b Voltage 
deviation under moderate 
load, c Voltage deviation 
under less load

(a) 

(b) 

(c) 
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Table 1 Comparison analysis 

Case Load (%) Objective Solution techniques 

LSA ALO CALMS BBO-PSO Proposed 

1 Less Power 
loss 

210.094 210.074 210.054 210.034 210.0257

Δvdev (v) 0.996477 0.996468 0.996536 0.996678 0.997013 

Moderate Power 
loss 

210.394 210.374 210.354 210.294 210.2757

Δvdev (v) 0.995477 0.995468 0.995536 0.995678 0.996765 

Heavy Power 
loss 

215.394 215.374 215.354 215.294 215.1578

Δvdev (v) 0.993477 0.995468 0.995536 0.996778 0.997340 

2 Less Power 
loss 

135.394 135.374 135.354 135.294 135.2176

Δvdev (v) 0.996477 0.996468 0.996536 0.996678 0.997096 

Moderate Power 
loss 

142.394 142.374 142.354 142.294 142.258

Δvdev (v) 0.995477 0.995468 0.995536 0.995678 0.996899 

Heavy Power 
loss 

145.394 145.374 145.354 145.294 145.287

Δvdev (v) 0.995377 0.995368 0.995436 0.995578 0.996756 

3 Less Power 
loss 

131.394 131.374 131.354 131.294 131.1633

Δvdev (v) 0.996477 0.996468 0.996536 0.996678 0.997212 

Moderate Power 
loss 

135.394 135.374 135.354 135.294 135.2756

Δvdev (v) 0.994477 0.996468 0.996636 0.996878 0.997127 

Heavy Power 
loss 

139.394 139.374 139.354 139.294 139.2461

Δvdev (v) 0.995477 0.995468 0.995536 0.995678 0.996899 

4 Less Power 
loss 

129.394 129.374 129.354 129.294 129.1418

Δvdev (v) 0.994497 0.996488 0.996656 0.996898 0.997146 

Moderate Power 
loss 

133.394 133.374 133.354 133.294 133.1782

Δvdev (v) 0.996377 0.996568 0.996536 0.996778 0.997029 

Heavy Power 
loss 

134.394 134.374 134.354 134.294 134.1452

Δvdev (v) 0.996277 0.996468 0.996536 0.996678 0.996995



Multi-objective Hybrid Optimal Algorithm for Distribution System … 225

References 

1. Truong KH, Nallagownden P, Elamvazuthi I, Vo DN (2020) A quasi-oppositional-chaotic 
symbiotic organisms search algorithm for optimal allocation of DG in radial distribution 
networks. Appl Soft Comput J 88:106067. https://doi.org/10.1016/j.asoc.2020.106067 

2. Zheng Y, Dong Z, Meng K, Yang H, Lai M, Wong KP (2017) Multi-objective distributed 
wind generation planning in an unbalanced distribution system. CSEE J Power Energy Syst 
3(2):186–195. https://doi.org/10.17775/cseejpes.2017.0023 

3. Shahnia F, Majumder R, Ghosh A, Ledwich G, Zare F (2011) Voltage imbalance analysis 
in residential low voltage distribution networks with rooftop PVs. Electr Power Syst Res 
81(9):1805–1814. https://doi.org/10.1016/j.epsr.2011.05.001 

4. Abdelsalam AA, El-Saadany EF (2013) Probabilistic approach for optimal planning of 
distributed generators with controlling harmonic distortions. IET Gener Transm Distrib 
7(10):1105–1115. https://doi.org/10.1049/iet-gtd.2012.0769 

5. Ettehadi M, Ghasemi H, Vaez-Zadeh S (2013) Voltage stability-based DG placement in distri-
bution networks. IEEE Trans Power Deliv 28(1):171–178. https://doi.org/10.1109/TPWRD. 
2012.2214241 

6. Georgilakis PS, Hatziargyriou ND (2013) Optimal distributed generation placement in 
power distribution networks: models, methods, and future research. IEEE Trans Power Syst 
28(3):3420–3428. https://doi.org/10.1109/TPWRS.2012.2237043 

7. Ravikumar Pandi V, Zeineldin HH, Xiao W (2013) Determining optimal location and size 
of distributed generation resources considering harmonic and protection coordination limits. 
IEEE Trans Power Syst 28(2):1245–1254. https://doi.org/10.1109/TPWRS.2012.2209687 

8. Esmaeilian HR, Fadaeinedjad R (2015) Energy loss minimization in distribution systems 
utilizing an enhanced reconfiguration method integrating distributed generation. IEEE Syst 
J 9(4):1430–1439. https://doi.org/10.1109/JSYST.2014.2341579 

9. Liu KY, Sheng W, Liu Y, Meng X, Liu Y (2015) Optimal sitting and sizing of DGs in distribution 
system considering time sequence characteristics of loads and DGs. Int J Electr Power Energy 
Syst 69:430–440. https://doi.org/10.1016/j.ijepes.2015.01.033 

10. Gómez-González M, Ruiz-Rodriguez FJ, Jurado F (2015) Metaheuristic and probabilistic tech-
niques for optimal allocation and size of biomass distributed generation in unbalanced radial 
systems. IET Renew Power Gener 9(6):653–659. https://doi.org/10.1049/iet-rpg.2014.0336 

11. Nikmehr N, Najafi-Ravadanegh S (2015) Optimal operation of distributed generations in micro-
grids under uncertainties in load and renewable power generation using heuristic algorithm. 
IET Renew Power Gener 9(8):982–990. https://doi.org/10.1049/iet-rpg.2014.0357 

12. Silva ENM, Rodrigues AB, Da Guia Da Silva M (2016) Stochastic assessment of the impact 
of photovoltaic distributed generation on the power quality indices of distribution networks. 
Electr Power Syst Res 135:59–67. https://doi.org/10.1016/j.epsr.2016.03.006 

13. Bohre AK, Agnihotri G, Dubey M (2016) Optimal sizing and sitting of DG with load models 
using soft computing techniques in practical distribution system. IET Gener Transm Distrib 
10(11):2606–2621. https://doi.org/10.1049/iet-gtd.2015.1034 

14. Gangwar P, Singh SN, Chakrabarti S (2019) Multi-objective planning model for multiphase 
distribution system under uncertainty considering reconfiguration. IET Renew Power Gener 
13(12):2070–2083. https://doi.org/10.1049/iet-rpg.2019.0135

https://doi.org/10.1016/j.asoc.2020.106067
https://doi.org/10.17775/cseejpes.2017.0023
https://doi.org/10.1016/j.epsr.2011.05.001
https://doi.org/10.1049/iet-gtd.2012.0769
https://doi.org/10.1109/TPWRD.2012.2214241
https://doi.org/10.1109/TPWRD.2012.2214241
https://doi.org/10.1109/TPWRS.2012.2237043
https://doi.org/10.1109/TPWRS.2012.2209687
https://doi.org/10.1109/JSYST.2014.2341579
https://doi.org/10.1016/j.ijepes.2015.01.033
https://doi.org/10.1049/iet-rpg.2014.0336
https://doi.org/10.1049/iet-rpg.2014.0357
https://doi.org/10.1016/j.epsr.2016.03.006
https://doi.org/10.1049/iet-gtd.2015.1034
https://doi.org/10.1049/iet-rpg.2019.0135


Monitoring and Control of Captive 
Generation Units in Presence of Grid 
Integrated Solar Power Plants 

Sandeep Jangir and Srilatha Namilakonda 

Abstract Industrial loads and large power consumers use various forms of Renew-
able Energy Sources (RES) apart from utility grid services, in order to reduce Running 
Maximum Demand (RMD). It also provides financial savings in utility bills with 
reduced consumption of energy from grid. Solar Power Plant (SPP)-based RES is 
the most abundant form of such energy and most widely used in world. In order to 
reduce down time of loads, industrial consumers install captive generation units with 
SPP-based RES to cater power requirements of these loads during grid failure. But 
the operations of these captive units are badly affected by SPP-based RES units, as 
soon as they start supporting the load in integrated system during grid failure. This 
paper analyzes the impact of SPP-based RES on captive generation unit and proposes 
a protection scheme using local reactive power units. 

Keywords Renewable energy sources · Diesel generator set · Solar power plants ·
Captive generation 

1 Introduction 

Grid-interacted PV systems are designed to operate in parallel with Electric utility 
grid, captive generators, and Variable Loads [1]. In an integrated distribution system, 
which comprises of solar power plant, grid and captive generation, flow of active & 
reactive powers is an important concern [2]. A captive power plant, also called auto 
producer or embedded generation, is an electricity generation facility used and 
managed by an industrial or commercial energy user for their own energy consump-
tion [3]. When the solar is integrated with the utility grid, reactive power drawn from 
grid is almost constant. However, the active power demand is reduced as the RES
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supplies maximum active power to the load. During grid failure when these RES 
are integrated with captive generation units, it impacts severely to power generated 
from captive source [4]. The amount of reactive power produced by generators must 
closely match with that being consumed, as most of the synchronous generators are 
defined by their power factor limits [5]. 

This paper addresses a typical problem of power system failure in an organization 
consisting of RES integrated with the grid and a captive generation unit i.e., Diesel 
Generator (DG) unit to support the load during grid failure with a defined power 
factor limit of 0.8. The DG has undergone a mechanical failure and leads to power 
failure when RES has been operated along with DG during grid failure. A strategy 
is proposed to protect this captive generation unit from outage by load variation and 
employing local reactive power units. MATLAB 2016 b software environment was 
used to simulate the problem at a reduced scale by integrating 100 kWp Solar Power 
Plant (SPP) with grid, captive generation unit (DG) and variable loads with capacitor 
banks to analyze the active and reactive power flow, source power factor. 

2 Energy Consumption Trends 

The SPPs are installed in the organization to cater to emergency energy demand in 
various phases. Figure 1 indicates the strategy implemented in commissioning of 
SPPs in the organization to mitigate the energy demand of the utility and saving 
of the energy charges in the utility bills. The increase in energy consumption has 
increased impact of RMD severely on grid and DG during this period as shown in 
Fig. 2. RMD observed during the year 2013 was 650 kVA and it has increased up to 
1050 kVA in 2021.

3 Problem Statement 

To analyze the source of the problem the survey of the major systems was done 
which support the distribution system in organization. It is understood that the entire 
loads and plants are distributed in two segments in parallel and are supported by 
running and standby systems equally. The initialization sequence of loads is detailed 
in Table 1.

The active power demand on grid during the peak hours was reduced to 10% and 
the reactive power demand of the inductive load was mitigated with capacitor banks. 
Figure 3 shows active and reactive power demand curve of a typical sunny day.

Initially the SPP is integrated with grid and feeds power to the loads. At the instant 
of grid failure, SPP gets disconnected from load. Captive generation units i.e., DG 
sets start and feed power to loads. Depending on the connection sequence of various 
components, active and reactive power demand on the system is minimal initially as 
the air conditioning loads (major active and reactive load) are not started by then.
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Fig. 1 Various energy and load trends, SPV installation from 2013 to 2021 

Fig. 2 Running maximum demand (RMD) from 2013 to 2021

Table 1 Load initialization on distribution system 

Sl. no. Description of the system Initialization sequence 

1 Lighting load (minor load) Immediately 

2 UPS and server loads (moderate load) Immediately 

3 Air Conditioning load (major load) After 3 min 

4 DG sets support to load during grid failure Within 30 s 

5 Start of solar power plants 45 s
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Fig. 3 Active and reactive power demand curve

The active power from the DG feeds most of the lighting and UPS loads initially 
and thus less active power demand is observed on DG sets. But since the air condi-
tioning loads pick up after 3 min., most of the active power demand is catered by SPP 
that has commenced after DGs are started. Therefore, the reactive power demand on 
the DG set increases to a very high value. This condition reduces power factor of 
DG set below operational range i.e., to 0.6 and voltage drops drastically. This large 
unbalance in active and reactive power demand causes pressure on the DG shaft and 
causes failure of gear assembly, AVR and isolation transformer. 

4 Methodology for Protection of Captive Generation Unit 

The methodology adopted for protection of captive generation unit in presence of 
RES is to monitor the power factor of the DG and maintain the value within permis-
sible range under all operating conditions [6]. The task of maintaining the power 
factor has been implemented through employing capacitor banks. The details of the 
monitoring and protection of DG are presented in block diagrams shown in Fig. 4. 
A scaled-down model of the organization is simulated in MATLAB using a 100kWp 
SPP in presence of variable load environment [7] as indicated in Fig. 5. The distri-
bution system consists of RES, captive power source, grid and capacitor banks. The 
variable load represents the industrial load.
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Fig. 4 Block diagram of the simulation setup 

Fig. 5 Problem formulation in MATLAB for protection and control of captive power source 

5 Results and Analysis 

The results are analyzed with respect to the performance of SPP. The DC power char-
acteristics are observed in variable temperature and irradiation environment. When 
temperature is increased from 25 °C to 50 °C @0.15 s., VDC reduces significantly, 
also when irradiation is reduced from 1000 W/m2 to 500 W/m2 at 0.2 s., IDC reduces 
significantly (Fig. 6).

The AC output current IAC of SPP has minimal impact with change in temperature 
but there is significant impact with change in irradiation. Also, there is significant 
drop of active power due to variations in temperature and irradiation (Figs. 7 and 8).

When 100kWp SPP is connected with 100 kW, 10kVAr fixed load, 100 kW, 
75kVAr captive power source, grid, 20 kW, 10kVAr variable load and 2 nos 10 and 
20 kVAr capacitor banks, it is observed that SPP supplies maximum active power 
to the load, and minimal active power is drawn from grid. It supplies very minimal 
reactive power to the load and draws maximum reactive power from grid (Fig. 9).
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Fig. 6 Performance of SPP with variations in temperature and irradiation

Fig. 7 VAC, IAC of SPP for with variations in temperature and irradiation 

Fig. 8 Active and reactive power output for various temperature and irradiation inputs
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Fig. 9 P and Q output of SPP during integration with grid, captive generation and variable loads 

At 0.2 s grid gets disconnected and captive generation unit is switched on at 0.25 s. 
At this moment maximum reactive power is drawn from captive power source and 
maximum active power is drawn from solar power plant (Figs. 10, 11 and 12). 

Now, 0.4 s. 20 kW, 10 kVAr load added in the system. As the SPP is of 100 kWp 
the entire 20 kW, 10 kVAr active and reactive power demand of load is transferred 
to the captive power source. Subsequently, at 0.5 s a capacitor bank of 10 kVAr is 
added in the system and the reactive power demand on the captive power source is 
dropped from 10 kVAr to 3.50 kVAr. Another capacitor bank of 5 kVAr is added in 
the system at 0.6 s and the reactive power demand is further reduced. The load power 
factor is approx. 0.98 at initial and reduced to near 0.96 when load is added in the 
system at 0.4 s. The power factor is improved when capacitor band is added at 0.5 s 
and 0.6 s to 0.98 and 0.99 respectively. 

The power factor on captive generation characteristics with active and reactive 
power demand as PF is near zero initially as there is zero active and reactive power 
demand initially. When the active and reactive power demand increases at 0.4 s, power

Fig. 10 P and Q generation from Captive unit from 0.25 s after grid failure at 0.2 s
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Fig. 11 Active and reactive power demand from load after grid failure 

Fig. 12 P and Q generation from Solar power during grid failure

factor improves to 0.95 (in view of less active power demand). When capacitor bank 
was added in the system at 0.5 s, the reactive power demand was reduced on the 
captive power source but the active power demand was same. Hence, active power 
demand is comparably higher than the reactive power demand. Hence, the power 
factor improved on captive power source (Fig. 13 and Table 2).

Subsequently, another capacitor bank is added on the system at 0.6 s which further 
reduced the reactive power demand on the system and power factor of the captive 
power source is further improved to 0.99 (Figs. 14 and 15).

Simulation result shows that the active power and reactive power demand on 
captive system should be balanced, i.e., the power factor of the captive generation 
plant should not fall down to the defined power factor range of the generator. 

Addition of more and more active power generation in the captive tied system 
may provide severe impact on the power factor of captive power source, which may 
intern damage the rotating mechanism of the mechanical system as indicated in the 
case study of the project.
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Fig. 13 Load consumption during grid failure with reactive power support
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Table 2 PV characteristics with captive generation, variable loads and capacitor banks 

Sl. 
no 

Description Time Power consumed Power generated Remarks 

switching 
time (s) 

Active 
power 
consumption 
(kW) 

Reactive 
power 
consumption 
(kVAr) 

Active 
power 
generation 
(kW) 

Reactive 
power 
generation 
(kVAr) 

A Solar power 

1 Load 1 Initial 100.0 10 97.6 4.72 As the solar 
power plant is 
of 100 kWp 
capacity. 
Hence it fed 
100 kWand 
4.72 kAVr to 
load 

2 Load 2 0.4 20 10 97.6 3.00 

3 Cap.-1 0.5 0 10 97.6 2.50 

4 Cap.-2 0.6 0 10 97.6 1.80 

Max. value 120.00 20 97.6 4.72 

B Grid power (off @ 0.2 s) 

1 Load 1 Initial 100 10 7.20 2.70 The grid 
shares 
minimal P&Q 
power 
initially due 
to filters 
circuit. Grid 
is off at 0.2 s 

2 Load 2 0.4 20 10 0 0 

3 Cap.-1 0.5 0 10 0 0 

4 Cap.-2 0.6 0 20 0 0 

120 20 7.20 2.70 

B Captive power (starts @ 0.25 s) 

1 Load 1 0.25 100 10 0 2.40 The grid 
shares 
minimal P&Q 
power 
initially due 
to filter 
circuit. Cap. 
Gen. starts at 
0.25s 

2 Load 2 0.4 20 10 23.00 10.00 

3 Cap.-1 0.5 0 10 23.00 3.50 

4 Cap.-2 0.6 0 20 23.00 2.00 

120 20 23.00 10.00
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Fig. 14 Load power factor characteristics with reactive power support during grid failure 

Fig. 15 Captive power source power factor characteristics with reactive power support

6 Conclusion 

In an integrated distribution system where RES and captive power source are 
connected active power and reactive power demand on captive system should be 
balanced, i.e., the power factor of the captive generation plant should not be fall to 
the defined power factor range of the generator. Addition of more and more active 
power generation in the captive tied system may provide severe impact on the power 
factor of captive power source, which may intern damage the rotating mechanism of 
the mechanical system as indicated in the case study of this paper.
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Forecasting of Daily Average Power 
Demand for the Chhattisgarh State 
of India 

Tamal Chatterjee and Baidyanath Bag 

Abstract In this article, forecasting of daily average power demand for Chhattisgarh 
state of India is done by employing the statistical model of time-series analysis. In 
time-series analysis, the more the availability of historical data, the more accurate will 
be the prediction. Forecast of demand distribution is computed by model simulation 
for best fit as concluded by data analytics. The trend of the average power demand 
data is then mapped over the time horizon by employing visualization tools. There-
after, forecasting of power demand can be done for any date in future. The traditional 
statistical method of time-series analysis has been chosen over state-of-the-art auto-
mated machine learning (ML) forecasting methods or the manual method of expert 
forecasts primarily due to its simplicity, speed, excellent visualization and mono-
attribute data input. The time-series analysis model has produced a well-visualized 
forecast with components analysis done in a lucid way that is easy to understand 
even for a layman. 

Keywords Mean absolute percentage error · Time-series forecasting · Power 
demand forecast for Chhattisgarh India 

1 Introduction 

Forecasting is one of the important tasks of data science that assists organizations 
with respect to capacity planning, strategic decision-making, goal setting, anomaly 
detection and course correction. Power demand forecast is a critical document for the 
planners in the Indian electricity domain both at the business end as well as for the 
strategists. The power generators use the power demand forecasts for their short-term 
and medium-term planning purpose channelized by the coordinating agency (SLDC,
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RLDC, NLDC/POSOCO/Grid-India). The central planner CEA supplemented by 
CERC advises the power ministry on the long-term infrastructure augmentation of 
the National Power portfolio. Hence power demand forecast plays very important 
role in national power domain. The more the accuracy of the forecast better is the 
planning and the resultant economic development down the line in every sector. 
Needless to mention that power sector is the lifeline of the economic development 
of the country and a key driver in the GDP growth. Electricity demand is func-
tion of a variety of factors including weather conditions, calendar effect, economic 
development and power prices [1]. Several models have been developed to forecast 
the electrical power’s demand over a time period and, of late, it has been accel-
erated on account of the artificial intelligence (AI) powered data analytics-based 
research that has been predominant. Modeling the long run when the variables are 
non-stationary is less cumbersome when done by AI [2]. Testing multiple hypotheses 
is akin to fitting multiple predictors in regression model. Overfitting is frequent, 
hence data reduction and validation of model hold the key. Statistical estimation is 
usually model-based [3]. Refer the flow chart in Fig. 1 which showcases the life-
cycle of time-series forecasting. The features of a time series are—seasonality, trend 
changes, outliers and holiday effects. Trend function checks out non-periodic changes 
in dataset of time series. Seasonality relates to periodic changes (e.g., weekly and 
yearly). Holiday effects relate to potential non-regular pattern over a day or more 
[4]. Electricity demand forecasts require modeling of dynamic non-linear relation 
between the various attributes affecting electrical power usage, and then taking into 
account long-term patterns in the attributes brought about by economic, demographic 
and technological development, including climate change. Peak demand forecasts 
are important for infrastructure planning, whereas short-term forecasts are crucial 
for system scheduling. Time-series forecasting lifecycle has three stages—modeling, 
simulating and forecasting; evaluation [5]. One of the popular concepts in the fore-
cast modeling is time-series analysis. Data analytics tools like Python have made 
these models quick thinking and reasonably accurate. Multiple seasonal patterns 
are best handled by univariate statistical forecasting techniques. However, any cross-
series information cannot be deciphered by univariate type of time-series forecasting. 
With the advent of technology, upgraded sensors and data storage capabilities are 
offering superior sampling rates (sub-hourly, hourly and daily) [6]. Short-term load 
forecasting is useful in real-time generation scheduling, load frequency control, load 
dispatch, load flow planning, workaround for potential system overload; and involves 
forecasts of demand in terms of days. Medium-term load forecasting is in terms of 
months, and helps in scheduling preventive maintenance of units, allowing organi-
zations to plan for optimum raw material and low-cost fuel procurement. Long-term 
load forecast is in terms of years; and usually helps the organizations to schedule unit 
expansions or budget for major equipment installation [7]. Section 2 of this article 
elaborates on the concept of time-series analysis starting with decision dilemma for 
the user (business) followed by forecasting concepts involving regression analysis 
and statistical model of time-series analysis. Section 3 delves on fitting the model, 
whereas Sect. 4 discusses model validation and Sect. 5 elaborates the model evalu-
ation. Section 6 focuses on forecasting by the use of model and Sect. 7 contains the
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Fig. 1 Flow chart—time-series forecasting 

results obtained by using the real-time data of user in the forecasting model. Section 8 
elucidates the conclusion and is followed by the references used in literature survey. 

2 Concept of Time-Series Analysis 

2.1 Decision Dilemma 

Decision-making is so critical to business strategists that on daily basis, various deci-
sions that are made by the businesses worldwide, determine the future of companies. 
Decision-making involves information gathered about economic environment, finan-
cial status and the competitive landscape of market. This information is derived from 
data gathered over certain time horizon and processed by way of statistical analysis. 
When the statistical data is structured in a way to enable decision making, it becomes
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useful for the business, especially in foreseeing the future growth and economic envi-
ronment. Forecasting provides the requisite statistical data which serves as a useful 
tool for the business to project the future to come. This research paper encompasses a 
study that provides rich and interesting information on the projected power demand 
for the state of Chhattisgarh. 

2.2 Regression Analysis in Forecasting 

In regression analysis, a model is developed by generating a forecasting trend line 
that correlates a dependent parameter vis-à-vis one or more than one independent 
parameters. In slope-intercept form, regression line through population points is 
represented by, 

yi = β0 + β1xi + ∈ (1) 

where 

xi value of independent parameter for ith value 
yi value of dependent parameter for ith value 
β0 y intercept of population line 
β1 slope for population line
∈ prediction error for ith value 

The regression line may miss some data points of the scatter plot unless the data 
points of scatter plot are in perfect alignment. In (1), ∈ is error of regression line 
during fitting such points. To check if the regression line is a good fit, the preferable 
method is to test the model using past data points (x and y). In this approach, the 
independent parameter (x values) is placed in regression model and evaluated output 
value ( ̂y) is computed for every x value. The predictions of data points ( ̂y) are then 
respectively checked with y values to calculate the difference. The difference y− ŷ is 
the residual (pointwise error of the regression line). Residuals help to locate outliers 
and have a critical role to play in regression analysis which ultimately refines the 
forecasting output greatly. Graphical plots of the residuals can help in finding out, 

1. absence of linearity, 
2. non-homogeneous variation of error, and 
3. whether error terms are independent. 

The mandatory pre-conditions for regression analysis are homogeneity in error vari-
ation, independence of error terms and normal distribution of error terms. Error term 
represents changes beyond rudimentary analysis that can not be fitted in model; and 
is assumed to be normally distributed. Outliers lie away from the rest of the points; 
and often cause large residuals. Outliers can be result of mis-recorded data; and exert 
a pull on the regression line. Investigation of outliers helps determine if they can
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be retained or regression equation needs to be re-evaluated excluding them. Esti-
mate’s standard error represents standard deviation of regression model’s error and 
can be adopted for deducing the error of model. Sum of Squares of Error (Ess) is a  
prerequisite for estimate’s standard error (se). 

Ess =
∑

(y − ŷ)2 (2) 

se =
√

Ess 

n − 2 (3) 

where, 

n is the population count 
se is standard error of the estimate 
y is dependent parameter 
ŷ is predicted data point value of y 
Ess is the Sum of Squares of Error 

To validate the assumption of normal data being used in regression analysis, 
approximately 68% of error points (residuals) shall be in 0 ± 1se range and 95% of 
error points (residuals) shall be within 0 ± 2se [2]. In time-series forecasting, the 
regression results are extrapolated to formulate data points beyond the domain of 
independent variable. In time-series analysis, data is gathered on specific attributes 
for a defined time period viz. 15 min block, hourly, daily, weekly, fortnightly, monthly, 
quarterly, semi-annually, annually, etc. which may display trend, cyclicality, season-
ality and irregularity in the output. Trend displays the general direction of data over a 
long time duration when plotted in the form of scatter diagram or any similar form. A 
forecast fits a trend line through the scatter plot of time-series data and then predicts 
forthcoming data points using trend line’s equation. To forecast the future data points 
using a trend line, solve for ŷ after inserting the specified time period into the trend 
line equation. Equation of the trend line is obtained as follows: 

y = b0x + b1 (4) 

where, 

x is the value of independent parameter 
y is the value of dependent parameter 

b0 =
∑

y 

n 
− b1

∑
x 

n 
(5) 

b1 =
∑

xy  −
∑

x
∑

y 
n∑

x2 − (
∑

x)2 

n 

(6)
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Prediction in regression analysis is always an estimate and not a guaranteed 
outcome. Hence confidence intervals and prediction intervals are required to place the 
predicted data point inside the context of inferential estimation. Since the predicted 
value might deviate slightly from the actual value, a provision of confidence interval 
is proposed as a range for the mean y value. A prediction interval pertains to 
allowance for a single datapoint; and is wider than confidence interval because it 
has to accommodate a wider gamut of individual values. 

2.3 Time-Series Analysis in Forecasting 

Forecasting is widely used in the strategic decision-making by businesses world over. 
Time-series data is the information gathered on a specific parameter (also called 
as a variable) over a time period. Time-series forecasting attempts to evaluate and 
assimilate the patterns, cycles and trends over time, or using historical data infor-
mation to predict the future. Smoothing, regression trend analysis technique and 
decomposition are some of the common time-series analysis methods available to 
the modern-day data scientists. Time-series data generally comprises four elements: 
trend, cyclical variation, seasonal variation and irregularity; but it is not necessary 
for time-series data to have these elements every time. Trend is the representation of 
the general direction of time-series data over long time duration. Cycles are patterns 
through which time-series data moves between peak and troughs over a time period; 
usually, of more than a year. Seasonal effects are comparatively shorter in cycle, often 
measured by the month. Irregular fluctuations are fast variations in time-series data, 
which occur at time frames smaller than seasonal effects. Stationary time-series data 
don’t exhibit any of the trend, cyclical and seasonal effects. Forecasting stationary 
data involves analysis of only such non-uniform, uneven and rapidly varying fluctua-
tion effects. Overall error measurement can be achieved by any of the mean absolute 
error (MAE), mean absolute deviation (MAD), root mean square error (RMSE), 
mean percentage error (MPE) and mean absolute percentage error (MAPE) tech-
niques. Techniques applicable on stationary data forecasting are called smoothing 
techniques and they smoothen out the uneven and rapidly varying fluctuations in the 
data. Common smoothing techniques are: 

1. naïve forecasting models, 
2. averaging models, 
3. exponential smoothing. 

Naïve forecasting models presume that incumbent data can be the best representative 
of predictions for future [2]. 

Averaging models are constructed by computing mean of data over certain time 
period; and using the mean so obtained, to forecast the successive time period. An 
elementary averaging model, viz. the simple average model uses average of the 
values of historical data to predict outcome of time period t. A moving average 
model considers an average of historical set of data points that are re-evaluated for



Forecasting of Daily Average Power Demand for the Chhattisgarh State … 245

every set of updated time period under consideration. Moving averages do not alter 
or adapt for trends, cycles or seasonality. A moving average model assigns certain 
weights for historical time periods in its calculations. 

Exponential smoothing technique uses an exponentially decreasing weight values 
on the historical time periods in the forecast. Exponential smoothing technique 
follows the equation, 

Ft+1 = α X t + (1 − α)Ft (7) 

where, 

F t+1 is forecast for successive time instant (t + 1) 
F t is forecast for current time instant t 
X t is actual value for current time instant 
α is exponential smoothing constant 

2.4 Trend Analysis in Forecasting 

Trend analysis can be done by way of the following models—Linear Regression, 
Quadratic Regression, Holt’s Two-Parameter Exponential Smoothing Method. 

Linear regression uses simple regression concept in deducing the trend line 
represented as, 

Yi = β0 + β1 X ti + ∈i (8) 

where, 

Y i is time-series data point for period i 
X ti is ith time period 

The quadratic regression considers a trend analysis to arrive at a quadratic 
expression represented as, 

Yi = β0 + β1 X ti + β2 X
2 
ti + ∈i (9) 

where, 

Y i is time-series data point for period i 
X ti is ith time period 
X ti 

2 is square of ith time period 
β1 and β2 are the smoothing weights 

In Holt’s method, weights (β) are used to smoothen the trend; akin to technique 
used by single exponential smoothing method (α) [2].
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2.5 Seasonal Effects in Forecasting and Decomposition 

Seasonal effects are similar repetitive projections in data patterns that occur in 
time periods lower than 12 months. Decomposition is a well-known technique for 
filtering out effects of seasonality. The decomposition methodology utilizes T.C.S.I 
multiplicative model as a base. 

Where, 

T is trend 
C is cyclical 
S is seasonal 
I is irregularity 

Decomposition process entails the following steps. 

Step-1: Estimate the trend 

The seasonal effects are usually adjusted so that they average to 0 for an additive 
decomposition or they average to 1 for a multiplicative decomposition. For trend 
estimation, either a smoothing procedure such as moving averages is employed; or 
the trend is modeled with a regression equation. 

Step-2: De-trending the series 

For an additive decomposition, de-trending is done by subtracting the trend estimates 
from the series. For a multiplicative decomposition, it is done by dividing the series 
by the trend values. 

Step-3: Seasonal factors estimation 

Averaging the de-trended values for a specific season is accomplished. 

Step-4: Determining random (irregular) component 

For the additive model, random = series – trend – seasonal. For the multiplicative 
model, random = series/(trend*seasonal) 
Winters’ three-parameter exponential smoothing technique introduces γ as the weight 
of seasonality to imprint seasonal projections in forecasting. Using the aforesaid three 
weights α, β and γ, that represent factors of smoothing value, trend value and seasonal 
value for observations, forecast is accomplished [2]. 

2.6 Autoregression in Forecasting 

When correlation occurs among error terms in regression model, the problem of 
autocorrelation crops up in time-series data. Ways to overcome this problem are either 
to use additional independent variables or to transform the independent variable.
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Transforming variables can be achieved by first differences approach, percentage 
changes approach and autoregression models. 

2.7 Seasonal Autoregressive Integrated Moving Average 
Model (SARIMA) 

SARIMA is an enhancement of ARIMA (Autoregressive integrated moving average) 
model in which seasonality is also considered as a factor affecting the model fitment. 
ARIMA model is a common statistical tool for univariate data, that uses time-series 
forecasting encompassing autoregression, trend analysis, moving average technique, 
and presumes the time-series data not to be stationary (statistical parameters are 
not time varying) while considering that hardly any seasonality exists. It captures 
the standard temporal dependencies that are unique to a time-series data and its 
predictions can be represented algebraically as follows: 

Predicted yt = Constant + Linear combination lags of y (upto p lags) + Linear 
combination of lagged forecast errors (upto q lags) 

In equation form above statement is represented as, 

y
Δ

t = α + β1yt − 1 + β2yt − 2 + . . . .βpyt − p + ∈t + Φ1∈t − 1 
+ Φ2∈t − 2 +  · · ·  + Φq∈t − q 

where, 

y
Δ

t is predicted dependent variable at instant t 
α is the constant parameter 
β1, β2, etc. are coefficients of lagged terms yt-1, yt-2, etc.
∈t is the error term corresponding to time t
Φ1, Φ2, etc.  are coefficients of error terms ∈t-1, ∈t-2, etc.  

3 Fitting the SARIMA Model 

SARIMA model, which is based on identifying the relationship between past obser-
vations and future predictions, is characterized by key parameters - p, d, q and 
S which represent the autoregressive, integrated (difference), moving average and 
seasonal orders respectively. The time-series dataset is split 80:20 into two sets, one 
for training and other for testing. The training set comprising of date stamps up to 
31-Mar-2022 is employed in model fitting. The steps to fit SARIMA model using p, 
d, q and S parameters are as follows: 

Step-1: Check for stationarity/Convert to stationary time series
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Initial step in fitting SARIMA model is to deduce if time-series is stationary. A 
stationary time-series has fairly constant statistical parameters (viz. mean and vari-
ance) over time. If a time-series is found to be non-stationary, it is to be made 
stationary by taking the difference between consecutive observations until it becomes 
stationary. The number of times the difference operation is performed is the value 
of parameter ‘d’. Value of d is deduced from the outcome of ADF test (Augmented 
Dickey-Fuller test) which determines the factor that makes data stationary. Null 
hypothesis of ‘a unit root is present in the time series’ is tested by ADF and success 
indicates non-stationarity. A significant indicator of stationarity of test series is the 
p-value. The probability of getting a test statistic as extreme or more extreme than the 
one computed from available data is p-value. However, here assumption is that the null 
hypothesis of non-stationarity is true. It may be noted that p-value is different from 
the p parameter of SARIMA model. The p-value is representative of the strength of 
evidence against the null hypothesis of non-stationarity. A smaller p-value indicates 
stronger evidence against non-stationarity and supports the hypothesis of station-
arity. If p-value of ADF test is lower than 0.05 significance level, null hypothesis 
is rejected and the time series is considered stationary. If time series is found to be 
stationary then assign d = 0. If time series is non-stationary, further analysis such 
as differencing or seasonal differencing may be necessary to make the time series 
stationary before fitting SARIMA model. To achieve stationarity, if differencing is 
required once, then d = 1, if twice then d = 2 and so on. The ADF stationarity test 
outcome is as follows: 

ADF Statistic: −3.636009 

p-value: 0.005109 

Conclusion: The time-series is stationary. 

Step-2: Identify order of differencing (d) 

Parameter d represents the degree of differencing essential to make time series 
stationary. In differencing the differences between consecutive/interval-based read-
ings in the time series is computed. Thus, d determines how many times the differ-
encing is applied to the data to make it stationary. From Fig. 2, it is evident that the 
statistical parameters have levelized after first differencing. Hence value of d comes 
out to be 1.

Step-3: Identify the autoregressive (AR) Term (p) 

The autoregressive term captures the relationship between the previous observations 
and the current observation. The parameter p is the number of lagged values that 
will be used as predictors in the model. A higher value of p means that the model 
will use more lagged values as predictors. Order of AR term is determined visually 
from the PACF plot of the differenced time series. If the PACF plot shows significant 
spikes up to p lags, then order of AR term is p. This is achieved by analyzing PACF 
plots. A PACF plot is a type of plot used in time-series analysis that shows partial 
correlation between a time series and its own lagged values, after accounting for
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Fig. 2 Plot of first differences

the correlation at shorter lags. Thus a PACF plot shows how much a time series 
at time t is correlated with its own values at times t–k, after removing the effects 
of the intermediate values between t and t–k. The PACF bar chart has lag (or time 
difference) on x-axis and partial correlation coefficient is assigned to y-axis. The 
partial correlation coefficient has a range of –1 to 1, where 1 means perfect positive 
correlation, 0 means no correlation, and –1 points to a perfect negative correlation. 
In a PACF plot, the correlation coefficient at lag 0 is always 1, since a time series is 
always perfectly correlated with itself at the same time. The PACF plot helps identify 
appropriate order of autoregressive (AR) model for a time series. The number of 
lagged values of the time series that are included in the model decides the order of 
AR. Term p is deduced from Fig. 4 by correlating with the chart of Table 1.

Step-4: Identify Moving Average (MA) Term (q) 

Moving average term captures the relationship between the previous forecast errors 
and the current observation. The parameter q denotes order of moving average (MA) 
component, which captures the influence of past error terms on the current value. In 
other words, it is the number of lagged error terms that will be used as predictors 
in the model. A higher value of q means that the model will use more lagged error 
terms as predictors. Order of MA term is determined by looking at the ACF plot of 
the differenced time series. If the ACF plot shows significant spikes up to q lags, 
then order of MA term is q. An ACF plot is a type of plot used in time-series analysis 
that shows the correlation between a time series and its own lagged values. In other 
words, an ACF plot shows how much a time series at time t is correlated with its own 
values at instants t–1, t–2, t–3 and so on. The ACF plot is a bar chart with the lag (or
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Table 1 Identification chart for model fit vis-à-vis differencing, ACF and PACF plots 

Model type (fit) ACF pattern PACF pattern Differencing 
requirement 

Non-seasonal AR(1) Geometric taper Single spike Nil 

Non-seasonal AR(2) Sinusoidal, tapering to 
zero 

Two spikes Nil 

Non-seasonal MA(1) Single spike Geometric taper Nil 

Non-seasonal MA(2) Two spikes Sinusoidal, tapering to 
zero 

Nil 

Non-seasonal MA(k) Geometric taper Spike at lag of k Nil 

Non-seasonal MA(k) Spike at lag of k Geometric taper Nil 

ARMA Tail off to zero Tail off to zero Nil 

Non-seasonal 
ARIMA 

Do not tail off, but stay 
close to zero over 
many lags 

Do not tail off, but stay 
close to zero over 
many lags 

Yes (d = 1 for linear 
trend) 

Seasonal (without 
trend) ARIMA (k, 0, 
0)X(k, 0, 0)S 

Tapering slowly at 
multiples of S 

Spikes at lag k and S 
(for Sth differences) 

Yes (seasonal 
differencing of lag S) 

Seasonal (with trend) 
ARIMA (0, 0, k)X(0, 
0, k)S 

Spike at lag k, S, S ± k Non-seasonal tapering 
at lag = k and seasonal 
taperings at intervals S 

Yes (seasonal and if 
required, non-seasonal 
differencing) 

Seasonal (with trend) 
ARIMA (1, d, 0)X(0, 
1, 1)S 

Non-seasonal 
behavior: tapering 
pattern in early lags 
Seasonal behavior: 
cluster of spikes at lag 
S 

Non-seasonal 
behavior: spike at lag 1 
and S–1 
Seasonal behavior: 
taperings at intervals S 

Yes (seasonal and if 
required, non-seasonal 
differencing)

time difference) on x-axis and correlation coefficient on y-axis. The autocorrelation 
coefficient has a range of –1 to 1, where 1 means perfect positive correlation, 0 means 
no correlation, and –1 points to a perfect negative correlation. In an ACF plot, the 
correlation coefficient at lag 0 is always 1, since a time series is always perfectly 
correlated with itself at the same time. The ACF plot can help identify the presence 
of autocorrelation in a time series. Term q is deduced from Fig. 3 by correlating with 
the chart of Table-1.

Step-5: Identify seasonality factor (S) 

For weekly model, let us look at corresponding ACF and PACF (Figs. 3a and 4a) 
to check out lags 7, 14 and so on. In the ACF, there’s a clear negative spike at lag 
7 and then not much else. The PACF tapers in multiples of S; that is the PACF has 
significant lags at 7, 14, 21 and so on. This matches the attributes of a seasonal weekly 
MA(1) component. Since we are looking at 7th differences, the model we adopt for 
the weekly series is SARIMA (0, 1, 1)7.
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Fig. 3 ACF Plot

c 

Sea-
son-
ality 

 ACF Plot 

S=7 

a 

S=30 

b 

S=12 
(yrly) 

For month-wise yearly model, let us look at corresponding ACF and PACF (Figs. 3b 
and 4b) to check out lags 30, 60 and so on. In the ACF, there is a clear negative spike 
at lag 30 and then not much else. The PACF tapers in multiples of S; that is the PACF 
has significant lags at 30, 60, 90 and so on. This matches the attributes of a seasonal 
weekly MA(1) component. Since we are looking at 30th differences, the model we 
adopt for the weekly series is SARIMA (0, 1, 1)30. 

For annual trend model, let us look at corresponding ACF and PACF (Fig. 3c and 
Fig. 4c) to check out lags 12 24, and so on. The data has been converted to 12 months 
lag representing a year with differencing done twice (d = 2). In the ACF, there’s
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Fig. 4 PACF Plot Sea-
son-
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a clear seasonal tapering with S = 12. The PACF does not have any clear spike or 
seasonal trend. Hence, as listed in Table 1, the model most suitable here is ARIMA(1, 
2, 0)X(0, 1, 1)S, which is a combination of non-seasonal and seasonal model. 

ACF and PACF Plots for the weekly, monthly and annual trend models.
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4 Validating the SARIMA Model 

After fitting the SARIMA model using training data, it is validated using balance of 
the data post 31-March-2022 which forms the test dataset. This translates into 20% 
of time-series dataset being utilized for testing. In testing phase, model generates 
predictions for test data series (as a forecast) which is then compared for accuracy with 
the actual test dataset. Figure 5a–c are the plots of the legacy datasets corresponding 
to the three models—trend, weekly seasonality and yearly (month-wise) seasonality. 
Figure 6 depicts the validation for test dataset apart from generating a forecast for 
next 12 months horizon too. From Fig. 6, it is apparent that model fits data well and 
can be used for forecasting future values.

5 Evaluating the SARIMA Model 

The model’s accuracy is evaluated with the help of following metrics: 
Mean Absolute Percentage Error (MAPE) metric: MAPE as a metric, is easy to 

understand and interpret, and it provides a measure of relative error, which can be 
compared across different time series with different scales or units of measurement. 
It is a common measure of forecasting accuracy that calculates average absolute 
percentage difference between forecasted values and actual values in a time series. It 
is expressed as a percentage, and a lower MAPE indicates better forecasting accuracy. 
The formula for calculating MAPE is, 

MAPE = 1 
n 
×

∑
|||||

(
yt − yΔt

)

yt

||||| × 100% 

where, 

yt is actual value at instant t 
y
Δ

t is forecast at instant t 
n is number of observations 

Root Mean Square Error (RMSE) metric: It is the square root of MSE (Mean 
Square Error) metric. It is useful for evaluating the performance of the model when 
the error is large. Its calculation is done as follows: 

RMSE =
√
1 

n 
×

∑(
yt − yΔt

)2 

Mean Absolute Error (MAE) metric: It measures the absolute difference between 
actual values and the predictions. It gives an idea of how far are forecasts from the 
predictions. It is calculated as follows:
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a. Plot of trend (annual) time series dataset without forecasting 
(x-axis label being years and y-axis label being Demand in MW) 

b. Plot of weekly (day wise) time series dataset without forecasting 
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Fig. 5 a Plot of trend (annual) time-series dataset without forecasting (x-axis label being years 
and y-axis label being demand in MW). b Plot of weekly (day-wise) time-series dataset without 
forecasting. c Plot of yearly (month-wise) time-series dataset without forecasting
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Fig. 5 (continued) 

Fig. 6 Trend analysis and projection of average power demand

MAE = 1 
n 
×

∑||(yt − yΔt

)||

The evaluation results are tabulated in the form of a comparison table as follows:
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6 Forecasting 

The model, after satisfactory evaluation and validation, is employed for forecasting 
future values of time series. This is achieved by extending the independent variable 
(date or date stamp in this case) to future values (extrapolating to one-year duration) 
and keeping the corresponding dependent variable values empty. When the model is 
run on this extrapolated dataset, forecast is generated along with the predicted varia-
tions as an envelope with upper limit and lower limit; sans the scatter plot. Scatter plot 
represents the legacy data’s visualization. Refer Fig. 6 for the forecast output of past 
approximately 5 years’ historical power demand data in state of Chhattisgarh, which 
is carried out by SARIMA model with decomposition. Daily average power demand 
is used as the dependent variable and it is plotted date-wise. When extrapolation of 
the model is carried out beyond the available data points, the trend has a uniform rate. 
Uncertainty in trend is gauged by taking generative model forward; and it is assumed 
that future will have the same mean frequency and value of rate changes as in the past. 
The model has superiority in fitting history and so the error value drops. However, 
if projected forward, it produces wide uncertainty intervals. Further decomposition 
outputs of this model are illustrated as trend, weekly seasonality variation and yearly 
seasonality components in Fig. 7a–c. The benefit of this model is that it provides 
view of individual component (decomposition) of the forecast separately [8].

7 Results 

Figure 5 shows the plot of original dataset before forecasting in which Fig. 5a corre-
sponds to trend (annual) time series; Fig. 5b corresponds to the weekly (day-wise) 
model; and Fig. 5c corresponds to the yearly (month-wise) model. Figure 6 captures 
the scatter plot of the daily average power demand with date pegged on the x-axis. 
The forecast of the optimum value of demand for the next year (blue line) has also 
been projected with the worst case and best case of predictions shown in shaded 
envelope (light blue in color). The upper and lower ceiling values denote the best 
case and worst case values which take care of the deviations from the optimum values 
of forecast. While Fig. 6 is the regression line of the forecast, Fig. 7 decomposes it 
into the forecast of trend, weekly seasonality and annual (month-wise) seasonality 
plots. Figure 7a is the annual trend line of power demand for the historical and fore-
cast period; Fig. 7b is the weekly seasonality of the power demand and Fig. 7c is the  
month-wise seasonality of the power demand. To arrive at the actual/predicted value 
of a specific date, we need to recompose (add up) the three corresponding values 
from the decomposition plots of Fig. 7. Figures 3 and 4 respectively depict the ACF 
and PACF plots for the three decomposition models. Table 2 has the comparison 
of the MAPE, RMSE and MAE metrics for the decomposition models. The RMSE 
and MAE metrics of weekly trend model come out to be similar on account of low 
number of datasets in the series.
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Fig. 7 Trend, weekly and yearly seasonality of average power demand. a (figure on top): Annual 
seasonality trend (with x-axis bearing date stamp and y-axis as demand in MW). b (figure in middle): 
Weekly seasonality (with % load variation from baseline value plotted on y-axis). c (at bottom): 
Month-wise seasonality (with load variation in MW from baseline value plotted on y-axis)

Table 2 Comparison of model evaluation metrics 

Evaluation metric Trend (annual) model Weekly trend model Monthly trend model 

MAPE (%) 6.74 2.9 3.57 

RMSE (MW) 298.7 100.9 128.4 

MAE (MW) 232.8 100.9 123.2
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8 Conclusion 

We have presented a time-series forecasting-based model with the objective of power 
demand forecast. Time-series forecasting is adaptive since model parameters auto-
correct to keep pace with the changing pattern. ARIMA—the traditional statistical 
method of time-series analysis has justified its choice over the state-of-the-art ML-
based models by aptly demonstrating its simplicity, speed and excellent visualization 
in case of mono-attribute data input. Moreover, we have provided an analysis of this 
model in a large dataset with real-time samples from the customer which can be 
re-applied on another mono-attribute dataset of different sizes and characteristics 
without any need of reconfiguration. The model has provided an optimum fore-
casting trend for the tested database and the forecast values can be utilized by the 
electrical power domain’s stakeholders for management decision-making in devel-
oping electricity infrastructure in a holistic manner as well as load dispatch planning. 
The trend projects the average demand in linear regression form and outlines the 
optimum values of the forecast for next one year alongside the upper/lower bounds 
of the envelope representing the best case and worst case predictions. Weekly trend 
shows the average demand variations vis-à-vis mean value spread over the days of 
the week. It can be seen that Tuesday, Thursday and Friday have distinct peaks during 
the weeks. Sunday remains the day with lowest demand, being a weekly holiday. It 
also can be seen that winter (comprising November, December and January months) 
has troughs whereas the summer (comprising March and April months) has promi-
nent peak. There is a clear trend of fall in demand from May to July which can be 
attributed to the onset of monsoon season. Yearly trend shows the average demand 
variations with reference to the mean value spread over the months of the year. There 
is a clear drop in power demand from mid of 2019 until mid of 2020, which is likely 
attributable to the pandemic (Covid). The evaluation metrics indicate a higher than 
expected error value possibly because of the heterogeneity resulting in higher noise 
in the time series on account of the Covid time period. 
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Power Management Strategy 
for Battery-Supercapacitor-Based HESS 
in a Residential Grid-Connected PV 
System 
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Abstract The rapid growth in electric vehicles and other residential loads requires 
renewable energy sources-assisted infrastructure to downsize the load on the utility 
grid. It becomes necessary to introduce grid-scale energy storage systems (ESSs) with 
renewable energy sources to increase the reliability of the power supply for critical 
loads. These ESSs may be electrochemical batteries, supercapacitors, flywheels, fuel 
cells, etc. The life cycle of these ESSs, especially for electrochemical batteries, starts 
to degrade during large transients during charging or discharging. This calls for hybrid 
energy storage systems (HESSs) which can reduce battery degradation of costly ESSs 
by incorporating supercapacitors. In this paper, a battery pack is combined with a 
supercapacitor to constitute a HESS for the residential grid-connected PV system. 
This configuration is preferable due to the high density of energy of the battery pack, 
and the high density of power of the supercapacitor. Moreover, a simplified power 
management scheme is proposed for effective coordination between the sources of 
the HESS. The proposed approach is proved to be effective by validation on the 
MATLAB® Simulink platform by analyzing the characteristics of the HESS under 
two different demand/generation scenarios. 
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1 Introduction 

The intermittent generation of power through renewable energy can be overcome by 
employing appropriate Energy Storage Systems (ESSs) either at the common point 
or at the DC link. It is the case when renewable power generation is unable to satisfy 
the demand and the deficient power gets supplied by the installed ESSs. Generally, 
these ESSs are electrochemical and possess high-energy densities. However, during 
a sudden change in generation or load demand, it is probable to get a high-frequency 
transient deficit or excess of power. This condition should be avoided as a high 
frequency transient current will lead to battery degradation. The life-cycle degrada-
tion of electrochemical batteries may be slow or fast depending on the frequency 
of such transient occurrences. It is known that electrochemical batteries have low 
power densities and high-energy densities. In the literature, such a configuration is 
termed a Hybrid Energy Storage System (HESS). The most widely used HESS uses 
a battery pack and a supercapacitor connected via power converters at the DC link of 
any system [1]. In this hybrid configuration, the battery pack charges/discharges 
with low-frequency mean power and the supercapacitor charges/discharges with 
high-frequency transient power. In other words, the supercapacitor acts as a buffer 
to protect the battery pack from frequent and transient power demand, and, thus, 
improves battery life. 

A standalone PV system with HESS and loads suffers from battery degrada-
tion due to the negligence of the states of the battery and the supercapacitor [2]. 
A power management algorithm for a DC microgrid and HESS is proposed in [3], 
with stability analysis of power converters using small-signal transfer functions. A 
centralized energy management scheme for HESS is proposed in [4], without deter-
mining the issues of power quality. A model predictive controller is employed for 
regulation of voltage of the DC link and synchronization of grid in the presence of 
HESS [5]. A real-time power-sharing in HESS predictive optimization algorithm is 
proposed, based on the prediction and probability of state trajectories along with 
system losses [6]. A simple and effective real-time supervisory energy management 
system is implemented using the fuzzy logic controller for HESS [7]. This technique 
suffers from poor adaptive correction for its control systems. A joint control strategy 
is developed for standalone PV systems, HESS, and residential loads, which focuses 
mainly on DC link voltage regulation and neglects the states of the battery and super-
capacitor [8]. A rule-based power management scheme is proposed for HESS, which 
is described to select an appropriate parameter for various modes [9]. A case study 
of residential zero energy building is presented by considering the self-utilization of 
RESs and HESSs followed by an economic assessment [10]. 

A simplified power management algorithm (PMA) is proposed for battery-
supercapacitor and is validated using simulation case studies. This prioritizes the 
utilization of the renewable power generated, battery, and supercapacitor before the 
utility grid. The primary contributions of this paper are as follows. 

(1) A simplified power management algorithm for battery-supercapacitor HESS is 
proposed for a PV system connected with grid.
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(2) The Energy storage is connected at the DC link via fully active converter 
configuration using separate controllers. 

(3) Stable DC link voltage, bidirectional power flow capability, and self-utilization 
of renewable generation and energy storage systems. 

(4) Simulation studies on both excess and deficit renewable power validate the 
proposed power management algorithm. 

The remaining paper is organized into different sections can be given as. A short liter-
ature review is discussed in Sect. 1. The architecture of system and design parameters 
are described in Sect. 2. The simplified power management algorithm is proposed in 
Sect. 3. The analysis of the simulation results for two different situations is discussed 
in Sect. 4. Finally, the paper is concluded in Sect. 5. 

2 Grid-Connected PV System with HESS 

The configuration of the PV-connected grid system with HESS is illustrated in Fig. 1. 
It contains a PV, battery, supercapacitor, and variable resistive loads at the DC link. 
The PV system is integrated with the battery and supercapacitor via a boost converter. 
The most widely utilized technique is perturbation and observation technique for the 
PV system to achieve the maximum power point. It is assumed that the dc link 
voltage should be regulated at 480 V, irrespective of the variations in generation and 
load demand. The DC bus is connected to the grid via a three-phase inverter. This 
inverter is accountable for the control and regulation of the DC link voltage. A voltage 
controller is used to maintain the dc bus voltage nearly reference value. It is assumed 
that the system is free of parasitic losses, and the conventional proportional-integral 
control method is employed for each power converter in the system. An active parallel 
bidirectional converter configuration of the battery and the supercapacitor is used for 
better utilization and efficiency. This topology is used to control the power flow and 
voltage, separately at different levels. Both bidirectional converters can work in buck 
and boost mode, where the mode is decided through PMA.

In this paper, a PV array of 250 Kw is considered with a short-circuit current of 
6.09 A and an open-circuit voltage of 85.3 V. The rated voltage of the battery is taken 
as 300 V, having capacity of 500Ah and the supercapacitor is rated at 35 V having 
capacitance of 58F. The residential loads are modeled as purely resistive loads of 
20 Kw each. The supply frequency is taken as 50 Hz, and for grid-synchronization 
purposes, a PLL (phase-locked loop) is used. A detailed specification of the system 
is given in Table 1.
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Fig. 1 Configuration of the grid-connected PV system with HESS

Table 1 System parameters 
for the grid-connected PV 
system with HESS 

Parameter Value 

Rated power of PV array 250 kW 

Nominal voltage of battery 300 V 

Nominal voltage of supercapacitor 35 V 

Cut-off frequency of the low pass filter 5 Hz  

Inductor in the battery-side converter 20 mH 

Inductor in the supercapacitor-side converter 5 mH  

Capacitor in the battery-side converter 500 µF 

Capacitor in the supercapacitor-side converter 220 µF 

3 Power Management Algorithm 

The main purpose of the proposed PMA is to maintain the DC link voltage while 
considering the SOC of the supercapacitor and battery. The proposed PMA also 
considers renewable power generation and load requirements. The self-sufficiency 
of the system gets encouraged as the PMA prioritizes PV generation followed by 
HESS, for load demand fulfillment. 

The deficit power is supplied by the utility, if PV is not generating sufficient power 
and HESS sources have reached below their minimum state of charge (SOC) limits.
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Similarly, the excess power is injected into the utility, if PV is generating excess power 
and HESS sources have reached above their maximum SOC limits. The prime goal of 
the HESS is used to share the stress on the battery with the companion supercapacitor, 
and reduce the battery degradation. The proposed flow chart of PMA for HESS, 
consid ering the state of charge of the supercapacitor and battery, is illustrated in 
Fig. 3, that ensures no deep charge or discharge of the battery. The difference in 
generated PV power with load power gives rise to two cases as mentioned here. (1) 
Excess power mode (PPV > pLoad). (2) Deficit power mode (PPV < pLoad). An 
average current is extracted through LPF using cut-off frequency wc (2*pi*5rad/ 
sec). The transient current is achieved by excluding the average current from the 
total current as shown in Fig. 2. The power equation should be maintained to get a 
stable system as given through Eqs. (1)–(5). 

Pg(t) + Ppv(t) + PB (t) + Psc(t) − Pl (t) = Pt (t) (1) 

Pl (t) = Pavg(t) + Ptran(t) = Vdcit (t) (2) 

i (t) = Pavg(t) 
Vdc 

+ Ptran(t) 
Vdc 

= iavg(t) + itran(t) (3) 

iavg(s) = ωc 

s + ωc 
it (s) (4) 

itran(s) =
(
1 − ωc 

s + ωc

)
it (s) (5)

4 Results and Discussion 

The efficacy of the described PMA is validated by simulation on the MATLAB® 

Simulink platform by analyzing the characteristics of the PV array and HESS under 
two different demand/generation scenarios. The proposed model is assessed under 
both variable generation and load demand. The simulation results show that the DC 
bus voltage is well regulated at the time of sudden change in generation and demand. 
The variation in generated power through PV and load gives rise to two modes, i.e., 
excess power mode (battery and super capacitor charges), and deficit power mode 
(battery, super capacitor discharge).
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Fig. 2 Proposed PMA for the HESS

4.1 Case I: Fixed Load with Step Variation in Generation 

A sudden change in solar irradiance is created every 0.5 s which leads to change in 
solar PV generation. It is evident from the results shown in Fig. 4., that excess PV 
generation serves the load, and remaining power is used for charging HESS followed 
by injection to the grid. Similarly, deficit PV generation leads to discharging of the 
HESS to serve the required load power, and remaining power is taken from the grid. 
Also, the supercapacitor takes the high-frequency dynamics in power, and the battery 
is left with high-frequency variations in the power.

4.2 Case II: Fixed Generation with Step Variation in Load 

A sudden change in load demand is created every 0.5 s which leads to change in load 
current. It is evident from the results depicted in Fig. 5, that deficit PV generation 
leads to discharging of the HESS to serve the required load power, and remaining 
power is taken through the grid. Similarly, excess PV generation serves the load, 
and remaining power is used for charging HESS followed by injection into the grid.



Power Management Strategy for Battery-Supercapacitor-Based HESS … 267

Fig. 3 Rule-based PMA for the HESS considering excess and deficit power

Also, the supercapacitor takes the high-frequency dynamics in the power, and the 
battery is left with high-frequency variations in the power.
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Fig. 4 Characteristics of PV, HESS, and grid during a fixed load and step variation in generation

Fig. 5 Characteristics of PV, HESS, and grid during a fixed generation and step variation in load
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5 Conclusion 

This paper demonstrates a simplified power management scheme for PV connected to 
grid system with a battery-supercapacitor HESS. The proposed power management 
scheme ensures better DC link voltage regulation, smoother operation of the battery 
pack, and reduced burden on the utility grid. The battery pack and the supercapacitor 
allow bidirectional power flow due to a fully active parallel configuration and separate 
control structures. The PV connected to grid system employing HESS is simulated 
on MATLAB® Simulink platform under two scenarios, i.e., variable generation with 
fixed load, and fixed generation with variable load. The proposed scheme is easy 
to implement, requires lower computation effort, maintains system stability, and 
improves the lifetime of the battery pack by handling quick dynamics occurring 
within 0.1 s. 
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Techno-Economic and Sensitivity 
Analysis of Standalone Hybrid Energy 
System Using HOMER Software: A Case 
Study of Kanur Village in India 

Subhash Yadav, Pradeep Kumar, and Ashwani Kumar 

Abstract This paper presents a techno-economic evaluation of an optimally 
designed isolated microgrid for a remote village ‘Kanur,’ Maharashtra, India. The 
microgrid is designed using HOMER consisting of a Solar Photovoltaic (PV), Wind 
turbine (WT), Diesel generator (DG), and Battery energy storage (BES). The optimal 
design is evaluated based on the net present cost (NPC) and cost of energy (COE). 
Additionally, a sensitivity analysis is also presented for the variation of NPC and 
COE with the nominal discount rate (NDR) and inflation rates. The results show that 
the system can be operated with 0.0% capacity storage, i.e., the design offers suffi-
cient generation to meet the load demand. The optimal configuration PV/WT/DG/ 
BES/converter provides the lowest NPC 569,275 $ and COE 0.157 $/kWh among six 
other feasible configurations to meet the load demand. This configuration with DG 
provides the most economical COE and lowest excess energy generation at 28.6%. 
The sensitivity analysis shows that with change in NDR and expected inflation rate, 
NPC and COE significantly vary. It shows that it is difficult to evaluate the system 
performance of the isolated microgrid at the design state. However, a conservative 
choice of the NDR and inflation may seem optimal at the initial stage, but may lead 
to difficulties in the operational stages later. Thus, the selection of these parameters 
should be done after the sensitivity analysis. 
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1 Introduction 

Electricity is vital in daily activities, improving human development and the quality of 
life. In India, a large population in remote or rural areas has no access to electricity 
supply [1]. The availability of an electric grid in these areas is either practically 
difficult or uneconomical [2]. As a result, a diesel generator (DG) is a prevalent means 
to meet electrical load demand in these areas [3]. However, it is uneconomical and 
polluting in nature. Renewable energy sources (RESs) in isolated modes have recently 
become popular for electrification in rural and remote areas [4]. The stochastic nature 
of RESs makes providing a secure and reliable power supply difficult, whereas the 
system needs stable operation between generation and load demand [5]. 

Based on the body of the literature reviewed, Table 1 summarizes some isolated 
and grid-connected microgrids designed to electrify the area mentioned [3, 4, 6–18]. 
Several objectives are considered, such as minimization of net present cost (NPC), 
cost of energy (COE), or techno-economic and environmental analysis to design the 
microgrids. The studies do not include evaluation of excess energy generation at 
optimal system design. Moreover, the design and analysis of the microgrids involve 
considering uncertain factors such as load variations, price variations of fuel or 
energy, and other design parameters considered. Therefore, the sensitivity analysis 
becomes vital. The sensitivity analysis of the microgrid performance with load and 
price is already available in the literature [9, 10], however, the sensitivity analysis 
of the variation of nominal discount rate (NDR) and inflation is not considered. 
Since the microgrid is designed to operate for a long time, the economic planning is 
essential. Any variation in the nominal discount and inflation rate helps to evaluate 
the risk factor related to investment, operation, and profitability [14]. The nominal 
discount and inflation rate are also assumed constant or vary within the range at the 
outset of the planning study. But, these factors are uncertain in the future. Thus, in 
microgrids, this directly impacts the NPC, COE, and optimal system components 
design. Therefore, the sensitivity analysis of the variation of nominal discount and 
inflation rate becomes essential.

This research paper presents a technical and economical analysis of a micro-
grid design using hybrid optimization of multiple energy resources (HOMER). The 
microgrid study is based on the design of an isolated microgrid for a remote village 
‘Kanur,’ Maharashtra, India, located at 16º 1' 13.3'' N latitude and 74º 5' 48.98''
E longitude. The microgrid consists of a solar photovoltaic (PV) and wind turbine 
(WT), as the site has sufficient wind and solar energy potential, discussed later. A 
battery energy storage system (BES) and DG or their combination is also used to 
address the variable nature of the RESs and electrical load demand. The RESs and 
energy storage are collectively termed a hybrid energy system [5]. The technical 
analysis aims to identify the optimal microgrid configuration which can satisfy the 
energy demand in a reliable, sustainable, and economical combination of BES and 
DG. On the other hand, the economical analysis provides a sensitivity analysis based 
on the nominal discount and inflate rate variation. The result shows that the optimal 
design for an isolated microgrid meets the load demand with 0.0% capacity shortage,
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i.e., 100% of reliability of power supply. The excess energy (waste energy) generation 
is also low at 28.6% of total generation. 

The rest of the paper is organized as follows: Sect. 2 presents the methodology and 
materials. Results and discussions are presented in Sect. 3. Finally, the conclusions 
are drawn in Sect. 4. 

2 Methodology and Material 

The HOMER software is a powerful tool for optimal component sizing, techno-
economic analysis, and sensitivity analysis in microgrids. HOMER performs opti-
mization and provides optimal microgrid configuration, design, and ranking based on 
NPC and COE. HOMER performs simulation, optimization, and sensitivity analysis 
[19]. 

2.1 Generation Potential at Site 

The study site’s wind speed (Vw), solar irradiation (Gi), and ambient temperature 
(Ta) data are downloaded from the NASA surface metrology. This data is input to 
the HOMER. The monthly average of Vw, Gi, clearness index, and temperature are 
depicted in Fig. 1. The average Vw is 5.55 m/s, the annual average Gi is 5.17 kWh/ 
m2/day, the average clearness index is 0.55, and the annual average temperature is 
25.02 ºC. The electrical load demand is estimated hourly for Kanur village, which has 
257 households with domestic, community, commercial, and agricultural loads. The 
hourly load demand is presented in Fig. 1d. The peak load demand observed in August 
is 40.43 kW. Moreover, HOMER software applies more realistic random variability 
factors with a day-to-day variation of 5% and time steps variability of 10% for load 
demand. After applying the random variability factor, peak load demand rises, and 
load factor falls are 50.31 kW, and 0.43, respectively.

2.2 System Configuration and Economics 

Figure 2 shows the layout of the proposed isolated microgrids with PV, WT, DG, 
BES, and converter. In this configuration, BES, WT, and PV are connected to the 
DC bus, while DG and electrical load are connected to the AC bus. The converter 
converts DC power into AC. The lifetime of project is considered 20 years with an 
annual discount rate of 6.5% and an inflation rate of 6% in India as on November 
2022 [20].
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Fig. 1 a Monthly average Vw, b, monthly average Gi and clearness index, c monthly average 
ambient temperature, and d load demand for Kanur village
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Fig. 2 Proposed isolated 
microgrid configuration 

2.3 Modeling of Microgrid Components 

Solar Photovoltaic 

The output power from PV systems depends on the amount of solar irradiation 
available in the study area and the orientation of the PV panel. HOMER software 
calculates the output power of the PV system [4, 21, 22]. The PV cell temperature is 
calculated as [4, 22]. The study uses the PEIMAR SG300MBF model of solar PV. 
Its techno-economical parameters are available in [21–24]. 

Wind Turbine 

The study uses an Aeolos-V1kW model of WT, calculated as in [25–27]. The techno-
economical parameters are taken from [21, 23]. 

Diesel Generator 

The DG produces electricity with diesel as fuel, which is easily transported to isolated 
areas. The fuel consumption in the DG set depends on the amount of power produced 
and the rated capacity of the DG set. The fuel consumption in DG (FCDG) is evaluated 
as [11, 28]. 

FCDG = f1CDG + f2 PDG (1) 

where f 1 shows coefficient of fuel curve intercept (L/hr/kW), CDG represents rated 
capacity of DG (kW), f 2 shows the slope of fuel curve (L/hr/kW), and PDG represents 
produced power from DG (kW). 

The efficiency of DG is evaluated as 

ηDG = 3600 × PDG 

ρ f uel  × FCDG × LH  V  f uel  
(2)
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where ρ fuel represents diesel fuel (DF) density and LHVfuel is the lower heating 
value of DF. The study uses autosized genset model of DG. Its techno-economical 
parameters are available in [11, 28]. 

2.4 Battery Energy Storage 

The kinetic battery model named “EnerSys PowerSafe SBS 150F” is used in this 
study. The battery charging and discharging model is described below. 

In battery charging operations, the BES stores surplus energy. However, when 
electrical load demand exceeds power generation, BES discharges to satisfy the load 
requirement, and the battery state of charge (SOCbt) is evaluated as [29–31]. 

SOCbt (t) = SOCbt (t − 1) × (1 − ψ)  + ((PPV  (t) + PWT  (t)) × ηcon 
+PDG − Pload (t)) × ηchg (3) 

SOCbt (t) = SOCbt (t − 1) × (1 − ψ)  − (Pload (t) − PDG (t) 
−(PPV  (t) + PWT  (t)) × ηcon)/ηdhg (4) 

where ψ shows battery self-discharge rate, ηchg is battery charging efficiency, ηcon 

represents converter efficiency, and Pload is electrical load demand. 
The minimum SOCbt level (SOCmin 

bt ) of a battery depends on its depth of discharge 
(DODbt) [23, 30]. The BES specification and economic parameters are given in [23]. 

SOCmin 
bt = (1 − DO Dbt ) × Cbt (5) 

where Cbt is the nominal capacity of battery. 
Converter 
The total converter capacity Pcont is evaluated based on peak load demand 

(P Pk  load  )[21, 31] as described in (6). Its techno-economical parameters are depicted in 
[21]. 

Pcont (t) = P Pk  load (t)/ηcont (6) 

2.5 Economic Modeling 

The HOMER’s primary concern is minimizing operating costs and determining the 
optimal system combinations. It performs economic analysis to minimize the total 
NPC and COE. The capital recovery factor (CRF) converts total annualized system 
cost into life cycle cost, also known as NPC. The CRF is the function of annual real
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interest rate and project lifetime. The NPC and CRF are evaluated as [4, 22]. 

N PC  = CAnul,Totl
/
CR  F(iRr , L p) (7) 

CR  F(iRr , L p) =
(
iRr (1 + iRr )L p /((1 + iRr )L p − 1)

)
(8) 

where CAnul,Tot shows total annualized cost ($/year), Lp is lifetime of project (year), 
and iRr represents annual real interest rate (%). 

The COE is defined as the ratio of total annual cost and total energy (ETotl) served  
to the electrical load in a year, as [22, 32]. 

COE  = CAnul,Totl
/
ETotl  

(9) 

3 Result and Discussion 

The proposed isolated microgrid comprises WT, solar PV, and DG as primary energy 
sources with BES. The optimization determines the optimal configuration to mini-
mize NPC and COE using HOMER software. The sensitivity analysis is as well 
performed to examine the impact of uncertain parameters on the system perfor-
mance and COE. The results are presented in the dollar to make the comparison of 
design costs of the proposed system easier with the designs available in the literature. 

3.1 Optimization Results 

The result obtained from HOMER is shown in Table 2. The HOMER cycle charging 
dispatch strategy used in this optimization result. The capacity shortage of 0%. The 
HOMER provides seven possible configurations from above mentioned resources. 
The most optimal configuration with the lowest NPC 569,275 $ and COE 0.157 $/ 
kWh is PV/WT/DG/BES/Converter. 

Table 2 Summary of optimization result for optimal configuration
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Fig. 3 Cost components summary of optimal hybrid configuration PV/WT/DG/BES/Converter 

The optimal design has 140 kW of PV, 40 units of WT with each unit of 1kW, 
i.e., 40 kW, DG capacity of 56 kW, BES with 288 units, and converter capacity of 
52.5 kW. The excess energy generation from optimal configuration is also 28.6%, 
the lowest among all configurations. The DG/BES/converter configuration has 0.0% 
excess energy generation. However, it is due to controlled generation from DG, 
but COE is 0.726 $/kWh which is very high, and the renewable energy fraction is 
0%. The next second most optimal configuration system is PV/WT/BES/converter 
with a 100% renewable energy fraction, but NPC is 748155 $, COE is 0.207 $/ 
kWh, and excess energy generation is 41.1%, which is comparatively high. The cost 
components summary of most optimal hybrid configuration is depicted in Fig. 3. 
It shows that capital cost has the highest share in cost components, followed by 
replacement cost and operating cost. 

Moreover, the highest capital cost investment is required for solar PV, followed by 
WT, Battery, DG, and inverter in the same order. The replacement cost occurs only for 
BES because the battery life is 5 years and needs three times replacements during the 
project’s full completion. The cash flow outline for the most optimal hybrid system 
year-wise is shown in Fig. 4. It also shows that maximum cost occurs in capital 
cost followed by replacement cost, fuel cost, and operating cost, respectively. The 
replacement cost occurs due to battery replacement at the end of 5, 10, and 15 years.

The output power from the solar PV system is shown in Fig. 5. It shows that 
the maximum and minimum output power from solar PV is 118 kW and 0 kW, 
respectively. The PV penetration of 99.4% is observed with 4425 h/year operation. 
The total annual electricity production and mean output power from the PV system 
are 188,893 kWh/year and 518 kWh/day, respectively, with a capacity factor of 
19.6%.

The output power from the WT system is depicted in Fig. 6. The maximum 
electrical output power from the WT system is 60.3 kW, and wind penetration is 
52.2% with 8011 h/year hours of operation. The total annual electricity production
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Fig. 4 Cash flow summary for optimal hybrid PV/WT/DG/BES/Converter system components
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Fig. 5 Output power from solar PV system

and mean output power from the WT system are 99,128 kWh/year and 11.3 kW, 
respectively, with a capacity factor of 28.3%. 

The SOCbt of BES is presented in Fig. 7, showing that BES charging and 
discharging occur within the permissible level. The annual throughput power from 
BES is 83157 kWh/year. The converter output power in the inverter and rectifier
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Fig. 6 Output power from the WT system 
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mode is shown in Fig. 8. The annual operation hours of the converter are 8579 h/ 
year. The energy input and output from the converter are 204,956 kWh/year and 
184,461 kWh/year, respectively, with a capacity factor of 40.1%. 

The power generation from DG on particular days is shown in Fig. 9. The total 
annual electricity production from DG is 10538 kWh/year, with the consumption 
of 3060 L of diesel fuel. The maximum and minimum electrical outputs are 56 and 
14 kW, respectively.
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Fig. 7 State of charge (%) of BES 
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Fig. 8 Converter output power a inverter, and b rectifier 
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Fig. 9 Power generation from DG 

3.2 Sensitivity Analysis 

The sensitivity analysis shows the impact of variation in techno-economical param-
eters on system performance. The analysis is performed after the implementation 
of simulation and optimization. The sensitivity parameter chosen is the nominal 
discount and expected inflation rate, which highly impacts the system’s economics. 
It is based on the market scenario. The sensitivity of the different parameters is eval-
uated considering the rest of the system parameters constant while varying only one 
parameter. 

The list of economic configurations with parameter variations is displayed in 
Table 3, which shows that with the change in the nominal discount and expected 
inflation rate, NPC, cost components, and COE vary significantly. The table shows 
that the most economical COE can be obtained at 0.146 $/kWh when the NDR is 
6.5% and the expected inflation rate is 7.5%. At this rate of COE, the optimal capacity 
of system components PV system, WT, DG, BES, and converter are 111 kW, 41 kW, 
56 kW, 284 units 60.8 kW. 

Table 3 Sensitivity result for hybrid PV/WT/DG/BES configurations
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The variation of the individual economic parameter with nominal discount and 
inflation rate is depicted in Fig. 10 and Fig. 11, respectively. In both the figures, 
it is observed that the drawing inference for the variation of the operating cost, 
initial capital cost, and operation and maintenance (O & M) cost is complex, as the 
combination of RESs and energy storage components also varies with the discount 
and inflation rate. Figure 10 shows that the design at an inflation rate of 7%, also 
shows a peculiar behavior in terms of variation of cost with the linear variation of the 
inflation rate. In all other cases, the NPC and COE increase and decrease with the 
inflation rate and discount rate, respectively. At 7% inflation, the NPC of the system 
increases, whereas the COE decreases. A similar variation is observed for different 
discount rates in Fig. 11 for the sensitivity of NPC and COE with the inflation rates. 
Here, at a 6% NDR, the NPC is relatively high, and COE is relatively low. At all 
other inflation and discount rate variations, the variation is easily predicted. Thus, 
from the analysis, it can be observed that if the designs consider a NDR of 6% and 
an inflation rate of 7%, the cost of the system remains relatively low. If the practical 
values deviate from these values, the operation of the microgrid has to be modified, 
as it will increase the system operating cost. This also impacts system planning. As 
a result, the choice of a suitable NDR and inflation rate becomes critical for the 
designers.

4 Conclusion 

This paper proposes an optimal design and sensitivity analysis of a hybrid energy 
system-based isolated microgrid for reliable operation and minimization of COE. 
The optimal capacity of microgrid components WT, PV, DG, BES, and converter is 
obtained with the minimization of COE. The minimized COE is obtained at 0.157 
$/kWh, subject to a capacity shortage of 0.0% reliability constraints. The significant 
contributions drawn from the work are:

• The optimal design of a hybrid energy system for an isolated microgrid is 
performed, which meets the load demand with 0.0% capacity shortage, i.e., 100% 
of reliability of power supply. 

• The most optimal hybrid energy system is PV/WT/DG/BES/converter, which has 
the lowest excess energy (waste energy) generation, only 28.6%. 

• The second most optimal system configuration is PV/WT/BES/converter with a 
COE of 0.207 $/kWh, and excess energy is 41.1%; moreover, it provides 100% 
renewable energy fraction but COE and excess energy generation rise by 24.15%, 
and 12.5% compared to the most optimal system. The remaining other feasible 
optimal configuration suggested by HOMER, as per Table 2, is that the COE and 
excess energy generation is much higher. Thus it concludes that using DG with a 
RES, i.e., a hybrid energy system, provides the most economical COE and lowest 
excess energy generation.
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  (a)    (b)

  (c)    (d) 

(e) 

Fig. 10 Sensitivity of economic parameters a NPC ($), b COE ($), c operating cost ($/year), 
d Initial capital cost ($), e O&M ($/year) with nominal discount effect

• Sensitivity analysis shows that considering suitable values of the discount rate and 
the inflation rate is important. They impact the NPC and COE considerably. If the 
selection of the values is conservative at the initial stage, a significant variation 
may be observed at the operational stage. In present study, a NDR of 6% and an 
inflation rate of 7% keep the operation at a minimum COE, while minor variation 
in these values leads to a large change in operational costs.
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  (a)    (b)

  (c)    (d) 

(c) 

Fig. 11 Sensitivity of economic parameters a NPC ($), b COE ($), c operating cost ($/year), 
d initial capital cost ($), e O&M ($/year) with inflation rate
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Optimal Placement and Sizing of Active 
Power Filters in RDS Using TLBO 
for Harmonic Distortion Reduction 

Ashokkumar Lakum, Deepak Bhonsle, and Mahesh Pandya 

Abstract This paper focuses the optimal placement and sizing (OPAS) of active 
power filters (APFs) in a radial distribution system (RDS) for harmonic reduction. 
The optimization problem is constrained and nonlinear. The placement of APFs is 
achieved through a recently developed technique called nonlinear load (NL) position-
based current injection (NLPCI). The optimal size of APFs to reduce the total 
harmonic distortion in voltage (THDV) to meet IEEE standards, a teaching-learning-
based optimization (TLBO) algorithm is used, and its performance is compared 
to that of flower pollination (FPA) and bird swarm (BSA) algorithms. The results 
indicate that the TLBO outperforms the other algorithms in computational perfor-
mance, as demonstrated using an IEEE 69-bus RDS with NL and nonlinear distributed 
generation (NLDG). 

Keywords Active power filter · Power quality · Radial distribution system ·
Teaching-learning-based optimization 

1 Introduction 

Distributed generation (DG) is a key element of the smart grid. It has garnered 
significant attention due to its numerous benefits. One of the essential tasks is inte-
grating DG into the radial distribution system (RDS). Power quality issues come 
from improper DG integration due to the harmonics generated by the converter 
[1]. A converter-based DG is referred to as a nonlinear DG (NLDG) when it intro-
duces harmonics into the RDS [2]. Total harmonic distortion in voltage (THDV) and 
individual harmonic distortion in voltage (IHDV) should be less than 5% and 3%, 
respectively, by IEEE standard 519 [3]. Harmonics need to be controlled to meet this
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criterion. The straightforward solution to mitigate harmonic distortion in RDS is to 
install active power filters (APFs) at all NL buses with current ratings equal to those 
of the respective NLs. But the price is rather exorbitant. As a result, an optimization 
approach is needed for APF location, rating, and cost [4]. 

Numerous algorithms, including genetic algorithm, variants of particle swarm 
optimization [5], harmony search [4], firefly algorithm, and grey wolf optimizer [6] 
algorithms have been utilized for optimal placement and sizing (OPAS) of APF. Most 
of the used algorithms have algorithmic-specific parameters. It is too difficult to tune 
these parameters for the different problems. Improper tuning of these parameters 
may give false  results.  

The theory of “No Free Lunch” states that no single optimization algorithm can be 
considered the best for all issues and that several algorithms can tackle a particular 
optimization problem [7]. For the same issue, a different optimization procedure 
produces a different outcome. 

Considering this aspect, Prof. Rao et al. have developed the teaching–learning-
based optimization (TLBO) algorithm, and it operates without algorithm-specific 
parameters [8]. It is used for OPAS of APF and compared with nature-inspired flower 
pollination algorithm (FPA) [9] and bio-inspired bird swarm algorithm (BSA) [10]. 

Below are the main contributions of this paper in relation to the OPAS of APF, 
taking into account the integration of NLDG and nonlinear load: 

• The TLBO is coupled with harmonic load flow and used to find optimal size of 
APF. 

• The three algorithms (TLBO, FPA, and BSA) that have different bases are 
compared and analyzed for two cases: NL and NL plus NLDG. 

• To determine the size of APF in the presence of NL and NLDGs, the TLBO, FPA, 
and BSA algorithms were utilized. The computational tests were conducted in 
terms of the best value. The results indicated that the APF requirement is higher 
when the NLDG is integrated into the RDS as compared to without NLDG. 

• The computational tests revealed that TLBO outperformed FPA and BSA by 
producing the minimum value of APF current in both cases. 

In the next section TLBO is explained. 

2 TLBO 

A teacher’s influence on students’ performance in a class is the basis for the algorithm 
known as TLBO. It is based on the ideas of the teaching-learning process. The two 
essential elements of the algorithm are the teacher and the students, who characterize 
two fundamental modes of learning: learning from the teacher (known as the teacher 
phase) and engaging with other students (known as the learner phase). It is well 
explained in [8].
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2.1 Teacher Phase 

In this stage of the algorithm, the focus is on replicating the learning process of 
students with the aid of a teacher. The teacher imparts knowledge to the learners and 
strives to improve the overall performance of the class. If there are “m” subjects (or 
design variables) available to a population of “n” learners (with k = 1, 2, …, n), then 
at each sequential teaching-learning cycle i, Mj, i represents the average performance 
of the learners in a particular subject “j” (where j = 1, 2, …, m).  

The algorithm selects the most knowledgeable and experienced individual in the 
population as the teacher, based on their performance across all subjects. This is 
denoted by Xtotalkbest,i, which represents the best learner’s result across all subjects, 
and who will serve as the teacher for the current cycle. The teacher is expected to 
make maximum efforts to improve the knowledge level of the entire class. However, 
the quality of learning gained by each individual learner is influenced by the quality 
of teaching provided by the teacher and the learners’ abilities. To account for this, 
the difference between the teacher’s result and the mean result of the learners in each 
subject is calculated as follows: 

Di f f erence_Mean  j,i = ri (X j,kbest,i − T f M j,i ) (1) 

The difference between the teacher’s result (Xj, kbest,i) in a given subject “j” and 
the mean result of the learners in that subject is expressed in the equation. The value 
of the teaching factor, Tf , determines the extent of change to the mean result, and 
is determined by a random number, ri, within the range of 0 to 1. Tf can take on a 
value of either 1 or 2, and its specific value is determined randomly. 

T f = round[1 + rand(0, 1)(2 − 1)] (2) 

The teaching factor (Tf ) is not a fixed parameter in the TLBO algorithm and is 
not provided as an input. Instead, its value is randomly determined by the algorithm 
using Eq. (2). 

X '
j,k,i = X j,k,i + Di f f erence_Mean  j,i (3) 

During the teacher phase, based on Di f f erence_Mean  j,i the existing solution 
is updated according to Eq. (3), where X’ j,k,i represents the updated value of Xj,k,i. 
This updated value is accepted only if it leads to a better function value. All accepted 
function values at the end of the teacher phase are retained and used as input for the 
learner phase.
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2.2 Learner Phase 

In this stage of the algorithm, the focus is on simulating the learning process of 
students through interactions with one another. Learners have the opportunity to 
gain new knowledge by engaging in discussions and interactions with other learners. 
If one learner possesses more knowledge than another, the latter can learn from the 
former. 

The next section deals with problem formulation. The simulated results are 
discussed later on and it is followed by the conclusion in the last. 

3 Problem Formulation 

RDS with NLs, NLDGs, and APFs are mathematically modeled as per [6]. The bus 
injection to branch current (BIBC) and branch current to the bus voltage (BCBV) 
based harmonic load flow is employed in the simulation [11]. Then it is coupled with 
the TLBO, FPA, and BSA. 

3.1 Modeling of RDS 

The RDS is modeled in terms of impedance, which includes the resistance and 
inductance of the RDS. It is calculated considering harmonics environment. 

3.2 Modeling of Nonlinear Load 

The representation of nonlinear load can be formulated by keeping the source of 
harmonic current injection as the base as shown in [5, 12]. The magnitude of rms 
nonlinear current is given below, 

I (h) nl = I (h) nl,r + j I  (h) nl,im (4) 

Inl = 

[
|
|
√

H
∑

h=2 

(I 2(h) nl,r + I 2(h) nl ,im) (5) 

Here, I (h) nl,r is the real part of nonlinear current while I 
(h) 
nl,im  is the imaginary part of 

nonlinear current, Inl indicates the rms value, the highest order of harmonics is H.
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3.3 Modeling of APF 

The APF is represented as a current source [5, 12]. Calculation of Iap f  is done on the 
basis of net nonlinear current at PCC. Net nonlinear current (Inl) is a vector addition 
of nonlinear currents of loads. 

Iap f  = k(Inl ) (6) 

Here, k is proportionate of net nonlinear current. It has the value such that Iapf 
satisfies the constraints. 

APF is represented as a set of current sources. It injects different orders of 
harmonics at a PCC as per the value of k. The current of APF is expressed as 

I (h) ap f  = I (h) ap f,r + j I  (h) ap f  ,im (7) 

Iap f  =
[

H
∑

h=2 

(I 2(h) ap f,r + I 2(h) ap f,im  )

]1/2 

(8) 

Here, I (h) ap f,r , I 
(h) 
ap f,im , and Iap f  are the real part, imaginary part, and the rms value of 

current of APF respectively. 

3.4 Modeling of NLDG 

The DG which is a current source [13, 14], supplies the nonlinear current into the 
system. The fundamental current is estimated [13] by power rating of the DG and 
therefore, NLDG harmonic current is calculated from spectrum as 

I (h) hdg = Kdg Idg (9) 

Here, I (h) hdg , Kdg , and Idg are the harmonic current of DG, part of harmonic current as 
per the spectrum of DG, and the fundamental current of DG respectively. 

3.5 Harmonic Load Flow 

The bus injection to branch current (BIBC) and branch current to the bus voltage 
(BCBV) based harmonic load flow is used in this paper [11]. Then it is coupled with 
the optimization algorithm. THDv is calculated at all buses using harmonic load 
flow and it is essential for identification of critical buses which violates the standard 
limits.



294 A. Lakum et al.

The THDV is given as, 

T H  Dv =
√

∑H 
h=2 (I H  Dv)2 

V 1 f 
(10) 

Here V 1 f is fundamental frequency voltage. 
From the value of THDv at all buses, the vital buses where the IEEE standard 

limits are not satisfied are found. It helps in deciding the policy to alleviate the 
harmonics; i.e. the placement and sizing of APF. 

4 Optimization Process 

The optimization algorithms are employed to determine the optimal size. The objec-
tive function is based on the APF current. Here the main objective is to reduce the 
APF current such that the constraints are satisfied. It is depicted as: 

OFI FT  = min 
M

∑

m=1 

[
|
|
√

H
∑

h=2

|
|
|I h ap  f,m

|
|
|

2 + DP (11) 

where, “m” represents the bus number, “M” represents the total number of buses, 
“h” denotes the order of harmonics, “H” represents the highest order of harmonics, 
and “DP” stands for a dynamic penalty. 

Subjected to 

T H  DV − 0.05 ≤ 0, T H  DV indi  − 0.03 ≤ 0, Iap f  ≤ Iap f,MAX (12) 

By using a black box approach, as illustrated in Fig. 1, TLBO has the advantage 
of analyzing a system. It offers the system with input variables, such as the current of 
APFs, and observes the resulting output, which is the objective function’s value. The 
TLBO continues to adjust the inputs of the system based on the feedback it receives 
(output) until the specified end criteria are met. Figure 2 shows the flowchart for 
optimization process.
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Fig. 1 Block diagram of TLBO for OPAS of APFs in RDS

5 Results Analysis 

This section covers the result analysis. 

5.1 Initial Data 

The IEEE-69 bus [15] RDS with modifications is taken into account, for simulation 
(Fig. 3). Here, it is assumed that the NLDGs are connected to the NL buses. The 
NLs have a harmonic spectrum up to 49th order of harmonics as per the six-pulse 
converter [16]. The NLDG exhibits a harmonic spectrum, as illustrated in Fig. 4 [17]. 
The NLs are placed at buses 27, 46, and 65, i.e., at end nodes.

To find the location of APF, here recently developed NL position-based APF 
current injection (NLPCI) technique is used [6]. 

Table 1 represents the situation of buses regarding the availability of APF. Here, 
all the possible combinations of APF allocation are considered. The NLs are at three 
buses. So, the possible combinations of APF allocation are (23–1 = 7) seven, viz. 1 
through 7. The investigations are carried out for seven states as furnished in Table 1, 
wherein “+” denotes the availability of APF and “*” denotes its non-availability. 
For finding the rating of APF, the three algorithms viz. TLBO, FPA, and BSA are 
implemented to determine APF current in a manner that meets the constraints.
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Fig. 2 Flowchart for OPAS of APF

5.2 Result Analysis 

The NLs and NLDGs are connected at buses 27, 46, and 65. There are four different 
cases simulated; (i) Only NL (without APF), (ii) NL (With APF), (iii) NL plus NLDG 
(without APF), and (iv) NL plus NLDG (with APF). 

Case 1 Only NL (without APF): In this case, only NLs are connected with RDS 
at buses 27, 46, and 65. The results obtained from THDV without using APF are 
tabulated in Table 2. Bus 65 has a maximum THDV (7.97%), compared to the other 
NL buses. Outs
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Fig. 4 Harmonics spectrum of NL and NLDG

Table 1 NLPCI matrix 

State/APF bus Number of APFs 27 46 65 

1 One APF + * * 

2 * + * 

3 * * + 
4 Two APFs + + * 

5 + * + 
6 * + + 
7 Three APFs + + + 

“+” APF; “*” No APF
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Table 2 THDv (%) at different buses (no APF) 

Bus THDv (%) Bus THDv (%) Bus THDv (%) Bus THDv (%) 

2 0.01 19 6.15 36 0.04 53 2.26 

3 0.02 20 6.30 37 0.37 54 2.48 

4 0.03 21 6.54 38 0.62 55 2.79 

5 0.15 22 6.55 39 0.70 56 3.09 

6 0.94 23 6.66 40 0.70 57 4.24 

7 1.77 24 6.91 41 2.49 58 4.80 

8 1.97 25 7.44 42 3.25 59 5.02 

9 2.07 26 7.66 43 3.35 60 5.27 

10 2.65 27 7.78 44 3.38 61 5.82 

11 2.79 28 0.02 45 3.67 62 5.92 

12 3.29 29 0.02 46 3.67 63 6.08 

13 4.02 30 0.02 47 0.03 64 6.85 

14 4.75 31 0.02 48 0.03 65 7.97 

15 5.51 32 0.02 49 0.03 66 2.79 

16 5.65 33 0.02 50 0.03 67 2.79 

17 5.91 34 0.02 51 1.97 68 3.29 

18 5.91 35 0.02 52 1.97 69 3.29 

of a total of twenty buses, THDV exceeded 5% in all of them. It is an indication of 
a highly distorted system. These are beyond the limits as per the IEEE-519 standard. 
It shows the necessity of APF/APFs in this system. 

Case 2 NL (With APF): To minimize the harmonics up to standard limits, according 
to Table 1, for states 1, 2, and 3, one APF; for states 4, 5, and 6, two APFs; and for 
state 7, three APFs are located as per NLPCI. 

The size of the APFs is found using optimization methods at these placements. 
The TLBO, FPA, and BSA are employed in IEEE-69 bus RDS to test the computation 
performance. For considered algorithms, the common parameters—number of popu-
lations and total iterations are set to 40 and 100, respectively. Table 3 summarizes 
the best fitness value of an objective function for all the states. When the algorithms 
have not fulfilled the constraints, they exhibit a high value of the best fitness score as 
a result of the penalty applied. This effect of the penalty can also be observed in the 
early stages of the iterations (Fig. 7). After locating the APF/APFs, for states 1 to 3, 
only one APF, the algorithms are not converged as per Table 3. It shows that more

than one APF is needed to achieve the goal. For states 4 to 6, two APFS are located 
as per location matrix. Here, for state 4 and state 6, algorithms are not converged; 
i.e., two APFs at buses 27 and 46 for state 4; and at 46 and 65 for state 6 are no 
proper solutions to solve the problem. 

For state 5 the algorithms are converged. For state 5, two APFs are at buses 27 
and 65 the algorithms are converged. Among the optimization algorithms tested, the
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Table 3 Comparison of the value of objective functions for both cases 

State Number of APFs and bus Algorithm Iapf (p.u.) (only NL) Iapf (p.u.) ( NL + NLDG) 
1 One APF at 27 TLBO 29.6727 39.0036 

FPA 29.7775 39.3697 

BSA 29.6727 39.0036 

2 One APF at 46 TLBO 54.4317 61.8787 

FPA 54.4317 61.8787 

BSA 54.4612 61.8787 

3 One APF at 65 TLBO 27.3056 37.0769 

FPA 27.3271 37.1788 

BSA 27.3058 37.1088 

4 Two APFs at 27 and 46 TLBO 29.5767 38.9426 

FPA 29.8321 39.4435 

BSA 37.2652 47.7294 

5 Two APFs at 27 and 65 TLBO 0.0184 0.0247 

FPA 0.0245 0.0649 

BSA 0.0300 0.0500 

6 Two APFs at 46 and 65 TLBO 27.1974 37.0102 

FPA 27.4594 38.3496 

BSA 27.8629 37.0813

best value was obtained using TLBO with a result of 0.0184 p.u., outperforming 
FPA (0.0245 p.u.), and BSA (0.0300 p.u.). It shows the limitation of BSA; it tends 
to suffer from premature convergence and easily gets trapped in local minima [10, 
18]. Similarly, premature convergence and poor exploitation are shortcoming of FPA 
[19]. 

As per Table 3, for states 1 to 4 and 6, one APF and two APFs have not fulfilled 
the constraints; therefore, all three algorithms failed to converge. The algorithms are 
converged for state 5. As shown in Fig. 5, two APFs for state 5 fulfill the constraints, 
and all buses have THDV less than 5%. It is found that the TLBO outperforms other 
algorithms in terms of performance.

Case 3 NL plus NLDG (without APF): The considered RDS is simulated with NLs 
and NLDGs. Due to the inclusion of NLDGs, the system is more distorted compared 
to only NL. Previously twenty buses have exceeded the acceptable limit for THDV; 
but after incorporating NLDGs total of twenty-two buses have THDV exceeded the 
standard 

limit. It proves that the penetration of NLDG in RDS increases the harmonic 
distortion. As per Fig. 6, the maximum THDV is observed at bus 65 (8.84%).

Case 4 NL plus NLDG (With APF): The scenario for state 5 is shown in Fig. 8. Here, 
two APFs are placed at buses 27 and 65. These two APFs have fulfilled the constraints.
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Fig. 5 THDV (%) at all buses without APF and placement of APF at buses 27 and 65 (only NL)
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Fig. 8 Best fitness curve for state 5 (case 4) 

All three algorithms have fulfilled the constraints for considered harmonic environ-
ment and converged. It is again proved that the TLBO has the lowest value compared 
to other considered algorithms. Out of the algorithms tested, TLBO produced the 
best value with a result of 0.0247 p.u., surpassing the results obtained with FPA 
(0.0649 p.u.) and BSA (0.0500 p.u.). It is also observed that the FPA and BSA are 
poor in the exploration phase compared to TLBO. 

According to Table 3, it is clearly noticed that the inclusion of NLDG in RDS 
increases the harmonic distortion. The APFs required for this case have more ratings 
compared to case 2. 

6 Conclusion 

In this study, the OPAS of APF problem was effectively addressed using the TLBO 
algorithm, and its results were compared to those obtained from the FPA and BSA 
algorithms. The performance of the algorithms is demonstrated for NLs plus NLDGs 
in the IEEE-69 bus RDS. The TLBO algorithm implementation is straightforward and 
doesn’t require adjusting any algorithm-specific parameters. The obtained numer-
ical results have shown that TLBO has given the lowest APF current (0.0184 p.u. 
and 0.0247 p.u.). Also, it has a better convergence characteristic and the ability to 
converge near better optimal solution for the given problem. Moreover, it is observed 
that harmonic distortion is increased due to the addition of NLDGs in RDS. There-
fore, the required APF current is also increased 1.34 times compared to NL only. 
The APF current has increased by a factor of 1.34 when compared to the scenario 
where only the NLs are present.
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Comparison of LSTM and GRU 
for Predicting Market Clearing Price 
in Open Electricity Market 

Mrinal Kanti Dey and Saurabh Chanana 

Abstract The Indian power exchange market is rapidly evolving. As a result of 
which consistent forecasting of Market Clearance Price (MCP) has become a very 
crucial task for trading electricity to any part of the country. An analysis of the fifteen-
minute MCP forecasting of the Indian Energy Exchange (IEX) is done. Firstly, only 
a single data point is predicted using Long-Short-Term Memory (LSTM) based 
Recurrent Neural Network (RNN) and Gated Recurrent Unit (GRU) based RNN. 
Furthermore, twenty data points which represent five hours ahead forecasting are 
done using both models. The comparative analysis between the experimental results 
and the real data from IEX proves the effectiveness of the developed models that 
GRU is better when it comes to speed and memory, but in terms of accuracy LSTM 
has got a slight edge over GRU. 

Keywords Indian energy exchange · Market clearing price · Recurrent neural 
networks · Long-short-term memory · Gated recurrent unit 

1 Introduction 

With the rising power demand from different parts of India, sometimes the state 
distribution entities are unable to supply demand. To deal with this problem the 
Indian Government has adapted one nation one grid policy in 2013. The Indian power 
sector is mainly categorized into five regions: the northern region, the eastern region, 
the north-eastern region, the western region, and the southern region. Furthermore, 
in 2019 another initiative was launched by the Indian government as a part of the 
National Electricity policy 2021 which is the one nation one grid one price policy. 
This gave a boost to the power market in India. There are two major power exchange
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companies that are currently operating in India: Power Exchange India Limited 
(PXIL) and Indian Energy Exchange (IEX), out of which IEX has around 91% 
(Nov-22) of the market share [1]. Moreover, IEX has recently expanded its power 
beyond India to create an integrated South-Asian power market. 

Electricity price forecasting is divided in three major categories, namely, short-
term price forecasting, mid-term price forecasting, and long-term price forecasting. 
Short-term price forecasting deals with predicting electricity prices for a few hours 
to a few weeks, whereas mid-term price forecasting refers to predicting electricity 
prices for a week to a year, and long-term price forecasting deals with electricity 
price forecasting of a year ahead. 

Electricity price forecasting has been done for several decades. Several researches 
have been conducted on electricity price forecasting. Short-term electricity price 
forecasting can be categorized into two sections: Traditional methods and artifi-
cial intelligence-based methods. Artificial intelligence-based methods can be further 
classified into two sections namely: Regression-based models and statistical-based 
models. The statistical-based models can further be categorized into several cate-
gories: Fuzzy logic, Evolutionary algorithms, knowledge-based expert systems, and 
neural networks. 

An optimization model is presented for integrated portfolio management in whole-
sale and retail power markets with the help of GAMS [2]. In IEX both the customers 
and the suppliers need accurate price forecasts in order to maximize their investments 
[3]. Statistical model GARCH is implemented in [4, [5]. Another statistical model 
SARIMA is compared with GARCH in which the SARIMA easily outperformed 
the GARCH model [6]. A study of electricity price forecasting is done with the 
help of wavelet transformation along with ARIMA [7]. Some research on the basis 
of the time-series-based methods are done in [8, 9]. A comparison between ANN, 
CNN, CatBoost, AdaBoost, and XGBoost is done in [10]. A detailed comparison 
of various machine learning-based techniques is done in [11], among which LSTM 
(Long-Short-Term Memory) outperforms all of them followed by SVM (Support 
Vector Machine). In [11], hourly, daily, weekly, and monthly predictions are done 
with the help of Simple Linear Regression, Support Vector Machines, K nearest 
neighbors, and LSTM, in which the LSTM model clearly surpasses the rest with 
a good margin and the K nearest neighbors were trailing having predictions which 
achieved an RMS value of 523.65 in the yearly predictions. 

Electricity price forecasting deals with several parameters such as time of the 
day, time of the week, month and year, historical prices, demand, and generation 
outages. It establishes a cyclic pattern around the year, so for this kind of data, RNN 
(Recurrent Neural Network) is the perfect candidate as it can save the data of the 
previous output and implement it as an activation function to the next input. 

In this paper a thorough comparison is made between LSTM (Long-Short-
Term Memory) based RNN and GRU (Gated Recurrent Unit) based RNN and the 
appropriate scenarios are mentioned for the proper use of these models.
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2 Indian Energy Exchange 

The electricity market of IEX is executed through the Day-Ahead Market (DAM) 
and Term-Ahead Market (TAM). DAM is a physical electricity trading market for 
deliveries for any/all/some fifteen-minute time blocks in 24 h of the next day starting 
from midnight. The prices and quantum of electricity to be traded are determined 
through a double-sided close auction bidding process. Some characteristics of this 
market are: this is active since June 2008, the deliveries in this market are done for 
the next day, it includes cross-border trade which was launched on April 21, 2021, 
and the price discovery is determined through a closed and double-sided auction. 
Whereas, TAM provides a range of products, allowing participants to buy or sell 
electricity on a term basis for a duration of up to eleven days ahead. The price at 
which the trading takes place in DAM is termed as Market Clearing Price (MCP). 
So, MCP forecasting plays a significant role for market participants to make accurate 
investment decisions. 

3 Recurrent Neural Networks 

It is a type of Neural Network in which the output of the previous dataset is saved by 
the hidden layers which is utilized for the next dataset as an activation function in the 
hidden layers. So, in this neural network sequence is prioritized and is very important 
for the next dataset. As mentioned above electricity price forecasting follows a cyclic 
pattern around time. RNN is currently used for applications like speech recognition, 
video recognition, and image recognition. 

In spite of RNN being a proper candidate for electricity price forecasting, it has 
its limitations while dealing with larger datasets. While dealing with larger datasets 
or while having many hidden layers, the traditional RNN encounters a problem 
of vanishing gradient and exploding gradient which results in short-term memory 
problems. To counter this problem there are two methods namely: LSTM and GRU. 
Both of these abovementioned methods can be used to solve problems like exploding 
gradient and vanishing gradient which occur in the traditional RNN. 

In LSTM, there are three gates: input gate, output gate, and forget gate. Here in 
this forget is responsible for deciding the amount of relevant data that is to be stored 
and the amount of irrelevant that is to be forgotten. This relevant data is then used in 
the next steps for the activation function. The basic block diagram of a LSTM-based 
RNN model is shown in Fig. 1.

The mathematical formulation of LSTM is described from Eq. (1a)–(1f), where 
xt is the input vector, and ht is the output of the current block. Ct is referred to as 
the memory from the current block. The corresponding weights of the input, output, 
and memory blocks are mentioned as Wxi, Wxo, Wxf , Wxc, Whi, Who, Whf , Whc, and 
Wci, Wco, Wcf , respectively. Here, b1, b2, b3, b4 are termed as the bias vectors of the 
respective blocks.
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Fig. 1 Block diagram of LSTM-based RNN

it = σ (Whi ∗ ht−1 + Wxi ∗ xt + Wci ∗ Ct−1 + b2) (1a) 

ot = σ (Who ∗ ht−1 + Wxo ∗ xt + Wco ∗ Ct + b4) (1b) 

ft = σ
(
Whf ∗ ht−1 + Wxf ∗ xt + Wcf ∗ Ct−1 + b1

)
(1c) 

Ĉt = tanh(Whc ∗ ht−1 + Wxc ∗ xt + b3) (1d) 

Ct = it ʘ Ĉt + ft ʘ Ct−1 (1e) 

ht = ot ʘ tanh(ct) (1f) 

In the above equations, the activation functions taken are sigmoid and tanh, which 
can be altered according to the dataset. 

GRU has 2 gates: the update gate and the reset gate as shown in Fig. 2. Here the 
amount of relevant past information that is to be stored for future states is decided 
by the update gate whereas the reset gate decides the amount of information that is 
to be neglected. GRU can be interpreted as the lighter version of LSTM.

The mathematical formulation of GRU-based RNN is described from Eq. (2a)– 
(2d). Here, xt and ht are referred to as the input and the output vector respectively. ĥt 
is defined as the candidate activation vector. zt and rt are termed as the update gate 
vector and the reset gate vector, respectively. 

rt = σ (ur ∗ ht−1 + wr ∗ xt + br) (2a) 

zt = σ (uz ∗ ht−1 + wz ∗ xt + bz) (2b)
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ĥt = tan h
[
uh ∗ (rt ʘ ht−1) + wh ∗ xt + bh

]
(2c) 

ht = zt ʘ ĥt + (1 − zt) ʘ ht−1 (2d) 

4 Methodology 

4.1 Preparing Data 

The dataset used here is the 15 min MCP (Market Clearing Price) from 01.01.2014 
to 31.12.2021 which has a total of around 2,80,512 entries which is obtained from 
IEX [12]. The electricity price data is plotted in Fig. 3. 

This dataset is then normalized using Minmax scaler in the range 0 to +1, and 
the normalized dataset is plotted in Fig. 4. The purpose of this normalization is to 
replace the data of the numeric columns in the dataset to utilize a common scale, 
without deforming the differences in the range of values or losing any data.

Fig. 3 MCP from 01.01.2014 to 31.12.2021 
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Fig. 4 Normalized MCP data from 01.01.2014 to 31.12.2021 

Xi' =  
Xi − Xmin 

Xmax − Xmin 
(3) 

The formulation of the scaling method used which is Minmax scaler is presented 
in Eq. (3). Where Xi represents the data point i that is to be scaled, Xmin and Xmax 

are the minimum and maximum values of the dataset used. X '
i is the scaled value of 

the ith data point. 
The formula used by the min–max scaler for scaling our entire dataset in the range 

from 0 to +1 is represented in Eq. (3). This formula is further used to de-normalize 
our data points. 

4.2 RNN Model Building 

The dataset is thoroughly studied and two appropriate models are built according to 
the dataset and the parameters of these models are described. Both the models are 
trained using the same parameters and then they are evaluated. 

• Training data: 80% of the original dataset and is reshaped for the models. 
• Testing data: 10% of the original dataset and is reshaped for the models. 
• Validation data:10% of the original dataset is used. 
• Validation steps: 50 Sequence length: 20 Batch size: 256 
• Buffer size: 1000 Epochs:10 Steps per Epoch: 300 
• Optimizer: Adam Number of hidden layers: 2 
• Loss function: MAE Activation function: Selu
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Table 1 Model metrics 
R2 score MAPE 

LSTM 0.9554 0.0631 

GRU 0.9558 0.0573 

4.3 Evaluation 

For evaluating the LSTM model and GRU model, we call their predicted method on 
the test dataset and evaluate their performance utilizing the r2_score function and 
the MAPE (Mean Absolute Percentage Error) function of the Sklearn metrics. 

R2 = 1 −
∑

(ei − ẽi)2∑
(ei−)2 

(4a) 

MAPE = 
1 

v 
∗ 

v∑

i=1 

(ei − ẽi) 
ei 

(4b) 

The formulas used for calculating the R2 and MAPE scores are represented in 
Eq. (4a) and (4b), respectively. Here, ei is the actual value, ē is the mean value, and ẽi 
is the predicted value from our models. Here, v is the size of the sample. Simulations 
are done multiple times in these 2 models and the worst-performing R2 scores of 
both models are shown in Table 1. 

4.4 Prediction 

Based on the results of Sect. 5, a comparative study between LSTM-based RNN 
and GRU-based RNN is done in Table 2. In both the scenarios first, only one data 
point is predicted and later on, a total of 20 data points are predicted, which means 
a prediction of Market Clearing Price is made 5 h prior. 

Table 2 Comparison between LSTM and GRU in real-life scenarios 

Most accurate 
prediction (|) 

Real data (|) Accuracy (%) Time taken Time stamp 

LSTM 1992.01 1999.06 99.647 1 min  35  s 01-01-2022, 4:30 

GRU 1993.5 1999.32 99.708 1 min  21  s 01-01-2022, 4:45
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5 Results 

The appropriate parameters are set and the following results are obtained and 
discussed in this section. Here, we have used the LSTM-based RNN model and 
the GRU-based RNN model. The important parameters such as the dataset, number 
of hidden layers, loss function, and optimization function are kept the same for both 
cases. The predicted 20 data points are matched with the real-time MCP values of 
01.01.2022 and are noted in Table 2. 

Figure 5 shows the prediction of a single data point utilizing the LSTM-based 
RNN model. Thereafter, 19 more data points are predicted using the same model as 
shown in Fig.  6 and afterward these 20 data points are de-normalized using Eq. (3) 
and these data points are matched with the real MCP data of 01.01.2022. The analysis 
of these 20 data points is shown in Table 2. 

Figure 7 shows the single datapoint prediction utilizing the GRU-based RNN 
model. Furthermore, a total of 20 data points is forecasted using this model and the 
prediction of these data points is presented in Fig. 8. Similarly, as done before these

Fig. 5 Single point predicted using LSTM-based RNN 

Fig. 6 Twenty data points predicted using LSTM-based RNN 
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Fig. 7 Single data point predicted using GRU-based RNN 

Fig. 8 Twenty data points predicted using GRU-based RNN 

20 data points are de-normalized using Eq. (3) and these 20 data points are compared 
with the real MCP data of 01.01.2022. The analysis of this comparison between the 
de-normalized forecasted data points and the MCP data of 01.01.2022 is shown in 
Table 2. 

Table 1 represent the R2 score and the MAPE score of both models. Among 
the predicted 20 data points by both models, the most accurate predicted data points 
along with the real MCP values of 01.01.2022 are presented in Table 2. For analyzing 
the time taken by both the models 10 simulations were performed for each one. The 
LSTM-based model had an average time duration of 1 min 34 s whereas the GRU-
based model had an average time duration of 1 min 19 s. Among the 20 predicted 
data points by both the models, 11 data points of the LSTM-based model had an 
accuracy above 98% and 10 data points of the GRU-based model had an accuracy 
above 98% when compared with the respective original MCP data of 01.01.2022.



312 M. K. Dey and S. Chanana

6 Conclusion 

The MCP forecasting of the Indian Energy Exchange is done by implementing 
LSTM-based RNN and GRU-based RNN. Both of them are very accurate for time 
series models. The accuracy of the best-predicted data point for LSTM was 99.647% 
and for GRU it was 99.708%. The accuracy of the worst predicted data point for 
LSTM was 95.678% and for GRU it was 94.832%. Among the 20 data points 
predicted by both models, the average accuracy of LSTM was 96.74% and that 
of GRU was 95.89%. Both the models were simulated on a system having Intel 
iCore, 5th Gen, 16 GB DDR-3. The LSTM-based model was a bit sluggish than the 
GRU-based model while training and hence it proves that GRU is the light-weight 
version of LSTM. However while analyzing the accuracy of all the predicted data 
points, the LSTM had better accuracy than the GRU. Hence, from this analysis, it 
can be concluded that GRU is better when it comes to speed and memory, but in 
terms of accuracy, LSTM has a slight edge over GRU. 
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10. Boru İpek A (2021) Prediction of market-clearing price using neural networks based methods 
and boosting algorithms. Int Adv Res Eng J 5(2):240–246. https://doi.org/10.35860/iarej. 
824168

https://www.iexindia.com/Uploads/NewsUpdate/06122022IEX%20POWER%20MARKET%20UPDATE_Nov%202022_Final.pdf
https://www.iexindia.com/Uploads/NewsUpdate/06122022IEX%20POWER%20MARKET%20UPDATE_Nov%202022_Final.pdf
https://doi.org/10.1016/j.jclepro.2019.119198
https://doi.org/10.1016/j.jclepro.2019.119198
https://doi.org/10.1016/j.eneco.2013.02.006
https://doi.org/10.1016/j.eneco.2013.02.006
https://doi.org/10.1109/TPWRS.2005.846044
https://doi.org/10.1109/TPWRS.2005.846044
https://doi.org/10.1109/MASCON51689.2021.9563474
https://doi.org/10.1109/TPWRS.2005.846054
https://doi.org/10.1109/CIGRE.2005.1532733
https://doi.org/10.1109/TPWRS.2004.840416
https://doi.org/10.1109/ICEETS.2016.7583797
https://doi.org/10.35860/iarej.824168
https://doi.org/10.35860/iarej.824168


Comparison of LSTM and GRU for Predicting Market Clearing Price … 313

11. Chaudhury P, Tyagi A, Shanmugam PK (2020) Comparison of various machine learning algo-
rithms for predicting energy price in open electricity market. In: 2020 international conference 
and utility exhibition on energy, environment and climate change (ICUE), Pattaya, Thailand, 
pp 1–7. https://doi.org/10.1109/ICUE49301.2020.9307100 

12. https://www.iexindia.com/marketdata/areaprice.aspx

https://doi.org/10.1109/ICUE49301.2020.9307100
https://www.iexindia.com/marketdata/areaprice.aspx


Small-Signal Stability Analysis 
of Synchronverter-Based AC Microgrid 
in Islanded Mode 

Siddhant Singh Maurya, Trapti Jain, and Amod C. Umarikar 

Abstract Synchronverter control of the inverter is a promising technology that can 
be used for controlling grid forming converters in an islanded AC microgrid. Syn-
chronverter provides virtual inertia by emulating the characteristics of synchronous 
generators with simple control structure and better voltage and frequency regulations. 
This paper presents a small signal model of the synchronverter based microgrid with 
resistive(R), inductive(R-L) and Constant Power load (CPL) operating in islanded 
mode. The developed small signal model is validated by comparing it with the sim-
ulated model in MATLAB Simulink software. Further the microgrid is simulated on 
the Real Time Digital Simulator (RTDS) and the impact of load and PV array inso-
lation changes are observed. The eigen value analysis is done to show the stability 
of the microgrid for R, R-L and CPL. 

Keywords Small signal model · Synchronverter · Microgrid 

1 Introduction 

THE advancement of power electronics and their effective control over the years 
have led to the deployment of distributed energy resources (DER) based microgrid 
with more scalability and effectiveness. However, there are several challenges poised 
due to the integration of microgrid in the existing power systems [ 1]. A microgrid 
in the islanded mode of operation requires better controllability in order to keep the 
frequency and voltage within the permissible range. 

The virtual synchronous machine [ 2] or virtual synchronous generator (VSG) 
has been one of the prime areas for research in control of grid forming convert-
ers. VSGs incorporate synchronous generator like characteristic in an inverter. Syn-
chronverter i.e., the inverter that replicates the characteristics of the synchronous 
generators is proposed in [ 3], where virtual inertia is incorporated in the control to 
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improve the dynamics of the system. Some improvements of the synchronverter con-
trol like self-synchronization or improving dynamic response have been presented 
in [ 4, 5]. 

It is inevitable for any system to remain unaffected due to the disturbance caused 
either by changes in load or generation. Hence, small signal stability analysis of 
the microgrid becomes important to examine the dynamic response of the system. 
Modelling and small signal stability analysis of the Inverter Interfaced Distributed 
Generations (IIDGs), filters and the network of an AC microgrid based on the droop 
control are proposed in [ 6]. However, the small signal model and the analysis pre-
sented assumed that the Distributed Generation (DG) provides constant voltage at 
the inverter input. Small signal model of the synchronverter has been proposed in 
[ 7] to obtain small signal transfer function, whereas the eigen value analysis for grid 
connected synchronverter based microgrid has been presented in [ 8]. An attempt 
has been also made to include a PV source at the inverter inputs and develop the 
complete microgrid small signal model based on synchronverter [ 9]. In [ 10] a geo-
metrical approach is taken to study the small signal stability of grid forming con-
verter, but utilising droop control and considering single converter connected to 
grid. 

In most of the research papers, the small signal model of a DG with synchron-
verter is attempted for grid connected mode. Moreover, the parallel operation of the 
DGs with synchronverter is considered in [ 11] with grid connected mode but the 
inverter input is assumed to be constant irrespective of the load changes. However, 
in practical situations, the inverter input may not be constant due to the dynamics of 
PV converters, load condition and under certain conditions it may operate in islanded 
mode. The approach to include the dc-dynamics of the system is presented in [ 12] but  
renewable source such as PV array is not used, instead a dc-dc converter is chosen 
at the input for the impact on small signal stability of droop controlled inverter. This 
paper presents a small signal model of an islanded microgrid with synchronverter 
control of its IIDGs considering PV array as well as battery dynamics. The PV array 
with boost converter is connected in parallel with Li-ion battery as energy storage 
through a bidirectional dc-dc converter to provide a constant dc source [ 13]. Several 
different approaches for control of PV-Boost converter and Bidirectional converter 
have been proposed for such configurations. Simple approach for control of con-
verters are used in [ 14] using MPPT algorithm for PV-Boost converter and Battery 
charge, discharge technique for controlling the Bidirectional dc-dc converter. Similar 
control is also utilised in the [ 15] with certain modifications. An optimised PI tuning 
is used for the control of Bidirectional dc-dc converter and incremental conductance 
method computes the duty cycle of PV-Boost converter [ 16]. Most of the synchron-
verter model uses time domain approach for simulation whereas the small signal 
model is developed in either synchronous or stationary reference frame. The adopted 
synchronverter control is developed in synchronous reference frame (SRF), which 
provides a simpler small signal model that reduces the complexity of modelling 
and simulation. The microgrid is simulated in RSCAD in order to get the operating 
points and the eigenvalue analysis is carried out for the entire microgrid including 
interconnecting lines and loads.



Small-Signal Stability Analysis of Synchronverter-Based AC … 317

2 System Description and Control 

2.1 PV/Battery System and Modelling of Power Conversion 
Chain 

The PV array and Li-Ion battery is connected to a boost converter and a bidirectional 
converter, respectively and the converter outputs are connected in parallel as shown 
in Fig. 1. This configuration provides more flexibility and smooth control either in 
charging or discharging mode of the battery [ 13]. The simulation model is developed 
in RSCAD software of RTDS. The software provides two type of configurations for 
the PV array model: (1) Single Diode, Five Parameter Model and (2) Approximated 
Single Diode, Four Parameter Model. The RTDS PV array model has four and five 
parameter model of which four parameter model is used in the simulation. The 
current-voltage relationship of the single diode, four parameter model is given by: 

.I = Iph − Io(e
V+Rs I
NcaVt − 1) where, .Iph is the current induced by the solar cell. The 

diode ideality factor. a is a measure of how closely the diode matches the ideal diode 
equation. The series resistance .Rs represents series resistance in the solar cell. The 
other symbols hold the usual meaning as is used in the diode equation such as . Vt , 
diode thermal voltage, temperature T (in K) and number of series connected cells 
of a module that forms a PV array .Nc. The small signal linearized equation for the 
PV-Boost converter and Bidirectional converter are given below: 

.

˙[
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Equation 1 reveals that matrix depends on the derivative of the PV current with 
respect to the PV voltage.∂iPV /∂vPV . Hence the non-linear model of the PV module 
which is .∂iPV /∂vPV < 0, it is assumed to be .1/rPV [ 17]. 

Fig. 1 Distributed 
generation (PV and Battery 
with power electronic 
interface)
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2.2 PV-BESS Management and Controller Design for Power 
Conversion Chain 

During the time of sufficient insolation, the PV array is capable to provide the power to 
the inverter connected through the dc-link capacitor and charge the battery through the 
bidirectional converter. During low insolation level, the battery discharges through 
the bidirectional converter providing the balance power as required by the load. For 
maximum power point tracking (MPPT), incremental conductance method is used to 
get the maximum voltage,.VMPPT . Also, the power across the PV array is measured 
and reference current, .iL PVre f is calculated. The control is shown in Fig. 2 to obtain 
the duty ratio of the boost converter. The bidirectional dc-dc converter operates in 
boost mode during discharging and in buck mode during charging. It should be noted 
that the bidirectional converter is responsible for maintaining constant dc voltage 
across the capacitor, whereas the boost converter extracts the maximum power from 
the PV array. 

As shown in Fig. 3, during the normal operation of the microgrid, the PV-boost 
converter will operate in the MPPT mode and the bidirectional converter may charge 

Fig. 2 Control of PV-boost converter and bidirectional dc-dc converter 

Fig. 3 Distributed generation (PV and Battery with power electronic interface)



Small-Signal Stability Analysis of Synchronverter-Based AC … 319

or discharge depending upon the power required by the inverter and power generated 
by the PV array. The PI controller shown in Fig. 3 has no significance value as it 
is used to enable and disable the MPPT algorithm to obtain .VMPPT . During low  
insolation the battery will provide the complete power to the load until the State of 
charge(SOC) of the Battery goes below certain threshold. Below the certain threshold 
the microgrid in islanded can’t provide a reliable supply and hence the microgrid 
needs to be connected to grid. In the condition when insolation is sufficient enough 
and also the battery is charged to a maximum level of SOC the Bidirectional converter 
needs to be disconnected and the MPPT mode is shifted to Non-MPPT mode. The 
PV inductor current reference may be generated using a look table or by calculating 
power balance equation. The constant dc voltage in that case must be held constant 
and must be incorporated through voltage control in the inverter which is not covered 
in the paper and is part of the further research. The small signal stability analysis 
is done around an operating point of MPPT. Cascade control is used to control the 
switches of the bidirectional converter. As shown in Fig. 2, bidirectional converter 
has an outer voltage control and an inner current control to get its duty ratio. The 
controller design for the bidirectional converter is achieved by using the transfer 
function mentioned in [ 13]. The values of controller are mentioned in Table 1. 

Table 1 Steady state condition and test system parameters 

Parameters Values 

.[rl PV rlB L PV LB ] . [4mΩ 4mΩ 3.74mH 10mH]

.[Cdc CPV CB ] . [5000µF 1500µF 1500µF]

.[rl f rlc L f Lc] . [0.1Ω 0.03mΩ 2.35mH 0.35mH]

.[C f CB CPV ] . [50µF 1.5mF 1.5mF]

.[D1 D2 Il PV IlB1] . [0.525 0.5Ω 46 A − 18.2 A]

.[Il B2 Il B3 Vdc] . [−10.8A − 2.9A 800 V]

.[kpB ki B kpV ] . [0.08153 140.57 0.21613]

.[kiV kpPV ki PV ] . [43.225 12.474 180]

.[Dp1 Dp2 Dp3] . [50.686 76 100]Ws/rad

.[Dq1 Dq2 Dq3] . [0.6 0.9 1.5]kVAR/V

.[VoQ1 VoQ2 VoQ3] . [16.4 21.28 27]V

.[VoD1 VoD2 VoD3] . [339 344 342]

.[IoQ1 IoQ2 IoQ3] . [0.91 9.66 12.9]A

.[IoD1 IoD2 IoD3] . [11.8 16.8 22.35]

.[IlQ1 IlQ2 IlQ3] . [−5.22 4.26 7.6]A

.[IlD1 IlD2 IlD3] . [12.14 17.26 22.8]

.[ILineD1 ILineD2] .[ILineQ1 ILineQ2] . [−18.08 − 9.7] [−2.89 − 4.89]A

.[δ0 δ1 δ2] . [0 3.6 − 0.9]◦

.[rLine1 rLine2 LLine1 LLine2] . [0.23Ω 0.23Ω 11.1mH 15.7mH]

.Load parameters . R = 20ΩR − L = 20Ω

.100mH,CPL = 15 kW, 5 kVAR
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.
iL PV (s)

d1(s)
=

VDC
LPV

(
s − 1

CPV

∂iPV
∂vPV

)

s2 +
(
rLPV
L PV

− 1
CPV

∂iPV
∂vPV

)
s +

(
1−rLPV

∂iPV
∂vPV

L PV CPV

) (3) 

2.3 IIDGs and Network Under Study 

The DG source i.e. solar PV and battery in our case is connected to the inverter inputs 
through a dc-link capacitor. The microgrid network under consideration is shown in 
Fig. 4. The filter parameters, currents and voltages are also shown, where r f and L f 
are the resistance and inductance of the filter inductor of the inverter. rc and Lc are 
the resistance and inductance of coupling inductor connected to the 3 phase buses. 
C f is the filter capacitor value of the LCL filter. il , io, and vo denote the inverter 
inductor current, output current and the capacitor voltage. The 3 buses are connected 
to 3 different loads, i.e. R load, RL load and CPL for the purpose of analysis. IIDGs 
are controlled using the synchronverter control. 

2.4 Synchronverter Control 

Microgrid utilises fast acting inverters which are unable to provide rotational inertia 
as in the case of a synchronous generator. Synchronverter, a mathematical model 
of synchronous generators, is used to implement virtual inertia through its control 
for controlling VSCs. The implementation of the synchronverter control shown in 
Fig. 5 has been done in SRF in this paper. Synchronverter uses swing equation of 
the synchronous machine with a damping term in the equation. Since the microgrid 
is autonomous, the .Pset and .Qset are set to zero in order to operate inverters as 
grid forming. .P and .Q represent the measured active and reactive power at the 
output terminals of the inverter. The synchronverter droop coefficients .Dp and . Dq

are defined as below: 

Fig. 4 Microgrid network
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Fig. 5 Synchronverter 
control 

.Dp = ∆T

∆ω
(4) 

.Dq = ∆Q

∆V
(5) 

.∆T ,.∆ω,.∆Q and.∆V represent the change in torque, frequency, reactive power and 
voltage respectively. The torque is calculated as the ratio of power to actual speed but 
for the analysis purpose, ratio of power to nominal speed is used as in steady state 
.ω = ωn where,. ω and.ωn is the actual and nominal frequency in rad/s. The inertia. J , 
and design parameter .K are selected using the equation below where .τ f and.τv are 
the time constant of active and reactive power loop respectively. 

.J = Dpτ f (6) 

.K = Dqτvω (7) 

.Dp and .Dq can be said to be a part of active and reactive power loop, where the 
active power sets the frequency and reactive power loop establishes the voltage of 
the microgrid. 

3 Small-Signal Model 

3.1 Mathematical Equations and Small-Signal Model of DG 

For simplicity, the small signal model is presented for a single DG and hence the 
subscripts are dropped in the variables. For multiple DGs, simply a subscript of a
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sequence can be added. Referring to Figures 1, 2 and 4, the averaged equation for 
controller design of the PV-boost converter and bidirectional converter is given in 
Eqs. 8, 10–13. 

.
dvPV

dt
= iPV

CPV
− iL PV

CPV
(8) 

.rpv = −∆vPV

∆iPV
(9) 

.rPV is the dynamic resistance of the PV array and.CPV is the capacitance across the 
PV array. 

.
diL PV
dt

= 1
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.rLPV , .LPV and .rLB , .LB are inductor resistances and inductances of PV-Boost and 
Bidirectional converter respectively..d1 and.d2 are the duty ratio of the PV-Boost and 
Bidirectional converter. .CDC and . io are the capacitance of dc-link voltage and input 
current to the inverter. The small signal model after linearization are: 

. ˙∆vPV = − ∆vPV

CPV rPV
− ∆iL PV

CPV
(14) 

. ˙∆iL PV = 1

LPV
∆vPV − rLPV

L PV
∆iL PV − (1 − D1)

LPV
∆vDC + VDC

LPV
∆d1 (15) 

. ˙∆vB = − 1

CB
∆iLB + 1

CB
∆iB (16) 

. ˙∆iLB = 1

LB
∆vB − rLB

LB
∆iLB − (1 − D2)

LB
∆vDC + VDC

LB
∆d2 (17) 

. ˙∆vDC = (1 − D1)

CDC
∆iL PV + (1 − D2)

CDC
∆iLB − ∆iO − ILPV

CDC
∆d1 − ILB

CDC
∆d2

(18) 
From PV-Boost controller: 

.
dψPV

dt
= iL PVre f − iL PV (19)
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.d1 = kpPV (iL PVre f − iL PV ) + ki PV

 
(iL PVre f − iL PV )dt (20) 

. ˙∆ψPV = −∆iL PV (21) 

.∆d1 = −kpPV∆iL PV + ki PV∆ψPV (22) 

Here .ψPV is assumed to be a PV electric flux and .kpPV and .ki PV are proportional 
and integral gains of the PI controller. From Eqs. 15 and 22: 

.

˙∆iL PV = 1

LPV
∆vPV + vDCki PV

L PV
∆ψPV− (rLPV + VDCkpPV )

LPV
∆iL PV

− (1 − D1)

LPV
∆vDC

(23) 

From bidirectional dc-dc cascade controller: 

.
dϕB

dt
= vDCre f − vDC (24) 

.ϕ̇B = −∆vDC (25) 

.iLBre f = kpV (vDCre f − vDC) + kiV

 
(vDCre f − vDC)dt (26) 

.∆iLBre f = −kpV∆vDC + kiV∆ϕB (27) 

.
dψB

dt
= iLBre f − iLB (28) 

. ˙∆ψB = ∆iLBre f − ∆iLB (29) 

.d2 = kpLB(iLBre f − iLB) + ki LB

 
(iLBre f − iLB)dt (30) 

.∆d2 = kpLB(∆iLBre f − ∆iLB) + ki LB∆ψB (31) 

Here.ϕB and.ψB are assumed to be magnetic flux and battery electric flux respectively 
and.kpLB and.ki LB are proportional and integral gains of the inner current control PI 
controller and .kpV and .kiV are proportional and integral gains of the outer voltage 
control PI controller. From Eqs. 27 and 29 

. ˙∆ψB = −∆iLB + kiV∆ϕB − kpV∆vDC (32)
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From Eqs. 17, 24–31 

.

˙∆iLB = 1

LB
∆vB + VDCkiLB

LB
∆ψB − rLB + VDCkpLB

LB
∆iLB+

VDCkpLBkiV
LB

∆ϕB − (1 − D2) + vDCkpLBkpV
LB

∆vDC

(33) 

Similarly, the small signal model equation for the output capacitor can be given by: 

.

˙∆vDC = (1 − D1) + ILPV kpPV
CDC

∆iL PV + (1 − D2) + ILBkpLB
CDC

∆iLB

− ILPV ki PV
CDC

∆ψPV − ILBki LB
CDC

∆ψB − II LBkpLBkiV
CDC

∆ϕB

+ II LBkpLBkiV
CDC

∆vDC − ∆iO

(34) 

The state space matrix ADG are formed using the above equation. The small signal 
model equations of the DG are: 

.

[∆ẊDG] = ADG[∆XDG] + BX∆iB + BY∆iO
∆XDG = [∆vPV ∆ψPV ∆iPV ∆vB ∆ψB ∆iLB ∆ϕB ∆vDC ]T

BX = [0 0 CB
−1 0 0 0 0 0]T

BY = [0 0 0 0 0 0 0 − 1]T
(35) 

3.2 Small-Signal Modelling of Synchronverter Control 

From Fig. 6, the small signal model equations for the synchronverter are developed 
in SRF to reduce the complexity of the modelling and present a simpler model to 
implement to control. The modelling is divided into subsections such as synchron-
verter control, IIDG, LC filter and coupling inductor for simplicity. 
Active and Reactive Power Controller 

.∆̇ω = −Dp

J
∆ω − ∆P

Jωn
(36) 

.∆̇m f i f = −Dq

K
∆Vm − ∆Q

K
(37) 

.
dθ

dt
= ω, ∆̇θ = ∆ω (38) 

.∆P = 3

2
(Vod∆iod + Iod∆vod + Voq∆ioq + Ioq∆voq) (39)
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.∆Q = 3

2
(Voq∆iod + Iod∆voq − Vod∆ioq − Iod∆vod) (40) 

.Vm =
/

v2
od + v2

oq ,∆Vm = Vod∆vod/
v2
od + v2

oq

+ Voq∆voq/
v2
od + v2

oq

(41) 

.

˙⎡
⎣ ∆θ

∆ω

∆m f i f

⎤
⎦ =A1

⎡
⎣ ∆θ

∆ω

∆m f i f

⎤
⎦ + B11

⎡
⎣∆P

∆Q
∆Vm

⎤
⎦

⎧⎪⎨
⎪⎩A1 =

⎡
⎢⎣
0 1 0

0 − Dp

J 0

0 0 0

⎤
⎥⎦ ,B11 =

⎡
⎢⎣

0 0 0

− 1
Jωn

0 0

0 − 1
K − Dq

K

⎤
⎥⎦

(42) 

where.Vm is the peak value of the phase voltage across the filter capacitor and.m f i f is 
the output of the reactive power loop. Equation 42 is derived from Eqs. 36–38where, 

.

⎡
⎣∆P

∆Q
∆Vm

⎤
⎦ = B21

[
∆iod
∆ioq

]
+ B22

[
∆vod
∆voq

]
(43) 

Equation 43 is derived from Eqs. 39–41 where, 

.B21 =
⎡
⎣

3
2Vod

3
2Voq

3
2Voq − 3

2Vod

0 0

⎤
⎦ ,B22 =

⎡
⎢⎣

3
2 Iod

3
2 Ioq− 3

2 Ioq
3
2 Iod

Vod√
Vod

2+Vod
2

Voq√
Vod

2+Vod
2

⎤
⎥⎦ (44) 

Voltage Equations and Interfacing Matrices 

The VSC is assumed to be lossless and converter is able to reproduce the reference 
voltage as actual output voltage of the inverter. Therefore.vid

∗ = vid , .viq∗ = viq . As  
.viq = 0 and .vid = (m f i f )ω, 

.∆vid = m f i f ∆ω + ω∆m f i f (45) 

.

⎡
⎢⎢⎣

∆vid
∆viq
∆ω

∆δ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0 m f i f ω

0 0 0
0 1 0
1 0 0

⎤
⎥⎥⎦
⎡
⎣ ∆δ

∆ω

∆m f i f

⎤
⎦ (46) 

where, 

.Ccs =
[
0 m f i f ω

0 0 0

]
,Ccω = [

0 1 0
]
,Ccθ = [

1 0 0
]

(47)
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.

[
∆iod
∆ioq

]
= C2

⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ ,

[
∆vod
∆voq

]
= C3

⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ (48) 

where .C2 and .C3 are interfacing matrices given by: 

.C2 =
[
0 0 0 0 1 0
0 0 0 0 0 1

]
,C3 =

[
0 0 1 0 0 0
0 0 0 1 0 0

]
(49) 

LC Filter and Coupling inductance 

The small signal equations for LC filter, coupling inductance and the transformation 
matrices required to interface with the whole system are given as in [ 6]: 

. 

˙⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ = ALCL

⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ + BLCL1[∆vidq] + BLCL2[∆vbdq] + BLCL3[∆ω]

(50) 

. 

˙⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ = ALCL

⎡
⎣∆ildq

∆vodq
∆iodq

⎤
⎦ + BLCL1[∆vidq] + BLCL2[∆vbdq] + BLCL3[∆ω]

(51) 
.
[
∆ioDQ

] = TS
[
∆iodq

] + TC[∆δ], [∆vbdq
] = TS

−1 [∆vbDQ
] + TV

−1[∆δ] (52) 

The complete small signal model of the inverter is given below: 

. ˙[∆Xsyn] = Ainv[∆Xsyn] + Binv

[
∆vbD
∆vbQ

]
(53) 

.[∆Ysyn] = Cinv[∆Xsyn] (54) 

where .[Xsyn] = [∆δ ∆ω ∆m f i f ∆ild ∆vod ∆voq ∆iod ∆ioq ]T , . YSyn =
[∆ω ∆ioD ∆ioQ]T and .Ainv, .Binv, .Cinv are given in Eqs. 55 and 56.The com-
plete state space of 1DG microgrid without load or network can be obtained as: 
. ˙[∆XMGi] = AMGi[∆XMGi] + BMGi

[
∆vbDQi

]
and.[∆YMGi] = CMGi[∆XMGi]where 

.[∆XMGi] = [∆XDGi ∆XSyni] and.AMGi,.BMGi,.CMGi are given in Eqs. 57 and 58. The  
complete small signal model of the entire system including lines and loads is obtained 
as given in the Eqs. 59–61. The final state space equation is: 

. [ ˙∆XMGi ˙∆ilineDQ ˙∆iloadDQ]T = AMGNET[∆XMGi ∆ilineDQ ∆iloadDQ]T

.Ainv =
[

A1 B11B21C2 + B11B22C3

BLCL1Ccs + BLCL2TV
−1Ccθ + BLCL3Ccω ALCL

]
(55)



Small-Signal Stability Analysis of Synchronverter-Based AC … 327

.

Binv =
[ [0]3×2

BLCL2T−1
S

]
,Cinv =

[
Cpw

Cpinv

]
,

⎧⎪⎨
⎪⎩
Cpw = [0 1 0 0 0 0 0 0 0]
Cpinv =

[[
−Iod sin δo − Ioq cos δ 0 0

Iod cos δo − Ioq sin δo 0 0

]
[TSC2]

] (56) 

.AMGi =
[
[ADGi]

[
0 0 0 Ild√

Ild 2+Ilq 2
Ild√

Ild 2+Ilq 2
0 0 0 0

]
[0] [Ainvi]

]
,BMGi =

[ [0]
[Binvi]

]
(57) 

.CMGi = [[0] [Cinvi]
]
,CpwMGi = [[0] [Cpwi]

]
,CpcMGi = [[0] [Cpinvi]

]
(58) 

.AMG =
⎡
⎣[AMG1]17×17 [0] [0]

[0] [AMG2]17×17 [0]
[0] [0] [AMG3]17×17

⎤
⎦ (59) 

.

BMG =
⎡
⎣[BMG1]17×2 [0] [0]

[0] [BMG2]17×2 [0]
[0] [0] [BMG3]17×2

⎤
⎦ ,

CpcMG =
⎡
⎣[CpcMG1]2×17 [0] [0]

[0] [CpcMG2]2×17 [0]
[0] [0] [CpcMG3]2×17

⎤
⎦

(60) 

.

AMGNET =[AMGNET1 AMGNET2]

AMGNET1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

AMG+
BMGRNMINVCpcMG BINVRNMNET

B1NETRNMINVCpcMG+
B2NETCpwMG ANET+B1NETRNMNET

B1LOADRNMINVCpcMG+
B2LOADCpwMG B1LOADRNMNET

⎤
⎥⎥⎥⎥⎥⎥⎦

AMGNET2 =
⎡
⎣ BINVRNMLOAD

B1NETRNMLOAD

ALOAD+B1LOADRNMLOAD

⎤
⎦

(61)
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4 Results and Analysis 

4.1 Eigenvalue Analysis 

For the eigenvalue analysis, an operating point is chosen from the real time simula-
tion. The insolation of PV array for the 3-DGs are assumed to be the same and the 
parameters of PV boost and bidirectional converter are kept similar. The parameters 
and the values required for the eigenvalue analysis are mentioned in Table I. Out of 
61 eigenvalues, only the low frequency modes are shown in Fig. 6. Since the CPL 
loads are unstable, hence the 2 modes appear on the right side of the complex plane. 
The movement of low frequency modes with respect to change in droop coefficient 
is shown in Fig. 7. The poles can be seen moving towards the imaginary axis as the 
droop coefficient .Dp decreases. 

4.2 Simulation Waveforms 

The AC microgrid model is prepared in RSCAD software and simulated in RTDS. 
The impact on active power, reactive power sharing and frequency due to change in 
CPL-load of 10 kW at 2.5 s, 4.4 kW of R-load at 5.5 s and 2.49 kW of RLload 8.5 s at 
bus 3,1 and 2 respectively is shown in Fig. 8. Even though the load change occurs on 
one bus but IIDGs share active power smoothly and get stabilises after some time. 
The frequency regulation due to load change is well within the acceptable range. 
Figure 9 shows the impact of insolation change from 1000 W/m. 

2 to 200 W/m. 
2. It can 

be seen that the DC link voltage gets affected due to change in insolation but gets 

Fig. 6 Low frequency 
modes of the matrix 
. AMGNET

Fig. 7 Movement of poles 
for change in.Dp
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Fig. 8 P and Q response 
(change in load) 

Fig. 9 Change in.iL PV , . iLB
and. VDC

stabilised after around 2 s. As the insolation changes battery starts delivering power 
and bidirectional converter operates in discharging mode. 

Two test cases are presented below subjected to disturbance: 

Case 1: Bus 3 is subjected to increase of 20 kW CPL-load 

Subjected to change of 20 kW, Bidirectional converter 2 and 3 changes mode form 
charging to discharging which is shown in Figs. 10 and 13. There is no change in
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Fig. 10 Change in. iLB

Fig. 11 Change in. iL PV

the PV-Boost inductor current except some momentarily disturbance as shown in 
Fig. 11. Power sharing is performing well as shown in Fig. 10 and.vDC is maintained 
constant at 800.V following load change (Figs. 12, 13 and 14). 

Case 2: PV array of Inverter 2 is subjected to insolation change of 800 to 200 .W/m2. 
Subjected to change of insolation of Inverter 2 the Bidirectional converter changes 
mode from charging to discharging as shown in Fig. 15 and the SOC starts decreasing 
thereafter which can be seen in Fig. 18. The PV-Boost inductor current of converter 
1 and 3 remains unaffected as can be seen in the Fig. 16. The active power, reactive 
power and frequency remains unaffected but get disturbed momentarily during the 
change as shown in Figs. 17 and 18. In Fig.  19, it can be seen that the dc voltage of 
Inverter 2 is more affected as compared to the Inverter 1 and 3 as insolation change 
had ocurred on the Inverter 2.
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Fig. 12 Change in active 
power, reactive power and 
frequency 

Fig. 13 Change in SOC 

Fig. 14 Change in.vDC
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Fig. 15 Change in. iLB

Fig. 16 Change in. iL PV

Fig. 17 Change in active 
power, reactive power and 
frequency
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Fig. 18 Change in SOC 

Fig. 19 Change in. vDC

5 Conclusion 

The PV array/Li-ion battery supported microgrid with synchronverter control operat-
ing in islanded mode and feeding various types of load is considered for small signal 
stability analysis. For this, the small signal model is developed and eigenvalue anal-
ysis is carried out to identify the unstable modes and study the impact of controller 
parameters on low frequency modes. The synchronverter is found to perform well 
with respect to power sharing, frequency regulation and voltage regulation under 
different loading conditions. 
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Feasibility Study of PV/Wind Hybrid 
System with Recycled Retired Electric 
Vehicle Batteries 

Ambati Bhimaraju, Shomi Kumari, and Aeidapu Mahesh 

Abstract The island mode Hybrid Renewable Energy Systems (HRES) are gaining 
more attention for rural electrification in remote areas. However, the island mode of 
HRES should be equipped with bulk storage backup due to the intermittent nature of 
renewable sources. So the adapted storage technology has a considerable effect on 
the overall cost of the HRES. In this paper, the recycling of Retired Electric Vehicles 
Batteries (REVBs) is used as an alternate solution for conventional battery storage 
technology in the HRES application. In this proposed case study, the feasibility 
analysis of the island mode of solar PV/Wind/REVB has been carried out with 
the Teaching Learning Based (TLBO) Algorithm. The Levelized Cost of Energy 
(LCE) and Net Present Cost (NPC) are used as the economic indicator to evaluate 
the economic benefits of the system while to Loss of Power Supply (LPSP) is a 
constraint. Further, the obtained results have been compared with PSO algorithms 
and included comparative results in the results section. 

Keywords Hybrid renewable energy systems · Loss of power supply probability ·
Levelized cost of energy · Retired electric vehicles batteries 

1 Introduction 

The abrupt changes in environmental pollution are evidence of over-dependency 
on fossil fuels to meet the required energy demand. In that required demand, the 
majority portion is utilized in the form of electrical Energy. From the above sentence, 
the electricity sector is one of the main reasons for global warming. That’s why it 
is time to search for alternative resources that can be most suitable for eco-friendly 
power generation. Among the available resources, solar energy and wind energy are 
the most attractive due to their abundant availability worldwide. These resources can 
solve future energy crises, but the task is strenuous because of their highly stochastic
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nature. Its results have less reliability and incur colossal costs. With these obstacles, 
hybrid renewable energy systems (HRES) came into the picture. 

On the other hand, the economic feasibility of HRES is a challenging task; in this 
concern, numerous studies are conducted on optimal sizing of HRES on both grid-
connected and stand-alone. The grid-connected HRES has advantages over a stand-
alone HRES, like more reliability and required less storage capacity. Nevertheless, 
the PV and wind power outs are highly fluctuating in nature due to the unpredictable 
nature of solar insolation and wind speed. This waver nature of power output is a 
serious issue while HRES is integrated with the grid. From the available literature, the 
authors found optimal sizing of grid-connected HRES by taking various constraints 
to maintain the power balance and stability of the system. The optimal sizing of 
PV/WT/BES-based grid-tied HRES was designed by smoothing the BES (Battery 
energy storage) power fluctuations with power fluctuation as a constraint in [1]. The 
author intended PV/WT/hydro/BES-based HRES using energyPLAN software with 
an objective minimization of the system’s annual cost and CO2 emission [2]. By 
adapting the DR (Demand Response) program, the share of renewable energy is 
increased; however, the author has not imposed any constraints related to surplus 
renewable power. In [3], the grid-connected smart energy hub has been investigated 
with GAMS software. In this framework, tri-objectives were considered to minimize 
operation costs and pollution emissions, and deviation of peak load demand. The 
grid-integrated model was developed based on FC/BES/PV- HRES by adapting the 
E-constrained method [4]. A similar model with information gap decision theory has 
been proposed in [5]. 

The primary contribution of this paper is conducting feasibility analysis of an 
islanded mode solar PV/Wind/REVBs configured system. The modeling of the 
residual capacity of the REVBs and its capacity degradation has been presented. 
Finally, the results obtained with the SSR and PSO algorithms have been discussed. 

2 Detail Modeling of Components 

2.1 Mathematical Modeling of Wind Turbine 

To determine the average wind power, begin by measuring the wind speed at the 
specified location over a one-hour interval. Then, compare this measured wind speed 
with the following values: cut-out speed (wcout), cut-in speed (wcin), wind speed at 
turbine altitude (w), and rated speed (wr). These selected values are used to calculate 
the average wind power output provided by the wind turbine. 

f (x) = 

⎧ 
⎪⎨ 

⎪⎩ 

0 W hen, w < win and w ≥ wcout 

Pwtr

(
w3−w3 

cin 

w3 
cr−w3 

cin

)
W hen wcin ≤ w ≤ wr 

Pr W hen wr < w < wcout 

(1)
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2.2 Mathematical Modeling of PV 

The power generated by the PV module depends on solar irradiation and temperature. 
The power output by the panel is given by “Ppv(t)” 

Ppv(t) = 
I (t) 
1000 

× Ppvr × fdr × ηpv[1 − αT
(
Tc(t) − Tc,STC

)] (2) 

where “I (t)(w/m2)” is the solar irradiation,“Ppvr” is the rated power at STC, “ηpv” 
is the efficiency, “Tc,STC” is the cell temperature under STC, “αT ” is the temperature 
coefficient of the PV panel. 

2.3 Retired Electric Vehicle Battery Modeling 

The estimation of the state of charge (SOC) for a battery pack is an essential param-
eter for the reliable and safer operation of the storage system as well as the effi-
cient operation of the battery management system (BMS). The SOC of the battery 
being estimated for both the charging and discharging processes. The accurate SOC 
modeling of REVB is an essential part of BMS to regulate the power flow from the 
storage system. The SOC of REVB can be expressed as 

SOC(t + δ1) = SOC(t)(1 − σ)  − 
ηrevb(t).Im(t).δt 

Cm(t) 
(3) 

where SOC(t + δ1) and SOC(t) are the current and previous state of charges in 
battery, respectively. 

The ampere flow of the battery module is expressed: 

Imod = 
Prevb 

NrevbVm(t) 
(4) 

where Prevb is the total capacity of REVB module pack in W; Vm(t) is the module 
voltage in V; Nrevb is the number of REVB modules connected in parallel 

the module voltage can be estimated by Eq. (5) 

Vm(t) = OCV − Imod (t) × r (5) 

where OCV represents the module open circuit voltage; r is the dynamic internal 
resistance of the battery, which has a significant effect on the SOC and SOH of the 
battery.
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a) Remaining-percentage-of-capacity (year)   b) Remaining-maximum-capacity (year) 

Fig. 1 REVB capacity degradation 

Since the SOC of recycled REVB pack is constrained in intervals of 20–80% of 
its nominal capacity. The plot between SOC and OCV is a flat line in the considered 
range. Therefore, the internal impedance also varies in the small range. 

As mentioned earlier, a relatively new concept of capacity fading of REVB is 
being considered for its modeling. Equation (6) used to evaluate the capacity loss of 
Li-ion cells 

Closs = Bexp

(−3100 + 370.3Crate 

RT

)

(Ah)0.55 (6) 

where Closs is the capacity loss in (%); B represents the pre-exponential factor; R is 
gases constant for REVB; T is the absolute temperature; Crate is the charge rate; Ah 
is Ah-throughput (Fig. 1). 

3 Methodology 

3.1 Total Cost Estimation 

The overall expenses associated with the system comprise different costs, including 
investment cost (Cinv), operation and maintenance cost (Com), and replacement cost 
(Crep), which have been sourced from [6].
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The total cost of the system can be expressed as 

Tcost = Cinv + Com + Crep (7) 

Levelized Cost of Energy (LCE). The LCE represents the relationship between 
the total cost and energy generated by the HRES, including power sold to the grid. 
Essentially, it quantifies the cost of energy produced by the HRES per kilowatt-hour. 
This parameter plays a crucial role in determining the most cost-effective and optimal 
combination of the hybrid system. 

LCE = 
Tcost 
ETotal 

(8) 

In this context, the “ETotal” refers to the total energy supplied, and “Tcost” represents 
the total annual cost of the HRES. The optimal choice is determined by identifying 
the combination that yields the lowest LCE, provided that criteria and conditions are 
satisfied. 

3.2 Objective Function 

The objective function of the study is to minimizing the unit cost of power gener-
ation of a configured hybrid system while satisfying the imposed constraints and 
operational parameters. The objective function can be termed as a levelized cost of 
the energy (LCE). 

Objective Function: 

minf = min(LCE) (9) 

Subjected to Constraints: 

0 < LPSP ≤ LPSPmax, LPSPmax = 5% (10) 

Sizing variables: The sizing variables pertain to the system components that were 
fine-tuned to achieve the optimal configuration of the system. 

N min pv ≤ Npv ≤ N max pv (11) 

N min wt ≤ Nwt ≤ N max wt (12)
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N min revb ≤ Nrevb ≤ N max revb (13) 

where “Nwt”, “Nrevb”, and “Npv”, are the number of Wind turbines, REVB, and PV 
panels, respectively. 

4 Optimization Techniques 

4.1 Teaching–Learning-Based Optimization 

TLBO, a highly efficient algorithm inspired by the teaching–learning process, was 
invented by Prof. R.V. Rao [7]. This optimization technique begins by generating an 
initial population, which represents students, in a random manner. This optimization 
aims to enhance the individual’s performance by closer to the best student, by taking 
the current mean of the students. Initially, the highest graded student is considered 
as the teacher, and the algorithm strives to improve the performance of individual 
students during both the teacher and learner phases. A student’s grade is replaced only 
if the new solution is superior to the previous one. This iterative process continues 
until convergence is achieved or the maximum number of iterations is reached. The 
highest graded student represents the solution to the optimization problem. The 
grades of the learners are updated by the following equation. 

Xnew = Xi + r(Xbest − Tf × Xmean) (14) 

Here, “r” represents a random number ranging between 0 and 1, while “Tf” signifies 
the teaching factor, which can take values of either 1 or 2. 

During the learner phase, the student enhances their grade by learning from another 
student, denoted as “Xp.” The grade updates are carried out according to the following 
equation: 

If grade of i th student is better than partner (p) grade, then 

Xnew = Xi + r(Xp − Xi) (15) 

Otherwise, 

Xnew = Xi − r(Xp − Xi) (16)
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5 Details of Case Study 

The data for the case study is taken from the EU SCIENCE HUB of The European 
Commission’s science and knowledge service. As the data varies with location, one 
suitable location, i.e., rich in solar irradiance and has an average optimum wind speed, 
is chosen and the study is performed. Using the same data, output power for solar 
panel and wind turbine is calculated. The load pattern is selected in a suitable way 
for the chosen location, with a peak load of 779 kW and an annual average load of 
466.787 kW taken from [8]. The technical specifications of various components such 
as wind turbines, photovoltaic panels, battery energy storage systems, and inverters 
are provided in the given information [9]. 

6 Results and Discussion 

The optimal sizing of the HRES depends on the location of meteorological data 
and load pattern. However, the capacity of PV, wind, and battery is selected in such 
a way that minimizes power purchased from the grid and LCE. In this proposed 
case study, the optimization has been carried out with the TLBO algorithm, and the 
various source capacities are obtained as follows Npv = 5827, Nwt = 1674, and 
Nrevb = 1897. With this optimal configuration, the LCE achieved was 0.5025 $/ 
kWh while satisfying the imposed constraint LPSP with around 0.5. Further, the 
sizing of the designed system is also carried out with well-known algorithm PSO to 
validate the results obtained with TLBO. Each algorithm runs with 100 iterations, 
and the population size is 50. All utilized algorithms converged well toward an 
optimal solution. However, the TLBO algorithm converges quickly and consistently. 
From Table 1, it can be observed that TLBO achieved a better optimal solution, 
minimizing the LCE to 0.5025 $/kWh. The MATLAB environment is used for the 
proposed system implementation (Fig. 2). 

Table 1 Tabulation of optimal results obtained with various algorithms 

Optimization 
algorithm 

Npv Nwt Nrevb LCE 
($/kWh) 

Annual 
cost 
($ ∗ 105) 

PSO 7168 1598 1493 0.5213 8.5889 

TLBO 5827 1674 1897 0.5025 8.5477
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Fig. 2 Power output of various sources 

7 Conclusion 

In this study, the TLBO algorithm was proposed to determine the optimal sizing 
of PV/Wind/REVB hybrid renewable energy system. All the system components 
are detailed and the mathematical modeling of each system component is done. 
The objective of the optimization problem is to determine the optimal sizing of 
the hybrid renewable energy system by minimizing the LCE while maintaining the 
system constraints and satisfying the load reliably. For the configured system LPSP 
is the reliability index. A PMS (Power management strategy) has been implemented 
to manage the power flow among the system components due to variable renewable 
generation and load demand. The number of PV panels, wind turbines, and batteries is 
considered as the decision variables which are optimally determined by the proposed 
approach subject to constraints. Further, the Melapidavoor district in the state of 
Tamil Nadu, India is considered as the study area for the case study. TLBO as the 
optimization algorithm provides better solutions in solving an optimization problem 
that is economical and reliable in the case of stand-alone HRES compared to PSO. 
With the analysis of capacity fading we can find out the number of years the battery 
can be used as an energy storage system. In this case, it is found to be 5–6 years
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and this number of extra years will vary with the specification of the battery and 
its total number of cycles needed to reduce to 60% of its maximum capacity. With 
capacity fading the REVB would discharge or charge to its allowed SOC more easily 
and frequently in the last years of its life span, but we can easily use them for the 
second life of REVB as charging or discharging of the battery is working perfectly 
fine with the standard data taken. Then, this capacity fading effect over 9 years of 
battery lifespan shows that when it is used with a perception of having an LPSP of 
0.0499, the actual LPSP would have increased to 0.0656 by the end of its lifecycle. 
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Recurrent Neural Network 
for the Identification of Nonlinear 
Dynamical Systems: A Comparative 
Study 

Kartik Saini, Narendra Kumar, Rajesh Kumar, and Bharat Bhushan 

Abstract This study compares three different recurrent neural network topologies in 
order to assess their estimated capabilities. The three neural networks under detailed 
examination are the Elman recurrent neural network (ERNN), the diagonal recur-
rent neural network (DRNN), and the Jordan recurrent neural network (JRNN). A 
dynamical backpropagation algorithm is applied for developing and updating the 
parameters linked to each of these neural nets. The comparative analysis is performed 
by considering one nonlinear dynamical system with varying degrees of complexity. 

Keywords Identification · JRNN · ERNN · DRNN 

1 Introduction 

The importance of nonlinear dynamical systems in control systems significantly 
increased during the past several decades [1]. The main issue with system theory 
is identifying the nature of the system’s dynamics. The operation of several control 
systems depends on a basic mathematical theory of the given system [2]. The system 
identification procedure involves choosing an intelligent system or tool and modi-
fying its parameters to make sure that its output matches the desired outcome. A 
number of approaches are available for system identification [3, 4]. Various intelli-
gence approaches have been developed to characterize nonlinear systems, including
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fuzzy systems, ANNs, and genetic algorithms [5]. With the use of input–output data 
and neural networks, any unknown function may be roughly predicted. A black-box 
estimate is a kind of identification method that employs neural networks. The black-
box has been estimated to contain all possible fundamental uncertainty [6]. A neural 
network’s primary benefit is its capacity to learn from input–output relations [4]. The 
quantity of units in one hidden layer determines the size of a neural network. Recur-
rent neural networks have drawn more attention in identifying dynamic systems 
because feedforward networks lose the dynamic memory observed in RNNs and 
because recurrent neural networks are especially adept at modeling systems without 
external feedback [7]. There are several methods available for changing a parameter 
or the weights in an equation. The simplest one is founded on the back propagation 
method and gradient descent. For modifying the synaptic weights of an artificial 
neural network (ANN), a variety of optimization techniques have been proposed in 
the literature. The power of each of these algorithms has been established [8]. 

Recurrent neural networks are powerful tools that have been effectively used in 
a variety of technological fields, including time series forecasting, system identifi-
cation, and controlling [9]. Most current attempts at neural network-based system 
identification are based on MLFNNs with learning through the backpropagation 
method or other more successful iterations of this method [10]. These techniques 
have demonstrated satisfactory behavior in actual processes [1]. Since RNN models 
feature internal feedback links, they are better able to handle dynamic systems than 
FFNN models. Many other RNN model types, such as the ERNN model, the JRNN 
model, etc., are available in the literature as a result of the various methods in which 
these recurrent connections may be constructed. The ERNN model, which has four 
layers overall, comprises the input layer, a hidden layer, an output layer, and a fourth 
layer called the context layer. The JRNN model’s unit-delayed output is coupled to 
each hidden layer neuron through an adjustable feedback loop [3]. 

This paper is broken up into six pieces. Section 1 of the article provides a general 
outline. The nonlinear dynamical systems that were employed in this work are thor-
oughly detailed in Sect. 2. In Sect. 3, an ANN is used for nonlinear dynamic system 
identification, and Sect. 4 uses a backpropagation method for parameter training. 
Section 5 provides simulation results and modeling for system identification. In 
Sect. 6, the conclusions are provided. A list of references is then given. 

2 Structures of ERNN, DRNN, and JRNN Models 

Figures 1, 2, and 3 demonstrate the relevant structural diagrams for the ERNN, JRNN, 
and DRNN systems for all three of these neural network structures, the hidden layer 
count is assumed in this study as being equal to 1. The Elman recurrent neural 
network’s topology is illustrated in Fig. 1, and DRNN and JRNN structures are 
illustrated similarly in Figs. 2 and 3. There are three hidden neurons in each of these 
neural networks’ hidden layers. The induced field vector V(k) stands for the output 
of the hidden neurons. In these neural network architectures, the induced field vector
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(sum of synaptic) of hidden neurons is expressed by V(k) = {v1(k), v2(k)....vr(k)} 
where r is the number of hidden neurons. Within each of these neural networks, the 
linear activation function is used for output neurons, whereas the tangent hyperbolic 
function is used for hidden neurons. since the output of each can have a wide range 
of values. The output weight vector (which links the output of recurrent neurons to 
the output neuron) is represented by W O(k) = {w0 

1(k), w
0 
2(k) . . . w

0 
r (k). All of these 

neural networks take into account r = 3 hidden neurons. The following formula may 
be used to calculate the induced field of any rth recurrent neuron. Every rth hidden 
neuron’s output at any kth moment is: 

Sr(k) = f [Vr(k)] = f

[∑
p 

W I (k)Xp(k)

]
(1) 

Fig. 1 Architecture of ERNN model 

Fig. 2 Architecture of DRNN model
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Fig. 3 Architecture of JRNN model 

3 Nonlinear Dynamical System Identification with Neural 
Networks 

A particular standard of system model quality must be met after the identification 
operation. Therefore, the system identification process must be properly selected. 
The selection of the model structure to which the supplied system belongs is a step 
in the identification process. In the mathematical representation of a plant, an input 
x is given to a function f, which produces an output y. To complete the identification 
challenge, use the following function f approximation [11]. There are two ways 
for nonlinear system identification process series-parallel identification and parallel 
identification. To understand the process of identification, 

yp(k + 1) = f [yp(k), yp(k − 1) . . .  yp(k − n + 1)] +  
m−1∑
i=0 

bix(k − i) (2) 

where yp(k + 1) represents the plant’s value for a single step forward and x(k) 
represents the system’s current input. n is the plant’s order, in this case. 

The structure of the series–parallel type determines the value of external input 
both now and in the past, as well as the current and past outputs of the plant to 
determine the immediate benefit of the next neural network output. In the parallel 
type mode, the neural network’s next value is decided by taking into account both 
its output’s present and historical values as well as its external input’s present and 
historical values [12,13]. The difference between series–parallel and parallel training 
is that in the former, the output is sent back into the network’s input, by utilizing the 
previous values of the series–parallel configuration, it is able to predict the system’s 
upcoming output.
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4 Parameter Training Using Backpropagation Algorithm 

The weight update equations are obtained using a learning approach. We employed 
the dynamic back propagation approach to obtain the weight modification equations. 
This section just briefly discusses this strategy because it is well known and often 
used in the literature. It minimizes an objective function using the gradient descent 
technique. The aim of the training is to modify the model weights to decrease the 
identification error e(k). The difference between the predicted and actual answers is 
what is referred to as the error. Error = Expected output−Actual output. It may be 
claimed that the mistake is the crucial element that defines how the weights of the 
perceptron should be changed [4]. The weight update equation is constructed by first 
selecting an objective function to be used. Instantaneous mean square error serves 
as the study’s main parameter (MSE) [14]. The description is as follows: 

E(k)= 
1 

2 
e2 (k) (3) 

e(k) = y(k) − yn(k) (4) 

5 Simulation Results and Discussion 

The performance of the ERNN, JRNN, and DRNN models are compared using one 
nonlinear system. In the simulated example, the initial weights are randomly selected 
for better convergence, the learning rate is set to 0.0046, and only 3 hidden neurons 
are taken into consideration within every sample. 

Example:- Let’s assume that the difference equation provides the plant’s dynamics 
as given in [15]: 

y(k) = f {y(k − 1), y(k − 2), y(k − 3), r(k − 1), r(k − 2), r(k − 3)} (5) 

f = 
y(k − 1)y(k − 2)y(k − 3)r(k − 2){r(k − 3) − 1} +  r(k − 1) 

1 + [y(k − 2)]2 + [y(k − 3)]2 (6) 

The plant’s current value is determined by six inputs, including delayed values of 
its own and three earlier values of the input, as can be seen from the given difference 
equation. For all identifiers, the two signals are treated as inputs. 

Where the external input considered is 

r(k) =
{
sin(pi ∗ k/45) if 0 < k ≤ 650 
1.05 ∗ sin(pi ∗ k/45) if 650 < k ≤ 900 

(7)



350 K. Saini et al.

A comparison of the mean square error (MSE) in Fig. 4 and the mean average 
error (MAE) in Fig. 5 obtained during the training procedure shows that the plot 
response of the DRNN identification model is superior to that of the JRNN and 
ERNN identification models in the scenario where the learning rate is set at 0.0046 
and the learning is ongoing for 500 epochs. 

In this illustration, the comparative analysis is carried out using simulation results 
and discussion, and the outcomes are presented in Table 1 in terms of mean square 
error (MSE) and mean average error (MAE). Figures 6, 7 and 8 illustrate the validation 
results from the ERNN, JRNN, and DRNN models, respectively, and in Fig. 8, DRNN  
identification model is also validated with some random inputs.

Fig. 4 MSE achieved during training with multiple neural networks 

Fig. 5 MAE achieved during training with multiple neural networks 
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Table 1 Comparison of statistical error obtained at the end of training 

Sr. no. Model MSE MAE 

1 ERNN 0.00029 0.0151 

2 JRNN 0.00025 0.0143 

3 DRNN 0.00015 0.0113 

Fig. 6 Response received during the validation test from the ERNN model 

Fig. 7 Response received during the validation test from the JRNN model
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Fig. 8 Response received during the validation test from the DRNN model 

6 Conclusion 

Three recurrent neural networks—the Elman recurrent neural network (ERNN), 
Jordan recurrent neural network (JRNN), and diagonal recurrent neural network 
(DRNN)—are compared in this article. Backpropagation learning approach is 
employed to adjust the weights and for tuning. A performance evaluation of the 
models is conducted based on the statistical error using mean square error (MSE) 
and mean average error (MAE); It is shown in Table 1 that the DRNN model has a 
low mean square error and mean average error, which is 0.00015 and 0.0113, respec-
tively at the end of training. Based on the simulation results, it can be concluded that 
the DRNN identification model performs better than the ERNN and JRNN identifi-
cation models. The output response of the DRNN model is very close to the desired 
response, suggesting that it may also mimic the behavior of the physical system. It is 
discovered from the data which have been obtained that the DRNN model’s response 
recovered rapidly, followed by the ERNN and JRNN identification models. 
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A Crest Factor-Based Voltage Sag 
Quantification Method 

Priyanka Yadav, Padmanabh Thakur, Ashutosh Dixit, and Parvesh Saini 

Abstract A fast detection and an accurate estimation of the voltage sags duration 
are highly desirable in the design and development of power quality (PQ) indices & 
mitigating devices. Therefore, in this work, a new method, based on crest factor 
(C.F), has been presented for the accurate quantification of the voltage sag. The 
window-based technique has been used for the estimation of the ‘C.F’. Further, the 
voltage sag signal, from the IEEE database, has been considered to test the efficacy 
and correctness of the proposed method. It has been revealed that the estimated 
duration is exactly the same as the real voltage sag duration. Also, the proposed 
method shows efficacy by providing the exact information about the voltage sag 
initiation and recovery. The outcomes of the proposed method are compared with 
the other existing voltage sag quantification methods. It is shown that the proposed 
method provides 0% error in the estimation of sag duration while the R.M.S, peak, 
and hybrid voltage have 34%, 40%, and 3%, respectively. Additionally, the detection 
delay of the proposed method is found zero while the peak voltage method provides 
a maximum delay of 16.75 ms. Therefore, the method presented in this work is not 
only efficient in the estimation of the duration but also capable of the detection of 
voltage sag and waveform distortion. 

Keywords Crest factor · Peak voltage · R.M.S voltage · Voltage sag · Detection ·
Point on wave
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1 Introduction 

Voltage sags are regarded as one of the most serious issues for the utilities as well as 
for the end users because of their high frequency of occurrence and tremendous cost 
of downtime (COD) [1–7]. The CODs, existing due to the voltage sags, are estimated 
as $50 000 per event [6, 7] or may be as high as 10% of the yearly turnover of the 
industry [8]. Also, the financial impacts, associated with the voltage sags, are found 
more stronger than those of due to short interruption because of their high frequency 
of occurrence, i.e., 20–30 times per year [6, 7]. In addition, the various adverse 
impacts of the voltage sags, such as spurious tripping of ASDs [9], partial or complete 
extinguishing of LED Lamps [10], PLC malfunction [11], disconnection of a wind 
turbine from the grid [12], stalling of directly-fed motors [13], etc., were already 
highlighted in various research works. Therefore, characterization, classification, 
detection, and mitigation of voltage sags have now become the top business priority 
to reduce the huge economic impacts connected with it. 

Generally, a reduction in the root mean square (R.M.S) voltage for a specific 
duration of time is considered as the voltage sags [14]. The magnitude and dura-
tion are widely adopted as the most important indices for the characterization and 
classification of voltage sags [1–5]. The voltage sag magnitude lies between 10 and 
90% of the nominal voltage with a duration between 0.5 cycles and 30 cycles for 
the instantaneous, 30 cycles-3 s for the momentary, and 3 s–1 min for the temporary 
voltage sags [14, 15]. Also, the reduction in the R.M.S voltage magnitude, between 1 
and 90% [16] or short interruption [17], has been considered as the special condition 
of voltage sags. The consistent definition for the duration of voltage sag also differs 
from one standard to another. Usually, the voltage sags duration, as defined in various 
standards, is given in the range from 0.5 cycles to 1 min [14, 15] or usually less than 
1 s [18]. 

Basically, the majority of the industrial equipment trips due to the voltage sags 
existing due to power system faults [1–6]. However, the energization of a trans-
former or starting large 3-phase induction motor (3-Φ IM) has also the capability of 
producing voltage sags but the impacts of such sags on equipment are not very severe 
[1]. Therefore, in this work, voltage sags, existing due to the power system faults, 
are considered for the analysis. The voltage sag, existing due to the power system 
faults and starting of three phase induction motor are simulated in MATLAB® and 
are shown in Fig. 1a, b, respectively.

It is obvious from Fig. 1a, b that the voltage sag magnitude due to induction motor 
starting is approximately 0.81 p.u. whereas it is 0.36 p.u due to the fault existing in 
the power systems. In other words, it can be said that the voltage sags that arise 
due to power system fault is more severe than that due to induction motor starting. 
Therefore, most of the research works, related to the characterization, classification, 
and detection of voltage sags, address the voltage sag existing due to the power 
system faults [1–6]. 

Also, the various power acceptability curves, such as CBEMA, ITIC, SEMI, and 
IEC 61000-4-11, were developed by the industrial expert to know the acceptability
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Fig. 1 Voltage sags due to power system faults and 3-Φ IM starting

limits of the quality of power supply for the proper working of the equipment [4, 19]. 
In fact, these curves are useful to test the sensitivity of industrial processes to voltage 
sag. The ITIC and IEC curves are represented in Fig. 2 for better understanding 
[19]. In Fig. 2, twenty-three voltage sag data have been considered to check their 
acceptability. It is obvious that only twelve voltage sag data pass the limit, as defined 
by ITIC, whereas only one data fails to qualify the voltage acceptability as defined by 
IEC. The purpose of representing Fig. 2 is only to reveal the importance of the accurate 
estimation of voltage sag magnitude and duration. Any erroneous quantification of 
these characteristics may result in the wrong location of the point in acceptability 
curves. Consequently, the voltage quality that qualifies in the acceptability curve test 
may start malfunctioning in real-time environment. Further, using the magnitude and 
duration of the voltage sag various power quality (PQ) indices were also developed 
to get relevant information from the database. The PQ indices are found suitable for 
deciding the equipment and safety specifications. 

Therefore, several research works were carried out for the quantification of the 
voltage sags. Three methods, namely R.M.S, peak, and, fundamental voltage compo-
nent methods were presented for the characterization and detection of the voltage
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sags [1, 24]. However, these methods are found suitable in the estimation of the 
magnitude but not the durations. The limitation of these methods, as discussed in the 
next section, can be highlighted as [1, 4, 24]: 

(1) The overestimation of the sag duration in the R.M.S voltage and fundamental 
voltage component methods. 

(2) The peak voltage method underestimates the voltage sags duration. 
(3) Also, the detection delay, as achieved by these methods, is very large. 

Further, a hybrid method has also been suggested for the accurate estimation 
of the duration using the combination of peak and R.M.S voltages [4]. However, 
the error produced by the hybrid method is small, i.e., 3% (underestimation) but 
its implementation is found complex as it takes two-step for the estimation of sag 
duration. In [20], a wavelet transform (WT) based approach has been considered 
for the estimation of various characteristics of the voltage sags. In the study, as 
presented in [20], firstly fundamental voltage component is derived and then the WT 
is applied for the quantification of voltage sags, accurately. Further, the point of wave 
characteristics is estimated using the help of instantaneous signals. In the same line, as 
presented in [20], the magnitude and duration of voltage characteristics are estimated 
using the most suitable mother wavelet in [21]. However, the characteristics, as 
presented in [4, 20, 21], are more precise than the R.M.S, peak, and fundamental 
voltage component method but complex. Further, the hybridization of integrator and 
delay transform has been used in [22]. In this study, firstly integrator has been used 
to extract the phase angle and fundamental voltage, and then delay transform is 
implemented to construct a quadrature component. However, this method detects 
the sag in 1 ms but with the high computational burden. Further, the d-q transform 
and WT have been applied for the quantification of the voltage sags [23]. The d-q 
transform fails to detect the start and recovery of the voltage sags [23]. Therefore, 
a WT-based approach has been suggested for the identification of the start and end 
of the voltage sags [23]. The major issues with the WT-based methods are large 
the computational burden and the selection of an accurate mother wavelet [22]. In 
addition, there are several other methods of sag detection have also been presented 
but most of the methods have a detection delay of almost either 2 ms or more than 
2 ms [24]. 

Usually, the PQ disturbances (PQDs) inject the harmonic component in the voltage 
and current signals which results in the distortion in the waveform. This distortion in 
the waveforms is identified by the various protecting devices for the tripping of the 
unhealthy parts of the power systems. Additionally, a PQ index, namely, the ‘crest 
factor (C.F)’ has also been discussed in the various research works as well as in 
the standards for the evaluation of the PQDs [25–28]. The normal range of C.F in 
proper working conditions of linear, non-linear, and computer systems has also been 
incorporated in [22]. Any deviations in ‘C.F’ from the normal value indicate the 
injection of PQDs. Moreover, the ‘C.F’ has also been used in various research work 
for analyzing the power quality in power substations from educational buildings [26], 
investigating the impacts of CFL and LED on PQ [27], the impacts of voltage sags on 
adjustable speed drive [28], etc. However, the importance of ‘C.F’ in the assessment
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of various impacts was incorporated in several research works but has seldom been 
used in the quantification of the voltage sags. Nowadays, measuring instruments, with 
the capability of measurement of the ‘C.F’, are commonly available. Therefore, this 
PQ index can also be used for the quantification of voltage sags. 

Considering the importance of the ‘C.F’, a new method for the quantification of 
the voltage sags has been discussed in this paper. It is shown that the proposed ‘C.F’ 
based quantification method is not only accurate in the quantification of the various 
characteristics of the voltage sags but at the same time it also provides the sensitivity 
and level of the harmonic components available in voltage sag signals. 

2 Crest Factor-Based Quantification Method 

2.1 Fundamental of the Crest Factor 

According to the IEEE Std, the ratio of peak to R.M.S voltage is termed as crest 
factor (C.F) [25]. Quantitively, it is given as [25] 

C.F = 
Peak V oltage 

R.M .S V oltage 
= 

Vmax 

VR.M .S 
(1) 

For a pure sinusoidal waveform, the R.M.S and peak voltage are related as 

VR.M .S = 
Vmax √

2 
(2) 

Therefore, from (1) and (2), the magnitude of ‘C.F’ for a pure sinusoidal signal will 
always be a constant and equal to 1.414. Any deviation and oscillation in ‘C.F’ from 
the normal value represent the injection of PQDs in the voltage or current signals. 
Therefore, through the deviation and oscillation of ‘C.F’ the duration of the PQDs 
can easily be estimated. Indeed, the point of initiation and recovery of the voltage 
sags contains a large amount of the harmonic’s component. Consequently, there will 
be a sharp change in ‘C.F’ at these points. Hence, it would be easy to identify a 
point on wave (POW) of voltage sag recovery and initiation through the proposed 
method. Further, the time interval between these POWs provides the duration of the 
voltage sags and hence the proposed method is not only suitable for the estimation 
of the duration but also proficient in the detection of the voltage sag event. Accurate 
detection of voltage sags is highly desirable for the quick restoration of power systems 
and consequently in the reduction of the cost of downtime associated with it.
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2.2 Estimation of Crest Factor 

The foremost challenge of the proposed technique is to get ‘C.F’ under the condition 
of voltage sag as neither the R.M.S voltage nor the peak voltage remains constant 
during the event due to the presence of high harmonic components [1]. There is 
an oscillation in both R.M.S and peak voltage during the voltage sag intervals [1]. 
Therefore, in the proposed method, the following steps have been considered for the 
estimation of ‘C.F’ of recorded voltage signals: 

(1) The R.M.S voltage of the voltage sag signal is evaluated by means of a window-
based technique as suggested in [1, 24]. The R.M.S voltage is quantitively given 
as: 

VR.M .S =
[
|
|
√

1 

N 

N
∑

k=1 

v2 k (3) 

In the method, as suggested in [1], the R.M.S voltage of any sample point is 
the R.M.S voltage of the samples, existing in one cycle, before the point. 

(2) The peak value is estimated, using the quantitative definition, as given in (4) [1, 
4, 24] 

Vmax = peak(v(k − N + 1) : k)) (4) 

Here, the peak value on any sample point is the peak value of one cycle window 
behind this sample point. The same technique has also been used in [1, 4]. 

(3) Now using (1), (3), and (4), the ‘C.F’ has been estimated for fast detection of 
voltage sag start and recovery as well as for the estimation of the duration of 
the event. 

3 Validation of the Proposed Technique 

The test voltage signal, as given in the IEEE database and in [1, 4], is considered in 
this study to check the effectiveness of the ‘C.F’ based quantification method. The 
recorded voltage sag test signal is shown in Fig. 3 [1].

Using the concept, as discussed in [1], the R.M.S and peak voltage of the test 
signal are estimated and are shown in Fig. 4. The threshold value for the estimation 
of the voltage sags duration is considered as 90% of the nominal voltage [1, 14, 15].

The following observations can be highlighted in Fig. 4:

(1) The sag duration, as estimated with the R.M.S voltage method, is 3.2 cycles 
while the real duration of voltage sag in the test signal is 2.4 cycles [1, 4]. 
Therefore, the R.M.S voltage method provides the overestimation in the sag 
duration. The same result has also been discussed in [1] and [4].
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Fig. 3 Recorded voltage sag signal [1]
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(2) The duration, as obtained with the peak voltage method, is 1.44 cycles and hence 
underestimation in the sag duration as the real duration is 2.4 cycles. 

(3) Further, it is obvious from Fig. 4, that both peak and R.M.S voltage give delay 
in detection of POW of sag initiation. The delay in the detection of the voltage 
sags is not desirable when fast mitigation is required. 

Considering the limitations, as discussed in points 1–3, the proposed method uses 
the PQ index, namely, ‘C.F’ to get accurate duration and fast detection of the voltage 
sag. Using (1), (3), and (4), the ‘C.F’ of the recorded signal has been evaluated and 
shown in Fig. 5.

The mean value of the ‘C.F’ in the complete cycle, as estimated by the proposed 
method, is 1.60 while in the deeper portion of the waveform, it is found as 1.44. From 
Fig. 5, the attributes of the proposed method can be highlighted as:
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(1) The ‘C.F’ starts oscillation from normal value (=1.414) as voltage sag start. 
Therefore, the proposed ‘C.F’ based quantification method provides zero delay 
in the detection of the voltage sags. 

(2) Similarly, it can be seen that there is a large and sharp deviation in ‘C.F’ at  
the POW of the voltage sag recovery. The difference between the initiation and 
recovery point, as obtained with the proposed method, is 2.4 cycles (=3.59– 
1.19). The actual duration of the recorded signal is also 2.4 cycles and hence 
the proposed method provides zero error in voltage sag duration. 

(3) Additionally, the oscillation in ‘C.F’ indicates that the distortion in the voltage 
signal from the pure sinusoidal waveform during voltage sag interval. 

(4) The proposed method detects the deviation in ‘C.F’ due to the presence of the 
noise or harmonics contents existing in the signals. Hence, the presence of the 
noise makes the proposed method robust. 

Further, the T.H.D of the recorded signal, as shown in Fig. 3, has also been 
estimated and is shown in Fig. 6. Firstly, three intervals, that include (i) point of 
sag initiation, (ii) point in during sag interval, and (iii) point of recovery, have been 
selected as the starting point and then one cycle window length has been considered 
for the estimation of the T.H.D. It is evident from Fig. 6 that the values of T.H.D are 
high, i.e., more than 40%, for the windows that include the point of initiation and 
recovery points of the voltage sags. The high values of T.H.D at these points indicate 
the existence of a large amount of the harmonic contents. Also, it can be seen from 
Fig. 5, that there large oscillation in the ‘C.F’ at the point of initiation and recovery.

Based on the results, as shown in Figs. 5 and 6, it can be said that the oscillation 
in the ‘C.F’ is more noticeable in the transition interval, i.e., when the amount of 
harmonics components are higher than the steady state conditions. Therefore, the 
proposed method of sag detection is also robust under the condition of transition.
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Fig. 6 Value of T.H.D in different intervals

Further, the results, as obtained with the proposed ‘C.F’-based method, are 
compared with R.M.S voltage, peak voltage, hybrid, and WT-based methods to check 
its accuracy and effectiveness. The comparative analysis is summarized in Tables 1 
and 2. 

It is evident from the comparative results of Tables 1 and 2, that the proposed 
method provides more accurate result than the R.M.S, peak voltage, hybrid, WT-
based, and wavelet energy-based methods. However, the methods, as presented in 
[20, 21], provide almost the same result as obtained with the proposed method but 
this method is complex. However, the WT-based methods for the quantification and

Table 1 The comparative analysis of the estimated duration 

Methods Actual duration 
(In cycles) 

Estimated duration 
(In cycles) 

% Error  

R.M.S voltage [1] 2.4 3.2 34 

Peak voltage [1] 2.4 1.44 40 

Hybrid method [4] 2.4 2.32 3.33 

WT-based method [20] 2.4 2.41 0.41 

Wavelet energy [21] 2.4 2.401 0.083 

Proposed method 2.4 2.4 0
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Table 2 The comparative analysis of delay in detection 

Methods Real POW of sag 
Initiation (in ms) 

Estimated POW of sag 
initiation 
(in ms) 

Delay in detection (in  
ms) 

R.M.S voltage [1] 19.83 22.16 2.33 

Peak voltage [1] 19.83 36.58 16.75 

Hybrid method [4] 19.83 22.16 2.33 

WT-based method 
[20] 

19.83 20.41 0.583 

Wavelet energy [21] 19.83 20.03 0.2 

Proposed method 19.83 19.83 0

detection of voltage sags are highly recommended in research where high precision is 
required. Unfortunately, the selection of the mother wavelet and its implementation 
are the major challenges. The proposed ‘C.F’ based method is simple in implemen-
tation and efficient in estimating POW and duration, simultaneously. Further, the 
level of distortion and harmonic components, required in voltage sag mitigation, can 
easily be identified with the magnitude of ‘C.F’ and hence the proposed method 
would also be suitable in the designing of the mitigation device. 

4 Conclusions 

In this work, a novel method for the quantification and detection of the voltage sag 
has been presented. The PQ index, namely, crest factor (‘C.F’) has been used for the 
quantification and detection of the voltage sags. Using the window-based technique, 
the ‘C.F’ of the recorded voltage sag signal, is estimated for the quantification of 
the voltage sag. The results, as obtained with the proposed method, are compared 
with the existing methods, such as R.M.S voltage, peak voltage, hybrid, and WT-
based methods. Through the comparative analysis, it has been revealed that the 
proposed method has only 0% error in the voltage sag duration while R.M.S and 
peak voltage methods have 34% and 40%, respectively. However, the WT-based 
technique also provides a very small % error in the value of sag duration, i.e., on 
0.41%, quantification with WT is found complex. Further, it has been shown the 
proposed ‘C.F’ based quantification method is not only accurate in the estimation 
of the duration but also identifies the POW precisely with zero delay. The voltage 
sag detection delay in the peak voltage method is found highest, i.e., 16.75 ms, and 
hence this method is usually not recommended for the detection of voltage sags. In 
a nutshell, the attributes of the proposed method can be highlighted as: 

(1) The % error in the estimation of duration is found zero. 
(2) The delay in the detection is found zero. 
(3) Also, provides information about the level of waveform distortion.
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Therefore, considering these attributes, the proposed ‘C.F’-based technique 
can be recommended as the fast, simple, and accurate voltage sag detection and 
quantification technique. 
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