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Everyday, our brains receive massive, yet often noisy and redundant informa-
tion from different sensory channels. In the last two decades, numerous psy-
chophysical experiments have demonstrated that humans integrate different 
sources of sensory information in a statistically optimal or near-optimal way 
to improve perceptual decisions. These studies have covered many modalities 
including vision, audition, somatosensory, vestibular, proprioceptive cues, 
etc., suggesting it is a general principle of brain function. In contrast to the 
dramatic progress achieved in psychophysics, how multisensory integration 
is mediated by the brain remains far less understood. Fortunately, in recent 
years, owing to the state of the art in non-invasive and invasive techniques 
developed and applied in humans and animals, respectively, we have begun to 
shed light on the black box of multisensory integration in the brain across 
spatial and temporal domains. This book aims to highlight recent findings in 
neurophysiology that may underlie multisensory integration functions in the 
brain.

In Chaps. 1–3, by combining animal behavioural performance, neuro-
physiological recordings, and computational modelling, researchers discuss 
multisensory integration effects and their potential neural correlates. 
Multisensory integration, by comparison to the underlying single cues, often 
lies close to predictions from Bayesian optimal integration theory, yet some-
times these can also deviate.

In Chaps. 4 and 5, researchers examine more complex environments, 
when there are conflicting signals, how the brain decides to combine them 
(assuming that they arise from the same source) or segregate them (if con-
cluding that they arise from different sources). Such “causal inference” hap-
pens frequently in our daily lives for example, during a cocktail party we face 
multiple sources of visual and auditory cues at the same time and need to 
correctly pair the auditory and visual information from the person we are 
talking to.

Chapters 6–8 discuss how different cues are associated through brain 
oscillations, to form a unified percept of an object.

Chapters 9 and 10 discuss neural plasticity of multisensory processing, in 
different temporal scales, from seconds and minutes, to as long as across the 
life span.

Thus, this book covers broad topics including cue integration, perceptual 
decision-making, causal inference, spatial reference frames, synthesis, and 
plasticity. Importantly, it emphasizes recent findings from neurophysiology 

Preface



vi

and their link with behavioural perception. This is achieved by combining 
psychophysics, neurophysiological recordings, neural activity manipulations, 
and computational modelling, which has been applied by many researchers in 
the field. With these efforts, research of multisensory brain function has pro-
vided an indispensable building block towards our future understanding of 
the brain. Critically,  this basic research can also benefit future clinical appli-
cations and the design of brain-inspired artificial intelligence (AI), particu-
larly, in complex, and dynamic environments.

Shanghai, China Yong Gu  
Ramat Gan, Israel  Adam Zaidel  
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1Decentralized Neural Circuits 
of Multisensory Information 
Integration in the Brain

Wen-Hao Zhang

Abstract

The brain combines multisensory inputs 
together to obtain a complete and reliable 
description of the world. Recent experiments 
suggest that several interconnected multisen-
sory brain areas are simultaneously involved 
to integrate multisensory information. It was 
unknown how these mutually connected mul-
tisensory areas achieve multisensory integra-
tion. To answer this question, using 
biologically plausible neural circuit models 
we developed a decentralized system for 
information integration that comprises multi-
ple interconnected multisensory brain areas. 
Through studying an example of integrating 
visual and vestibular cues to infer heading 
direction, we show that such a decentralized 
system is well consistent with experimental 
observations. In particular, we demonstrate 
that this decentralized system can optimally 
integrate information by implementing 
sampling- based Bayesian inference. The 
Poisson variability of spike generation pro-
vides appropriate variability to drive sam-
pling, and the interconnections between multi-
sensory areas store the correlation prior 

between multisensory stimuli. The decentral-
ized system predicts that optimally integrated 
information emerges locally from the dynam-
ics of the communication between brain areas 
and sheds new light on the interpretation of 
the connectivity between multisensory brain 
areas.

Keywords

Multisensory integration · Decentralized 
architecture · Sampling-based Bayesian 
inference · Coupled network dynamics

1.1  Introduction

Our brain is bombarded with inputs from differ-
ent sensory modalities, including visual, audi-
tory, touch, vestibular, etc. These different forms 
of inputs usually contain the information of the 
same object in the world, and thus they can be 
combined in the brain to form a coherent and 
complete picture of the world (Knill and Pouget 
2004; Ernst et  al. 2004). For example, when 
walking, the visual inputs x1 (optic flow) and ves-
tibular inputs x2 (body movement) both contain 
the information of self-motion direction (Bertin 
and Berthoz 2004), and the brain can integrate 
them to increase the reliability of the estimate of 
self-motion direction. The information integra-
tion seems ubiquitous across different sensory 

W.-H. Zhang (*) 
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modalities and/or different features. For example, 
the brain is able to optimally integrate visual and 
auditory inputs to estimate the object location 
(Alais and Burr 2004), integrating the motion and 
texture information for depth estimation (Jacobs 
1999), the integration of visual and propriocep-
tive inputs for hand position (van Beers et  al. 
1999), and the visual and haptic information inte-
gration for estimating the object height (Ernst 
and Banks 2002), and so on.

1.1.1  The Bayesian Model 
of Multisensory Integration

A vital problem the brain faces in multisensory 
integration is the ubiquitous noises in the external 
world and the ones in the brain. Here the noise 
refers to the disturbances corrupting the signal, 
rather than sound. The noises eliminate a fixed 

relation between the stimulus and observed inputs, 
making the inputs stochastic and can be naturally 
described by a probabilistic model. Using the 
visual and vestibular integration for heading direc-
tion as an example, denote the visual and vestibular 
stimulus direction as s1 and s2, respectively. Each 
stimulus sm  (m  =  1, 2) independently generates a 
cue input xm observed by multisensory neurons in 
the brain, which can be regarded as stochastic sen-
sory transmission from external stimulus to the 
responses of neurons in unisensory cortex (com-
paring Fig. 1.1a, b). The stochastic process from sm 
to xm can be described by a likelihood distribution, 
p(xm| sm), which describes how much likely that 
each observed xm is generated from sm.

The ubiquitous noises pose a computational 
challenge that the inputs are unreliable, and the 
brain needs to adjust the importance of multisen-
sory inputs based on their reliability (noiseness 
level). Supposing you are in a dark environment 

a

d

b c

Fig. 1.1 (a) The probabilistic generative model describ-
ing the generation of unisensory inputs. (b) A conven-
tional centralized framework to integrate multisensory 
inputs, where a single dedicated multisensory brain area 
combines the feedforward inputs from unisensory areas. 

(c) A decentralized architecture of multisensory integra-
tion where several interconnected multisensory areas 
achieve the multisensory integration concurrently. (d) An 
example of computing the posterior of stimuli s1 and s2 by 
multiplying the likelihood function and prior distribution

W.-H. Zhang
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and then the visual inputs are less reliable than 
the vestibular inputs, the estimate of your self- 
motion direction should more rely on the vestibu-
lar inputs, and vice versa. This implies that the 
multisensory integration in the brain is not a fixed 
process but should be dynamically adjusted based 
on input statistics. In theory, Bayesian inference 
is the optimal way to deal with the uncertainty 
from noises, and numerous studies suggest that 
the brain performs Bayesian inference to com-
bine multisensory inputs in estimating latent 
stimulus (e.g., Ernst and Banks 2002).

Performing Bayesian inference to estimate the 
latent stimuli (s1 and s2) requires the brain stores 
an internal model of the world (Fig. 1.1a), which 
includes two parts: One is the likelihood func-
tion, p(xm| sm), as described above (Fig. 1.1d, left); 
and another is the prior distribution, p(s1, s2), 
describing how the two latent stimuli are distrib-
uted and correlated in the world (Fig. 1.1d, mid-
dle). When the multisensory brain area receives 
two cue inputs, i.e., x1 and x2, it utilizes the inter-
nal model to invert the generative process 
(Fig. 1.1a) and synthesize the posterior distribu-
tion of the latent stimuli (Fig. 1.1d, right),

 
p s s x x p x s p x s p s s1 2 1 2 1 1 2 2 1 2, | , | | , ( ) ∝ ( ) ( ) ( ).  

(1.1)

The posterior distribution is regarded as the 
perception of the stimulus, as reported by exten-
sive studies (e.g., Knill and Pouget 2004; Ernst 
et al. 2004; Yong et al. 2008). It is worth noting 
that Bayesian inference outputs a whole posterior 
distribution depicting the probability of every 
possible value of s, rather than merely a single 
estimate of stimulus. In a concrete example, sup-
pose the likelihood and prior are both modeled as 
Gaussian distributions (Fig. 1.1d),

 
p x s x sm m m m m( | | , ) ,= ( )− Λ 1

 

 
p s s s s s1 2 1 2

10, | , ( ) ∝ −( )− Λ .
 (1.2)

where  x sm m m| , Λ−( )1
 denotes a Gaussian distri-

bution of xm with mean sm, and the precision 
(inverse of variance) Λm. Λm controls the reliability 
of the sensory transmission, with a larger value 
denoting smaller noise associated with xm. Note 
that the prior only captures the correlation between 

two stimuli which is determined by Λs, while the 
marginal prior of each stimulus, p(sm), can be cal-
culated as a uniform distribution for simplicity. A 
larger Λs indicates the two stimuli are more corre-
lated, which is exhibited by a narrower band along 
the diagonal line (Eq. 1.1, middle). Then the pos-
terior of stimulus s1, p(s1| x1, x2) is also a Gaussian 
distribution (Fig. 1.1d, right), whose mean, s1 and 
precision, Ω1, are (see details in Eq. 1.16),

 Ω Λ Λ Λ1 1 1

1

2

2
1

= + +( )− − −
, 

 
s x x1

1

1 1 1

1

2

2
1

2= + +( )





− − − −
Ω Λ Λ Λ .

 
(1.3)

The posterior of s2 can be similarly obtained 
by changing indices in the above equation. We 
see the posterior precision is larger than the pre-
cision of likelihood, indicating the estimation 
accuracy is increased after integrating multisen-
sory inputs (the spread of posterior is smaller 
than likelihood, Fig. 1.1d), which is a benefit of 
multisensory integration. Moreover, the posterior 
mean is weighted average of two inputs, with the 
weight of each input is determined by its preci-
sion (reliability). Hence, the Bayesian inference 
naturally considers the importance of each cue 
input by its reliability. Apart from multisensory 
integration, the Bayesian inference has been 
framed as a computational basis underlying a 
wide spectrum of perceptual processes, including 
decision-making (Gold and Shadlen 2001), sen-
sorimotor learning (Körding and Wolpert 2004), 
object recognition (Kersten et  al. 2004), visual 
processing (Yuille and Kersten 2006), and so on.

1.1.2  Towards the Neural 
Architecture of Multisensory 
Integration

How exactly the neural circuits implement the 
Bayesian inference in multisensory integration 
remains not very clear. There are two main chal-
lenges in answering this question. First, how the 
abstract probability distribution involved in the 
Bayesian inference of multisensory integration 
(Eq. 1.1) is represented in concrete neuronal pop-
ulation activities which could be recorded in an 

1 Decentralized Neural Circuits of Multisensory Information Integration in the Brain
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experiment? Second, how the neural circuit com-
putes the posterior distribution by combining the 
information in likelihood and prior as shown in 
Eq. (1.1)? The above two challenges are related 
to representation and algorithm in the famous 
framework of three levels of analysis proposed 
by David Marr (2010). Different forms of repre-
sentation and algorithm will directly lead to 
 different neural architecture to implement the 
computation. Below let’s summarize two possi-
ble neural architecture which can implement 
multisensory integration.

A conventional perspective (implicitly) 
assumes a centralized architecture (Fig.  1.1b), 
where a single multisensory brain area receives 
the feedforward inputs from unisensory brain 
areas to combine multisensory inputs to infer the 
posterior of latent stimulus (Ma et  al. 2006; 
Alvarado et al. 2008; Magosso et al. 2008; Ursino 
et  al. 2009; Ohshiro et  al. 2011; Makin et  al. 
2013). A neural coding theory (Ma et  al. 2006; 
Jazayeri et al. 2006) suggested that the multisen-
sory integration (Bayesian inference) can be 
achieved by linearly summing feedforward inputs 
in a multisensory area, as long as the inputs from 
unisensory brain areas are independent Poisson 
spike trains. Although the centralized architec-
ture is simple and has been widely used in engi-
neering (e.g., Srivastava et  al. 2012), it suffers 
from the burden of the computational center 
(multisensory area) and the susceptibility of 
being paralyzed once the multisensory area fails.

In contrast to the centralized architecture, the 
computation of multisensory integration (poste-
rior) can be distributed to several multisensory 
brain areas, which is called decentralized archi-
tecture (Fig. 1.1c) (Zhang et al. 2016; Zhang and 
Wu 2013; Durrant-Whyte and Henderson 2016). 
The decentralized architecture is composed of 
several interconnected multisensory areas, and 
no area is located at the center of the system 
topology, and hence the whole system is robust to 
local damage. Each multisensory area firstly 
computes a local result and then communicates 
with each other to update their results. Eventually, 
the final result of the computation emerges from 
the interaction loop between multisensory areas. 
This decentralized architecture is consistent with 

recent findings that many interconnected multi-
sensory areas concurrently contribute to the 
visual and vestibular integration to infer heading 
direction (Yong et al. 2008; Chen et al. 2011a, b, 
2013; Yong et  al. 2016). It was found that the 
neurons in dorsal medial superior temporal 
(MSTd) area (Yong et al. 2006, 2008), and ven-
tral intraparietal (VIP) area (Chen et  al. 2011a, 
2013) optimally integrate the information 
(Fig.  1.1c). And there are abundant reciprocal 
connections between the two multisensory areas 
(Boussaoud et al. 1990; Baizer et al. 1991). Apart 
from MSTd and VIP, the area of the posterior syl-
vian fissure (VPS) (Chen et  al. 2011b), frontal 
eye field (FEF) (Yong et  al. 2016), also show 
similar multisensory responses (not shown in 
Fig. 1.1c). Furthermore, inactivating either MSTd 
or VIP will not block the integrative behavior of 
the animal, but only decrease the accuracy of the 
estimate of heading direction (Yong et al. 2012; 
Chen et al. 2016). This is strong evidence in sup-
porting the decentralized architecture (Fig. 1.1c) 
but rejecting the centralized architecture 
(Fig. 1.1b).

1.2  A Decentralized Network 
of Multisensory Integration

To study how the decentralized architecture with 
interconnected multisensory areas implements 
the Bayesian inference in multisensory integra-
tion, we built a neural circuit model with suffi-
cient biological details. For simplicity, we first 
consider a minimal decentralized system which is 
only composed of two reciprocally connected net-
works (Fig. 1.2a, b), mimicking the interactions 
between MSTd and VIP. The decentralized archi-
tecture has the capability of extending to more 
networks as will be shown later. Both networks 
receive the feedforward inputs from unisensory 
(visual and vestibular) areas (Fig. 1.2c). Moreover, 
we ignored the cross-feedforward connections in 
anatomy (dashed arrows in Fig.  1.1c) which 
allows us focus on how in a decentralized system 
the reciprocal connections between two areas 
achieve the integration. This simplification 
doesn’t influence the result substantially, in that it 

W.-H. Zhang
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a b

ced

Fig. 1.2 (a) A minimal decentralized network for multi-
sensory integration consists of two interconnected net-
works where each network receives an independent input 
from a sensory cue. (b) The detailed network structure of 
the decentralized system in (a). Each network is modeled 
as a continuous attractor network. Circles on the green 
ring represent excitatory neurons whose preferred stimu-
lus direction θ is indicated by the direction of the arrow 
inside. Another pool of inhibitory neurons (red disk) is 
driven by all excitatory neurons and generates negative 
feedback with a math form of divisive normalization. 
Black arrows indicate excitatory synaptic connections 

whose weight is represented by the grey scale; red lines 
are inhibitory connections. (c) The evoked responses in 
unisensory areas provide feedforward inputs to multisen-
sory neurons. The unisensory responses are modeled as 
independent Poisson spikes whose firing rate has Gaussian 
profile tuning over the stimulus direction. (d) Recurrent 
and reciprocal connections in the network model are 
translation-invariant in the feature space, that is, the con-
nection strength between two neurons depends on their 
distance in feature space only. (e) The divisive normaliza-
tion provided by inhibitory neurons transfers the synaptic 
input into firing rate

was found MSTd (VIP) is dominated by visual 
(vestibular) inputs (Yong et al. 2016; Chen et al. 
2011c). With this simplification, the recurrent 
connections between two networks (multisensory 
areas) are the only media to convey the inputs 
from another sensory modalities.

1.2.1  The Network Model

The multisensory neurons in both MSTd and VIP 
have bell-shaped tuning functions (mean firing 
rate) over the heading (stimulus) direction s 
(Yong et al. 2008; Chen et al. 2013). To repro-
duce this neuronal tuning in the network, each 
network (multisensory area) was modeled as a 
continuous attractor network (CAN), which is a 

canonical neural circuit model to explain the cir-
cuit mechanism of encoding and processing of 
continuous stimulus features such as moving 
direction (Zhang 1996), orientation (Ben-Yishai 
et  al. 1995; Rubin et  al. 2015), spatial location 
(Samsonovich and McNaughton 1997; Burak 
and Fiete 2009), and so on. For simplicity, I 
assumed each network in the model has the same 
structure, and the same number of neurons. Each 
network contains a population of excitatory (E) 
neurons (neurons arranged on a ring, Fig. 1.2b), 
and a pool of inhibitory (I) neurons (red circle, 
Fig.  1.2b). Every neuron in the network has 
Poisson variability mimicking the variability 
associated with spike generation (Eq.  1.17), 
which implies that the neuronal response is sto-
chastic even if the feedforward input is fixed. 

1 Decentralized Neural Circuits of Multisensory Information Integration in the Brain
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Later, I will show the Poisson spiking variability 
is important for the network to implement the 
Bayesian inference in multisensory integration. 
Below I only describe the main characteristics 
and mechanisms of the network model, and the 
mathematical equations of the network are shown 
in Appendix for readers who have interests.

Each E neuron in the network is uniquely 
identified by its preferred value θ over the stimu-
lus direction s. And it was assumed that the pre-
ferred values of all E neurons are uniformly 
distributed on the range of stimulus direction (the 
ring in Fig. 1.2b). This ensures the information of 
stimulus direction s can be always encoded by a 
portion of E neurons no matter what the value of 
s is. Since stimulus direction is a periodic vari-
able, i.e., s ∈  (−π, π], the E neurons are effec-
tively arranged on a ring space (Fig. 1.2b), thus 
the network is also called as a ring network.

In contrast, the inhibitory (I) neurons in the 
network are not tuned to the heading direction. 
That is the firing rate of I neurons will not change 
with stimulus direction s but will change with the 
input intensity. In the network, the I neurons are 
only driven by E neurons, and then provide nega-
tive feedback to E neurons to keep the stability of 
network activities (Fig.  1.2b, red arrows). For 
simplicity, in the model the effect of inhibitory 
neurons is implicitly modeled as divisive normal-
ization, which is a widely observed phenomenon 
across cortex (Eq.  1.19, Carandini and Heeger 
2012). The divisive normalization is resulted 
from PV inhibitory neurons (Niell 2015) and acts 
as an activation function which turns the instanta-
neous synaptic inputs of E neurons into their 
instantaneous firing rate (Fig. 1.2e).

1.2.2  Recurrent Connections 
in the Network

The tuning of E neurons in the network is an 
emergent property from the recurrent connec-
tions between E neurons. The connection strength 
between two E neurons within the same network 
only depends on their distance on the ring (the 
disparity between their preferred stimulus direc-
tion θ), specifically, which is modeled as a 

Gaussian function decaying with preferred stim-
ulus difference between two E neurons (the blue 
line in Fig. 1.2d, Eq. 1.18).

The E neurons across networks are also inter-
connected with each other, whose connection 
profile is also assumed to have the same Gaussian 
profile with recurrent connections within the 
same network for simplicity (Fig.  1.2d, green 
line; Eq. 1.18). That is, the connections between 
E neurons within the same network or across dif-
ferent networks have the same width a but could 
have different peak connection strength 
(Fig. 1.2d). I will use wmn (m, n = 1, 2) to denote 
the peak connection strength in the network 
model, where wmm denotes the peak recurrent 
strength within the same network, and wmn (m ≠ n) 
denotes the one from network n to network m. 
Note that there are no inhibitory connections 
across networks, and also no connections from E 
neurons in a network to the I neurons in another 
network (Fig. 1.2b). For simplicity, the connec-
tion strength in two networks, and the reciprocal 
connections between two networks are set to be 
symmetric with each other, i.e., 
w w w w w wr r

rc
r r

rp11 22 21 12= ≡ = ≡, . However, the 
feedforward inputs applied to each network can 
be different as shown below.

1.2.3  Feedforward Inputs 
from Unisensory Brain Areas

Each network receives the feedforward inputs 
from a corresponding unisensory area, for exam-
ple, MSTd neurons receive the feedforward 
inputs from MT, and VIP neurons receive the 
feedforward inputs from PIVC (Figs.  1.1c and 
1.2a). Only E neurons in each network directly 
receive the feedforward inputs, while the I neu-
rons in the network do not. For simplicity, I 
assumed the number of neurons in a unisensory 
area is the same as the number of E neurons in a 
multisensory area, NE. The feedforward connec-
tions from unisensory neurons to the multisen-
sory neurons in the network is also modeled to 
have the same Gaussian profile with the recurrent 
connections in the network (Fig. 1.2d, Eq. 1.18), 
with peak connection strength denoted as wf.

W.-H. Zhang
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The stimulus sm evokes the responses of uni-
sensory neurons Im, for example, the visual (ves-
tibular) stimulus evokes the responses of MT 
(PIVC) neurons. Given the stimulus sm, the 
responses of unisensory neurons Im are modeled 
as independent Poisson spike counts and have 
Gaussian tuning (mean firing rate) over sm (Ma 
et al. 2006; Jazayeri et al. 2006). Therefore, the 
probability of observing a unisensory neurons’ 
response given stimulus can be described by the 
following probabilistic model,

 
p s sm m j

N
mj m

EI I| Poisson( ) = Π ( )⎡⎣ ⎤⎦=1 < > ,
 

 
< >Imj m m

f s as R e mj m( ) = =( )- -( )θ
2 22

1 2
/

, ., 
 (1.4)

Rm
f denotes the intensity (peaking firing rate) 

of unisensory neurons’ responses, which is deter-
mined by the stimulus strength, for example, the 
intensity of inputs from visual area (MT) 

increases with the motion coherence of random 
moving dots (optic flow) of the visual stimulus. θj 
is the preferred stimulus (direction) sm of jth uni-
sensory neuron providing inputs to network m, 
which is also assumed to be uniformly distributed 
on the range of sm for simplicity.

1.3  Neuronal Responses 
in the Decentralized 
Network

It is instructive to show the neuronal responses in 
the network model to demonstrate its biological 
plausibility. Mimicking experimental protocols 
(Yong et al. 2008; Chen et al. 2013), I firstly com-
pared the network activities in response to a stimu-
lus from either sensory modality, and the stimuli 
from both modalities simultaneously (Fig.  1.3a). 
Given a pair of stimuli (s1 and s2), the unisensory 

a

c

b

Fig. 1.3 Neuronal population responses in the decentral-
ized network. (a) Illustration of three stimulus conditions 
applied to the network. (b) An example of population 
activities in two networks in response to the stimulus con-
ditions shown in (a) in temporal order. Both cues are static 

and located at 0°. The color encodes the firing rate of the 
population activity. (c) The population activity is a family 
of bell-shaped bumps, with the position on the stimulus 
subspace (x-axis) determined by the direction of cue 
inputs. The figure is adapted from Zhang et al. (2016)

1 Decentralized Neural Circuits of Multisensory Information Integration in the Brain
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neurons’ responses were randomly generated 
(Eq. 1.4), and then applied to the decentralized net-
work. The population response in each network m, 
rm, has a Gaussian profile (Fig. 1.3b, c), as a conse-
quence of Gaussian feedforward inputs, and the 
Gaussian-profile recurrent connections in the net-
work, which is consistent with experimental data. 
When only the stimulus s1 is presented, the network 
1 has stronger responses than network 2 since it 
directly receives the feedforward inputs from cor-
responding unisensory neurons. When both stimuli 
are simultaneously presented to the network, the 
responses in both networks are enhanced compared 
with the one in either single stimulus conditions.

Although the multisensory integration is 
achieved collectively by all neurons in the net-
work, it was found that single neurons in multi-
sensory areas optimally integrate information, 

which is exhibited by the fact that the neuromet-
ric function built from single neurons’ activities 
is consistent with the prediction of Bayesian 
inference (Eq. 1.3) (Yong et al. 2008; Chen et al. 
2013). The neurometric measures the proportion 
of discriminating the stimulus direction based 
solely on a single neurons’ response (Fig. 1.4c). 
In particular, the slope of the neurometric func-
tion characterizes the accuracy of the estimate, 
whose inverse, called the discrimination thresh-
old, is related to the posterior variance (Ernst and 
Banks 2002). Therefore, we could compare the 
discrimination threshold in combined cue condi-
tions (when two cue inputs are presented simulta-
neously) with the Bayesian prediction of the 
variance (Eq. 1.3). Figure 1.4c shows the neuro-
metric functions under three stimulus conditions 
of the same example neuron which prefers −40∘ 

a

e f

b c d

Fig. 1.4 Single neurons’ responses in the decentralized 
network. (a) The tuning curve (mean firing rate over the 
stimulus direction) of an example in network 1 under 
three cueing conditions. The example neurons prefer stim-
ulus direction of −40°. Error bar denotes one standard 
deviation of firing rate fluctuation across trials. (b) 
Responses of the example neuron in a narrow range of 
stimulus direction values. (c) The example neuron’s neu-
rometric functions which denote the correct fraction of 
judging the stimulus direction to be larger than 0◦. Lines: 
cumulative Gaussian fit of the neurometric function. (d) 
The neuronal discrimination thresholds of the example 
neuron in three stimulus conditions compared with 
Bayesian prediction. The actual neuronal discrimination 

thresholds in the case of combined cues are not signifi-
cantly different with the Bayesian prediction (p = 0.044, 
n = 50, unpaired t-test). (e) The bimodal tuning curve of 
neurons changes with the reliability of inputs. The curves 
at the left and the bottom of each contour are unimodal 
tuning curves in response to either cue. The cue 1’s inten-
sity, R f

1 , decreases from left to right plots, whereas cue 2’s 
intensity, R f

2 , is fixed. (f) The two-dimensional tuning 
curve fitted as a linear model of the two unimodal tuning 
curves is shown on the left and at the bottom. The figure 
shows the combination weight of two cues with respect to 
the relative intensity of cue 1. The figure is adapted from 
Zhang et al. (2016)

W.-H. Zhang



9

direction in network 1. The neurometric function 
was computed based on the firing activities of the 
single neurons (Fig. 1.4b) via the analysis called 
receiver operating characteristics (ROC) (Yong 
et al. 2008; Chen et al. 2013; Britten et al. 1992). 
The slope of the neurometric function in com-
bined cue conditions (Fig.  1.4c, green line) is 
steeper than those under single cue conditions. 
Moreover, the discrimination threshold of the 
neurometric function under combined cues is 
consistent with the Bayesian prediction, suggest-
ing the single neurons in the decentralized net-
work optimally integrate the multisensory 
information, which is consistent with experimen-
tal findings (Yong et al. 2008; Chen et al. 2013).

Since optimal multisensory integration weighs 
each input based on its reliability (Eq. 1.3), it is 
expected that a neuron’s activity will be domi-
nated by the input which is more reliable, called 
reliability-based combination (Morgan et  al. 
2008). Note that the dynamical weight of cue 
input is not a result of synaptic plasticity (learn-
ing), in that the cue input weight is changed trial 
by trial which is in a time scale of milliseconds, 
and thus is much shorter than the time scale of 
synaptic plasticity which has a time scale of 
hours. To reproduce this in the decentralized net-
work, we fix the reliability of cue input 2 while 
increasing one of cue input 1. In the model, the 
stimulus reliability is determined by the firing 
rate of unisensory responses (Rf

m in Eq.  1.4), 
which is supported by the fact that the firing rate 
of MT neurons (Fig. 1.1c) increases with motion 
coherence of the visual optic flow. With low reli-
ability of cue input 1 (low firing rate of cue input 
1), the shape of the bimodal tuning is dominated 
by cue input 2 (Fig. 1.4e, left). As the reliability 
of cue input 1 increases, the bimodal tuning grad-
ually dominated by stimulus 1 (Fig. 1.4e). When 
fitting the bimodal tuning as a linear model of 
two unimodal tuning curves (Fig. 1.4e, marginal 
plot), the weight of cue input 1 increases with the 
reliability of cue 1, while that of cue input 2 
decreases with cue 1’s reliability (Fig. 1.4f). All 
of above results suggest the decentralized net-
work is a biologically plausible circuit model in 
reproducing the phenomena observed in neuro-
physiology experiments (Zhang et al. 2016).

1.4  Bayesian Inference 
in the Decentralized 
Network

Next I study the representational and algorithmic 
mechanism that how the decentralized network 
implements the Bayesian inference in multisen-
sory integration. That is, how the network com-
putes the posterior distribution and represents it 
distributively in neuronal population activities? I 
will perform theoretical analysis to unveil the 
underlying mechanism of the network and use 
numerical simulation to confirm the analysis.

1.4.1  Feedforward Inputs Convey 
the Likelihood Distribution

The feedforward inputs from the unisensory neu-
rons convey the stimulus information. Inverting 
the probabilistic model of the unisensory neu-
rons’ responses (Eq. 1.4) can tell us how much 
likely an observed Im is evoked by a stimulus, i.e., 
the likelihood (probability) of a value of sm which 
induces the Im. Combining the two lines in Eq. 
(1.4), we have (see detailed derivation in 
Appendix),

 p s s x mm m m m mI | | ,� � � � � �� �� , ,� 1 1 2  (1.5)

where

 

x am
j mj j

j mj
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mj� �

�
� ��

I

I
I

�
, .� 2

 

(1.6)

Comparing Eqs. (1.1) and (1.5), we see a sin-
gle snapshot of unisensory response Im with 
Poisson variability across trials (Eq. 1.4) repre-
sents the whole likelihood function of stimulus 
direction sm, and thus it encodes the Gaussian 
likelihood used in the abstract probabilistic 
model (Eqs.  1.1–1.3). The Gaussian likelihood 
encoded by Im is determined by the Gaussian tun-
ing of unisensory neurons (Eq.  1.4, Ma et  al. 
2006; Jazayeri et al. 2006).

The mean, xm, and the precision (inverse of 
variance), Λm, of the likelihood can be read out 
linearly from Im

f  by using a linear decoder called 
population vector (Georgopoulos et  al. 1986) 
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(Eq. 1.6). Geometrically, the mean xm represents 
the position (center of mass) of Im on the ring 
space of the moving direction; and the precision 
is proportional to the magnitude (or the sum of 
spikes) of Im. Note that the explicit decoding of 
likelihood parameters from unisensory neurons’ 
responses (Eq.  1.6) is only served as a way to 
evaluate the stimulus information conveyed by 
unisensory neurons, but which doesn’t require 
the neural network has such explicit mechanism 
to read out the likelihood.

The observed cue input, xm, and the whole 
likelihood distribution, p(xm| sm) is represented by 
a single snapshot of Im. Meanwhile, the posterior, 
p(s1, s2| x1, x2) (Eq.  1.1), is conditioned on given 
observed cue inputs (x1 and x2). Therefore, next 
we study how the decentralized network in 
responses to temporally fixed unisensory 
responses Im and computes the posterior.

1.4.2  The Network Dynamics 
on the Stimulus Subspace

The low-dimensional stimulus evokes the activi-
ties of a population of neurons, which indicates 
the stimulus information is distributed across the 
whole network. Furthermore, this implies that 
there must be a low-dimensional subspace (mani-
fold) in the high-dimensional neuronal response 
which corresponds to the change of stimulus. 
Finding the network dynamics on this stimulus 
subspace is critical to understand how the net-
work computes and represents the posterior dis-
tribution. Therefore, we performed perturbative 
analysis to analytically derive the direction cor-
responding to stimulus subspace (the ring as 
shown in Fig.  1.2b), and then project the high- 
dimensional neural dynamics onto the stimulus 
subspace (Zhang et al. 2016, 2020) (Fig. 1.5).

Given fixed feedforward inputs, the network 
dynamics on the stimulus subspace is governed 
by a Langevin dynamics (see detailed derivation 
in Appendix),

 

d
dt

wt
r

U t
r f

f t
r

s U t
s

s s� � � � � �� ��� �� � � �� ��
� � �

2
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s =r
t t

r
t
rs s1 2,

T� �  denotes the instantaneous posi-
tion of population activity of both networks on 
the stimulus subspace at time t. Each smt

r  can be 
read out from instantaneous neuronal activity in 
network m, rmt, by using a linear decoder called 
population vector (Georgopoulos et  al. 1986), 
which is resulted from the Gaussian profile popu-
lation activity in each network,

 
s jmt
r

j
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j
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(1.8)

In Eq. (1.7), L specifies the peak reciprocal 
input strength between networks and determines 
the interaction strength between smt

r  in each 
network,

 
L L Lmn mn

r
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(1.9)

where Rn is the peak firing rate of network n 
(Eq.  1.23), and wmn

r  is the peak strength of the 
connections from network n to network m 
(Eq. 1.18).

The second term inside the bracket in Eq. 
(1.7) characterizes the influences of the feedfor-
ward inputs from unisensory neurons. x = (x1, x2)T 
is the observed stimulus (direction) conveyed by 
feedforward inputs (Eq. 1.6). Df ,� � �diag R Rf f

1 2  
is a diagonal matrix denoting the peak value of 
input neurons’ responses (Eq. 1.4) and represents 
the reliability of cue input (comparing Eqs. 1.4 
and 1.6). wf is a scalar variable denoting the feed-
forward connection strength (Eq. 1.18). In addi-
tion, DU =  diag (U1, U2) is also a diagonal matrix 
denoting the peak value of synaptic input bump 
in every network (Eq. 1.23).
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a b c

Fig. 1.5 (a) The Langevin sampling which can approxi-
mately infer the posterior of two-dimensional stimulus 
features. Black contour: the posterior. The trajectory col-
ors indicate the elapsed time. The curves on the top and 
right denote marginal posteriors (solid line: empirical dis-
tribution; shaded line: posterior from theory). (b) The 

equilibrium variance of samples does not change with 
sampling time constant τs  (circle: empirical result; solid 
line: theoretical derivation). (c) The auto correlation func-
tion of samples over time. The figure is adapted from 
Zhang et al. (2020)

The Gaussian-white variability (Eq. 1.17, the 
last term) is exclusively from the internal Poisson 
variability of spike generation since the feedfor-
ward inputs are fixed over time. It is worth noting 
that the Poisson variability on single neurons 
becomes the Gaussian-white variability on the 
stimulus subspace, which is resulted from the 
Gaussian profile of recurrent connections in the 
network (Eq. 1.23). � �s a2 8 3 3� � �F /  is a con-
stant unchanged with respect to the feedforward 
inputs and network responses, with F character-
izes the Fano factor of neurons. It determines 
how effective the Poisson variability on single 
neurons is transferred to the Gaussian-white vari-
ability in the stimulus feature subspace.

1.4.3  Approximate Inference 
of the Posterior by Sampling

The decentralized network has stochastic neuro-
nal responses from internal Poisson variability, 
even if the feedforward inputs are fixed over 
time. The stochastic neuronal response suggests 
that the network may implement sampling-based 
inference to approximate the posterior. The sam-
pling is a type of Markov chain Monte Carlo 
(MCMC) algorithms widely used to numerically 
approximate the posterior (Bishop 2006). 
Previous theoretical studies also suggest the sto-
chastic neural dynamics may implement 

sampling- based inference, for example, (Hoyer 
and Hyvärinen 2003; Fiser et al. 2010; Hennequin 
et  al. 2014; Savin and Deneve 2014; Aitchison 
and Lengyel 2016; Orbán et al. 2016), with the 
neuronal response variability as a hallmark of 
sampling.

The sampling-based inference can be imple-
mented by using a Langevin dynamics (Welling 
and Teh 2011; Neal et  al. 2011), which has a 
similar form with Eq. (1.7). Mathematically, the 
Langevin sampling performs stochastic gradient 
ascent on the manifold of the log-posterior of 
stimulus, which is written as,
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/ ��  (1.10)

where ξt is a multivariate independent Gaussian- 
white noise which induces fluctuations to drive 
the sampling process and satisfies that 
〈ξt(i)ξt′(j)〉  =  δijδ(t −  t′), with δij the Kronecker 
delta function and δ(t − t’) the Dirac delta func-
tion. Figure 1.5a plots an example trajectory of 
stimulus samples walking randomly on the sur-
face of the posterior distribution, which is char-
acterized by the temporal correlation of stimulus 
feature samples decays exponentially over time 
(Fig. 1.5c). τs is a positive number or a positive 
definite matrix which doesn’t influence the equi-
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librium distribution of samples st (Fig. 1.5b), but 
only determines the temporal speed of sampling 
(Fig. 1.5c).

The sampling-based inference is a stochastic 
algorithm to numerically approximate the 
 posterior through time. The algorithm randomly 
draws stimulus samples, st over time. After col-
lecting sufficient number of samples, their empir-
ical distribution is able to approximate the 
posterior (Eq.  1.1) with certain accuracy, i.e., 
p(s| x) ≈ T−1∑tδ(s − st). Indeed, it can be com-
puted that the mean and covariance matrix of 
stimulus samples st generated by Eq. (1.10) is the 
same as the posterior mean and covariance, 
respectively (Eq. 1.16).

There are two crucial features of Langevin 
sampling so as to correctly sample the posterior, 
i.e., the empirical equilibrium distribution of 
samples is the same as the posterior. First, the 
injected variability to drive sampling should be 
independent (white) Gaussian (Eq.  1.10, last 
term). Comparing Eqs. (1.7) and (1.10), we see 
the Gaussian white variability in the stimulus 
subspace is guaranteed in the network model, 
which is resulted from the Gaussian profile of 
population activities (Fig.  1.3b). Second, the 
coefficients of the first and the second term on the 
right-hand side (RHS) of Eq. (1.10) should be 
simultaneously determined by the same τs as the 
way described above. We see in Eq. (1.7) the first 
and second term share the same factor τDU, which 
is similar with the τs in Eq. (1.10). We found the 
decentralized network can optimally sample the 
posterior once the connection weight is appropri-
ately adjusted,
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1.4.4  Sampling-Based Inference 
in the Stimulus Subspace 
in Decentralized Network

To confirm the theoretical analysis as shown 
above, we simulated the decentralized network 
model whose connections were set according to 
Eq. (1.11). In the decentralized network, each 

network samples a corresponding stimulus, for 
example, the network 1 samples stimulus s1 and 
the network 2 samples stimulus s2. Therefore, 
given the population activities of the network, we 
individually read out each stimulus sample smt

r  
from the instantaneous population responses 
from network m, rmt by using population vector 
(Eq. 1.8, Fig. 1.6a, b). And then the concatena-
tion of stimulus samples individually read out 
from each network, st

r
t
r

t
rs s� � �1 2,

T

, approximate 
the bivariate posterior (Eq. 1.15).

As an illustration, we plotted the sampling 
distributions generated by the decentralized net-
work under three stimulus conditions (Fig. 1.6b). 
When only cue 1 was presented, the samples gen-
erated from both networks are centered at x1 (the 
observed direction), and the samples of stimulus 
s1 (generated by network 1) has smaller variance 
the sample of stimulus s2 (generated from net-
work 2). This is because the network 2 receives 
the inputs indirectly via network 1. This behavior 
is in accordance with the posterior computed 
from the Bayesian inference (Eq. 1.3): under cue 
1 condition, the sampling variance of stimulus 1 
is V s x1 1 1

1|� � � �� , which is smaller than the vari-
ance of stimulus 2, V s x2 1 1

1

2

1|� � � �� �� � . The 
mean and variance of samples generated from 
both networks are reversed when only cue 2 is 
presented in comparison with cue 1 condition. In 
the combined cue condition, the mean of samples 
shifts towards a position in between x1 and x2 and 
have the smallest variance. Note that the sam-
pling mean of both stimuli are different in the 
combined cue condition when the two cues are 
disparate, which is consistent with the Bayesian 
observer.

We further systematically tested whether the 
decentralized network is able to correctly sample 
the posterior. For simplicity, the connection 
strength in two networks, and the reciprocal con-
nections between two networks are symmetric 
with each other, i.e., 
w w w w w wr r

rc
r r

rp11 22 21 12� � � �, . But the two net-
works can receive different feedforward cue 
inputs. We changed the intensity of each cue 
which is controlled by the peak firing rate of 
feedforward input (Eq. 1.4), as well as the recip-
rocal connection strength between networks wrp. 
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a c f

b

d e g

Fig. 1.6 The sampling-based Bayesian inference in 
decentralized network. (a) The spatiotemporal responses 
of network 1. (b) Each sample of stimulus 1 can be read 
out from the instantaneous population responses in net-
work 1 by a linear decoder of population vector. The sam-
ples of stimulus 2 can be similarly read out from network 
2. (c) The sampling distributions generated by the decen-
tralized network under three stimulus condition, with the 
marginal distributions plotted on the margin. (d, e) The 

comparison of the sampling mean (D) and variance (e) 
under the combined cue condition with the Bayesian pre-
diction. (f) The mean and variance stimulus s1 (read out 
from network 1) when changing the intensity of either cue 
or fixing the intensity of another. Symbols: network 
results; lines: Bayesian model. (g) The sampling mean 
and variance of both stimuli with reciprocal connection 
strength between two networks. The figure is adapted 
from Zhang et al. (2016)

The cue intensity spans a large interval which 
ranges from superadditive to near-saturation 
region of network responses. Figure 1.6d, e com-
pares the mean and variance of samples individu-
ally read out from each network with the marginal 
posterior of corresponding stimulus (Eq.  1.15). 
Indeed, the simulation results show that each net-
work individually samples a corresponding stim-
ulus, and the bivariate posterior is approximated 
by samples from both networks.

In order to confirm the input intensity encodes 
the cue reliability (Eq.  1.6), we varied the reli-
ability of one cue (controlled by the firing rate of 
unisensory neurons, Eq. 1.4) while fixing another 
cue as well as network connections. With increas-
ing cue 1’s reliability, the sampling variance of 
stimulus 1 decreases in a way consistent with 
Bayesian model (Fig.  1.6d, blue lines), and the 
weight of cue 1 becomes larger. Analogous 

results are obtained when changing the reliability 
of cue 2.

1.4.5  The Stimulus Prior Is Stored 
in Reciprocal Connections 
Between Networks

The theoretical analysis suggests that the recipro-
cal connection strength between two networks 
store the prior precision (Eq. 1.11), �s mn

r
nw R� , 

which suggests that a decentralized network with 
stronger reciprocal connections between net-
works stores a more correlated prior. This result 
was also confirmed by network simulation 
(Fig.  1.6g). Increasing reciprocal connection 
strength, wrp, between networks decreases the 
sampling variance of both stimuli, as well as the 
weight of direct cue in both networks (the cue 
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input directly received by feedforward inputs). 
These behaviors are consistent with increasing 
the prior precision Λs in the Bayesian model.

The storage of prior precision in the reciprocal 
connections between networks can be understood 
intuitively (Fig.  1.7). Suppose the prior p(s) is 
uniform (Λs = 0), which means there is no corre-
lation between two stimuli, and then the posterior 
is the same as the likelihood distribution 
(Fig. 1.7a). In this case, the cue input generated 
by one stimulus, for example, s1, doesn’t have 
useful information for the estimation of another, 
for example, s2, and thus there is no integration of 
two cue inputs. As a consequence, the two net-
works in the decentralized system don’t need to 
cross-talk with each other, and only need to reply 
to the likelihood information conveyed by feed-
forward inputs.

In another extreme case, suppose the two 
stimuli are always exactly the same (fully corre-
lated, Λs  = ∞), and the two cue inputs will be 
fully integrated into a single estimate for both 

stimuli. Geometrically, the bivariate posterior of 
two stimuli will collapse onto the diagonal line in 
the 2d plane (Fig. 1.7c, right). Since the estimate 
of two stimuli should be exactly the same, the 
two networks should be fully synchronous with 
each other, which requires the effective recipro-
cal connection strength between networks to be 
sufficiently strong. And then the two networks 
effectively merge into a single big network, simi-
lar with the centralized architecture shown in 
Fig. 1.1b.

In the intermediate case (0 < Λs < ∞, Fig. 1.7b), 
the two stimuli are correlated which implies the 
cue input 1 has information useful for estimating 
stimulus s2. Therefore, the estimate of two stim-
uli is correlated which is exhibited by a tilted 
posterior (Fig. 1.7b, right), but they don’t need to 
be necessarily the same. In this case, the two net-
works are coupled to communicate the informa-
tion from another cue, but the responses and 
stimulus samples in two networks don’t need to 
be exactly the same. This corresponds to the situ-

a

b

c

d

e

f

Fig. 1.7 The reciprocal connections between networks 
store the prior precision characterizing the stimulus cor-
relation. (a–c) The posterior computed based on the same 
likelihood but with different prior distribution. The priors 
have different values of precision Λs (Eq.  1.13), which 

leads to a uniform prior (a), a correlated prior (b), and a 
prior the two stimuli are always exactly the same (c). (d–f) 
The network implementation corresponds to different pri-
ors. Increasing prior precision increases the reciprocal 
connections between networks
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ation that the MSTd and VIP are interconnected 
(Fig. 1.1c), where MSTd infers the visual direc-
tion and VIP infers the vestibular direction.

1.5  A Large-Scale Decentralized 
Network Is Robust to Local 
Failure

In real life, the brain often needs to integrate 
information from more than two sensory cues 
(Wozny et al. 2008). A decentralized architecture 
is flexible to the number of sensory cues due to its 
modular structure, and thus can be easily 
upgraded to arbitrary number of coupled net-
works with each of them receiving and process-
ing an individual cue (Zhang et al. 2016, 2020). 
For example, the integration of three cues can be 

implemented by inserting a third network, which 
receives cue 3, to the aforementioned system 
(Fig.  1.8a). Furthermore, in the general case of 
integration of M cues, a decentralized system can 
be further e to comprise M coupled networks and 
each network receives feedforward inputs from 
its corresponding sensory cue (Zhang et al. 2020).

In the decentralized system with two coupled 
networks, the reciprocal connections between 
two coupled networks store the prior between 
two stimuli. Similarly, we found in a larger 
decentralized system with more coupled net-
works, the reciprocal connections between each 
pair of networks store a prior distribution between 
the stimuli estimate by the two networks. And the 
whole high-dimensional prior stored in the large 
decentralized system is the product of each part 
of prior,
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where Λij measures the correlation between stim-
ulus si and sj and is stored by the reciprocal con-
nection strength between network i and network 
j.

Since there is no network located at the center 
of the whole decentralized system, the whole net-
work is robust to local damage. Suppose we have 
a decentralized system which consists of three 
coupled networks. The damage of one of few net-
works doesn’t impair the rest networks optimally 
integrate the information, i.e., the sampling dis-
tribution of the network under combined cue con-
dition is consistent with Bayesian prediction. For 
example, the network 1 is still able to optimally 
integrate cue 1 and cue 2 no matter whether the 
network 3 exists or not although the sampling 
variance of the stimulus s1 in network 1 increases 
(Fig. 1.8b, green bars). The increase of sampling 
variance can be understood from two perspec-
tives. From the perspective of network dynamics, 
the existing connections between networks help 
to average out noise (Zhang and Wu 2012; 

Kilpatrick et al. 2013). The more excitatory con-
nections a network receives, the smaller sampling 
variance would be, and therefore losing a connec-
tion due to damage subsequently increases the 
sampling variance. From the perspective of 
Bayesian inference, the loss of network 3 changes 
the effective prior of s1 and s2 stored in the decen-
tralized system, from p3(s1, s2) =  ∫ p(s1, s2, s3)ds3 
in three coupled networks to p(s1, s2) in two cou-
pled networks. From Eq. (1.12), it can be calcu-
lated that the prior precision is decreased from 
� � �12 23

1

13

1
1

� �� �� � �
 in three coupled networks to 

Λ12 in two coupled networks, suggesting the prior 
correlation between s1 and s2 is decreased. A 
decrease of the prior precision will cause the two 
cues are integrated in a less degree, and hence the 
sampling variance of s1 increases. However, even 
if the prior is disrupted after blocking a network 
in the decentralized system, the whole system is 
able to optimally combine the likelihood infor-
mation from input and the prior stored in the 
system.
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a b

Fig. 1.8 Robust multisensory integration in a large, 
decentralized network. (a) Architecture of a decentralized 
network consisting of three reciprocally connected net-
works. The insertion of a third network is done simply by 
reciprocally connecting network 3 with other networks. 
(b) After blocking network 3 (shaded bars), the sample of 

stimulus 1 (read out from network 1) in the combined cue 
condition is nevertheless still similar to the Bayesian pre-
diction although its variance increases. Error bars plot one 
standard deviation of the sampling variance obtained from 
100 trials. The figure is adapted from Zhang et al. (2016)

 Appendix

 The Probabilistic Model 
of Multisensory Integration

To ease of computation, I write the likelihood and 
prior (Eq. 1.13) in matrix form,

 
p p s sx x| | , | , s s s s� � � � � � � � � �� � � �1 1, ,�

 
(1.13)

where s = (s1, s2)T and x = (x1, x2)T. Λ =  diag (Λ1, Λ2) 
is a diagonal precision matrix (the inverse of the 
covariance matrix) of the likelihood function. 
The diagonal precision matrix suggests the 
 generation of each xm is conditionally indepen-

dent given sm, i.e., 
p p x s

m
m mx| |s� � � � �

�
�

1

2

. The pre-
cision matrix Λs of the prior p(s) is,

 
�� s s�
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�

�
�

�

�
��

1 1

1 1
,
 (1.14)

with the scalar Λs denotes the correlation 
between s1 and s2. It is worth noting that  
the prior p(s) is not centered on μs (Eq. 1.13) 
since it can be checked that 
p(s) ∝  exp [−Λs(s1 − s2)2/2] which doesn’t con-
tain μs. Notably, according to Eq. (1.13), the 
marginal prior of each stimulus feature is uni-
form, i.e., p(sm) = 1/ws, which is resulted from 
that the determinant of the precision matrix is 
zero, i.e., |Λs| = 0. This form of prior was also 
used in previous studies of multisensory inte-
gration (Bresciani et  al. 2006; Roach et  al. 
2006; Sato et  al. 2007). According to Bayes’ 
theorem, the posterior distribution of the latent 
stimulus s given the observation x is,

p p ps s s s s| | | , x x� � � � � � � � � �� � �� 1 ,
 (1.15)

which is also a bivariate Gaussian distribution, 
with the precision matrix Ω and mean s  given 
by,

 
�� �� �� ��� � � �

s s, .

1› x
 (1.16)
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By expanding the matrix form in the above 
equation, we could arrive Eq. (1.3) in the main 
text.

 Neural Dynamics of the Decentralized 
Network

The decentralized network is composed of two or 
several interconnected networks (Zhang et  al. 
2016), with each network modeled as a continu-
ous attractor network (CAN) (Wu et  al. 2016). 
For simplicity, the two networks have the same 

number of N excitatory neurons with preferred 
stimulus values � j j

N� �
�1

, where θj is the preference 
of the j-th E neuron. We take � j j

N� �
�1

 to uniformly 
cover the range of stimulus sm, where θ ∈ (−π, π] 
satisfying the periodic boundary condition.

CAN is a canonical neural circuit model 
widely used to elucidate the network mechanism 
in coding and processing continuous stimulus 
features (see, e.g., Ben-Yishai et  al. 1995; 
Knierim and Zhang 2012; Si et al. 2008). In the 
continuum limit (θj → θ), the dynamics of cou-
pled CANs is written as,
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(1.17)

where umt(θ) and rmt(θ) denote, respectively, the 
total synaptic inputs and firing rates of the neu-
rons at time t with preferred stimulus sm = θ in 
network m  (m  =  1, 2). τ characterizes the time 
constant of synaptic input, and ρ = N/(2π) is the 
density of neurons covering the stimulus (direc-
tion) space. F denotes the Fano factor of the inter-
nal Poisson variability capturing the variability of 

spike generation. Wmm
r  is the kernel of recurrent 

connections between neurons within the same 
network, Wmn

r  for m ≠ n is the kernel of reciprocal 
connections between neurons from network n to 
network m, and Wm

f  is the kernel of feedforward 
connection. As an example, these kernels all have 
the Gaussian profile and are written as,
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1
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(1.18)

The symbol ∗ represents the convolution, i.e., 
W(θ) ∗ r(θ) =  ∫ W(θ − θ′)r(θ′)dθ′, which implies 
the connection pattern between neurons is 
translation- invariant in the stimulus space, a key 
property of CANs. For simplicity, the feedfor-
ward connection weight wf is assumed to be the 
same across networks, and this doesn’t affect the 
results substantially.

In the model, the neurons convert its synaptic 
input into the firing rate instantaneous, whose 
relation is modeled as divisive normalization 
(Carandini and Heeger 2012; Deneve et al. 1999), 
which is given by
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(1.19)

Here k controls the strength of global inhibi-
tion and [·]+ denotes negative rectification. 
Divisive normalization is extensively observed in 
the cerebral cortex and is considered as a canoni-
cal operation of the cortex. It could be imple-
mented via parvalbumin (PV) inhibitory neurons 
(Niell 2015).

Im(θ) in Eq. (1.17) denotes the response of uni-
sensory neurons (neurons in MT or PIVC, 
Fig. 1.1c) which provides feedforward inputs to 
network m. Im(θ) is modeled as independent spike 
train with Gaussian tunning over stimulus sm 
(Eq. 1.4). Since the neural dynamics is based on 
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rate-based neurons (Eq. 1.17), in network simula-
tion Im(θ) is approximated by Gaussian noise 
with the variance proportional to its mean rate, 
i.e., Im(θ) = 〈Im(θ)〉 + 〈Im(θ)〉ξt, where ξt is an N- 
dim independent Gaussian white noise.

 Unisensory Neurons’ Response 
Convey the Likelihood Function

I present the math details in deriving that a single 
snapshot of the population responses of unisen-

sory neurons (MT or PIVC, Fig. 1.1c) convey the 
whole likelihood function over stimulus direc-
tion. Substituting the firing rate 〈Im(sm)〉 (Eq. 1.4, 
last line) into the Poisson spike generation 
(Eq. 1.4, first line),
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(1.20)

Since the preferred stimulus value of E neu-
rons, � j j

N� �
�1

 of unisensory neurons is uniformly 
distributed in the range of stimulus sm, the sum-
mation inside the last bracket in the above equa-

tion can be treated as a constant irrelevant with 
sm. Moreover, omitting the first term in the above 
equation since it doesn’t contain the term of sm, 
and normalizing the distribution over sm, it arrives
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where
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(1.22)

This is presented in Eqs. (1.5) and (1.6) in the 
main text.

 Theoretical Analysis of the Network 
Dynamics on the Stimulus Subspace

Let’s first compute the mean responses of each 
network in equilibrium state that can be analyti-
cally calculated. Since the recurrent connections 
(Eq. 1.18) and the feedforward inputs from uni-
sensory neurons (Eq.  1.4) both have Gaussian 
profile, the mean network response also has a 

Gaussian profile (Fig. 1.3c) (Zhang and Wu 2013; 
Si et al. 2008; Alan Fung et al. 2010),
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��

R exp / .
2

22
 

(1.23)

where 〈umt(θ)〉 and 〈rmt(θ)〉 denotes the mean syn-
aptic inputs and firing rate of E neurons prefer-
ring stimulus (direction) θ in network m. sm 
denotes the mean position of the population 
response on the stimulus subspace.

In order to study how the decentralized net-
work performs sampling-based inference to 
approximate the posterior, we performed pertur-
bative analysis to derive the network dynamics 
on the stimulus subspace. For each network m, an 
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instantaneous neuronal response is considered to 
be a perturbed response from its equilibrium 
mean, umt(θ)  =  〈umt(θ)〉  +  δumt(θ), with δumt(θ) 
denoting the perturbation. By performing eigen- 
analysis of the perturbative dynamics (the 

dynamics of δumt(θ)), the direction corresponding 
to stimulus sm embedded in neuronal response 
umt(θ) can be analytically derived as the deriva-
tive of the mean neuronal response with stimulus 
(Alan Fung et al. 2010),
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It was found that � �m ms|
r� � corresponds to the 

eigenvector of the perturbative dynamics with the 
largest eigenvalue, which indicates that the net-
work response is dominated by the change along 
the stimulus subspace.

Next we project the high-dimensional dynam-
ics of each network onto the stimulus direction 

(Eq. 1.24), where the projection is computing the 
inner product between ϕm and umt,

 � � � � �m mt m mt d,u u� � � � � � ,  (1.25)

After projection, the network dynamics on the 
stimulus subspace can be derived which is shown 
in Eq. (1.7),
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It can be calculated that the distribution of 
stimulus features sr in equilibrium in Eq. (1.26) is 
a multivariate Gaussian distribution, denoted as 
 s sr r| , ��s

r� � , whose mean s r and covariance of 
ΣΣs

r satisfy the two equations given below:

 L D D x�� �w wf
f

r f
fs = , (1.27)

 L D L Ds
r

s
r�� � �� � � �w w

Tf
f

f
f s�� ��+ 2 2 1� �  

(1.28)

where s = sr
t
r , and ��s

r = s s s st
r r

t
r r�� � �� �

. By equating the equilibrium mean and covari-

ance of stimulus features samples generated by 
the network to that of the posterior of latent stim-
ulus features, i.e., s =r s  and �� ��s

r = �1 (see 
Eq. 1.3), we can derive the network connections 
which are necessary to correctly sample the pos-
terior. It can be verified that 
L D� � � ��w f

f s� �2
1

2 �� can satisfy the 
requirement �� ��s

r = �1. Substituting this condition 
into Eqs. (1.27) and (1.28), we get the required 
network connections which can enable the net-
work dynamics utilizing Langevin dynamics to 
sample posterior of stimulus features, which are,
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2From Multisensory Integration 
to Multisensory Decision-Making

Qihao Zheng and Yong Gu

Abstract

Organisms live in a dynamic environment in 
which sensory information from multiple 
sources is ever changing. A conceptually com-
plex task for the organisms is to accumulate 
evidence across sensory modalities and over 
time, a process known as multisensory 
decision- making. This is a new concept, in 
terms of that previous researches have been 
largely conducted in parallel disciplines. That 
is, much efforts have been put either in sen-
sory integration across modalities using activ-
ity summed over a duration of time, or in 
decision-making with only one sensory 
modality that evolves over time. Recently, a 
few studies with neurophysiological measure-
ments emerge to study how different sensory 
modality information is processed, accumu-
lated, and integrated over time in decision- 
related areas such as the parietal or frontal 
lobes in mammals. In this review, we summa-
rize and comment on these studies that com-
bine the long-existed two parallel fields of 
multisensory integration and decision- making. 

We show how the new findings provide insight 
into our understanding about neural mecha-
nisms mediating multisensory information 
processing in a more complete way.

Keywords

Multisensory integration · Decision-making · 
Vestibular · Optic flow

Animals live in a sensory world where they are 
exposed to different types of information from 
the surrounding environment, as well as from 
oneself. However, noise is always accompanied 
with information, more or less, causing uncer-
tainties when animals detect or discriminate sig-
nals. The brain has evolved two strategies to 
overcome the uncertainty embedded in the sen-
sory channels. One is to reduce the uncertainty of 
individual modalities by integrating sensory 
inputs from different modalities, and the other is 
to reduce the interference of transient noise by 
integrating signals over some time. The process 
of information integration across modalities is 
the so-called multisensory integration (Stein 
et al. 2020; Hou and Gu 2020; Chandrasekaran 
2017; Ursino et al. 2014; Seilheimer et al. 2014; 
Fetsch et al. 2013; Angelaki et al. 2009; Stein and 
Stanford 2008), whereas the process of informa-
tion integration over time is the so-called 
decision- making, or more specifically, perceptual 
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decision-making (Najafi and Churchland 2018; 
Hanks and Summerfield 2017; Raposo 2016; 
Summerfield and de Lange 2014; Shadlen and 
Kiani 2013; Gold and Shadlen 2007). The combi-
nation of these two processes is thus defined as 
multisensory decision-making (Bizley et  al. 
2016; Raposo 2016).

The two fields of multisensory integration and 
decision-making have developed in parallel for a 
long time in the past. In particular, the field of 
multisensory integration mainly focuses on com-
parison of neuronal activity across different stim-
ulus conditions in polysensory cortices (Smith 
et al. 2017; Gu et al. 2016; Yau et al. 2015; Fetsch 
et al. 2013; Chen et al. 2008, 2011a, b, c, 2013; 
Angelaki et al. 2011; Gu et al. 2006, 2008). By 
contrast, the field of perceptual decision-making 
commonly uses a single sensory modality (e.g., 
visual for most of the time) paradigm to study 
accumulation of sensory evidence over a temporal 
domain in sensory-motor transformation cortices 
such as the posterior parietal cortex or the pre-
frontal cortex (Li et  al. 2016; Churchland et  al. 
2011; Kravitz et  al. 2011; Bisley and Goldberg 
2010; Churchland et al. 2008; Gold and Shadlen 
2007; Roitman and Shadlen 2002; Shadlen and 
Newsome 1996, 2001). Recently, the two fields 
start to fuse, developing the cross- cutting field of 
“multisensory decision-making” (Coen et  al. 
2021; Hou et  al. 2019; Nikbakht et  al. 2018; 
Raposo et al. 2012, 2014; Sheppard et al. 2013).

This chapter reviews recent research advances 
in the field of multisensory decision-making at 
the behavioral, neurophysiological, and compu-
tational modeling levels and provides an outlook 
on the future of this field.

2.1  Computational Modeling

The computational essence of multisensory 
decision- making can be understood with the help 
of normative models (Fetsch et al. 2013) that has 
been used in multisensory integration and per-
ceptual decision-making separately.

Firstly, multisensory integration is considered 
as a Bayesian inference process (Ma 2019). 

Assuming that the probability of occurrence of 
stimulus s is P(s), an observer makes two esti-
mates of the same stimulus s using both senses, 
denoted as r1 and r2, respectively. Due to sensory 
uncertainty, the observation of r1 and r2 in the 
case of stimulus s is also a probabilistic event, 
denoted as P(r1, r2| s). Now, how should the 
observer infer the value of stimulus s based on 
senses r1 and r2? Mathematically, this can be 
solved by maximizing the posterior probability: 
P(s| r1, r2). The posterior could be expanded by 
Bayesian formula as P(r1, r2| s)P(s)/P(r1, r2), 
where P(r1, r2| s) is likelihood function and P(s) is 
the prior. Since our ultimate goal is to solve for s, 
and P(r1, r2) does not contain s, this term can be 
ignored. Thus, the formula can be further written 
as P(s| r1, r2) ∝ P(r1, r2| s)P(s). If it is assumed that 
r1 and r2 are conditionally independent with 
respect to s and s is uniformly distributed, then 
the above equation is further simplified as: P(s| r1

, r2) ∝ P(r1| s)P(r2| s). Under the uniform prior, the 
maximum posterior probability method is also 
known as the maximum likelihood estimation 
because the posterior probability has been 
reduced to a likelihood function. As long as we 
take the s that maximizes this probability, then 
we have completed the solution and can prove 
that this approach is optimal. Such an observer is 
also known as an “ideal observer” (Landy et al. 
2011; Doya et al. 2006; Knill and Pouget 2004; 
Knill and Richards 1996).

If we further assume that the likelihood func-
tions P(r1| s) and P(r2| s) follow a Gaussian distri-
bution, then using the maximum likelihood 
method, we can obtain that s inferred from a sin-
gle cue ri also follows a Gaussian distribution, 
which can be noted as a Gaussian distribution 
with mean μi and variance σ i

2 i  =  1, 2, respec-
tively. And the s inferred from the two modality 
cues also follow a Gaussian distribution, denoted 
as a Gaussian distribution with mean μcomb and 
variance σ comb

2 , with the following relations 
(Ursino et al. 2014; Fetsch et al. 2013; Angelaki 
et al. 2009; Ernst and Banks 2002):
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To date a large number of behavioral experi-
ments have demonstrated that integration 
between different species and modalities approx-
imately satisfies Bayesian optimal integration 
theory. For example:

 1. Visual-tactile integration in humans (Knill 
and Saunders 2003; Ernst and Banks 2002).

 2. Visual-auditory integration in humans 
(Sheppard et  al. 2013; Raposo et  al. 2012; 
Alais and Burr 2004; Battaglia et al. 2003).

 3. Visual-proprioceptive integration in humans 
(Sober and Sabes 2005; van Beers et al. 1999).

 4. Visual-vestibular integration in macaques 
(Zheng et  al. 2021; Hou et  al. 2019; Chen 
et al. 2013; Fetsch et al. 2011; Gu et al. 2008).

 5. Integration of visual and electrical stimulation- 
evoked proprioception in macaques (Dadarlat 
et al. 2015).

 6. Visual-auditory integration in rats (Raposo 
et al. 2012, 2014; Sheppard et al. 2013).

These studies suggest that multisensory inte-
gration mechanisms may be conserved across 
species and modality combinations.

Bayesian integration model explains the 
behavior of multisensory integration very well in 
many cases; however, this model ignores an 
important factor—time. Bayesian models do not 
consider the time course of multisensory integra-
tion (Drugowitsch and Pouget 2012) and only 
predict two time-independent parameters, psy-
chophysical thresholds and biases. In fact, how-
ever, the stimuli and the corresponding reliability 
may vary over time in the experiment, and param-
eters like reaction-time is an important perfor-
mance indicator in many situations.

In perceptual decision models, time is an 
essential and critical parameter. The process of 
making a decision based on sensory input is con-
sidered as the temporal integration of the deci-
sion variable with noisy sensory input and finally 
reaching a decision bound to make a decision. 
This decision model is called the drift-diffusion 
model (DDM) (Ratcliff and McKoon 2008; 

Ratcliff and Smith 2004; Ratcliff and Rouder 
1998; Ratcliff 1978). For example, in a typical 
random-dots direction discrimination task, sub-
jects observe stimulus whose intensity is modu-
lated by a parameter called coherence, which is 
the proportion of dots that represent consistent 
motion direction. Higher the coherence, easier 
for subjects to discriminate motion directions. In 
addition, while observing the stimuli, subjects 
were disturbed by Gaussian noise with mean 0 
and variance σ2. According to the DDM, the slope 
of the accumulation curve is equal to the coher-
ence. This accumulation process is called “drift.” 
Due to the noise, the accumulated signal is dis-
turbed by the noise, and the disturbance causes 
the fluctuation of the decision variable, which is 
called “diffusion.” The DDM describes the deci-
sion process and explains decision-related phe-
nomena. DDM has been used successfully to 
explain the ramping activities of neurons in LIP 
(Roitman and Shadlen 2002; Shadlen and 
Newsome 1996, 2001), FEF (Kim and Shadlen 
1999), SC (Horwitz and Newsome 1999, 2001), 
and so forth, suggesting that these brain areas 
may encode decision variables.

Since Bayesian integration model describes 
integration across modalities and drift-diffusion 
model describes integration across time, can 
these two models be combined and used to 
describe multisensory decision-making? The 
answer is yes. In fact, Drugowitsch and col-
leagues used the combination of these two mod-
els (i.e., extended DDM) to explain subjects’ 
speed-accuracy tradeoff behavior in a reaction- 
time version of heading discrimination task based 
on visual and vestibular cues (Drugowitsch et al. 
2014). In particular, velocity profile of the motion 
was set as a Gaussian profile. The transient evi-
dence of vestibular input was assumed to be gen-
erated by acceleration a(t), whereas the transient 
evidence of visual input was generated by veloc-
ity cues v(t). Visual and vestibular cues contain 
spatially consistent heading information, and 
both are presented synchronously in time. 
Therefore, both visual and vestibular cues are 
time-varying signals, and thus their reliability 
also vary over time. Let Xvis(t) be the cumulative 
evidence of visual cues (optic flow) and Xves(t) be 
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the cumulative evidence of vestibular cues, then 
Xvis(t) and Xves(t) are the time integrals of the 
noisy velocity and acceleration signals at [0, t], 
respectively. Let kvis be a constant representing 
the intensity of the visual signal and kves be a con-
stant representing the intensity of the vestibular 
signal, the joint signal Xcomb(t) is the sum of these 
two signals weighted by the corresponding 
reliability.
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In short, the extended DDM does the time 
integration of the sensory signals weighted by the 
time reliability, and then calculate the weighted 
sum of the two signals according to the modal 
reliability. This extended DDM is so far, to our 
knowledge, the only normative model for optimal 
multisensory decision-making (Drugowitsch 
et al. 2014).

2.2  Physiological Studies

2.2.1  Brain Regions Associated 
with Multisensory 
Decision-Making

Physiological studies of multisensory integra-
tion began with Barry Stein and colleagues in 
anesthetized cats in the 1980s. The researchers 
identified neurons in the superior colliculus 
(SC), a structure located in the midbrain that 
processes multiple types of information such as 
visual and auditory. Three empirical principles 
were proposed (Stein and Stanford 2008; Stein 
and Meredith 1993), including the temporal 
principle (Meredith et al. 1987), the spatial prin-
ciple (Meredith and Stein 1986a), and the prin-
ciple of inverse effectiveness (Meredith and 
Stein 1986b).

In addition to SC, studies on awake macaques 
using visual (e.g., optic flow) and vestibular stim-
uli to study how multisensory heading perception 
is mediated by neurons in the cerebral cortex. A 
series of multisensory brain regions have thus 

been identified (Fig.  2.1), including the dorsal 
medial superior temporal area (MSTd) (Maciokas 
and Britten 2010; Morgan et al. 2008; Takahashi 
et al. 2007; Gu et al. 2006; Page and Duffy 2003; 
Bremmer et  al. 1999; Duffy 1998), the ventral 
intraparietal area (VIP) (Chen et al. 2011a, b, c, 
2013; Zhang and Britten 2004; Zhang et al. 2004; 
Bremmer et al. 2002a, b; Schlack et al. 2002), the 
visual posterior sylvian area (VPS) (Chen et al. 
2011b), the smooth eye movement area of the 
frontal eye field (FEFsem) (Yang and Gu 2017; 
Gu et al. 2016), and area 7a (Avila et al. 2019). 
Among all these, MSTd has received the highest 
attention. Numerous studies investigated basic 
integration properties in this area, as well as how 
they are linked to perception when the animals 
are trained to perform behavioral discrimination 
task at the same time (see following sections for 
more detail).

In addition to visuo-vestibular, other multisen-
sory signals have been found including tactile 
and visual signals in mice’ dorsal striatum (Reig 
and Silberberg 2014), or in macaques’ VIP 
(Avillac et  al. 2007). These regions are essen-
tially part of the association cortex, but there is 
evidence that the neural basis of multisensory 
integration extends into early sensory processing 
(Ghazanfar and Schroeder 2006). For example, 
primary auditory cortex (A1) in macaques 
encodes not only auditory but also visual 
(Ghazanfar et al. 2005) and tactile signals (Lemus 
et al. 2010). Primary somatosensory cortex (S1) 
in macaques encodes not only tactile but also 
proprioceptive (Kim et  al. 2015) and auditory 
(Lemus et al. 2010) sense.

In parallel, many brain regions are related to 
perceptual decision-making, particularly under 
the oculomotor paradigm such as the lateral 
intraparietal area (Roitman and Shadlen 2002; 
Shadlen and Newsome 1996, 2001), the frontal 
eye field (FEF) (Kim and Shadlen 1999), the 
superior colliculus (SC) (Horwitz and Newsome 
1999, 2001), and the caudate (CD) in the basal 
ganglia (Ding and Gold 2010). In these sensory- 
motor transformation areas, ramping activities 
have been found during delay period and its ris-
ing slope depends on task difficulty and therefore 
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Fig. 2.1 Self-motion perception-related brain areas in 
macaque. Red: sensory area encoding visual information 
only, blue: sensory area encoding vestibular information 
only, green: sensory area encoding both visual and ves-
tibular information, yellow: decision-related areas. MT 
middle temporal cortex, V6 sixth visual area, PIVC 
parieto- insular vestibular cortex, PCC posterior cingulate 

cortex, MSTd dorsal medial superior temporal area, VIP 
ventral intraparietal area, VPS visual posterior sylvian 
area, FEFsem smooth eye movement/pursuit area of the 
frontal eye field, 7a Brodmann area 7a, LIP lateral intra-
parietal area, FEFsac saccade area of the frontal eye field, 
CD caudate

cannot be interpreted as a pure sensory signal or 
a pure motor signal (Shadlen and Newsome 
1996). Instead, evidence from manipulation 
experiments such as electrical microstimulation 
(Hanks et al. 2006) and pulse perturbation (Huk 
and Shadlen 2005) suggest that this signal may 
reflect a process of accumulation of sensory 
information that favors one of the decisions over 
the other choices, i.e., decision variables, and 
thus these brain areas are considered to be 
decision-related.

Recently, a few studies combining the two 
fields, that is, multisensory integration in 
decision- making-related areas, begin to emerge. 
These studies have been conducted in posterior 
parietal cortex (PPC) in rats (Nikbakht et  al. 
2018; Raposo 2016; Raposo et  al. 2014), LIP 
(Hou et al. 2019) and FEF (Zheng et al. 2021) 
in macaques, and the secondary motor area 
(MO) in mice (Coen et  al. 2021). Although 
there are not many of them, these studies 
already make interesting and valuable insights 
into how cross-modal information is accumu-
lated, and integrated in sensory-motor transfor-
mation areas, reflecting how multisensory 
signals are propagated and decoded along the 
sensory channels.

2.2.2  Modality and Category-Free 
Coding

In sensory cortex, it is frequently seen that single 
neurons in the same brain region tend to be 
homogeneous by exhibiting clear tuning that can 
be described by some descriptive models like 
basis functions. For example, in MSTd, many 
neurons have visual or vestibular heading tuning 
(Fetsch et al. 2007; Gu et al. 2006; Duffy 1998) 
that can be modeled by a cosine or wrapped 
Gaussian function. Interestingly, many neurons 
coded a labeled-line of left and rightward head-
ing preference (Gu et  al. 2006), leading to the 
strongest discriminability of headings varied in 
fine steps around straightforward (Gu et al. 2010). 
Furthermore, temporal dynamics of MSTd neu-
rons typically show single-peaked peristimulus 
time histogram (PSTH), indicating a velocity 
quantity (Gu 2018; Laurens et  al. 2017; Chen 
et al. 2011a; Gu et al. 2008).

The spatial relation between the two sensory 
modality is also clear in most of cases on indi-
vidual neurons. Difference in heading preference 
between visual and vestibular for multisensory 
MSTd neurons shows a bimodal pattern (Gu 
et al. 2006, 2008; Morgan et al. 2008; Takahashi 
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et  al. 2007), such that the majority of cells are 
either “congruent” or “conflict.” The congruent 
and conflict patterns are so clear that it is straight-
forward to speculate that two categories may 
execute different functions. Specifically, congru-
ent cells may facilitate multisensory integration, 
for example, during natural navigation when 
optic flow arisen from self-motion registers well 
with vestibular signals. By contrast, conflict cells 
may be associated with multisensory segregation, 
for example, when estimate of self-motion is 
confounded by independently moving objects in 
the environment (Zhang et  al. 2019; Gu et  al. 
2008).

In sum, single neurons in sensory cortices 
tend to show clear modulations, and these prop-
erties across neurons tend to show a high degree 
of homogeneity and aggregation. For example, 
similar tuning preference for both visual and 
 vestibular tend to be spatially clustered in a local 
range in MSTd, or VIP (Shao et al. 2018; Yu and 
Gu 2018; Gu et  al. 2012; Zhang and Britten 
2004).

By contrast to the above-mentioned sensory 
domains, single neurons in decision-related 
regions are neither homogeneous nor clustered 
very much, a phenomenon of which is known as 
“category-free.” Even worse, studying multisen-
sory integration in decision-related regions 
involves a higher dimensional space in which 
both decision-related and modality signals need 
to be represented in certain ways. One of the ear-
liest studies of this issue is from Raposo and col-
leagues (Raposo et al. 2014), who trained rats to 
perform an audio-visual frequency recognition 
task while recording the responses of PPC neu-
rons. They found that PPC neurons are heteroge-
neous, with different neurons exhibiting different 
dynamics, and carrying different degree of deci-
sion and modality signals. With exception of a 
minor population of cells presenting only deci-
sion or only modality signals, most cells encode 
a mixture of the two signals, which is referred as 
mixed selectivity (Rigotti et  al. 2013). Overall, 
the preference for choice (i.e., decision) and 
modality is randomly distributed across individ-
ual neurons and thus no correlation between the 
two exists per se. In conclusion, it is very difficult 

to immediately understand the function of a sin-
gle neuron when just eyeballing them 
individually.

Despite that task-related variables are mixed 
at the level of individual neurons, encoding of 
task parameters at the PPC population level 
remains linearly separable, and the PPC network 
is able to decode the desired variables according 
to task demands (Raposo et al. 2014). Category-
free phenomenon is recently observed in the 
macaque LIP in a task when the animals are 
trained to discriminate fine headings-based optic 
flow, vestibular, or the combination of both cues 
(Hou et  al. 2019). In a motion direction-color 
mixed discrimination task, this phenomenon has 
also been observed in several frontal and parietal 
regions, allowing for flexible decision for certain 
type of information according to task needs 
(Siegel et  al. 2015; Ibos and Freedman 2014; 
Mante et al. 2013).

2.2.3  Modality-Dependent 
Dynamics of Decision Signals

The “decision” part of multisensory decision- 
making emphasizes the importance of time, 
over which pieces of instantaneous information 
is integrated. Looking into temporal dynamics 
of different modality signals may provide use-
ful insight into how sensory signals are decoded 
and are ultimately integrated across time and 
modality. A good example comes from the 
visuo- vestibular studies. First of all, it is nota-
ble that vestibular channel is unique among all 
sensory systems in terms of its dramatic tempo-
ral dynamics. In particular, peripheral vestibu-
lar organs, especially the otolith apparatus, 
only encodes self-motion with the physical 
quantity of acceleration (Fernandez and 
Goldberg 1976; Goldberg and Fernandez 1971). 
The acceleration information is then temporally 
integrated to different extent when being propa-
gated to the central nervous system, resulting in 
a broad distribution from acceleration to veloc-
ity in the brain (Laurens et al. 2017). In contrast 
to plentiful vestibular dynamic signals, visual 
signals are typically represented in velocity 
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rather than acceleration (Gu et al. 2006; Liu and 
Newsome 2005; Lisberger and Movshon 1999; 
Rodman and Albright 1987; Maunsell and Van 
Essen 1983). Thus, a question arises: does the 
brain integrate visual and vestibular with tem-
porally identical signal of velocity, or with tem-
porally incongruent signal (velocity and 
acceleration) during self-motion? Notably, it 
would be difficult to address this question by 
looking only into the psychophysical data. 
Instead, neurophysiological data would give us 
useful hints.

Firstly, evidence from the polysensory area of 
MSTd appears to support the temporal-identical 
(i.e., velocity for both visual and vestibular) inte-
gration hypothesis. In particular, vestibular sig-
nals in MSTd are predominantly velocity, making 
it seemingly ideal for integration with visual (Gu 
2018; Laurens et al. 2017; Gu et al. 2006, 2008). 
Secondly, however, recent studies in macaques 
have found that the temporal dynamics of visuo- 
vestibular signals in decision-related region like 
LIP and FEF are not consistent across modalities 
(Zheng et al. 2021; Hou et al. 2019). Specifically, 
vestibular signals ramp up early, roughly corre-
sponding to the peak of the acceleration profile of 
the stimulus, and the visual signals ramp up rela-
tively late, roughly corresponding to the peak of 
the velocity profile. This divergent temporal 
dynamics between the two types of signals sug-
gests that the brain accumulates different physi-
cal quantities for different modalities. To further 
verify this, researchers broaden the motion pro-
files such that the peak moment of velocity 
remains the same, which is still the middle point 
of the stimulus duration, whereas the peak 
moment of the acceleration was advanced by 
some time compared to that before being 
adjusted. If decision neurons do accumulate 
velocity signals in the visual condition and accel-
eration signals in the vestibular condition, then 
the timing for steepest rising slope should remain 
unchanged for visual, yet should move earlier for 
the vestibular. Indeed, LIP responses are consis-
tent with these expectations, supporting that LIP 
accumulates momentary evidence from vestibu-
lar acceleration and visual velocity (Hou et  al. 
2019).

To distinguish how exactly the brain employs 
visual and vestibular signals for estimate of head-
ing, researchers introduced temporal offset at a 
step of 250 ms between the two sensory inputs 
(Zheng et  al. 2021). The rationale is that if the 
brain has used a temporal-identical model to 
combine heading cues, introducing cross-modal 
temporal offset would misalign the two signals 
and presumably reduce the efficiency of integra-
tion. Otherwise, temporal-offset manipulation 
could artificially better align the two dynamics 
and may instead boost cue integration. 
Surprisingly, in conditions when optic flow was 
adjusted to lead vestibular by 250–500 ms, ben-
efit of multisensory integration in macaques’ 
heading performance was indeed further 
improved compared to that under zero-offset 
condition. Such an effect was not observed under 
other offset conditions, for example, when visual 
stimuli led vestibular by 750 ms, or lagged ves-
tibular by 250  ms, suggesting that the 250–
500 ms offset window was specific with respect 
to further-enhanced cue combination effect. 
Moreover, simultaneous recordings revealed that 
under this specific offset window (250–500  ms 
visual leading), difference in temporal dynamics 
between the two modality signals in FEF and LIP 
was reduced. Thus with the more synchronous 
signals across modality, neural activity was 
enhanced more than that under zero-offset condi-
tion, which exactly explains the behavior. In sum, 
these results support that under natural condi-
tions, the brain combines optic flow and vestibu-
lar with inconsistent physical quantities for 
multisensory heading perception (Fig. 2.2).

2.2.4  Causality Issue

Causal manipulation studies are few, especially 
when compared to the large number of studies 
based on a correlation measurement as described 
above. The causal experiments, however, are crit-
ically important for pinning down circuits that 
mediate multisensory processing. For example, a 
few possible models have been envisioned for 
multisensory decision-making (Bizley et  al. 
2016):
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Fig. 2.2 Two models of visual-vestibular integration for 
self-motion perception. Velocity (v) follows Gaussian- 
shape profile; acceleration (a) is derivative of velocity and 
follows a peak-and-trough profile. In temporal-congruent 
model, multisensory areas convert vestibular acceleration 

signal to velocity signal and then decision-making areas 
receive and accumulate this vestibular velocity signal. In 
temporal-incongruent model, decision-making areas 
receive and accumulate absolute vestibular acceleration 
signal from vestibular areas

 1. Late integration model: signals from different 
modalities are first transmitted to decision- 
making areas along each individual pathway, 
after which unimodal decision signals are 
integrated.

 2. Early integration model: signals from differ-
ent modalities are first converged in the same 
sensory area for integration, and then the inte-
grated signals are transmitted to the decision- 
making area.

So in self-motion perception, how exactly are 
visual and vestibular signals converged and inte-
grated in the brain along hierarchical level? A 
number of casual experiments have been con-
ducted to examine whether and how optic flow 
and vestibular signals in cortices contribute to 
macaques’ heading judgments. For example, 

inactivating MSTd with reversible drugs dramati-
cally impairs vision-based heading perception 
but has a much weaker effect on vestibular dis-
criminability. Consistent with this result, micro-
current stimulation applied in MSTd biases the 
animals’ perceptual judgment on heading based 
on optic flow, but not on vestibular (Gu et  al. 
2012). By contrast, inactivating PIVC causes 
large deficits in vestibular heading perception 
(Chen et  al. 2016). Surprisingly, inactivation of 
VIP does not generate any significant influence 
on either visual or vestibular-based heading judg-
ments although this area contains robust vestibu-
lar and visual motion signals (Chen et al. 2016). 
Thus, it is likely that the coexistence of visuo- 
vestibular signals in MSTd and VIP may be for 
some other functions rather than heading esti-
mate. Such techniques and methods should be 
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applied in other areas to examine their roles in 
self-motion perception.

To our knowledge, there is so far only one 
study reporting that causal manipulations affect 
both modality signals. Specifically, optogenetic 
inactivation of the secondary motor cortex (MO), 
a multisensory region in rodents that encodes 
both visual and auditory information, impairs 
mice’s performance in spatial localization tasks 
based on either modality (Coen et al. 2021). This 
result suggests that MO in mice is critical for pro-
cessing cross modality information, and conse-
quently, for its integration and evidence 
accumulation.

Finally, it should be noted that results from 
causality manipulation experiments should be 
explained with cautiousness. For example, due 
to the trait of highly redundant information cod-
ing in the brain, inactivating one of the nodes 
could be quickly compensated by other nodes 
within the network, and thus may not cause 
observable changes in the behavior. For activa-
tion experiments on the other hand, it is likely to 
activate passing fibers, leading to results that 
could be misleadingly explained by links with 
the manipulated areas. Furthermore, region of 
interest (ROI) may be involved in different task 
context. For example, while inactivation and 
electrical microstimulation in VIP fail to evoke 
significant effects on the animals’ heading judg-
ments during central fixation (Yu and Gu 2018; 
Chen et  al. 2016), microstimulation does pro-
duce more salient effects when smooth pursuit 
eye movements are accompanied during head-
ing perception (Zhang and Britten 2011). In 
decision-related areas, inactivation of LIP (Katz 
et al. 2016) or PPC (Erlich et al. 2015; Raposo 
et al. 2014) typically does not influence the ani-
mals’ ability much in accumulation of sensory 
evidence, yet this effect is much stronger when 
novel stimuli are involved, suggesting that LIP 
may be involved more in the early phase of task-
learning (Zhong et al. 2019). In sum, cross-dis-
cipline methods, as well as more task contexts 
need to be used to reveal a clearer picture about 
neural circuits mediating multisensory decision-
making in the future.
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3More Than the Sum of Its Parts: 
Visual–Tactile Integration 
in the Behaving Rat

Nader Nikbakht

Abstract

We experience the world by constantly inte-
grating cues from multiple modalities to form 
unified sensory percepts. Once familiar with 
multimodal properties of an object, we can 
recognize it regardless of the modality 
involved. In this chapter we will examine the 
case of a visual–tactile orientation categoriza-
tion experiment in rats. We will explore the 
involvement of the cerebral cortex in recog-
nizing objects through multiple sensory 
modalities. In the orientation categorization 
task, rats learned to examine and judge the ori-
entation of a raised, black and white grating 
using touch, vision, or both. Their multisen-
sory performance was better than the predic-
tions of linear models for cue combination, 
indicating synergy between the two sensory 
channels. Neural recordings made from a can-
didate associative cortical area, the posterior 
parietal cortex (PPC), reflected the principal 
neuronal correlates of the behavioral results: 
PPC neurons encoded both graded informa-
tion about the object and categorical informa-
tion about the animal’s decision. Intriguingly 
single neurons showed identical responses 

under each of the three modality conditions 
providing a substrate for a neural circuit in the 
cortex that is involved in modality-invariant 
processing of objects.

Keywords

Multimodal integration · Psychophysics · 
Vision · Touch · Rat · Linearity · Bayesian · 
Mutual information · Posterior parietal cortex 
Neuronal coding

3.1  Introduction

A central question in neuroscience is how the 
brain “constructs” perception from sensory data 
collected from the outside world through sensory 
receptors. Consequently, the study of sensory 
systems is among the oldest endeavors under-
taken to understand how our brains function. To 
explain perception, Democritus (430–420 B.C.) 
hypothesized that our senses receive myriad 
small images (eidola) emanating from the world. 
Then these images are processed and integrated 
into thinking. He postulated that this process pro-
vided the building blocks of sensation, percep-
tion, and action (Jung 1984). Centuries later, 
essentially, the same question is asked by modern 
systems neuroscientists: How does the brain 
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transform a sensory input into perception? Where 
is this perception stored in memory and how does 
it affect our actions? Through answering these 
timeless questions, we may begin to understand 
how our experience of the physical world makes 
us who we are.

Historically, theoretical and experimental stud-
ies in neuroscience have often focused on the 
study of individual sensory systems in isolation. 
These investigations have laid the foundation for 
new questions about cognition: where and how in 
the brain are the sensory information represented 
and stored? What aspects of the neural responses 
to sensory stimuli, together with sensory informa-
tion representation, underlie perceptual decision- 
making? How are all these processes learned? 
How does the brain construct a conceptual knowl-
edge of the world to guide adaptive behavior?

In this chapter we will review a set of experi-
ments performed using rat as a model organism, 
with the specific aim of describing some of the 
neural mechanisms by which the brain combines 
information from different sensory aspects of an 
object to form a unified percept of it.

Interest in multisensory research, in particular, 
using rodent models, has peaked in the past 
decade. Most of the multisensory studies have 
focused on either neurophysiological observa-
tions, or on mathematical quantification of the 
multisensory behavior. However, a systemic 
study of the problem is one that links these 
approaches by: (1) assessing the sensory integra-
tion process through measurable changes in 
behavior and (2) probing neural processing in 
freely moving animals to examine the neural 
computations involved.

In the first step, well-defined sensory stimuli 
are introduced, and the behavioral choices of the 
subjects are measured to evaluate the trial-by- 
trial percept. This is the “psychophysical” step 
where the relationship between the stimuli and 
the subjects’ percept is characterized along some 
physical dimension. Thanks to this quantifica-
tion, as part of the psychophysical modeling, one 
could benchmark the behavioral findings against 
the predictions of a mathematical model and 
uncover the predictive power of the model and its 
possible pitfalls.

In step 2, we measure the relationship between 
neuronal activity and the stimuli presented on 
each trial. This allows us to discover the “neuro-
nal coding”—i.e., how physical events are trans-
formed into neuronal signals by the relevant 
neural circuits. Then by measuring the relation-
ship between the neural activity and the subjects’ 
behavioral choice, we learn about “decoding”—
i.e., how the neural representation of a stimulus is 
converted into a perceptual decision.

To motivate an elegant experimental design, it 
is useful to study the evolutionary history through 
which multisensory perception (or any other bio-
logical phenomenon) has emerged. Ideally, we 
want to bring ethologically and ecologically rel-
evant behavioral testing into the laboratory inas-
much as the precision of our measurements will 
not be affected.

3.2  Evolution of Multisensory 
Perception

In the early evolution of mammals, a magnificent 
step was the expansion and re-organization of the 
dorsal cortex, a region in the roof of the reptilian 
brain, into what we now call the mammalian neo-
cortex (Kaas 2010; Northcutt and Kaas 1995). 
From a single-layer mixture of excitatory and 
inhibitory cells, this area changed into the hall-
mark of all existing mammalian species: a six- 
layer structure with parcellated brain regions and 
complex microcircuitry that allows multimodal 
representations of the world.

According to one hypothesis, what drove the 
evolution of neocortex is survival in a world with 
limited and ambiguous sensory input. It has been 
proposed that early mammals were either noctur-
nal or, more likely, crepuscular. The evidence 
suggests that they might have been whiskered. So 
it is conceivable that they combined noisy and 
incomplete sensory signals (e.g., tactile signals 
with visual ones under low light). In this sce-
nario, survival of the animal in a complex, 
dynamic, and hazardous environment would 
drive the neocortical evolution where cortical 
maps for multiple sensory modalities emerged 
and enabled mechanisms for speedy integration 
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across these maps. As a result, it would become 
possible to make quick yet accurate inferences 
based on noisy, scarce, or ambiguous sensory 
input (Jerison 2012).

According to another hypothesis, the evolu-
tionary pressure on neocortex is linked to endo-
thermy: endothermic mammals have a much 
greater need for energy compared to reptiles of 
similar size (Allman 2000). This increased 
demand in turn meant that search for food had to 
become much more efficient. As a result, neocor-
tex evolved to have a rich multimodal representa-
tional capability that would allow mammals to 
make better and faster decisions about when, 
where, and how to forage.

The significance of multisensory perception is 
highlighted by its universality among the animal 
species (Naumer and Kaiser 2010; van Hemmen 
et  al. 2012). Each sensory system enables ani-
mals to respond to signals through different 
energy sources: chemical gradients (olfaction), 
kinetic energy (haptics), electromagnetic (vision), 
pressure waves (hearing), gravity and accelera-
tion (vestibular system), etc. Since these signals 
originate from real-world objects possessing 
multiple physical attributes, one could easily 
posit that sensory systems have evolved to func-
tion together as well. For example, it would be 
non-optimal to have a neural circuit dedicated to 
each individual sensory stimuli, such as one cir-
cuit to move our gaze toward the source of a 
familiar voice in the crowd, another one for eye 
movements in response to a touch on the skin, 
and yet another system for eye movements in 
response to the vestibular inputs while walking.

Therefore, the mammalian nervous system 
evolved to develop, alongside single sensory sys-
tems, multimodal circuits that integrate different 
modalities. By doing so, it enabled the detection 
of sensory signals rapidly and with less ambigu-
ity than what could be achieved with each single 
sensory system. This fusion of information 
among different senses is called “multisensory 
integration,” and the response gain to the cross- 
modal stimulus compared with the response to 
the most effective of its component stimuli is 
termed “multisensory enhancement” (Stein and 
Stanford 2008).

Another significant evolutionary adaptation is 
modality-shared or supramodal representation of 
percepts. Modality sharing is a natural conse-
quence of the fact that real-life objects have fea-
tures that span multiple sensory modalities. 
Recognizing things despite the change of condi-
tions surrounding them is an adaptive advantage, 
e.g., hearing and touch might substitute vision 
when the animal is in the dark, allowing it to 
avoid danger or forage successfully.

3.3  Models of Multisensory Cue 
Combination

A common way to study neuronal circuitry 
behind a particular cognitive task is to propose a 
biologically plausible computational model for 
the neuronal computations that are involved. 
With such model at hand, one can compare the 
performance of subjects in a psychophysical task 
with the model predictions and attempt to gain 
insights about the underlying neural 
computations.

These models are generally ideal observer 
models where the optimal performance in a given 
task is quantified. Here, optimality is defined 
according to a mathematical function (for exam-
ple, maximizing a performance metric or mini-
mizing a cost function) (Fetsch et al. 2013), and 
optimal performance indicates the best possible 
performance given the conditions of the task and 
the noise of the sensory–motor system. In order 
to assess optimality, the experimenter has to 
explicitly consider all specifications of the stim-
uli and the task that may affect the performance.

When it comes to multisensory cue combina-
tion, whether this process is optimal is an open 
research question. It is common to develop models 
that assume it to be so, as it seems plausible that 
animals have evolved to optimally combine sensory 
information (Landy et al. 2011). Historically, ideal 
observer cue-combination models were first used to 
describe problems in machine vision (Jacobs 1999) 
and later in other sensory system studies (Alais and 
Burr 2004; Körding and Wolpert 2006; Ernst and 
Banks 2002), for both combinations of cues within 
the same modality or multimodal cues.
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Before diving into the central case of this 
chapter, the visual–tactile orientation categoriza-
tion task, we first review a simple linear cue inte-
gration model and then jump to one of the best 
studied ideal observer models for cue integration: 
Bayesian cue combination.

3.3.1  Linear Models for Maximum 
Reliability

Before planning an action or making a decision, 
an animal estimates some relevant environmental 
parameters, such as how far it needs to jump to 
reach the fruit or whether it is ripe enough to 
worth any effort. In order to make reliable esti-
mates, it often takes advantage of multiple 
sources of information or sensory cues—i.e., any 
piece of information or signal about the state of 
the environment. It can be reasonably expected 
that these estimates come with some noise, which 
leads to an associated perceptual uncertainty that 
is proportional to the variance of the noise. In the 
simple case of Gaussian noise, an ideal observer 
could perform linear cue integration in order to 
minimize the uncertainty (maximize the reliabil-
ity) of its estimate. This would be an optimal 
strategy while remaining unbiased (i.e., the esti-
mate would be correct on average because the 
mean of the sampling distribution of the estimate 
can be shown to be equal to the parameter being 
estimated). Optimality reflects an estimate with 
the lowest possible degree of uncertainty (i.e., 
variance).

More formally, suppose cues are n indepen-
dent, Gaussian random variables, s i ni , , ,� �1 2 , 
with a common mean µ  and variances σ i

2. The 
minimum-variance unbiased estimator of µ  is a 
weighted average: 
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where wi
 is the perceptual weight of the ith cue, 

which is proportional to that cue’s relative reli-
ability, ηi
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 The reliability of the optimal integrated estimate, 
ηopt , is therefore greater than or equal to the reli-
ability of the single cue estimates: 
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Therefore, the variance of the integrated esti-
mate is generally lower than the variance of each 
individual estimate or at most it is equal to the 
lowest variance. This shows how cue integration 
results in better estimates and how linear models 
of cue integration maximize reliability. It should 
be emphasized that this is only true for estimates 
that are Gaussian distributed and independent of 
each other (estimate noise and errors are inde-
pendent). However, if the noise of different cue 
estimates is correlated, the minimum-variance 
unbiased estimator will not necessarily be a 
weighted average as above but could be a nonlin-
ear function of the individual estimates or one 
that incorporates the covariance of the cues in its 
expression (Landy et al. 2011; Fetsch et al. 2013).

3.3.2  Bayesian Cue Integration

Linear models are frequently used in cue- 
combination literature. However, limitations of 
these models become apparent as the task com-
plexity increases. As we will see in the case of 
visual–tactile orientation experiment, Bayesian 
decision theory provides a more suitable compu-
tational framework to address the complexities 
that the observer faces.

According to the Bayes’ rule: 

 
P s d P d s P s

P d
( | )

( | ) ( )

( )
,=
 

(3.4)

where s is the object property to be estimated 
and d is the sensory data observed by the animal 
(provided by a noisy sensor). P s d( | ) is the prob-
ability distribution representing the probability 
of s being true given the observed data d, also 
known as the posterior probability of s given d. 
If this distribution is a narrow one, it means the 
sensory observation is closely linked to the 
actual object property and estimate is reliable. 
P d s( | ) is the probability of obtaining a sensory 
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input (evidence) given each possible value of s, 
also known as the likelihood function of each 
sensory cue. Likelihood does not necessarily 
behave like a probability distribution and does 
not need to integrate to one. P d( ) does not 
depend on s and can be treated as a constant nor-
malizing factor so that the entire expression inte-
grates to one; it can be generally ignored in the 
estimation process.

Given the posterior distribution P s d( | ), the 
Bayesian observer can make an optimal decision 
where a loss function is minimized. The loss 
function is based on the estimation error, i.e., the 
difference between the perceived estimate and 
the actual value of the environmental property. 
The optimal decision can also be expressed in 
terms of the expected gain function EG.

In many psychophysical tasks, the observer 
makes a categorical decision based on the sen-
sory data: a d( ). The gain function g a d s( ( ), ) can 
formally be defined as the negative of the loss 
function. The optimal decision is then as 
follows: 

 a arg max EG aopt = ( ), 
(3.5)

where 

EG a = g a d , s P d |s P s dd ds.( ) ( ( ) ) ( ) ( )∫∫  (3.6)

In the case of the uniform prior distribution, 
P s( ) where all values of s are equally probable 
before the observation is made, the above Eq. 
(3.5) is equivalent to a maximum likelihood esti-
mation. If the prior distribution is not uniform, 

aopt
 is estimated optimally using maximum a pos-

teriori (MAP) estimation.
In the case of the multisensory integration, let 

us start by assuming that the sensory data associ-
ated with each modality are independent. Then 
the likelihood function can be written as the 
following: 

 
P d d s P d sn

i
i

n
( , , | ) ( | ).

1
1

� ��
�  

(3.7)

Therefore, for the posterior distribution, using 
Bayes’ rule in Eq. (3.4), we can write 

 
P s d d P d sn

i

n

i( | , , ) ( | ).
1

1

� ��
�  

(3.8)

Thus, with a prior distribution P s( ) that is 
uniform or significantly broader than the 
Gaussian likelihood functions, the proportional-
ity in (3.8) approaches to equality; hence, the 
posterior distribution is simply the product of 
the sensory likelihoods for different modalities 
that is another Gaussian with mean correspond-
ing to Eq. (3.1) and a variance that corresponds 
to the inverse of Eq. (3.3) (Knill and Saunders 
2003; Angelaki et al. 2009; Landy et al. 2011; 
Fetsch et al. 2013).

3.3.3  Bayesian Modeling 
of Multisensory Behavioral 
Experiments

In the past three decades, a large number of 
behavioral experiments have put the validity of 
optimal cue-combination framework to test in 
psychophysical discrimination tasks. In these 
experiments, usually the subjects are presented 
with stimuli of one or two sensory modalities, 
either separately or together. Depending on the 
modalities involved, these stimulus presentations 
were either simultaneous or temporally dis-
jointed. In these experiments, human subjects, 
non-human primates, or rodents decreased per-
ceptual uncertainty (made fewer errors) by com-
bining multiple cues. The vast majority of these 
experimental results were well explained by sta-
tistically optimal observer models (Jacobs 1999; 
Alais and Burr 2004; Battaglia et  al. 2003; Gu 
et al. 2008; Ernst and Banks 2002; Fetsch et al. 
2009) albeit with important exceptions (Raposo 
et al. 2012; Nikbakht et al. 2018).

Generally, in these experiments, the noise of 
the sensory cues (i.e., the inverse of their reliabil-
ity) is measured as the variance of the psycho-
physical performance under unimodal conditions. 
Then the optimal combined performance could 
be computed based on a given theoretical model 
and compared to the experimental multisensory 
performance.

Consider a multisensory two-alternative 
forced-choice (2AFC) task involving two 
modalities. With the assumption that sensory 
noise is Gaussian distributed, the psychometric 
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data could be described with a cumulative 
Gaussian function through fitting. This would 
yield two parameters: (1) the mean of the fitted 
cumulative Gaussian function (as the point of 
subjective equality, PSE) and its standard devia-
tion, σ  (as psychophysical threshold). From 
these unimodal threshold values, one could esti-
mate the reliability of each of the two cues. 
These reliability values specify the weights that 
an optimal observer should apply to each cue 
(Eq. (3.1)).

To better understand the rationale behind 
these formulations, we should first understand 
the logic of signal detection theory to describe 
behavioral performance. An experimental sub-
ject estimates some features of a presented stim-
ulus (s). The subject’s internal estimate of that 
feature ( s ) is noisy. For simplicity, we can 
assume that this internal noisy representation, s
, is Gaussian distributed. If the representation is 
unbiased: 

 s N s � ( , ).� 2

 (3.9)

If s  is a biased estimate, then its mean will 
not be equal to s. In many parameterized discrim-
ination or categorization tasks, the subjects are 
asked to compare either two cues or one cue and 
a fixed reference, r. The subjects perform their 
calculations on the s  values so considering com-
parison between s  and a fixed reference, r, and 
then the probability that subjects estimate s r>  
depends on the cumulative distribution of s . 
This psychometric function is a Gaussian cumu-
lative distribution function.

Binary response models can describe the 
behavior of most subjects in a given 2AFC task. 
The subject’s responses on the ith trial can be 
denoted by the binary variable yi. These responses 
can only take two possible values which we 
denote as 1 and 0. For example, yi may represent 
the presence or absence of a certain stimulus fea-
ture, or left versus right response in a two-alter-
native task: 

 
y P

P
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i
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with probability
with probability
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where Pi  is given by cumulative distribution func-
tion of the standard normal distribution, Φ, eval-
uated at si

′, where si
′ is the stimulus parameter 

taken from a normal distribution defined by µ  
and σ : 

 P y s s( | ) ( ; , ).� � � �1 � � �  (3.10)

According to Eq. (3.10), the probability that a 
subject answers one of the two response catego-
ries is given by an inverse CDF function evalu-
ated at the subject’s internal representation of the 
stimulus. For N trials, we can write the likelihood 
function as 
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From Eq. (3.10), we have 
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We could then derive the log-likelihood 
expression for the responses: 
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(3.13)

From Eqs. (3.7) and (3.8), we know that in the 
case of multiple cues, the joint (multimodal) like-
lihood is the product of each individual cue’s 
likelihood function. In the case of Gaussian like-
lihood functions, the joint likelihood is also a 
Gaussian. Mathematically, the mean (µ ) of the 
joint likelihood function will be the weighted 
sum of the means of the individual likelihood 
functions (Knill and Saunders 2003).

3.4  Rodent Models for the Study 
of Perception

Non-human primates have been the traditional 
animal models for the laboratory testing of higher 
cognitive functions such as decision-making. But 
working with primates has major limitations. 
These include costly and complicated animal 
maintenance and welfare in primate facilities. 
The number of available subjects for each study 

N. Nikbakht



43

is also usually very low, which limits the statisti-
cal strength and generalizability of findings 
across individuals. Ethical issues regarding pri-
mate welfare are particularly abundant. The 
availability of molecular biology toolkits and 
genetic lines and much lower reproductive rates 
are also limiting the type of neuroscience 
 experiments that could be done using primate 
models. Rodents, on the other hand, have served 
as ideal animal models for neuroscience research 
on spatial navigation and reward processing but 
are they also good candidates for the study of 
cognitive mechanisms? Until recently, “percep-
tion” was mainly attributed to primates but not to 
rodents. This view has now largely changed, and 
rodents have become popular and familiar model 
animals for the study of higher cognitive func-
tions such as perception and decision-making 
(Diamond and Arabzadeh 2013; Zoccolan 2015; 
Carandini and Churchland 2013).

Three main features of rodents have led to this 
popularity. First, emerging technologies are far 
more advanced in rodents than in other species. 
Some of these techniques include transgenic 
lines for specific cell type targeting, transcrip-
tomics, optogenetics and connectivity maps in 
brain areas, two-photon calcium imaging, and 
large-scale simultaneous neural ensemble record-
ings from multiple brain regions make the rodent 
a desirable model for systems neuroscience 
research—particularly for addressing questions 
at the neural circuit level. Second, evidence for 
rodent cognitive capacities is mounting (Abbott 
2010; Nikbakht and Diamond 2021), such as 
working memory (Fassihi et  al. 2014; Akrami 
et  al. 2018), decision-making (Brunton et  al. 
2013; Toso et  al. 2021), rule learning (Murphy 
et al. 2008), and the ability to weigh sensory evi-
dence (Kepecs et al. 2008). Finally, since rodents 
are evolutionary close relatives of humans 
(Dawkins 2010), they bear fundamental similari-
ties in brain organization to humans, including a 
basic common plan for the cortex (Krubitzer 
2007; Carandini and Churchland 2013).

In the following section, we will give a brief 
overview of the two relevant sensory systems in 
rats in the context of visual–tactile orientation 
categorization experiment: rats’ whisker sensory 

system as an “expert” active sensory system and 
then rats’ visual system.

3.4.1  Rat Tactile Sensory System

Examining the so-called expert sensory systems 
is an instructive approach in the study of percep-
tion. Expert cortical processing systems perform 
reliable and fast transformations of complex 
physical stimuli into meaningful percepts 
(Diamond and Arabzadeh 2013).

One of the best studied examples of such sys-
tems is the primate visual system, well-known for 
its efficiency in extracting meaning from the visual 
scenes. In rats and mice, an equally well- studied 
expert system is the whisker-mediated somatosen-
sation. In their natural habitats, rats are active in 
environments with dim or no light where their sur-
vival critically depends on their sense of touch. 
Vincent (1912) in a classic study demonstrated 
that a rat’s ability to navigate through a raised lab-
yrinth is whisker-mediated. Whisker touch (along 
with olfaction) represents a major channel through 
which rodents collect information from their sur-
roundings (Diamond et al. 2008b). They use their 
whiskers to recognize the position and identity of 
objects, particularly in the absence of light.

Mammalian whiskers (vibrissae) are special-
ized types of hair, identifiable by their large size 
and large and heavily innervated follicles. The 
follicles, in addition, contain blood-filled sinus 
tissues and have an intricate muscle matrix around 
the base and a network of motor control centers 
for their active movement. Most importantly, the 
whiskers have an identifiable representation in the 
somatosensory cortex (Prescott et al. 2011b).

Whiskers are arranged in the form of a grid lay-
out on the rat’s snout and include around 35 vibris-
sae. In addition, on their chins and around their 
lips, rats have an array of shorter, non- actuated 
microvibrissae1 (Fig.  3.1). These two types of 
whiskers make up an array of highly sensitive hap-

1 Microvibrissae are short (a few mm), densely spaced (87 
per cm

2
) whiskers located on the anterior part of a rat’s 

snout. They are not ordered in a regular grid and show 
little or no whisking motion (Diamond et al. 2008b).
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Fig. 3.1 Macrovibrissae are often used to locate objects 
that are then investigated further with the shorter, non- 
actuated microvibrissae on the chin and lips. Pictured are 
high-speed video frames of a rat locating a coin with its 
macrovibrissae (top) and next brushes the microvibrissae 
against the coin surface (bottom). (Reprint with permis-
sion from Fox et al. 2009)

tic detectors that generate and collect tactile infor-
mation (Diamond and Arabzadeh 2013).

Somatosensory cortex of the rat is comprised 
of a primary field (SI) and a secondary field (SII). 
In the SI, macrovibrissae have a distinct repre-
sentation as revealed by histological, connectiv-
ity maps and electrophysiological studies that 
resemble the shape of barrels—hence, the name 
barrel cortex. We know that there is a one-to-one 
correspondence between macrovibrissae and bar-
rels (Diamond and Arabzadeh 2013).2

2 Specifically, the barrel cortex is revealed by the dark- 
staining regions of the layer four of the somatosensory 
cortex where inputs from the contralateral side of the body 
come in from the thalamus (Woolsey et al. 1975).

As mentioned earlier, the rat vibrissae system 
is a good example of an active sensory system. A 
distinct feature of active sensation is the con-
trolled movement of the sensor in a manner that 
is optimized for the task, so as to maximize infor-
mation gain (Nelson and MacIver 2006). Studies 
on the rat’s whisker system have demonstrated 
that self-generated whisker motion is critical for 
following a wall in darkness (Jenks et al. 2010), 
identifying object properties such as texture 
(Diamond et al. 2008a), shape, and size (Brecht 
et al. 1997; Harvey et al. 2001; Polley et al. 2005), 
and estimating distances (Harris et al. 1999).

The whisker-mediated perception can be con-
structed through two distinct modes of active 
sensing: (1) generative mode and (2) receptive 
mode (Diamond and Arabzadeh 2013). The gen-
erative mode is the process in which rats sweep 
their whiskers in cycles of retraction and protrac-
tion at a frequency of about 10  Hz. Generative 
whisking actively makes contact with the objects 
in the environment. Whisking is the starting point 
for the texture perception (Diamond and 
Arabzadeh 2013) in which the rat actively creates 
the percept by its own movement under precisely 
controlled sensory–motor coordination. 
Observing rats making discrimination of textures 
and localization of objects reveals active whisk-
ing (Diamond 2010; Diamond et al. 2008a; Zuo 
et al. 2011). In the receptive mode, however, rats 
would “actively” immobilize their whiskers to 
optimize the collection of vibro-tactile stimuli 
from an object that is moving on its own such as 
a vibrating surface (Hachen et al. 2021). Although 
it is extremely challenging to measure rodents’ 
whisker use in natural settings, one could reason-
ably assume that some forms of whisker- mediated 
perception rely on blocking motor output to the 
whisker muscles. A familiar experience for us is 
when we are trying to feel the vibrations of an 
object. We would place our fingers on the object 
surface without moving them and attend to the 
movements; rats do the same with their whiskers 
to detect the vibrations made by a potential pred-
ator approaching their underground borrow 
(Fig. 3.2). High-speed video recordings revealed 
that rats use a similar sensory strategy while 
judging the orientation of a surface or an object 
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Fig. 3.2 Whisker-mediated touch in the receptive mode. 
As a cat is walking in proximity of the rat, the vibrations 
might be transferred to the whiskers through their contact 
with the walls and floor of the burrow. (Illustration by 
Marco Gigante)

feature. Rats would likely rely on the contacts 
made by their immobilized whiskers as they 
move their head and body with respect to the sur-
face of the object.

3.4.2  Rat Vision

Traditionally, it was thought that mice and rats 
rely on a different combination of senses—
somatosensation, olfaction, and hearing—com-
pared to visually dominant primates. In fact, rats 
and mice have an excellent olfactory system with 
nose, as well as vomeronasal organ, and large 
olfactory bulbs that enables them to make incred-
ibly acute and reliable decisions (Kepecs et  al. 
2008; Poo et  al. 2022). Rats have 500–1,000 
types of olfactory receptors that are coded for by 
a similar number of genes. This library of olfac-
tory genes occupies about 1% of the rat’s entire 
DNA and underscores the evolutionary signifi-
cance of this sense for them.

Nevertheless, despite the vision being a main 
research topic in neuroscience, and despite the 
universality of the use of rats and mice as the 
most widespread animal models, until recently, 
rodents had been largely overlooked by the visual 
neuroscience community. One contributing fac-
tor was because their brains were assumed to lack 
high-level visual processing capability (Zoccolan 
2015). A generic misconception among neurosci-
entists is that rodent behavior is only weakly 
influenced by vision. This assumption is based on 
several observations—mice and rats are noctur-

nal/crepuscular animals (Burn 2008),3 and their 
visual acuity is relatively low (e.g., 1 cycle/deg in 
pigmented rats (Prusky et al. 2002, 2000; Birch 
and Jacobs 1979; Keller et al. 2000; Dean 1981), 
compared to 30–60 cycles/deg in the human and 
macaque fovea (Campbell and Gubisch 1966; 
Merigan and Katz 1990)). Although neurons in 
the rodent primary visual cortex share many of 
the tuning properties found in higher primates, 
such as orientation tuning (Girman et  al. 1999; 
Bonin et al. 2011; Shaw et al. 1975), they are not 
arranged into the functional cortical modules, 
such as the orientation columns (Van Hooser 
et al. 2005).

However, evidence is mounting that vision is 
indeed a crucial source of sensory information 
for rodents. Particularly, they may rely on vision 
to navigate the environment—typically, when 
foraging over large distances around their nests 
(Chen et  al. 2013; Barnett 2007). Additionally, 
rats have been shown to make excellent use of the 
available visual cues; when tested in spatial navi-
gation tasks, they mostly rely on the available 
visual cues as opposed to the olfactory or audi-
tory cues or path integration (Morris 1981; 
Suzuki et  al. 1980). A signature of this visual 
dependence is hippocampal place field locking to 
the environmental visual cues and its remapping 
when these cues are altered (O’Keefe and 
Speakman 1987; Jezek et  al. 2011; Muller and 
Kubie 1987). In addition, several cortical areas in 
the rodents are devoted to vision and provide pos-
sibility of complex visual processing such as 
shape-based visual object recognition (Gaffan 
et  al. 2004) and transformation-tolerant (invari-
ant) visual object recognition of three- 
dimensional shapes from two-dimensional 
images (Zoccolan et  al. 2009; Tafazoli et  al. 
2012).

Although rats and mice are considered noctur-
nal, it has been shown that mice are consistently 
nocturnal only if they have unlimited food access 
(e.g., in laboratory animal facilities); however, 
when they are food restricted, they spend parts of 
the night sleeping, likely to lower their body 

3 Crepuscular animals are those that are active primarily 
during twilight (dawn and dusk).
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 temperature and minimize their energy expendi-
ture (Hut et  al. 2011). In nature they can even 
become entirely diurnal (Daan et  al. 2011). 
Furthermore, the absence of reflective tapetum in 
the eyes, a hallmark of nocturnal animals, contra-
dicts the view that mice and rats are entirely noc-
turnal (Carandini and Churchland 2013).

3.5  Visual–Tactile Orientation 
Categorization Task

The experiment in Fig.  3.3 was designed to 
examine the engagement of the cerebral cortex in 
recognizing object features by combining multi-
ple sensory modalities (Nikbakht et  al. 2018). 
The stimulus object, shown in Fig.  3.3a, was a 
disc with a diameter of 10 cm consisting of raised 
alternating black and white parallel bars. It was 
thus accessible to the rats as a visual as well as a 
tactile square-wave grating. In the task, rats were 
trained to face the disc to judge the grating orien-
tation on each trial. They learned to categorize 
orientations in the range of 0–45 as “horizontal,” 
and those in the range of 45–90 as “vertical” 
(Fig. 3.3b). Grating angles randomly varied in 5 
steps between 0 and 90. The sequence of events 
in the behavioral task was controlled by a com-
puter program. A given trial started when the rats 
poked their head into the stimulus delivery port 
and interrupted an optical sensor that triggered 
the opening of an opaque gate. The gate opening 
followed by either a tactile (T) trial (in the 
absence of visible light, with the rat allowed to 
touch the object with its snout and whiskers), a 
visual (V) trial (illuminated under visible light 
but with a transparent screen in front of the object 
to prevent informative touch), or a visual–tactile 
(VT) trial (with the object illuminated and also 
accessible by touch). After examining the stimu-
lus, the rat turned its head toward one of the two 
reward spouts (L or R) and licked—if it made a 
correct choice a drop of pear juice was given to it 
as reward. The boundary angle, 45, was ran-
domly rewarded on left or right. The three stimu-
lus modality conditions (V, T, and VT) were also 
randomly interleaved with 32% likelihood on 
each trial. The remaining 4% of trials were con-

trol (catch) trials (on which neither visual nor tac-
tile access to the stimulus was available).4

In order to examine the combination of visual 
and tactile cues, the rats’ performance on uni-
modal trials was first measured. Next, the rats’ 
performance data in the three conditions were 
analyzed to determine whether on visual–tactile 
trials the rats combined or else kept the visual 
and tactile cues separate.

The psychometric curves in Fig. 3.4a, b show 
the proportion of trials in which the rats judged 
the grating orientation as vertical in the three dif-
ferent modalities. Figure 3.4a demonstrates that 
rats had different modality-specific acuities: for 
example, rat 3 performed better in the T condi-
tion (left), while rats 12 and 1 performed better 
in the V condition (middle and right). However, 
all three representative rats performed more 
accurately in the VT than in V or T alone. The 
boost in the bimodal performance indicates that, 
when both modalities were accessible, rats did 
not select a single, preferred sensory channel; 
but instead, they benefited from both sensory 
input channels through multisensory 
combination.

In Fig. 3.4b the psychometric fits for 12 rats 
are summarized. In this plot the pale curves show 
individual rats’ data, and the average perfor-
mance is shown in thick curves. The curves are 
colored according to modality. The curve fits are 
cumulative Gaussian functions with their under-
lying standard deviation, σ , as a robust measure 
of discrimination acuity. A smaller σ  implies a 
narrow Gaussian noise distribution (less trial-to- 
trial variability) and steeper psychometric curve 
and therefore higher acuity. As is evident from 
the slope of the curves, individual rats performed 
best on bimodal trials, independently of the indi-
vidual’s preferred modality: the decrease in the 
bimodal versus V and T conditions was signifi-
cant for all rats. On average, rats had good tactile 

4 In these trials, the transparent screen remained in front of 
the stimulus and the visible light was switched off. 
Performance was not significantly different from the 
expected 50% chance performance. These catch trials 
were important control for ruling out the possibility of rats 
utilizing confounding signals such as the noise of the 
motor used to rotate the grating object, olfactory cues, etc.
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a

c

b

Fig. 3.3 Visual–tactile orientation categorization task. 
(a) The grating object was a 3D-printed disc of square- 
wave gratings with salient visual and tactile features. (b) 
Stimulus orientations and the categorization rule of the 
task. Rats learned to categorize orientations from 0 to 45 
(solid red) in one category and orientations from 45 to 90 
(solid blue) into another. When tested with -45 to 0 and 
90–135 (shown in red and blue stippling), they immedi-
ately generalized the categorization rule that suggests that 

the categories corresponded to horizontal (H) and vertical 
(V). (c) Sequence of stages in a trial. The trial was initi-
ated after a head poke by the rat interrupted a IR-light 
beam. This triggered the opening of an opaque gate. The 
stimulus was then presented to the rat by either visual, 
tactile, or visual–tactile access. After sampling the stimu-
lus, the rat turned toward one of the two spouts to collect 
a reward if correct. (Reprint with permission from 
Nikbakht et al. 2018)

orientation acuity (T) but on average showed 
slightly better visual performance (V). Regardless 
of individual variability in the visual or tactile 
performance, rats’ accuracy was significantly 

superior in the bimodal condition, indicating 
multisensory enhancement.

How does the observed performance in 
bimodal trials compare to the prediction of the 
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Fig. 3.4 Multisensory visual–tactile convergence. (a) 
Psychometric performance from three representative rats. 
Despite their differences in modality-specific perfor-
mance, all of the rats showed better performance on 
bimodal trials compared to the V and T trials. The green 
curves correspond to the T condition, blue curves to V, and 
red to VT. Black traces show the predicted psychometric 
curves from the Bayesian cue-combination model. Error 
bars are 95% binomial confidence intervals. (b) Summary 
of psychometric performance of 12 rats in the multimodal 
task. Bold data points and curves are the performance 
average over all rats in each modality. Pale curves show 
individual rat’s performance. Error bars are 95% binomial 

confidence intervals. (c) Comparing psychometric thresh-
olds as predicted by the Bayesian cue combination of V 
and T (ordinate) with behaviorally measured thresholds 
on VT trials (abscissa). Each point corresponds to one rat. 
Error bars indicate 95% confidence intervals by bootstrap-
ping. (d) Mutual information between behavioral choice 
and stimulus category in VT trials (ordinate) vs. the linear 
summation of mutual information between behavioral 
choice and stimulus category from V and T trials 
(abscissa). Each data point shows one rat. Error bars indi-
cate 95% confidence intervals by bootstrapping. (Reprint 
with permission from Nikbakht et al. 2018)

optimal linear model? As discussed at the 
 beginning of this chapter, optimal performance 
can be defined as the linear combination of the 

two independent signals, based on the framework 
of Bayesian decision theory. Fitting the psycho-
metric data with a cumulative Gaussian function 
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yields two parameters: the point of subjective 
equality (the orientation aligned to the mean of 
the best-fitting cumulative Gaussian function) and 
the psychophysical threshold (the Gaussian func-
tion standard deviation, σ ). According to the 
Bayesian framework, the standard deviation in the 
bimodal condition is related to the standard devia-
tions of the unimodal conditions as described by 
Eq. (3.2), in the case of vision and touch: 

 

1 1 1
2 2 2� � �vt v t

� � .

 
(3.14)

Solving Eq. (3.14) for σ vt
 yields the optimal 

bimodal threshold from unimodal estimates. 
Psychometric curves from each rat computed 
based on this optimal cue-combination model are 
drawn as black sigmoid curves in Fig.  3.4a. 
Figure 3.4c compares the measured threshold (σ
) on bimodal trials versus the threshold predicted 
by a linear combination of V and T signals for all 
rats: Out of 12 rats, 2 rats combined V and T sig-
nals in a linear manner (e.g., rat 3 in Fig. 3.4a), 
9  in a supra-linear manner (similar to rat 1  in 
Fig. 3.4a), and 1 sublinearly (rat 12 in Fig. 3.4a).

A different approach for comparing behav-
ioral performance with the predictions of a linear 
combination model is based on information the-
ory (MI). Here one could treat V and T signals as 
two information channels. Using Shannon’s 
mutual information formula, we can quantify the 
amount of information that the behavioral 
response of rats (left or right) conveys about the 
stimulus category (horizontal or vertical) 
(Shannon 1948; Cover and Thomas 2012): 

I R S P s P r s P r s
P rr s

( ; ) ( ) ( | ) log
( | )

( )
,

,

� �
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(3.15)

where P s( ) is the probability that a given stimu-
lus category (horizontal or vertical) is presented, 
P r s( | ) is the conditional probability of the rat’s 
response (right or left choice) given the stimulus 
category, and P r( ) is the marginal probability of 
rats’ responses r (left or right response) uncondi-
tioned on the stimulus category.

Similar to the Bayesian model comparison, 
using MI, one could compare the total quantity of 
information available to the rat on bimodal trials 
with the linear sum of the information available 

on V and T trials. The assumption behind this 
approach is that the information available within 
each sensory modality is directly converted into a 
choice (Adibi et al. 2012). Thus, we can calculate 
this amount of information based on the behav-
ioral performance, for example, 1.0 bits of infor-
mation corresponds to 100% accuracy, while 0 
bits corresponds to 50% accuracy.

In theory, the observed combination of touch 
and vision information could be linear, in case of 
the linear combination of two independent cues, 
sublinear, in case of redundancy between the 
available information in the two signals, or supra-
linear, which would reflect synergy. If the 
summed quantities information from V plus T 
were to exceed 1.0 bits, then the rat would have 
more information than it could express by its 
choices and the model would fail.

The results of mutual information approach 
are summarized in Fig.  3.4d. 10 out of 12 rats 
combined V and T signals supralinearly, 1 rat in a 
linear manner, and 1 in a sublinear manner.

Both models—Bayesian cue combination and 
mutual information—suggest that in most rats 
the sensory signals carried by the two channels 
were not combined independently but were 
merged synergistically.

The results of the visual–tactile orientation 
categorization behavior offer important insights 
into how information from multiple sensory 
channels is combined. The majority of rats exhib-
ited bimodal performance that was significantly 
better than predictions of the standard linear 
Bayesian ideal observer model. We refer to this 
deviation from the model as “supralinearity.” The 
mutual information analysis also showed that in 
the bimodal condition the information that rats 
carried about stimulus orientation was greater 
than the sum of information quantities they had 
in the V and T conditions.

Supralinear behavioral combination of sen-
sory modalities has been previously reported 
(Fetsch et  al. 2009, 2012; Kiani et  al. 2013; 
Raposo et al. 2012). One hypothesis is that supra-
linear combination could occur if the available 
information in unimodal trials were exploited 
imperfectly, while the information available on 
bimodal trials were fully exploited. In this sce-
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nario, the model would have included an under-
estimated measure of unimodal signals, and as a 
result the bimodal accuracy would surpass the 
linear combination of (underestimated) unimodal 
signals. But what could lead to underestimation 
of the unimodal performance? Incomplete exploi-
tation of information on unimodal trials could be 
due to reduced motivation. Rats are extremely 
sensitive to the rate of reward they cumulatively 
receive in the task. Since they make more errors 
on unimodal trials, they naturally obtain lower 
average reward rates in unimodal trials than in 
bimodal trials. Thus, they may pay less attention 
to the task in unimodal trials compared to the 
bimodal trials, where their efforts would be more 
frequently rewarded. With lower expected net 
reward on unimodal trials, rats may prioritize 
speed over accuracy (Drugowitsch et  al. 2014). 
According to the bounded evidence accumula-
tion framework, faster decisions could be made 
by lowering the decision threshold, thus prema-
turely stopping the processing of the unimodal 
stimuli (Kiani et  al. 2008; Zuo and Diamond 
2019).

However, the results of the orientation catego-
rization task do not support the hypothesis of 
non-optimal information exploitation on uni-
modal trials. An indirect measure of the strength 
of evidence accumulation for decision-making 
tasks is trial response time (RT). In the orienta-
tion categorization task, regardless of the modal-
ity condition tested, rats’ RT was nearly 150 ms 
longer on trials with orientation near the 45 cat-
egory boundary. This indicates that rats did not 
truncate collecting evidence on more difficult 
(less frequently rewarded) trials. Moreover, simi-
lar RT distributions among all three modality 
conditions suggest more or less equal effort in 
sensory evidence accumulation on both unimodal 
and multimodal trials.

Another way to mitigate the motivational 
effects is using a block experimental design. Rats 
were tested with blocks of sessions comprised of 
a single modality condition. In V-only or T-only 
sessions, rats could not choose to attend preferen-
tially to bimodal trials, so unimodal performance 
should come close to its maximal possible value. 
Yet, comparing across sessions, rats still com-

bined V and T signals in a supralinear fashion to 
guide bimodal performance.

If we cannot fully explain the supralinear 
combination by increased motivation on bimodal 
trials, what could better explain these intriguing 
results? Both of the linear combination models 
analyzed here (Bayesian cue combination and 
mutual information) operate under the basic 
assumption that sensory channels involved oper-
ate independently of each other. Supralinearity 
could arise from violation of this assumption—
here the visual and tactile signals might not be 
processed independently of each other in the 
bimodal trials. One possible mechanism could be 
that the co-occurrence of the cues from one sen-
sory modality affects how the cues from the other 
modality are acquired. For instance, the presence 
of visual cues might assist the rat to palpate the 
stimulus with its whiskers more efficaciously, 
thereby enhancing the touch signal (Prescott 
et al. 2011a; Schroeder et al. 2010). This mecha-
nism is consistent with active sensing. To test this 
hypothesis, head and whisker kinematics analy-
sis is necessary. A different (non-mutually non- 
exclusive) mechanism of interaction is formation 
of synergy between the two processing pathways 
within the brain. Intra-cortical inhibition could 
enable a sensory region whose neural activity is 
evoked by one modality suppress the non-specific 
noise in the other modality’s responses. Evidence 
for direct functional connectivity between differ-
ent sensory cortices is emerging. In an experi-
ment involving activation of the mouse auditory 
cortex by a noise burst, the auditory cortex could 
drive local inhibition in the primary visual cortex 
via corticocortical GABAergic connections 
(Iurilli et  al. 2012). Similarly, short auditory 
noise pulses could sharpen the orientation tuning 
of L2/L3 pyramidal neurons in the primary visual 
cortex (Ibrahim et al. 2016).

An alternative hypothesis is the existence of 
noise from other sensory modalities in the uni-
modal conditions. For instance during the visual 
trials, the somatosensory system receives 
stimulus- irrelevant (noisy) signals. This noise 
could corrupt the unimodal estimates and lead to 
their underestimation. According to the Bayesian 
decision theory, when an informative cue is com-
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bined with a non-informative (uncorrelated 
noise) cue, the animal will completely rely on the 
informative cue and ignore the noisy input. 
However, in some cases, adding a completely 
noisy input to an informative stimulus, human 
subjects sub-optimally integrate some of the 
noise. This sub-optimal integration in unimodal 
conditions would lead to an apparent supralinear-
ity in the multisensory condition (Zaidel et  al 
2015; Shalom and Zaidel 2018).

3.6  Convergence of Sensory 
Pathways in the Posterior 
Parietal Cortex

Our knowledge of a sensory object is not limited 
to a single modality, e.g., we may know the taste 
and smell of an apple as well as how it feels to 
our touch. Since multiple modalities are con-
nected to our knowledge of an object, we can 
hypothesize that in some region in the brain, vari-
ous sensory modalities must converge to form a 
multisensory representation of the world.

Where in the brain might the sensory channels of 
touch and vision merge together? One could safely 
hypothesize that the most likely region would be a 
cortical region, where input from both the tactile 
and visual senses are received. A good candidate for 
this is the posterior parietal cortex (PPC), which lies 
in between the somatosensory and the visual corti-
ces and projects back to both of these areas (Cavada 
and Goldman-Rakic 1989; Miller and Vogt 1984; 
Leichnetz 2001) (Fig. 3.6a). PPC is also mutually 
connected to almost all of the other multimodal 
association cortices, for example, frontal, prefron-
tal, temporal, and limbic association cortex as well 
as motor and premotor areas (Akers and Killackey 
1978; Reep et al. 1994) (Fig. 3.5). 

To define the location of PPC, one can rely on 
several criteria, including connectivity to other 
cortical areas, myeloarchitecture, cytoarchitec-
ture, and expression patterns of various neu-
rotransmitters as well as neuroactive substances. 
It is suggested that PPC can be defined satisfacto-
rily in most species focusing on the thalamocorti-
cal and/or corticocortical connectivity together 
with electrophysiological and behavioral com-
parisons (Whitlock et al. 2008).

Fig. 3.5 Distinct input patterns for medial vs. lateral 
parietal cortex of the rat. Brain regions are shown in dif-
ferent colors, and the thickness of the connecting lines 
represents the strength of thalamic and cortical projec-
tions to the medial PC (left panel) and lateral PC (right 
panel), where the thalamic data are normalized separately 
from cortical data. This analysis shows projections to lat-
eral PC (lPC) involve stronger projections from the visual 

(V1), somatosensory (S), auditory (AUD), motor (M) cor-
tex, and motor thalamus (MT), while the medial PC 
(mPC) receives stronger inputs from the dorsal retrosple-
nial cortex (RSD) and cingulate region (CG). The remain-
ing regions are shown as the following: mediodorsal 
thalamus (MD), anterior thalamus (AT), lateral thalamus 
(LT), and perirhinal cortex (PrH). (Figure adapted from 
Wilber et al. 2014)
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The PPC in rats lies between somatosensory 
cortex anteriorly and visual cortex posteriorly 
(Krubitzer 1995). It is distinguished from the 
adjacent somatosensory cortex by that only the 
somatosensory cortex exhibits strong callosal 
connections (Akers and Killackey 1978).

In various species, connection of the PPC with 
the higher-order associative posterior thalamus is 
distinct. In non-human primates, it features a tha-
lamic input from the posterior domain of the 
thalamus, particularly the pulvinar. For the rat 
and other mammals, the lateral posterior nucleus 
and adjacent nuclei predominantly constitute the 
thalamic input, including laterodorsal and poste-
rior nuclei that are considered to be homologous 
to the primate posterior thalamic domain and pul-
vinar. Similar to primates, in rats the thalamic 
projections from the ventral nuclear complex and 
lateral geniculate do not seem to innervate the 
PPC (Reep et al. 1994). These features of the tha-
lamic inputs to PPC help define the boundaries of 
it with respect to neighboring somatosensory and 
visual cortices (Wilber et al. 2014).

In the case of the orientation categorization 
experiment, extracellular recordings from PPC 
neurons recorded during the task revealed two 
broad response categories: One group of neurons 
were modulated by the stimulus orientation in a 
graded manner, as demonstrated in Fig. 3.6c. In 
contrast, another group of neurons showed a sig-
nificantly large signal pertaining to the category 
of the stimulus (Fig. 3.6d). The firing rate of neu-
rons in the second category was modulated 
according to the upcoming action (left or right). 
In line with this, the orientation of the stimulus in 
a given choice category poorly modulated the 
neurons of the second category. Both groups of 
neurons in PPC, whether they encoded stimulus 
orientation by a graded code or stimulus category 
by a step-like code, did so regardless of the sen-
sory channel(s) involved (Fig. 3.6b).

In summary, Fig. 3.7a shows that each of the 
hundreds of recorded PPC neurons showed this 
same property: they were all equally excited by 
the two sensory channels, separately (V or T) or 
combined (VT). Figure 3.7b shows that this neu-
ral pattern was consistent independently of the 
stimulus orientation. The fact that nearly all data 

points lie close to the diagonal evidences supra-
modality, showing that a given neuron’s overall 
engagement in the task was nearly equal under V, 
T, V-T modality conditions. In other words, this 
neural population does not distinguish the modal-
ity in which the object was presented.

What accounts for the differences observed 
across studies involving the PPC in different 
tasks? In a cortical circuit, capable of flexible 
computations, the functional properties emerge 
in the context of behavior. Considering the many 
different inputs to PPC—which PPC could “sam-
ple” in order to construct any of a large number 
of potential representations of the world—it 
would seem unlikely that as large a proportion of 
neurons as found in the rat visual–tactile orienta-
tion experiment would be tuned to orientation or 
would exhibit a significant categorical separation 
between horizontal and vertical, if not for this 
specific behavioral training.

Vertical and horizontal are cardinal, behavior-
ally significant orientations in natural settings. As 
humans, we are sensitive to small deviations 
from these cardinal angles. Figure 3.8a shows a 
modified version of the orientation categorization 
task. Was vertical versus horizontal categoriza-
tion a special case? To answer this question a 
group of rats were trained to categorize the stim-
ulus orientation in relation to boundaries other 
than 45. Specifically, rats began a test session 
with categorization boundary set at either 22 5.  or 
else 67 5.

. At a later point during the testing ses-
sion, the reward boundary was switched from 
22.5 to 67.5 or vice versa. Figure 3.8b shows the 
behavioral result. The average rat could set its 
choices to a boundary other than 45 and readily 
switch its criterion partway through the test 
session.

The results of the shifted boundary experi-
ment demonstrate rats’ behavioral flexibility in 
learning to adapt to a new decision rule in the 
categorization task. Neural circuits underlying 
the ability to learn stimulus–outcome associa-
tions in a dynamic environment are distributed 
across multiple brain networks involving sensory, 
associative, and motor areas. PPC is posed as a 
good candidate for transformation of sensory 
information into categorical choice information.
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Fig. 3.6 Representation of orientation and stimulus cat-
egory in posterior parietal cortex. (a) The recording target 
area, PPC (red), is located between visual cortex (blue) 
and the vibrissal region of somatosensory cortex, Bf 
(orange). (b) A raster plot showing an example PPC neu-
ron firing on 250 randomly selected trials. Modality con-
ditions (V, T, and VT) are labeled by color. Neural 
responses in all three modality conditions were similar. (c 

and d) Peri-event time histograms (PETHs, left plots, 
smoothed with a Gaussian kernel = 50 ms), and angular 
tuning curves (right plots, separated by modality) of two 
example PPC neurons carrying graded vs. categorical 
stimulus information. Trials are grouped by stimulus ori-
entation (see color key). (Reprint with permission from 
Nikbakht et al. 2018)
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a b

Fig. 3.7 Supramodal neural responses in the PPC. (a) 
Data points demonstrate average firing rates of 622 PPC 
neurons in window 300 ms before the response of the rat 
in V, T, and VT trials. All neurons are clustered about a 
line (orange) indicating equal responses in all three 
modality conditions. (b) Points depict the firing rate of all 

neurons, again in the 300 ms window preceding the 
response, in T (abscissa) versus V (ordinate) trials grouped 
by orientation (colors). R is the Pearson linear correlation 
coefficient. (Reprint with permission from Nikbakht et al. 
2018)

a b

Fig. 3.8 The modified version of the orientation catego-
rization experiment with shifted categorization boundar-
ies. (a) Rats randomly started the session with category 
boundary set at either 22 5.  or 67 5. . After n trials the 
boundary was switched. (b) The shift in the mean of the 

psychometric curves shows that on average rats could 
adjust their choices to a boundary other than 45 and read-
ily switch their categorization rule in the middle of the test 
session

Taken together these results demonstrate that 
PPC contains a high degree of task-dependent 
plasticity. While it is possible that PPC receives 
orientation-tuned signals from earlier stages of 
visual cortical processing (Wang et al. 2012), tac-
tile orientation tuning has never been reported in 
the somatosensory cortex, and therefore, it is pos-
sible that it may be generated in PPC to meet spe-
cific behavioral demands. Curiously, the 
categorization boundary of 45 was set com-
pletely arbitrarily; therefore, its neural correlates 

must also be formed to meet behavioral demands. 
These findings point to the conclusion that the 
circuitry in PPC is capable of producing func-
tional properties that are not hardwired but 
emerge through learning to enable the animal to 
adapt to the requirements of the ongoing task.

The modality-free encoding of stimuli in the 
rat PPC contrasts the finding of a previous study 
in which rats judged a train of auditory/visual 
pulses. In this chapter most neurons in PPC were 
shown to respond differentially on trials from the 
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two modalities such that the stimulus modality 
itself could be decoded from neuronal firing 
(Raposo et  al. 2014). A potential mechanism 
explaining this difference is that modality- 
invariant coding in PPC arises from the simulta-
neous arrival of congruous signals, through two 
sensory channels, about a real object—rather 
than arbitrary pairings of computer-generated 
stimulus events. Coherence between modalities 
might better reflect the statistics of the real world. 
Indeed, vision and touch both evolved to extract 
shape, form, and spatial properties from the envi-
ronment. A rat might need to maneuver through 
oriented edges (think of inside a burrow), whether 
those edges are seen or felt. In general, the brain’s 
capacity to call up knowledge about things inde-
pendently of sensory input channel (Quiroga 
et  al. 2005) requires a stage of processing in 
which the same information is encoded by both 
channels, and the responses of neurons in PPC 
highlight the core function of an associative cor-
tical region whose job is to create representations 
of the real world using sensory messages as the 
building blocks.

In summary, the results of the visual–tactile 
orientation categorization task suggest multisen-
sory synergy and inspire important questions 
about the neuronal and behavioral mechanisms 
of supralinearity, such as what circumstances 
lead animals to combine sensory signals syner-
gistically. A striking result of the physiological 
recordings was the invariance of neuronal activ-
ity in the PPC to modality. This indicates that 
PPC circuitry might harbor the neural substrate 
for abstraction of stimuli from sensory domains—
an essential feature of conceptual knowledge. 
Further studies examining this circuitry will shed 
light on the neural mechanisms enabling abstrac-
tion of sensory data into a meaningful percept.
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4Multisensory Integration 
and Causal Inference in Typical 
and Atypical Populations

Samuel A. Jones and Uta Noppeney

Abstract

Multisensory perception is critical for effec-
tive interaction with the environment, but 
human responses to multisensory stimuli vary 
across the lifespan and appear changed in 
some atypical populations. In this review 
chapter, we consider multisensory integration 
within a normative Bayesian framework. We 
begin by outlining the complex computational 
challenges of multisensory causal inference 
and reliability-weighted cue integration, and 
discuss whether healthy young adults behave 
in accordance with normative Bayesian mod-
els. We then compare their behaviour with 
various other human populations (children, 
older adults, and those with neurological or 
neuropsychiatric disorders). In particular, we 
consider whether the differences seen in these 
groups are due only to changes in their com-
putational parameters (such as sensory noise 
or perceptual priors), or whether the funda-
mental computational principles (such as reli-
ability weighting) underlying multisensory 

perception may also be altered. We conclude 
by arguing that future research should aim 
explicitly to differentiate between these 
possibilities.
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4.1  The Challenges 
of Multisensory Processing

Our ability to interact effectively with the world 
around us relies on precise, up-to-date sensory 
information. We therefore have an array of sen-
sory organs that are optimised for detecting dif-
ferent types of information. Our eyes, for 
example, provide high precision when locating 
and identifying an object, but are of limited value 
for determining its temperature. The nose is an 
excellent tool for identifying whether food is rot-
ten but can tell us little about how much it weighs. 
Usefully, most objects and events produce sig-
nals that may be detected by several sense organs 
simultaneously, and the brain is able to combine 
these to enhance our perception and reduce our 
uncertainty about the world around us. Sometimes 
this information is separate and complementary; 
other times, the information provided by multiple 
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senses overlaps. Consider a conversation with a 
friend in a loud room: we are far more likely to 
understand what they are saying if we can both 
listen to their voice and watch their lips form the 
words. Specifically, multisensory percepts afford 
two major benefits. First, they are more salient, 
facilitating faster and more accurate detection 
(Diederich and Colonius 2004; Vroomen and de 
Gelder 2000). Second, they are more precise, 
improving our estimates of an object or event’s 
properties (Ernst and Bülthoff 2004).

It is important to note, however, that our 
senses are constantly flooded with a mass of sig-
nals—many of them conflicting and/or unre-
lated—and the apparent effortlessness with 
which we sort and process this information belies 
the astounding complexity of the necessary 
underlying computations (and the neural pro-
cesses involved in performing them). To integrate 
multisensory signals in an effective way, the 
brain needs to identify which of them belong 
together; only those signals that emanate from 
the same object or event should be processed 
together. This is a nontrivial process, as the 
observer has no access to the true causal structure 
of the world. Instead, sensory inputs must be 
matched based on correspondence cues—shared 
properties that suggest they were produced by the 
same source, such as appearing in the same place 
or at the same time (Parise and Spence 2013)—
and prior beliefs and expectations about which 
signals belong together. This complex operation 
is known as causal inference, as it involves 
attempting to infer the causal structure (i.e. one 
source versus several) that produced the signals 
(Acerbi et  al. 2018; Körding et  al. 2007; Rohe 
and Noppeney 2015a). Once multiple signals 
have been determined to share a source, the sen-
sory system should then integrate them into a 
more reliable percept that maximises the poten-
tial benefits (Alais and Burr 2004; Ernst and 
Banks 2002; Fetsch et al. 2012).

In this chapter, we consider these computa-
tional challenges within the framework of 
Bayesian probability theory (Ernst and Bülthoff 
2004; Fetsch et al. 2013; Meijer and Noppeney 
2020; Noppeney 2020, 2021). This is a useful 

approach for evaluating how humans (and other 
organisms) process and respond to multisensory 
stimuli, as it enables the specification of an ideal 
observer that exhibits “optimal” behaviour 
against which actual responses may be com-
pared. Within this framework, the observer is 
said to form a generative model of how sources 
in the environment may have produced the sig-
nals, which is inverted during perceptual 
inference.

The chapter includes two parts. Part 1 dis-
cusses how observers weight and combine mul-
tiple signals that were unambiguously produced 
by a single source (the so-called forced-fusion 
scenarios). Part 2 moves beyond these forced- 
fusion cases and considers more complex situa-
tions in which signals can arise from common or 
different sources; this requires observers to infer 
the signals’ causal structure, in order to arbitrate 
between sensory integration and segregation. 
Each part first introduces the normative Bayesian 
model that describes how ideal observers should 
combine signals during perceptual inference. We 
then discuss whether healthy young adults behave 
in accordance with these models and compare 
their behaviour with various other human popula-
tions (children, older adults, and those with neu-
rological or neuropsychiatric disorders). In 
particular, we consider the specific ways in which 
these groups can diverge: populations may differ 
only in their computational parameters, such as 
sensory noise (i.e. variances) or prior expecta-
tions about environmental properties (e.g. spatial 
location) and structures (e.g. number of sources) 
that are incorporated in model priors; alterna-
tively, some groups may vary even in the compu-
tational principles (such as reliability weighting) 
underlying multisensory integration (Huys et al. 
2021; Jones and Noppeney 2021). At the end of 
each part, we briefly discuss the neural systems 
and mechanisms that support multisensory inte-
gration and causal inference. Though our review 
focuses on human work, we also briefly highlight 
the most relevant research in other species (for 
in-depth reviews, see Fetsch et  al. 2013; Stein 
et al. 2014; Stein and Stanford 2008; Witten and 
Knudsen 2005).
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4.2  Integrating Signals that 
Share a Source: Forced 
Fusion

All sensory inputs are corrupted to some degree 
by both external and internal noise, reducing 
their reliability or precision. The brain can atten-
uate this uncertainty by integrating multiple cues 
that contain redundant information, leading to a 
final multisensory percept with greater precision/
reliability (i.e. less variance/noise) than any of 
the individual unisensory estimates. Early 
approaches to Bayesian modelling of sensory 
integration focused on situations in which all sen-
sory cues are assumed to originate from the same 
source, avoiding the causal inference problem. 
These forced-fusion models address the question 
of how to weight and combine multiple cues in a 
way that increases the precision of the final joint 
percept (Alais and Burr 2004; Ernst and Banks 
2002; Hillis et  al. 2002; Jacobs 1999; Meijer 
et al. 2019).

4.2.1  Bayesian Modelling of Forced- 
Fusion Integration

Forced-fusion integration of multisensory signals 
can be illustrated using the example of locating a 
single object using both auditory and visual cues. 
In this example, the generative model specifies 
that a single audiovisual source (SAV) simultane-
ously emits an auditory (xA) and a visual signal 
(xV), and that each of these unisensory signals is 
independently corrupted by some amount of 
noise. During perception, the observer computes 
the (posterior) probability of the source location 
by combining the estimates (likelihoods) of the 
auditory and visual signals with prior spatial 
expectations, according to Bayes’ rule:

 
P S x x P x S P x S P SAV A V A AV V AV AV| | |,( ) ∝ ( )∗ ( )∗ ( ) 

If we specify a uniform spatial prior P (SAV), 
such that the source of the signals may be any-
where in space with equal probability, this com-

putation is equivalent to maximum-likelihood 
estimation (MLE):

 P S x x P x S P x SAV A V A AV V AV| | |,( ) ∝ ( )∗ ( ) 
Assuming that the noise corrupting the uni-

sensory signals is Gaussian, the maximum- 
likelihood estimate for the audiovisual source 
S AV
  is the average of the unisensory estimates 
S A
  and SV

 , weighted by their respective 
reliabilities:
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where each unisensory signal’s reliability is 
defined as the inverse of its variance, r = 1/σ2, and 
the sensory weights are normalised to sum to 
one:
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When a multisensory estimate is calculated in 
this way, the reliability of the final combined esti-
mate is equal to the sum of the unisensory 
reliabilities:
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An optimal observer’s integrated percept, 
under forced-fusion assumptions, therefore has 
two important properties. First, the final com-
bined location estimate is an average of the audi-
tory and visual estimates, weighted by their 
relative reliabilities. Second, the reliability of the 
final estimate will always be equal to, or greater 
than, the most reliable unisensory estimate. 
Though we focused here on the example of 
audiovisual spatial integration, the model may 
equally be applied to other stimulus properties, 
other sensory modalities, multiple cues within 
one modality, or situations with more than two 
signals (e.g. Bresciani et  al. 2008; Ernst and 
Banks 2002; Jacobs 1999).
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4.2.2  Forced-Fusion Integration 
in Healthy Young Adults

As discussed above, Bayesian forced-fusion 
models describe the way in which a theoretical 
“optimal” observer integrates multiple sensory 
cues that share a common source. They make 
predictions (reliability weighting and enhanced 
precision) against which human behaviour may 
be tested. To do so, we can measure the reliability 
of participants’ responses to unisensory signals 
and use these measured reliabilities as known 
parameters in a forced-fusion model. The model 
predictions may then be compared with partici-
pants’ true responses to multisensory stimuli.

Accumulating research has shown that 
humans behave in a way that is consistent with 
these predictions (i.e. “optimally”) in many situ-
ations (Fetsch et  al. 2013). For example, Ernst 
and Banks (2002; also Helbig and Ernst 2007) 
demonstrated statistically optimal integration of 
visual and haptic shape cues. Similar has also 
been shown for audiovisual localisation (Alais 
and Burr 2004) and rate discrimination (Raposo 
et al. 2012). However, it is becoming increasingly 
clear that this is not universal: people sometimes 
respond in ways that are not consistent with the 
predictions of Bayesian forced fusion models. 
For example, in a paradigm similar to that used 
by Alais and Burr, Battaglia et al. (2003) found 
that participants overweighted the visual infor-
mation. This was later replicated by Meijer et al. 
(2019), and overweighting of vestibular (Butler 
et al. 2010) and auditory (Burr et al. 2009) cues 
has also been demonstrated.

4.2.3  Forced-Fusion Integration 
in Other Populations

A large amount of past research has compared 
multisensory integration behaviour between vari-
ous populations, addressing how responses to 
multisensory stimuli change across the lifespan 
(Burr and Gori 2012; Jones and Noppeney 2021) 
and whether/how they are impacted by various 
pathologies (Ding et  al. 2017; Feldman et  al. 
2018; Tseng et al. 2015). Studies often do this by 

comparing different groups in terms of, for exam-
ple, reaction times to forced-fusion stimuli, or the 
strength and frequency of illusions created by 
conflicting cues. Though these approaches pro-
vide useful information about differences in the 
outcomes of multisensory integration, they are 
often unable to identify whether the integration 
process itself has changed. As outlined above, the 
outcome of forced-fusion integration is deter-
mined by both the computational process itself 
and by the reliabilities of the incoming unisen-
sory signals. It is therefore possible that any 
observed group differences in behavioural 
responses to identical multisensory stimuli result 
from changes to unisensory reliabilities, or even 
response strategies, rather than from changes in 
the integration process itself. By applying 
Bayesian models, we can determine whether and 
how changes in computational parameters or 
principles can lead to group differences in 
responses to multisensory stimuli.

In this section, we briefly discuss research that 
has directly investigated population differences 
in forced-fusion integration by taking the 
approach described in the previous section on 
younger adults: estimating unisensory reliability 
from participants’ responses to unisensory stim-
uli alone, using these reliabilities as known (i.e. 
fixed) parameters in a forced fusion model to pre-
dict participants’ responses to multisensory stim-
uli, and comparing those predictions to actual 
behaviour.

4.2.3.1  Children
Current evidence suggests that the ability to fuse 
and benefit from congruent, redundant multisen-
sory cues is not present at birth, but develops 
throughout childhood (Burr and Gori 2012). 
Nardini et al. (2008), for example, found that 4 to 
8-year-olds did not integrate cues in a navigation 
task that relied on visual and self-motion signals, 
instead alternating between cues on a trial-by- 
trial basis. Gori et  al. (2008) similarly showed 
that children younger than 8-year-olds were 
extremely sub-optimal for cue weighting in 
visual haptic size discrimination tasks, with one 
of the cues dominating entirely, while those aged 
10 or older performed similarly to adults (i.e. in 
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line with the predictions of Bayesian cue integra-
tion). Children younger than 12 have also been 
found to overweight the visual information in 
audiovisual spatial tasks (Gori et al. 2012).

These differences are not confined to integra-
tion of cues from different sensory modalities. 
Nardini et al. (2010) assessed integration of mul-
tiple visual cues to depth. The authors found that, 
while 6-year-olds responded accurately to each 
cue individually, they did not appear to fuse the 
cues to improve the precision of their responses; 
this only occurred in those aged 12 years and 
older. In agreement with these behavioural find-
ings, evidence of cue integration in visual cortex 
is only apparent in children older than around 10 
years old (Dekker et al. 2015).

This late development of Bayes-optimal cue 
integration may be explained by the fact that cor-
respondences between senses evolve constantly 
throughout childhood (Burr and Gori 2012). 
Relevant physical properties such as interocular 
distance, limb length, and head size are continu-
ally changing, and the development of individual 
senses does not occur at the same rate. It has 
therefore been suggested by Burr and Gori (2012) 
that the brain retains flexibility—at the expense 
of some precision—by not fusing cues until the 
development of the individual senses has slowed 
and the correspondences between them stabi-
lised. In later sections, we discuss how this 
decreased tendency to integrate may be accounted 
for within the parameters of a more complex 
Bayesian causal inference model.

4.2.3.2  Older Adults
Older adults are known to respond to multisen-
sory stimuli differently from younger age groups 
in a variety of ways (see Jones and Noppeney 
2021, for a review). They differ in how they per-
ceive multisensory illusions (e.g. Bedard and 
Barnett-Cowan 2015; Chancel et  al. 2018; 
DeLoss et  al. 2013) and have previously been 
found to receive more multisensory benefit to 
reaction times (e.g. Laurienti et al. 2006; Peiffer 
et al. 2007). Despite this, research that explicitly 
assesses reliability weighting of multisensory 
cues in older adults is limited and has produced 
mixed results. In some cases, ageing has been 

found to have little impact. Braem et al. (2014), 
for example, found no differences between 
younger and older adults’ cue integration perfor-
mance on a visual-haptic verticality judgement 
task; nor did Couth et al. (2019) for visual-haptic 
size judgement. However, in an audiovisual rate 
perception paradigm, Brooks et al. (2015) found 
that only the younger age group received an accu-
racy benefit from the integration of redundant 
cues, despite both groups weighting them appro-
priately. Bates and Wolbers (2014) showed the 
opposite in a task that required the integration of 
visual and self-motion cues: while both younger 
and older adults’ accuracies benefitted from cue 
integration, the latter group consistently over-
weighted visual information. Finally, one study 
of visual-haptic verticality judgement by Billino 
and Drewing (2018) found that older adults 
weighted the signals in a way that was more con-
sistent with the predictions of a forced-fusion 
model than the younger group, who under-
weighted the visual signal.

4.2.3.3  Atypical Populations
Changes in multisensory perception have been 
reported for several neurological and neuropsy-
chiatric disorders, but the mechanisms underly-
ing these differences are currently unclear. As 
noted above, perceptual differences could arise in 
the absence of any changes to the computational 
principles (e.g. reliability weighting) as a result 
of, for example, reduced unisensory precision, or 
even due to impairments in related functions such 
as selective attention and response selection. 
Alternatively, it may be that some disorders do 
directly affect the computational principles gov-
erning multisensory integration. For instance, 
participants with neuropsychiatric disorders may 
resort to approximate algorithms or simple heu-
ristics. Here we focus on autism spectrum disor-
der (ASD), schizophrenia (SZ), and Parkinson’s 
disease (PD), as diverse examples that have been 
shown to cause some changes to multisensory 
perception, and consider research that has 
attempted to distinguish between these 
possibilities.

Perceptual changes are a common symptom 
of ASD (American Psychiatric Association 
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2013), and a variety of autism-related differ-
ences in multisensory perception have been 
reported. Collignon et  al. (2013) found that, 
unlike non- autistic controls, autistic participants 
did not benefit from additional auditory cues in a 
visual search task. Autistic children also appear 
to be less able to use visual information to 
improve their comprehension of auditory speech 
stimuli (Foxe et  al. 2015; Iarocci et  al. 2010; 
Stevenson et al. 2014; Woynaroski et al. 2013), 
and receive less response time benefit for multi-
sensory  versus unisensory stimuli (Brandwein 
et al. 2013). Several differences in perception of 
multisensory illusions have also been docu-
mented: autistic children were found to be less 
susceptible to the McGurk illusion (Bebko et al. 
2014; Stevenson et  al. 2014), but experienced 
the rubber-hand (Greenfield et  al. 2015) and 
sound-induced flash (Foss-Feig et al. 2010) illu-
sions over a wider range of stimulus asynchro-
nies. See Feldman et  al. (2018) for a 
comprehensive review.

There is growing evidence that these differ-
ences in multisensory perception may not be 
caused by changes to sensory cue weighting. 
Bedford et al. (2011) compared autistic and non- 
autistic teenagers in their weighting of visual 
cues to depth and report that both performed in a 
way that was consistent with Bayesian forced- 
fusion integration. Zaidel et al. (2015) and Miller 
and McIntosh (2013) found similar for visual- 
vestibular integration. In the later section on 
Bayesian causal inference in atypical popula-
tions, we therefore discuss alternative explana-
tions for multisensory processing changes in 
autistic individuals, particularly in terms of the 
role of perceptual and causal priors that define 
their tendency to integrate signals across the 
senses.

Changes in multisensory processing have also 
been reported in schizophrenia patients, particu-
larly for speech cues. For example, Pearl et  al. 
(2009) found that adolescents with schizophrenia 
were less susceptible to the McGurk illusion, and 
de Gelder et al. (2003) showed that SZ patients 
were impaired in an audiovisual lipreading task 
(despite performing similarly to controls at 
audiovisual localisation). Integration of multi-

sensory emotional stimuli also appears to be 
changed: de Gelder et  al. (2005) and de Jong 
et al. (2009) found that cross-sensory influence of 
vocal effect on emotional face categorisation 
(and vice-versa) was diminished in SZ patients.

The effects of schizophrenia on integration of 
lower level multisensory cues appear more 
mixed. As noted above, de Gelder et  al. (2003) 
found no differences between SZ patients and 
healthy controls in an audiovisual localisation 
(ventriloquist) task, but schizophrenia has been 
shown to reduce multisensory reaction time ben-
efits in classical redundant target paradigms (e.g. 
Williams et al. 2010). Schizophrenia patients also 
appear to integrate temporally incongruent audio-
visual stimuli over a wider range of SOAs, as 
tested by sound-induced flash illusion (Haβ et al. 
2017) and simultaneity judgement (Foucher et al. 
2007) paradigms. See Tseng et  al. (2015) for a 
systematic review of multisensory integration 
effects in SZ.

Importantly, however, there has (to our knowl-
edge) been no research to date that has applied 
forced-fusion modelling to systematically test 
sensory cue weighting in schizophrenia.

Parkinson’s disease is a neurodegenerative 
disease predominantly affecting the basal gan-
glia, which have been shown to be involved in 
low-level integration of multisensory signals 
(Nagy et  al. 2006; Reig and Silberberg 2014). 
Ren et al. (2018) found, using a race-model anal-
ysis of reaction times, that PD patients do not 
benefit from multisensory stimuli in the same 
way as healthy controls. Parkinson’s patients also 
seem to experience the rubber hand illusion more 
strongly, under a wider range of conditions (Ding 
et al. 2017), and to over-rely on visual informa-
tion for postural and motor control (Azulay et al. 
2002; Bronstein et al. 1990; Cooke et al. 1978; 
Halperin et  al. 2021). A recent study by 
Yakubovich et al. (2020) found that Parkinson’s 
patients overweighted visual cues significantly 
more than controls in a visual-vestibular naviga-
tion task, despite reductions in the reliability of 
these visual cues that correlated with the severity 
of disease, providing early evidence that PD may 
directly impact the computational processes 
underlying multisensory processing.
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4.2.4  Neural Mechanisms 
of Reliability-Weighted 
Integration

Integration of multisensory signals has been 
observed across the brain. In their seminal early 
work, Stein and colleagues recorded from single 
neurons in cat superior colliculus, finding 
enhanced responses to audiovisual stimuli 
(Meredith and Stein 1983, 1985). Since then, 
human neuroimaging research and neurophysi-
ological recordings in non-human primates, 
rodents, and other animals has shown that mul-
tisensory integration occurs pervasively 
throughout the cortex (Dahl et  al. 2009, 2010; 
Foxe et al. 2002; Gau et al. 2020; Kayser et al. 
2008; Lee and Noppeney 2014; Lehmann et al. 
2006; Martuzzi et  al. 2007; Noppeney et  al. 
2010; Rohe and Noppeney 2015b; Ghazanfar 
and Schroeder 2006; Werner and Noppeney 
2010, 2011). The question of how and where 
reliability-weighted integration arises within 
this hierarchy is yet to be fully resolved; grow-
ing evidence points towards parietal and tempo-
ral association cortices, though the specific 
regions involved are likely to vary depending on 
the type of information being integrated. 
Neurophysiological research in non-human pri-
mates has found neurones in medial superior 
temporal area (MST) that respond in a way that 
closely approximates Bayesian integration of 
visuovestibular heading information (Fetsch 
et  al. 2012; Gu et  al. 2008, 2012). In humans, 
Helbig et  al. (2012) used functional magnetic 
resonance imaging (fMRI) to assess neural 
responses during a visual-haptic shape discrimi-
nation task. The amplitude of blood-oxygen-
level-dependent (BOLD) responses in areas of 
parietal and occipitotemporal cortices was seen 
to modulate in line with the weights given to the 
unisensory signals (derived based on behav-
ioural responses). More recently, Rohe and 
Noppeney (2018) investigated the weighting of 
auditory and visual signals during a spatial 
localisation task, finding BOLD responses in 
intraparietal sulcus that were consistent with 
reliability-weighted integration.

4.3  Processing Signals 
from Multiple Sources: 
Causal Inference

In the first half of this chapter, we discussed how 
an optimal observer should combine sensory 
cues that were unambiguously generated by the 
same object or event and compared this with the 
behaviour of various human populations. In the 
real world, an observer does not know which sig-
nals belong together and needs to infer this from 
noisy sensory information: only those signals 
that originate from a common source should be 
integrated, while those from different sources 
must be segregated. Forced-fusion models do not 
provide insights into this causal inference pro-
cess, as they assume that all signals are generated 
by one source. In this second part, we introduce 
the Bayesian causal inference (BCI) model, 
which moves beyond these approaches and 
accounts for the possibility that some of the 
incoming signals have separate causes. It does so 
by explicitly modelling each of the potential 
causal structures that could have generated the 
various incoming sensory signals (Körding et al. 
2007; Sato et  al. 2007; Shams and Beierholm 
2010).

Prior to the use of BCI, research had already 
begun to investigate the conditions under which 
an observer integrates signals, finding those that 
are more (e.g. spatially, temporally, or semanti-
cally) congruent are more likely to be fused into 
a single percept or otherwise influence each other 
(Shams et al. 2000; Slutsky and Recanzone 2001; 
Thurlow and Jack 1973). BCI moves beyond 
these descriptive approaches to provide a princi-
pled explanation for the complex, interacting 
influences on observers’ responses to multisen-
sory stimuli. It models how, with increased sen-
sory uncertainty, observers are less precise at 
arbitrating between integrating and segregating 
signals. The model also incorporates a causal 
prior, which quantifies the prior expectation of 
multiple inputs sharing a source. All else being 
equal, a participant with a stronger causal prior is 
likely to integrate stimuli under a wider range of 
conditions, and the presence of this parameter 
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allows us to assess the relative contributions of 
past experience and incoming signal properties to 
the causal inference process.

4.3.1  Bayesian Modelling 
of Multisensory Causal 
Inference

If we again focus on audiovisual localisation as 
an example, the BCI generative model specifies 
that one auditory and one visual signal could 
have been produced either by a single object or 
event (C = 1) or by two separate objects/events 
(C = 2). These possible causal structures are sam-
pled from a binomial distribution determined by 
a causal or common-source prior, Pcommon, which 
describes the prior probability of signals sharing 
a common cause. If C = 1 (one cause) is drawn, a 
single source SAV is sampled from a normal distri-
bution that quantifies the prior probability of sig-
nals originating from different areas of space. If 
C = 2 (two causes) is drawn, two separate sources 
SA and SV are sampled from the same spatial prior 
distribution. These sources then generate audi-
tory and visual signals, xA and xV, that are inde-
pendently corrupted by some amount of Gaussian 
noise.

This generative model is said to be inverted by 
the observer during perceptual inference to obtain 
the posterior probability over the possible causal 
structures and spatial locations of sensory 
sources. The probability of the received signals 
sharing a common cause is estimated by applying 
Bayes’ rule to combine the available sensory 
information with the causal prior.
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In general, the possibility that the signals 
share a source is greater when they are closer 
together in space, and when the prior probability 
of signals sharing a source is higher.

If the observer is required to indicate whether 
the signals shared a source (an explicit causal 
inference judgement), a response may then be 
calculated based on a decision rule:
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where α is a criterion value between 0 and 1 
(often set as 0.5), above which the observer 
responds that the signals shared a source.

As there is always some level of uncertainty 
about the true causal structure of the signals, 
auditory and visual location estimates are calcu-
lated for both possible causal structures. For the 
case that the signals share a common cause, 
reliability- weighted integration occurs in the 
same way as it does under forced fusion. For the 
case that signals have different sources, separate 
(segregated) spatial estimates are calculated for 
each modality. These two sets of estimates are 
then combined according to some decision strat-
egy (Wozny et al. 2010) to provide final estimates 
of the auditory ( S A

 ) and visual ( SV


) stimulus 
locations.

One possible decision strategy, known as 
model averaging, combines the integrated and 
segregated estimates by weighting their influence 
according to estimated posterior probabilities of 
the possible causal structures (i.e. if it is more 
likely that the signals had a shared source, the 
integrated estimate is given more weight, and 
vice versa).
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Another possible decision strategy is prob-
ability matching. This approach assumes that 
the observer reports either the integrated or the 

segregated percepts probabilistically, depend-
ing on the posterior probability of a common 
cause.
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The Bayesian causal inference model thus 
builds upon forced fusion models by modelling 
each of the possible causal structures that may 
have produced a set of signals and generates 
responses by combining these estimates based on 
their relative probabilities.

4.3.2  Bayesian Causal Inference 
in Healthy Young Adults

A substantial body of literature shows that 
young, healthy adults generally perform mul-
tisensory integration in a way that is consistent 
with the principles of Bayesian causal inference 
(Acerbi et al. 2018; Körding et al. 2007; Rohe and 
Noppeney 2015a; Shams and Beierholm 2010; 
Wozny et al. 2010). To evaluate this, participants 
are usually presented with multisensory signals 
that have varying degrees of conflict, and their 
behavioural responses compared to those pre-
dicted by a suitable BCI model. The model makes 
predictions for both explicit causal inference tasks, 
in which observers decide whether two signals 
come from a common source, as well as for tasks 
in which observers need to estimate a particular 
environmental property (such as the location or 
size of an object). We refer to the latter as implicit 
causal inference because the perceptual estimates 
are implicitly informed by causal inference. For 
instance, if an observer infers that an auditory and 
visual signal share a common source, the perceived 
location of the auditory stimulus will be informed 
by the estimate of the visual signal’s location.

In practice, such tests often involve the use of 
multisensory perceptual illusions that arise when 
two or more conflicting signals are integrated. 
For example, the ventriloquist illusion occurs 
when the perceived location of a sound is altered 
by a simultaneously presented visual stimulus, as 

with a ventriloquist and their dummy: the move-
ment of the dummy’s mouth creates the percep-
tion that the voice is emanating from the dummy 
itself. This illusion exploits the fact that, in 
humans, visual information is generally far more 
spatially reliable than auditory information (our 
eyes are much better than our ears at determining 
where something happened). It can occur even 
for simple stimuli, such as a simultaneous beep 
and flash of light. In the laboratory, stimulus 
properties such as the spatial reliability of the 
unisensory signals, and the distance between 
them, may be randomised on every trial. 
Participants are asked to make explicit (“Were 
the sound and the flash caused by the same 
source?”) and/or implicit (“Where did the sound/
flash come from?”) causal inference judgements 
about each set of stimuli. BCI predicts that multi-
sensory interactions become weaker, and are less 
likely to occur, as the amount of conflict between 
signals increases: a beep and flash that appear to 
originate from different locations are unlikely to 
share a source and should therefore have little or 
no influence on each other. Behavioural testing 
(e.g. Bertelson and Radeau 1981; Körding et al. 
2007; Lewald and Guski 2003; Mohl et al. 2020; 
Rohe and Noppeney 2015a; Wallace et al. 2004) 
has repeatedly shown that this accurately 
describes human localisation responses to spa-
tially discrepant audiovisual stimuli: as audiovi-
sual spatial disparity increases, the influence of 
the visual stimulus on the perceived sound loca-
tion declines nonlinearly (implicit causal infer-
ence) and observers are progressively less likely 
to perceive the two signals as sharing a common 
source (explicit causal inference).

The sound-induced flash illusion (SIFI; Shams 
et al. 2000) instead relies on temporal binding of 
signals. It involves presenting, for example, one 
brief flash sandwiched between two short beeps. 
If the onsets of these stimuli are sufficiently close 
together in time, participants will incorrectly 
report perceiving two flashes. This occurs 
because humans’ temporal reliability is greater 
for auditory than visual stimuli (we are more pre-
cise at hearing, than at seeing, when something 
happened), so the auditory signals are weighted 
more heavily in the final percept. The illusion has 
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also been demonstrated for more than two beeps, 
and for multiple flashes and one beep (resulting 
in fusion, rather than fission, of the visual stimuli; 
Andersen et al. 2004). Again, the probability of 
the effect occurring diminishes as the temporal 
distance (stimulus onset asynchrony, or SOA) 
between the stimuli increases, in a way that 
closely approximates the predictions of BCI 
(Shams et al. 2005).

Bayesian causal inference modelling has been 
successfully applied to several other paradigms 
and stimulus combinations, including visuoves-
tibular heading and verticality judgement (Acerbi 
et al. 2018; de Winkel et al. 2018), and  audiovisual 
speech perception (Magnotti and Beauchamp 
2017; Magnotti et al. 2013).

4.3.3  Bayesian Causal Inference 
in Other Populations

As with forced-fusion models, Bayesian causal 
inference allows us to differentiate between sev-
eral possible causes of inter-individual differ-
ences in multisensory integration. With BCI, we 
are no longer constrained to situations in which 
multiple signals unambiguously share a source 
but can also assess the causes of atypical arbitra-
tion between sensory integration and segregation. 
We can, for example, test whether an increase in 
the tendency to bind conflicting signals is due to 
greater sensory noise, or to a stronger causal 
prior. In each case, we can then consider the 
underlying cognitive and neural mechanisms. 
Reduced unisensory reliability can, for instance, 
be caused by changes to both peripheral and cen-
tral sensory processing (see Jones and Noppeney 
(2021), for a discussion of how this can apply to 
older adults). Similarly, a stronger binding ten-
dency could potentially be the result of atten-
tional abnormalities that impair the ability to 
selectively attend to stimuli from a specific 
modality (for evidence of attentional effects on 
multisensory integration see, for example, Alsius 
et al. 2005, 2007).

Altered behavioural responses to multisensory 
stimuli may also/instead be due to differing 
response strategies and cost functions. Using 

sequential sampling models, we recently showed 
that older adults place a greater emphasis on 
accuracy when responding to multisensory stim-
uli in a speeded context (Jones et al. 2019). They 
accumulated evidence to a higher threshold 
before committing to a response, leading to a dif-
ferent speed-accuracy trade off.

Finally, individuals from atypical populations 
may deviate entirely from normative Bayesian 
principles, and instead resort to simple heuristics 
or approximate algorithms.

4.3.3.1  Children
In the earlier section on forced-fusion integra-
tion, we noted that children often do not benefit 
from congruent multisensory signals to the same 
degree as adults, instead relying primarily on a 
single sensory modality (Gori et al. 2008, 2012; 
Nardini et  al. 2008). Within the framework of 
Bayesian causal inference, this decreased ten-
dency to integrate signals would likely manifest 
as a weaker causal prior, which may be explained 
by limited multisensory experience during early 
neurodevelopment. Yet, children have also been 
reported to be more distracted by an irrelevant 
visual stimulus when attempting to locate a 
sound, which may suggest a stronger causal prior 
(Petrini et  al. 2015). These considerations sug-
gest that complex interactions between brain 
maturation and sensory experience must be taken 
into account when interpreting computational 
parameters of the BCI model in children. For 
instance, effective sensory integration and atten-
tional mechanisms may rely on maturation of 
white matter tracts and frontoparietal cortices 
effectively. At the same time, the formation of 
causal priors (and other key sensory priors, such 
as the light-from-above prior; Stone 2011) may 
require sufficient exposure to the sensory statis-
tics of the real world.

4.3.3.2  Older Adults
Two studies have recently investigated the influ-
ence of ageing on audiovisual integration for spa-
tial localisation. In classical spatial ventriloquist 
paradigms, Jones et  al. (2019) and Park et  al. 
(2021) directly applied the Bayesian causal infer-
ence model to older adults’ responses to multi-
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sensory stimuli. In each case, older adults were 
found to have lower unisensory reliabilities, but 
did not differ in their spatial or common-source 
priors and, crucially, still performed in a way that 
was consistent with the predictions of Bayesian 
causal inference.

As discussed earlier, there is also a substantial 
body of research assessing the effects of ageing 
on multisensory perception from other (i.e. non- 
Bayesian) perspectives, and older adults have 
been found to respond differently to multisensory 
stimuli under a variety of circumstances. In a 
recent review that considered this evidence 
alongside the limited computational research 
(Jones and Noppeney 2021), we tentatively con-
cluded that ageing can affect unisensory reliabil-
ity, attentional control, and response strategies, 
but does not seem to impact the fundamental 
computational principles (including causal infer-
ence) that govern the integration of multisensory 
stimuli. However, further research that addresses 
this question directly is clearly required.

4.3.3.3  Atypical Populations
In the earlier section on forced-fusion integration 
in atypical populations, we discussed evidence 
that the multisensory processing differences asso-
ciated with ASD do not appear to be caused by 
abnormalities in sensory weighting. There is, how-
ever, increasing evidence from related areas that 
autism is associated with changes to perceptual 
(and other) priors. In an influential paper, Pellicano 
and Burr (2012) argue that weaker priors may be 
the primary cause of many perceptual symptoms 
of autism (see also responses by Friston et  al. 
(2013), Van de Cruys et al. (2013)). The evidence 
for this view comes from studies demonstrating 
that autistic individuals perceive sensory stimuli in 
a way that is consistent with greater weight being 
placed on current sensory signals (the likelihood) 
than on past experience (the prior). For example, 
Skewes and Gebauer (2016) found that autistic 
participants were less likely to use relevant prior 
information when localising sounds. Similarly, 
when Skewes et  al. (2015) presented observers 
with a perceptual learning task, those who scored 
higher for autistic traits placed more weight on the 
likelihood than the prior.

In the context of multisensory causal infer-
ence, this may mean that observers have a causal 
prior that favours neither integration nor segrega-
tion (i.e. close to 0.5). We might therefore expect 
autistic individuals to rely more directly on the 
properties of the incoming signals (conflict size, 
sensory noise) when arbitrating between integra-
tion and segregation. This is somewhat supported 
by evidence. For example, Stevenson et al. (2014; 
also Bebko et al. 2014) found that autistic chil-
dren and adolescents with ASD are less suscep-
tible to the McGurk illusion, which relies on the 
fusion of conflicting auditory and visual signals 
(though see Woynaroski et al. 2013, who did not 
find the same effect). Adolescents with ASD also 
appear less likely to integrate conflicting visual 
depth cues (Bedford et al. 2016).

Conversely, autistic individuals appear more 
likely to integrate multisensory stimuli that are 
spread out over time: Foss-Feig et  al. (2010) 
report that children with ASD experienced the 
sound-induced flash illusion over a wider range 
of stimulus onset asynchronies (SOAs) than their 
non-autistic peers. Autism has, however, been 
associated with decreased performance on both 
auditory (Kwakye et  al. 2011) and audiovisual 
(de Boer-Schellekens et al. 2013) temporal-order 
judgement tasks, suggesting this may be due to 
impaired temporal precision, rather than a stron-
ger causal prior. This usefully highlights the 
important point that changes in different param-
eters can have similar effects: a participant may 
integrate signals with a small intersensory con-
flict because they have a stronger causal prior 
(i.e. greater binding tendency), or instead because 
sensory noise means they are less able to estimate 
the signals’ true causal structure. (See Brock 
(2012), for a discussion of this prior/likelihood 
ratio problem as it relates more generally to sen-
sory perception in autism, and Noel et al. (2020), 
for an example of similar priors but impaired 
likelihoods in autistic participants performing a 
visual navigation task.)

One study that does directly address this ques-
tion, by applying Bayesian causal inference mod-
elling to a multisensory perception task, also 
provides a specific example of how changes in 
different parameters can produce very similar 
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behaviour. Noel et al. (2018) compared the abil-
ity of three age-matched groups of adolescents—
some with ASD, some with schizophrenia, and a 
group of healthy controls—to judge the simulta-
neity of concurrently presented auditory and 
visual stimuli. The authors found that both the 
ASD and SZ groups integrated stimuli (i.e. 
judged them to be simultaneous) over a wider 
range of onset asynchronies than controls. 
However, BCI modelling revealed that this was 
due primarily to changed priors in the autistic 
group, and to a combination of both changed pri-
ors and likelihoods in participants with 
schizophrenia.

As with ASD, there is growing evidence that 
differences in priors may be responsible for some 
of the perceptual symptoms of schizophrenia, 
though in this case priors appear often to be 
stronger in SZ.  A study of audiovisual speech 
perception showed that individuals with psycho-
sis relied more heavily on cognitive and percep-
tual priors than healthy or at-risk controls 
(Haarsma et  al. 2020). Similarly, Powers et  al. 
(2017) conditioned participants who suffer from 
psychosis, and a group of healthy controls, to 
perceive an illusory sound when presented with a 
visual checkerboard stimulus. The psychosis 
group perceived significantly more illusory stim-
uli, and a hierarchical Gaussian filter model 
revealed that this was due to this group being 
more influenced by prior stimuli. This effect of 
stronger priors in SZ/psychosis may be limited to 
specific (perhaps higher-level) stimulus types, 
though: Kaliuzhna et al. (2019) and Valton et al. 
(2019) found no differences in the role of priors 
when perceiving low-level visual stimuli.

There is some suggestion that Parkinson’s 
patients also differ in their use of priors for per-
ceptual tasks. Perugini et  al. (2016) applied a 
drift-diffusion model to assess the relative contri-
bution of past experience and sensory informa-
tion in response to a visual orientation judgement 
task. It was found that participants from the PD 
group were less able to use prior information to 
inform their responses. However, to our knowl-
edge, no study has yet specifically investigated 
whether causal priors for multisensory integra-
tion are affected by Parkinson’s disease.

4.3.4  Neural Mechanisms 
of Bayesian Causal Inference

Given the growing behavioural evidence that 
human observers integrate sensory signals in a 
way that is consistent with the principles of 
Bayesian causal inference, research has recently 
turned towards characterising the underlying 
neural mechanisms. Rohe and Noppeney 
(2015b, 2016) collected whole-brain functional 
magnetic resonance imaging (fMRI) images 
while presenting participants with auditory and 
visual stimuli at various degrees of spatial con-
flict and reliability (i.e. a ventriloquist para-
digm). Multivariate decoding was combined 
with Bayesian modelling to demonstrate that the 
brain formed spatial representations according 
to different computational principles across the 
auditory and visual processing hierarchies. 
While primary sensory areas independently 
encoded the locations of the auditory and visual 
stimuli, the posterior intraparietal sulcus inte-
grated auditory and visual signals into an inte-
grated (i.e. forced-fusion) spatial representation. 
Finally, anterior intraparietal sulcus combined 
these into a final location estimate consistent 
with the predictions of Bayesian causal infer-
ence. Later work (Mihalik and Noppeney 2020) 
has suggested that this final estimate was 
informed by causal inference estimates in dor-
solateral prefrontal cortex.

An electroencephalography (EEG) study, 
using a similar ventriloquist behavioural para-
digm, aimed to establish how these various repre-
sentations arise dynamically over time (Aller and 
Noppeney 2019). The results were highly consis-
tent with the fMRI findings. In the early stages of 
processing (< 100  ms post stimulus), stimulus 
representations were most consistent with (segre-
gated) unisensory estimates. These estimates 
then (100–200  ms) combined into a fully- 
integrated forced-fusion estimate, before resolv-
ing into a final estimate consistent with 
behavioural responses and the predictions of BCI 
(350-450 ms). Interestingly, the neural processes 
underlying Bayesian causal inference in temporal 
signals have been found to evolve along a similar 
time course (Cao et al. 2019; Rohe et al. 2019). 
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Collectively, these studies suggest that the brain 
integrates sensory signals into representations 
that take into account the signals’ causal structure 
(i.e. common vs. independent sources) by 
dynamically encoding multiple perceptual 
estimates.

4.4  Conclusion

Growing evidence suggests that the human brain 
combines sensory signals in a way that is consis-
tent with the principles of Bayesian causal infer-
ence. When signals come from common sources 
they are integrated, weighted by their relative 
reliabilities, into a more precise representation of 
the world. When they come from different 
sources, they are processed separately. This arbi-
tration between sensory integration and segrega-
tion is determined by observers’ causal inference, 
based on noisy correspondence cues such as spa-
tial disparity or temporal asynchrony. These pro-
cesses evolve throughout childhood, as children 
develop physiologically and build their sensory 
experience, and change again in later life as part 
of normal, healthy ageing.

Normative Bayesian models move beyond 
descriptive approaches, allowing us to character-
ise interindividual differences at the computa-
tional level. This brings the possibility of 
determining whether, for example, atypical pop-
ulations (such as those with ASD, Parkinson’s, 
or schizophrenia) experience multisensory illu-
sions more (or less) frequently because of 
changes in sensory noise, causal priors, cost 
functions, or because they deviate from norma-
tive principles. Research to date suggests that 
individuals from some atypical populations may 
differ in their sensory noise and use of priors, but 
there is insufficient evidence to suggest that they 
deviate from the computational principles of 
Bayesian causal inference. Future research 
should thus aim to directly address this question, 
and to determine the neural and cognitive mech-
anisms (perhaps involving changes in selective 
attention and cognitive control) underlying any 
differences found.
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5Multisensory Integration in Body 
Representation

Wen Fang, Yuqi Liu, and Liping Wang

Abstract

To be aware of and to move one’s body, the 
brain must maintain a coherent representation 
of the body. While the body and the brain are 
connected by dense ascending and descending 
sensory and motor pathways, representation 
of the body is not hardwired. This is demon-
strated by the well-known rubber hand illu-
sion in which a visible fake hand is erroneously 
felt as one’s own hand when it is stroked in 
synchrony with the viewer’s unseen actual 
hand. Thus, body representation in the brain is 
not mere maps of tactile and proprioceptive 
inputs, but a construct resulting from the inter-
pretation and integration of inputs across sen-
sory modalities.

Keywords

Causal inference · Macaques · Body repre-
sentation · Self-consciousness

Accurate integration of multisensory information 
serves essential purposes in daily life. For exam-
ple, we recognize ourselves in the mirror and dis-
tinguish our own shadow from others by matching 
movements we intend to generate and move-
ments seen on the visual image. Successful motor 
control, such as grabbing a coffee mug, critically 
relies on the integration of visual and propriocep-
tive information on one’s arm and hand position, 
and of visual and tactile information on where the 
fingers are on the handle. Therefore, accurate 
integration of multisensory information is crucial 
for distinguishing between oneself and external 
world as well as for interacting with the environ-
ment. As the brain is constantly flooded with sen-
sory information both from one’s own body and 
the environment, how it properly integrates and 
segregates sensory information becomes an 
important question for understanding the under-
lying mechanism of body representation. In this 
chapter, we first discuss behavioral work that 
investigates the constraints and principles under-
lying multisensory integration regarding the 
body. We then introduce a Bayesian framework 
that theorizes multisensory integration as infer-
ring the source of the sensory inputs by an opti-
mal observer. Finally, we review evidence from 
neuroimaging and neurophysiological studies on 
the neural correlates and computational princi-
ples of body representation.
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5.1  Temporal and Spatial 
Constraints on Multisensory 
Integration

Multisensory integration is typically studied by 
creating a mismatch between inputs from differ-
ent modalities. Early studies on the integration of 
visual and auditory information have identified 
spatial and temporal rules of multisensory inte-
gration, such that inputs are more likely to be 
combined if spatially and temporally closer 
(Meredith 1987; Meredith and Stein 1986). The 
same rules also apply to multisensory integration 
regarding the body. Studies have shown that the 
processing of bodily signals is influenced by 
external stimuli occurring within a limited space 
around the body part, also known as the periper-
sonal space (PPS) (Làdavas et al. 1998; Spence 
et al. 2004). For example, the perceived location 
of tactile stimuli is more strongly biased toward a 
concurrent visual stimulus when the visual stim-
ulus occurs close to the body versus far (Spence 
et al. 2004). These findings demonstrate the mul-
tisensory nature of body representation such that 
tactile perception is automatically biased by task- 
irrelevant visual information. Moreover, there is 
a spatial limit within which sensory inputs are 
considered bodily-related and integrated together.

Multisensory integration not only underlies 
the perception of bodily sensory inputs, but also 
how the brain represents the body itself. Because 
it is not always possible to separate information 
from one’s own body, bodily illusions are often 
used. In these paradigms, participants’ actual 
hand is hidden from view while seeing a fake 
hand. In this way, proprioceptive information and 
visual information are dissociated. Integration 
between visual and proprioceptive information is 
indexed by the illusory embodiment of the 
viewed hand, i.e., the viewed hand feels like 
one’s own body—referred to as body ownership, 
and the hand is perceived closer to where the 
viewer sees it (Botvinick and Cohen 1998; 
Holmes et al. 2004). By examining the effect of 
spatial and temporal congruence between the 
viewed hand and unseen actual hand on the 
strength of illusion, researchers can identify fac-
tors influencing multisensory integration.

One important factor influencing multisensory 
integration is the spatial location of the viewed 
fake hand. As the distance between the viewed 
hand and unseen actual hand increases, hence 
more difficult to reconcile the discrepancy 
between visual and proprioceptive information, 
participants are less likely to feel the viewed hand 
as their own hand (Medina et  al. 2015) or is 
located where the viewed hand is (Holmes et al. 
2004, 2006; Holmes and Spence 2005). By grad-
ually displacing the rubber hand further from 
participants’ unseen actual hand, Lloyd (2007) 
found decreasing illusion with increasing dis-
tance. Importantly, there was an exponential non-
linear decrease as the rubber hand was positioned 
outside of the participants’ reachable space, 
marking the boundary of the spatial range within 
which an object could be embodied.

In addition to spatial location, a congruent 
posture of the viewed and unseen actual hand is 
critical. For example, with a fixed distance 
between the rubber hand and the unseen actual 
hand, subjective ownership of the rubber hand 
decreased with mismatch in the hand angle 
between the two hands (e.g., fingers pointing for-
ward vs. pointing 30° leftward) despite synchro-
nous visuotactile stimulation (Costantini and 
Haggard 2007; Ide 2013).

It has been well-established that the temporal 
synchrony between the viewed hand and the 
unseen actual hand plays an important role. In the 
rubber hand illusion, synchronous strokes on the 
unseen hidden hand and the rubber hand, such 
that strokes seen on the viewed hand match tac-
tile sensation on the actual hand, elicit strong 
illusion. Asynchronous strokes, however, abolish 
the illusion (Botvinick and Cohen 1998; Tsakiris 
and Haggard 2005). Using a different and more 
powerful paradigm, researchers can manipulate 
whether the unseen hand and the viewed hand are 
performing congruent movements (mirror box 
illusion; Ramachandran and Rogers- 
Ramachandran 1996; Medina et  al. 2015). 
Whereas participants experience strong owner-
ship of the viewed hand when the seen move-
ments on the viewed hand is congruent with 
movements performed by the unseen actual hand, 
the illusion is much weaker when the movements 
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are out of phase (Holmes and Spence 2005; Liu 
and Medina 2018; Medina et  al. 2015). These 
findings provide evidence for the importance of 
temporal synchrony in multisensory integration.

The evidence discussed above suggests a key 
role of cross-modal congruence in multisensory 
integration and body representation. However, 
matching between bottom-up sensory informa-
tion is not sufficient for the brain to embody an 
object. It makes intuitive sense that one would 
not perceive a dog’s paw as their own hand 
regardless of sensory information, implying 
additional constraints from prior knowledge of 
our body independent of incoming sensory 
inputs. The following section discusses the influ-
ence of prior information on multisensory 
integration.

5.2  Prior Knowledge of the Body 
Influences Multisensory 
Integration

At the level of visual features, the human body 
has specific anatomical and structural properties 
that differ from other objects (e.g., “a hand has 
five fingers sticking out”). At the semantic level, 
we use labels and descriptive language to distin-
guish objects of different categories (e.g., a 
human body versus a tree). These forms of prior 
knowledge are learned in life experience and 
exist independent of online sensory information. 
Using the rubber hand illusion paradigm, studies 
found weaker illusory embodiment when indi-
viduals view an object (e.g., a wood stick) versus 
a realistic rubber hand (Holmes and Spence 2005; 
Tsakiris et al. 2008; Tsakiris and Haggard 2005). 
The illusion was also weaker for neutral objects 
whose shape deviates from a standard hand 
(Haans et  al. 2008; Tsakiris et  al. 2010). These 
findings indicate that individuals have prior 
expectations of what features constitute a hand 
based on stored visual body representation 
(Tsakiris 2010). Interestingly, visual features that 
are more specific to one’s own body, such as size 
and color, do not have a dramatic effect on the 
embodiment of the viewed hand or body (Austen 
et al. 2004; Farmer et al. 2012, 2014; Peck et al. 

2013; but see Pavani and Zampini 2007). Based 
on these findings, it was proposed that the stored 
visual body representation encodes general shape 
information of body parts instead of self-specific 
features (Kilteni et al. 2015; Tsakiris 2010).

Another source of prior knowledge comes 
from the body schema that represents online 
body position in space as the body moves (Head 
and Holmes 1911; Schwoebel and Coslett 2005). 
The movement of the body is limited by biome-
chanical constraints—resistance caused by joint 
and muscle structures that determines the diffi-
culty in and the possible range of body move-
ment (Parsons 1987, 1994). As such, 
biomechanical constraints are also encoded in the 
body schema. Importantly, biomechanical con-
straints not only affect physical movements but 
manifests in mental body representations. For 
example, when individuals are asked to judge the 
chirality of a hand image in a selected orienta-
tion, the reaction time is longer if the rotation 
from the individuals’ own hand posture to the 
hand image is more biomechanically constrained, 
even if the rotation angle is the same (Cooper and 
Shepard 1975; Parsons 1987, 1994; Zapparoli 
et al. 2014). These findings provide evidence that 
the participants performed the task by mentally 
simulating body movements, in which biome-
chanical constraints are encoded.

There is evidence that biomechanical con-
straints between the unseen actual hand and 
viewed hand influences multisensory integration. 
With the angular difference between the viewed 
hand and unseen actual hand fixed, biomechani-
cal constraints can be manipulated such that the 
rotation from the actual to the viewed hand is less 
biomechanically constrained in one condition but 
more constrained in another (Ide 2013; Liu and 
Medina 2017). Participants reported weaker illu-
sions in the more-biomechanically-constrained 
condition despite matched angular differences, 
indicating that the amount of biomechanical con-
straint is also computed into the overall discrep-
ancy between visual and proprioceptive 
information. These findings prove that multisen-
sory information is influenced not only by bot-
tom- up sensory information but also prior 
information stored in the body schema.
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Another type of constraint regards anatomical 
plausibility of body configuration, i.e., whether a 
body posture is possible to occur. It was found that 
the rubber hand illusion was abolished when the 
viewed hand is in anatomically implausible pos-
tures (e.g., fingers pointing straight toward one’s 
body along the sagittal axis) despite synchronous 
visuotactile stimulation (Ehrsson et al. 2004; Ide 
2013; Tsakiris and Haggard 2005). These findings 
can be accounted for by the encoding of biome-
chanical constraints discussed above, such that the 
viewed hand is in an infinitely biomechanically 
constrained position that proprioceptive informa-
tion cannot be biased toward. Alternatively, the 
brain may refer to a body structural description, 
the stored knowledge of the relative position of 
body parts on the body surface, for example, the 
arm is attached to the trunk (Buxbaum and Coslett 
2010). Anatomically implausible hand postures 
often imply breaking of joints, hence violating the 
body structural description, leading to lower 
degrees of embodiment (Kilteni et al. 2015).

In summary, the brain uses both incoming sen-
sory information and prior knowledge of the body 
in multisensory information. The interplay of both 
bottom-up sensory inputs and top-down knowl-
edge is summarized in a neurocognitive model of 
body ownership (Tsakiris 2010) that conceptual-
izes body representation as a set of information 
comparators. What factors determine the relative 
importance of each source of information, and how 
do these factors lead to the final percept that a hand 
belongs to one’s own? In the next section, we dis-
cuss a Bayesian framework that addresses the com-
putational principles of multisensory integration.

5.3  A Bayesian Framework 
of Multisensory Integration

Forming a coherent body representation is a pro-
cess of inferring the state of the body based on 
incoming sensory information. The Bayesian 
framework posits that upon receiving sensory 
inputs from multiple modalities, the brain gener-
ates hypotheses on the cause of these sensory 
inputs. For example, inferring the hand position 
gives rise to the perceived visual and propriocep-

tive information. Given the noise in both external 
inputs and internal sensory systems, each hypoth-
esis is only correct at a certain probability. These 
probabilities are called posterior probability as 
they are conditional on a particular set of sensory 
inputs, written as P(S| xv, xp) (the probability of 
state S, for example, hand position, given visual 
(xv), and proprioceptive (xp) information). The 
goal of an optimal observer is to find the state S 
with the maximum posterior probability. 
Following Bayes’ rule, posterior probability 
depends on the product of two components: the 
likelihood of obtaining a particular set of sensory 
inputs given state S (P  (xv, xa| S)), and the prior 
probability of this hypothesis based on prior 
knowledge (P(S)) (see Eq. 5.1).

P S x x
P x x S P S

P x xv p
v p

v p

|  
, |

, 
,( ) = ( ) ( )

( )
 

(5.1)

As the denominator P(xv, xp) is independent of 
the state S, Eq. (5.1) is simplified as:

 P S x x P x x S P Sv p v p| |, ,( ) ∝ ( ) ( ) (5.2)

Assuming a uniform distribution P(S), denoting 
equal prior probability that the hand appears any-
where in space, maximizing the posterior probabil-
ity equals to maximizing the likelihood. Further 
assume that each sensory modality is corrupted by 
independent Gaussian noise, Eq. (5.2) is simplified 
as:

 P S x x P x S P x Sv p v p| | |,( ) ∝ ( ) ( ) (5.3)

Maximum-likelihood estimation of this equa-
tion then becomes a weighted sum of visual and 
proprioceptive input based on their relative reli-
ability, with reliability the inverse of the standard 
deviation of each input:
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As a result, the final percept is biased toward 
the more reliable unimodal estimate, and the reli-
ability of the final percept is maximized (Ernst 
and Bülthoff 2004). This model therefore 
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accounts for the findings that participants per-
ceive their hand toward where the visual hand is 
(i.e., visual capture), presumably because visual 
information is typically less noisy than proprio-
ceptive information. As an optimal weighting 
principle, maximum-likelihood estimation has 
been supported by multiple studies on various 
sensory modalities (Alais and Burr 2004; Ernst 
and Banks 2002; Van Beers et  al. 1999; Witten 
and Knudsen 2005). For example, in one such 
study, participants were asked to estimate the 
height of a block based on haptic and visual 
information (Ernst and Banks 2002). Small dis-
crepancies between visual and haptic inputs were 
introduced by manipulating the visual image 
viewed from a pair of goggles. Consistent with 
the model, participants’ estimate was biased 
toward visual information, with the weight of the 
visual information decreasing with visual noise.

An important consequence of this model is 
that unimodal estimates are always integrated to 
a single final percept, hence the model is referred 
to as the forced-fusion model (Körding et  al. 
2007; Shams and Beierholm 2010). Although it 
well explains human behavior when the discrep-
ancy between unimodal inputs is small and easy 
to resolve, it does not apply to all real-world situ-
ations. Organized representations require not 
only accurate integration of inputs belonging to 
the same object, but segregation of inputs that 
come from different sources. For example, when 
playing a duet, it is equally important to integrate 
information on one’s own hand and to segregate 
information from the partner’s hand. In experi-
ments on bodily illusions, the viewed hand is not 
embodied if it is placed too far from the partici-
pant’s actual hand (Lloyd 2007; Medina et  al. 
2015), indicating segregation of visual and pro-
prioceptive information. The underlying problem 
is to infer whether inputs are emitted by the same 
object, or in other words, have a common cause, 
a process referred to as “causal inference.”

Researchers have proposed a Bayesian causal 
inference model to account for how the brain 
infers the causal structure of sensory inputs 
(Fig.  5.1; Körding et  al. 2007; Shams and 

Beierholm 2010). In this model, the underlying 
causal structure of whether multisensory inputs 
come from a common cause is denoted by the 
posterior probability (P(C| xv, xp)). Two causal 
hypotheses are tested: that the inputs are caused 
by a common source (C = 1), which leads to com-
plete integration of inputs from both modalities, 
or that the inputs are caused by independent 
sources (C = 2), which leads to complete segrega-
tion of information from different modalities. In 
this way, the Bayesian causal inference model 
has a hierarchical structure in which the brain 
first infers the causal structure of sensory inputs, 
and then makes an estimate of the object state 
(e.g., location) under the causal structure. 
Following Bayes’ rule, the posterior probability 
of each causal hypothesis depends on the likeli-
hood of receiving the current sensory inputs 
given this causal hypothesis (P(xv, xa|C), and the 
prior probability of the causal hypothesis (P(C)). 
An important cue that informs the brain about the 
causal structure of inputs from multiple modali-
ties is the “similarity” between the inputs: inputs 
that are closer in time, space, or other dimensions 
tend to have a higher likelihood under the com-
mon cause hypothesis, making them more likely 
to be integrated.

How is the estimate of object location contin-
gent on the inferred causal structure? One strat-
egy is to follow the most likely causal hypothesis 
(model selection, Wozny et al. 2008). If the prob-
ability of the common cause hypothesis is higher 
than the hypothesis of the independent cause, 
inputs are fully integrated by maximum- 
likelihood estimation. Otherwise, the brain esti-
mates each modality independently without 
combing them. Another strategy is to weight the 
estimate under each causal hypothesis in propor-
tion to each hypothesis’s posterior probability 
(model averaging, see Eqs. (5.5a) and (5.5b), 
Wozny et al. 2010; Körding et al. 2007). By con-
sidering the causal structure of inputs from mul-
tiple modalities, the Bayesian causal inference 
model can account for the full range of multisen-
sory integration from complete integration to 
complete segregation.

5 Multisensory Integration in Body Representation
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The Bayesian causal inference model can 
account for the effect of various factors on multi-
sensory integration regarding the body (Fig. 5.2; 
Fang et al. 2019; Kilteni et al. 2015; Samad et al. 
2015). Provided with multisensory information 
about the hand including vision, proprioceptive, 
touch, etc., the brain is faced with a causal 
 inference problem of whether all sources of 
information come from the same hand, i.e., “my 
hand.” The posterior probability of a common 
hand depends on the likelihood of receiving the 
current sensory information if they belong to the 
same hand and the prior probability of there 

being one hand. The closer the visual and pro-
prioceptive hand positions are, the more likely 
they define the same hand. Similarly, other spa-
tial and temporal congruence factors discussed 
above contribute to the likelihood of a common 
cause. On the other hand, prior body knowledge 
constrains how strongly a viewed object can be 
embodied. For example, the model-fitted prior 
probability of a common cause was lower when 
participants viewed a woodblock versus a veri-
similar hand (Fang et  al. 2019). The higher the 
posterior probability of a common cause, the 
more strongly the viewed hand is perceived as 

Fig. 5.2 Bayesian causal inference in body representa-
tion. The posterior probability of a common cause depends 
on the prior probability and likelihood. Prior information 
refers to existent knowledge including the visual feature 

and anatomical plausibility of the body. Likelihood 
depends on the congruence between information across 
modalities, such as spatial disparity and visual-tactile 
synchrony
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one’s own (Fang et  al. 2019), suggesting that 
causal inference may be a mechanism of how the 
brain distinguishes oneself from the 
environment.

5.4  Neurophysiological Evidence 
of Body Representation

5.4.1  Neuronal Basis 
of Multisensory Integration 
of Body-Related Signals

The last section focuses on the neurophysiologi-
cal and neuroimaging evidence related to multi-
sensory body representation. Since numerous 
behavioral findings have demonstrated that the 
body representation depends on the integration of 
body-related signals from multiple modalities, 
most studies exploring the neural basis of body 
representation have focused on the multisensory 
neurons (Noel et  al. 2018; Blanke et  al. 2015). 
Human and non-human primate neurophysiolog-
ical studies have demonstrated a high degree of 
overlap of brain regions in multisensory integra-
tion and body representation (Blanke et al. 2015). 
Using single-unit recordings in animals, numer-
ous kinds of multisensory neurons have been 
identified in various brain regions, including the 
parietal association cortex, premotor cortex, 
insula, and superior colliculus (Mountcastle et al. 
1975; Avillac et  al. 2007; Stein and Stanford 
2008). In particular, body-related multisensory 
neurons are predominantly located in the poste-
rior parietal cortex, including the ventral intrapa-
rietal (VIP) area, area 5 and area 7, and premotor 
cortex (Graziano et  al. 1994; Graziano et  al. 
1997; Avillac et  al. 2005; Fogassi et  al. 1996; 
Graziano et al. 1999; Leinonen 1980).

Multisensory integration of body-related sig-
nals at the single neuron level has been well stud-
ied on the bimodal neurons responding to 
somatosensory stimuli and visual (auditory) 
stimuli near the body. In most of these neurons, 
the visual (auditory) receptive field is localized 
on a given body part (Graziano et al. 1994, 1999; 
Avillac et al. 2005). One important multisensory 
property of these neurons is that the neural 

response to the tactile stimulus is modulated by 
visual (auditory) stimuli presented within their 
receptive field. Similar to other multisensory 
neurons (e.g., visual-vestibular multisensory 
neurons), such multisensory modulation on neu-
ral response can be super-additive (increased fir-
ing rate) or sub-additive (decreased firing rate) 
compared to the arithmetic sum of the responses 
in unimodal conditions (Avillac et  al. 2007). In 
analogy to peripersonal space in human psycho-
logical studies, the size of the visual (auditory) 
receptive field is proportional to the tactile recep-
tive field on a given body part. The visual recep-
tive field of monkey premotor neurons typically 
extends 40  cm from the upper limb (Graziano 
et  al. 1994, 1999). It ranges from 5  cm to 1 m 
depending on the size of other body parts (Avillac 
et al. 2005; Schlack et al. 2005; Jiang et al. 2013). 
Furthermore, the visual (auditory) receptive field 
of these multisensory neurons is anchored on the 
corresponding body part despite the movement of 
the body (Fogassi et  al. 1996; Graziano et  al. 
1997; Graziano 1999, 2000). For example, 
Graziano and colleagues found that the visual 
receptive field of monkey premotor neurons 
shifts to the new spatial location where the limb 
is placed (Graziano 1999). Such binding recep-
tive fields can also be observed in other body- 
centered multisensory neurons, such as 
face-centered neurons in VIP (Avillac et al. 2005) 
and trunk-centered in area 7 (Iriki et  al. 1996). 
Thus, these multisensory neurons with an 
anchored visual (auditory) receptive field encode 
body-related signals in body-part centered refer-
ence frames. Taken together, the visual (auditory) 
receptive field of these multisensory neurons is 
thus conceived as the neural basis of peripersonal 
space in human psychological studies, which 
constitute an interface for the body–environment 
interaction (Noel et al. 2018).

Human neuroimaging studies have consis-
tently highlighted the premotor and posterior 
parietal cortex in integrating body-related signals 
(Makin et al. 2008). Similar to the single neuron 
responses in non-human primates, super-additive 
and sub-additive responses are also observed in 
the intra-parietal sulcus (IPS) and ventral premo-
tor cortex when the visual stimulus is integrated 

W. Fang et al.



85

within the peripersonal space (Gentile et  al. 
2011). For example, human fMRI studies found 
enhanced BOLD response in IPS when partici-
pants were presented with a visual object near the 
body (Makin et  al. 2007; Sereno and Huang 
2006). Using the BOLD adaptation paradigm, 
Brozzoli and colleagues examined the neural 
activations when consecutive visual stimuli were 
presented in peripersonal space around the par-
ticipants’ hand. Since the adaptation paradigm 
(reduced neural activity in response to repeatedly 
presented stimuli) has been well established in 
electrophysiology and fMRI studies to reflect 
selectivity of neural responses to a specific stimu-
lus, it is a useful method to examine the neural 
populations that respond to the visual stimuli 
within PPS. The adaptation effect was observed 
in IPS, inferior parietal lobe, and premotor cortex 
when the visual object was presented near the 
right hand, but not far from the hand (Brozzoli 
et  al. 2011), indicating that these brain regions 
selectively respond to inputs near the body. Taken 
together, both human and animal neurophysio-
logical findings suggest two key regions, the pos-
terior parietal cortex, and premotor cortex, in 
multisensory processing of bodily signals. Single 
neuron and population activities in these areas 
offer a common neural basis in humans and non- 
human primates for multisensory integration in 
peripersonal space.

5.4.2  Neuronal Representation 
of One’s Own Body

Despite the rich neurophysiology studies about 
multisensory processing within peripersonal 
space in body representation, direct evidence 
about the neural basis of subjective recognition 
of one’s body is obtained from body illusion 
studies on humans. Using synchronous visual- 
tactile stimulation on a viewed hand and the par-
ticipant’s actual hidden hand within fMRI 
scanner, Ehrsson and colleagues examined brain 
activation when the participants experienced the 
rubber hand illusion. They found activation in 
IPS, ventral premotor cortex, cerebellum 
(Ehrsson et  al. 2004, 2005), and right posterior 

insula (Tsakiris et  al. 2007) was closely corre-
lated to the change of limb ownership in 
RHI. These neural correlates can be further con-
firmed by conducting the threatening test, which 
is commonly used in the behavioral test in body 
ownership. Lloyd and colleagues found increased 
activity in the posterior parietal cortex and sup-
plementary motor cortex when the threatening 
visual object approached the fake limb in RHI 
(Lloyd et  al. 2006), as if the participant’s own 
body was being threatened.

Furthermore, several studies examined the 
shift of peripersonal space toward the viewed 
hand after the rubber hand illusion has been 
induced. As expected, peripersonal space around 
the limb is remapped onto the fake limb under the 
RHI, and the adaptation effect in IPS and premo-
tor cortex was observed when visual stimuli were 
repeatedly presented near the fake limb, but the 
adaptation effect is not observed if the contralat-
eral fake limb is presented (Brozzoli et al. 2012).

The most direct evidence about the relation-
ship between the body-related multisensory inte-
gration and body representation on a single 
neuron level has been examined by Graziano and 
colleagues in monkeys. Using the single-unit 
recording, the authors examined the neuronal 
response in monkey area 5 when the animal expe-
rienced the visual-somatosensory multisensory 
condition similar to the rubber hand illusion in 
humans (Graziano 2000). The multisensory neu-
rons showed spatial selectivity to proprioceptive 
(monkey’s veridical limb) information and visual 
(fake limb) information of limb positions. For 
instance, if a neuron has a higher firing rate when 
the monkey’s veridical limb (proprioceptive 
input) is positioned on the left side versus the 
right side, its firing rate also increased when the 
fake visual limb is presented on the left side and 
decreased when it was shown on the right side. 
Intriguingly, such tuning modulation by visual 
information depended on the physiological fea-
ture of the visual limb. Non-body objects (e.g., a 
trunk of wood) and physically impossible limb 
position did not modulate the neural response. 
Furthermore, electrical stimulation of these 
body-related multisensory neurons in non-human 
primates results in defensive-like actions (Cooke 
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and Graziano 2003; Graziano and Cooke 2006). 
These results are comparable to the RHI results 
in human behavioral and imaging studies.

5.4.3  Electrophysiological Evidence 
of Causal Inference in Body 
Representation

In the last session, we take the Bayesian theory of 
multisensory integration into account to explain 
the neural implementation of the subjective expe-
rience of body representation and self-other dis-
crimination. In a recent study, the authors 
established a moving rubber hand illusion para-
digm based on reaching movements under a vir-
tual reality system. They recoded single neuron 
responses in the premotor cortex in awake behav-
ing monkeys. By introducing various disparities 
between a monkey’s real limb and a visual fake 
limb, authors can examine the proprioceptive 
drift, which is the probe of the illusion strength 
under dynamic multisensory conditions. The 
behavioral result showed that the limb’s integra-
tion of visual and proprioceptive information 
could be well explained by Bayesian causal infer-
ence theory, consistent with the human behav-
ioral results (Fang et al. 2019).

More importantly, under the Bayesian causal 
inference framework, the ownership of the visual 
fake limb is determined by the posterior probabil-
ity that the sensory signals come from a common 
source. That is, the central neural system should 
integrate the signals when the visual- 
proprioceptive limbs are aligned and segregate 
the signals when the disparity is too large. To 
examine the neural correlates of the posterior 
probability, the authors conducted two control 
conditions to establish the ideal neuronal 
responses of integration and segregation. In the 
integration control condition, the visual and pro-
prioceptive limb position was always perfectly 
aligned, while the visual limb was not presented 
in the segregation control condition. Thus, when 
the disparity was systematically changed across 
trials, the representation of the common source 
probability on a single neuron level can be 
approached according to how similar the neural 

response is to these ideal neural responses. The 
single neuron analysis revealed a considerable 
population in the premotor cortex associated with 
the posterior probability of common source pre-
dicted by the Bayesian causal inference model. 
The dynamics of the posterior probability of 
common source across trials can also be decoded 
by the population neuronal activities. More 
importantly, the probability of integration at both 
the behavioral and neural levels was decreased 
when the visual feedback was replaced by a piece 
of wood (Fang et al. 2019).

The neural mechanism of causal inference 
was further extended by a recent artificial neural 
network study. The authors trained a neural net-
work model to solve causal inference for motion 
estimation (Rideaux et  al. 2021). It was sug-
gested that the multisensory neurons with con-
gruent Gaussian tuning may account for 
multisensory integration, whereas those with 
incongruent multisensory tuning have been con-
sidered to account for segregating (French and 
DeAngelis 2020). In line with this prediction, 
the neural network develops multisensory neu-
rons with congruent and opposite tunings and 
demonstrated both congruent and opposite neu-
rons contribute to the multisensory behavior. 
This simulation thus showed that to determine 
whether the signals should be integrated or seg-
regated, the causal inference problem can be 
solved by balancing between the activities of 
these two populations.
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6Crossmodal Associations 
and Working Memory in the Brain

Yixuan Ku and Yongdi Zhou

Abstract

Crossmodal associations between stimuli 
from different sensory modalities could 
emerge in non-synesthetic people and be 
stored in working memory to guide goal- 
directed behaviors. This chapter reviews a 
plethora of studies in this field to summarize 
where, when, and how crossmodal associa-
tions and working memory are processed. It 
has been found that in those brain regions 
that are traditionally considered as unimodal 
primary sensory areas, neural activity could 
be influenced by crossmodal sensory signals 
at temporally very early stage of information 
processing. This phenomenon could not be 
due to feedback projections from higher level 
associative areas. Sequentially, neural pro-
cesses would then occur in associative corti-
cal areas including the posterior parietal 
cortex and prefrontal cortex. Neural oscilla-
tions in multiple frequency bands may reflect 

brain activity in crossmodal associations, and 
it is likely that neural synchrony is related to 
potential neural mechanisms underlying 
these processes. Primary sensory areas and 
associative areas coordinate together through 
neural synchrony to fulfil crossmodal asso-
ciations and to guide working memory 
performance.
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Chinese cuisine is well known all over the world, 
and decent taste always goes together with per-
fect color and pleasant smell. Thus delicious 
needs multisensory integration when visual and 
olfactory information facilitates gustatory per-
ception in this case. Such crossmodal associa-
tions between different sensory modalities are 
usually processed and stored in working memory 
to guide goal-directed behaviors. How does the 
crossmodal association come from and how is it 
stored in working memory? And how can we 
allocate brain resources to deal with the crossmo-
dal association between different sources of 
information and to process the associations 
dynamically? We will discuss different aspects of 
crossmodal associations and working memory in 
this Chapter. Where (in the brain), When (how 
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dynamically in temporal scales), and How (the 
underlying mechanisms) do crossmodal associa-
tions and working memory emerge, and where, 
when, and how are they processed?

6.1  Crossmodal Associations 
and Working Memory

Some people naturally acquire associations 
between pieces of information from different 
senses, which is called synesthesia. In this situa-
tion, one sense involuntarily and automatically 
elicits another. The brilliant pianist and composer 
Liszt Ferenc, who was thought to have synesthe-
sia, when he reminded performers to achieve a 
certain effect of music performance, always 
talked about the color, e.g., that this the tone 
needed to be bluer (Blom 2010). There were also 
many artists who were seeing colors from words, 
or even “hearing” colors or “tasting” shapes 
(Ramachandran and Hubbard 2003). It has been 
estimated that the incidence of synesthesia, in 
most cases strong synesthesia, is 1/2000 among 
the general population, when females outnum-
bered males with 6 to 1 (Baron-Cohen et  al. 
1996). In contrast, weak synesthesia, which is 
analogous to the crossmodal association men-
tioned here, is much more prevalent(Martino and 
Marks 2001).

Crossmodal associations have long been 
examined ever since ancient Greece philoso-
phers. Aristotle (B.C. 384–322) proposed that 
harmony of colors was like harmony of sounds 
(Marks 1975). Many philosophers discussed 
crossmodal associations afterwards. Among 
them, Associationism, as first proposed by phi-
losopher Hume, was put forward to explain men-
tal processes in which pairs of thoughts became 
associated based on past experience. Therefore, 
stimuli presented from different sensory modali-
ties are more likely to be associated when they 
occur closer in time or space (Driver and Spence 
2000; McDonald et al. 2000), which is also called 
crossmodal binding. Moreover, crossmodal asso-
ciations could be established by semantic con-
gruency (Laurienti et  al. 2004). For instance, 
people associated warm with warm colors (red, 

orange, and yellow) and cool with cool colors 
(blue and green) long time ago (Sully 1879).

In addition to these “strong association” situa-
tions, associations between stimuli can also be 
momentarily established and implemented for 
goal-directed behavior. For example, when we 
play Wisconsin Card Sorting game, we need to 
associate different cards with distinctive rules: 
sometimes sorting cards with numbers; some-
times with shapes of elements. These unimodal 
associations can also be generalized to crossmo-
dal conditions. Studies found that both synes-
thetes and non-synesthetes could predict color 
preferences based on the acoustic characteristics 
of vowels, though more predictive in the former 
group (Moos et  al. 2014). These associations, 
especially in non-synesthetes, could be learned 
from experiences. Moreover, even animals could 
be trained to associate different stimuli (Miyashita 
and Chang 1988). However, lesions in certain 
brain regions (e.g., amygdala) only influence 
crossmodal associations but not unimodal asso-
ciations (Murray and Mishkin 1985). This disso-
ciation between crossmodal and unimodal 
conditions leads us to think that the neural mech-
anisms underlying crossmodal associations may 
be different from those underlying unimodal 
associations. Here a couple of immediate ques-
tions come: in the brain, where are crossmodal 
associations processed? and where do they 
emerge?

A typical paradigm to investigate crossmodal 
associations is the “delayed matching/non- 
matching to sample” task, which is one type of 
working memory task. Working memory is the 
cognitive process that retains sensory informa-
tion in the short term (often for seconds) in prep-
aration for upcoming goal-directed activities 
(Baddeley 2012). Unlike the massive capacity of 
long-term memory, working memory capacity is 
severely restricted (Cowan 2001; Miller 1956). 
Yet, working memory is highly flexible and 
strongly correlated with general cognitive capa-
bilities (Engle et al. 1999). Comparisons between 
crossmodal and unimodal delayed matching to 
sample tasks reveal processes in crossmodal 
associations and working memory (Fig.  6.1). 
These task-related crossmodal associations, 
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Fig. 6.1 The unimodal and crossmodal delayed 
matching- to-sample tasks. During the unimodal matching 
test, S-1 is a 80  Hz or 150  Hz tactile vibration that is 
applied to the participant’s left index fingertip, and S-2 is 
another tactile vibration (high frequency or low fre-

quency). In contrast, during the crossmodal matching 
activity, S-2 is an LED light (either red or green) that is 
presented in front of the subject at eye level. Red and 
green lights match high and low frequencies, respectively

which are not stored in long-term memory but 
transiently established and stored in working 
memory, bridge stimuli presented across time to 
guide goal-directed behavior (Fuster et al. 2000; 
Wang et al. 2015).

6.2  Where Are Crossmodal 
Associations and Working 
Memory in the Brain?

Now we get to know that representations of 
working memory are spread out in the brain 
(Christophel et al. 2017). But back to 1970s, the 
first study that found memory cells in the brain 
was performed with rhesus monkeys (Fuster and 
Alexander 1971). Neurons in the dorsolateral 
prefrontal cortex kept firing during the delay 
when the monkey was maintaining sample infor-
mation and waiting for matching it with subse-
quent probe information. After choice was made, 
the sustained firing dropped back to the baseline. 
Sustained activity in the dorsolateral prefrontal 
cortex was also found to represent other features 

such as visuospatial information (Funahashi et al. 
1989). Therefore the neural circuit and neural 
activity in the dorsolateral prefrontal cortex were 
proposed as the underlying neural mechanisms of 
working memory (Goldman-Rakic 1990).

Apart from these associations of features in 
the same sensory domain, crossmodal associa-
tions between different sensory modalities were 
also found in the dorsolateral prefrontal cortex 
(Fuster et al. 2000). After monkeys were trained 
to associate tones and colors, they needed to 
decide whether a color matched a tone that was 
presented as a sample stimulus 10 s earlier. The 
prefrontal cells selectively responded to tones or 
colors during the delay based on the task rule. 
More importantly, the selectivity was correlated 
with tones and colors only in correct trials but not 
when the monkey made an error. Thus, neural cir-
cuits in the dorsolateral prefrontal cortex were 
proposed to represent crossmodal associations 
(Fuster et al. 2000).

The prefrontal cortex lies in a vantage position 
to associate one sense with the other as it receives 
inputs from multiple sensory areas (Jones and 
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Powell 1970; Romanski et al. 1999). Crossmodal 
associations and crossmodal integration also 
occur in other multisensory areas such as the 
superior colliculus (Meredith and Stein 1983), 
superior temporal sulcus (Padberg et  al. 2003), 
intraparietal sulcus (Andersen et  al. 1997), and 
premotor cortex (Graziano et  al. 1994). Human 
neuroimaging studies confirmed the roles of 
these multisensory areas in crossmodal associa-
tions in the human brain (Driver and Noesselt 
2008).

It should be noted that crossmodal associa-
tions have also been found in primary sensory 
areas, for instances the primary visual cortex 
(Morrell 1972), primary auditory cortex (Calvert 
et  al. 1997), and primary somatosensory cortex 
(Zhou and Fuster 1997, 2000). Given these find-
ings, researchers even proposed that our neocor-
tices were essentially multisensory (Ghazanfar 
and Schroeder 2006). However, there could be 
other possibilities that crossmodal associations 
originated from sensory-surrounding areas newly 
identified as crossmodal or came from feedback 
projections from associative areas to sensory 
areas (Driver and Noesselt 2008). Moreover, it 
has recently been proposed that subcortical areas 
such as the pulvinar play important roles in cross-
modal associations since they are also connected 
with multiple sensory areas (Froesel et al. 2021).

Taken together, crossmodal associations are 
distributed across the brain, including both uni-
modal sensory and multimodal associative areas. 
Then, the second question comes, how do these 
areas interplay with each other during crossmo-
dal associations and working memory? First, in 
order to allocate the origin of crossmodal associ-
ations, we need to dissociate the temporal dynam-
ics of activity in these brain areas.

6.3  When Are Crossmodal 
Associations Stored 
in Working Memory?

It is well accepted that unimodal sensory infor-
mation is first processed in areas that have been 
traditionally thought of as pure-sensory ones. 
When crossmodal associations emerge in these 

areas, roles of bottom-up or top-down influence 
on information transfer between brain areas need 
to be clarified (Calvert et al. 1997; Morrell 1972; 
Zhou and Fuster 1997, 2000). If crossmodal 
associations occur at the early stage of informa-
tion processes, the bottom-up influence is likely 
more prominent; if crossmodal associations 
occur at the late processing stage, the top-down 
influence is likely more probable. Apparently, 
electrophysiological methods with high temporal 
resolution are needed to address these questions.

In the field of multimodal object recognition, 
event related potentials (ERPs) on humans first 
revealed that auditory-visual multisensory inte-
gration could influence activity in the visual areas 
as early as 40 ms after stimulus onset (Giard and 
Peronnet 1999). Later, activity in the auditory 
cortex has been found to be influenced by somato-
sensory information as early as 50 ms after stim-
ulus onset through multisensory interaction 
(Murray 2005). These changes in early activity of 
different sensory cortices were thought to repre-
sent the feedforward sweep of processing, and 
thus exclude the possibility of feedback projec-
tions from higher level associative areas.

The first ERP study about the influence of 
crossmodal associations using working memory 
paradigm was carried out in the tactile domain 
(Ku et al. 2007). Combining independent compo-
nent analysis and source localization methods, 
Ku et al. identified an early ERP component P45 
localized in the primary somatosensory cortex, 
and they found that crossmodal associations 
could enhance this component as early as 50 ms, 
compared with unimodal conditions. Thus cross-
modal influence from other sensory modalities 
could affect early sensory processing, which was 
not possibly due to feedback projections origi-
nated from higher level brain areas.

More accurate conclusions could be drawn 
from electrophysiological studies in animals with 
high resolutions in both temporal and spatial 
domains (Lakatos et al. 2007). Neocortical areas 
in primates have six layers and using laminar 
recordings we can delineate different sources of 
information as we know that layer 4 in primary 
sensory areas receives feedforward input from 
the thalamus, while superior layers 2/3 and infe-
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rior layers 5/6 convey cortico-cortical projec-
tions, both validated in animals (Douglas and 
Martin 2004; Miller et al. 2001) and humans (Yu 
et al. 2019). With laminar recordings in the pri-
mary auditory cortex (A1), Lakatos et al. nicely 
demonstrated when the somatosensory stimulus 
enhanced auditory responses in A1 (Lakatos 
et  al. 2007). The enhancement was not simply 
1  +  1  >  2. The somatosensory input reset the 
phase of auditory responses into an optimal exci-
tation period. And most interestingly, the stimu-
lus onset asynchrony (SOA) between auditory 
and somatosensory stimuli mattered. The somato-
sensory stimulus only facilitated auditory 
response at certain SOAs, and the crossmodal 
enhancement pattern depended on SOA with an 
oscillation cycle. These results implicate that 
timing (question “when”) is crucial for crossmo-
dal associations.

Using the crossmodal delayed-matching-to- 
sample task (Fig. 6.1), we could delineate sequen-
tial processes of crossmodal associations and 
working memory (Ohara et al. 2006). Apart from 
the crossmodal influence at early sensory stage 
(Ku et al. 2007), discrete processes representing 
crossmodal associations and working memory 
were sequentially observed during the delay 
(Ohara et al. 2006). The late positive component 
at posterior parietal areas represented crossmodal 
associations and the late negative component at 
frontal areas indicated working memory mainte-
nance. Moreover, using paired associative learn-
ing task, we further delineated when and how 
these processes emerged (Gui et al. 2017). Frontal 
N400, which was found to be related with famil-
iarity (Yovel and Paller 2004) but not recollection 
in memory, reflected semantic associations dur-
ing a recognition test (Voss and Federmeier 
2011). Interestingly, we observed increment in 
FN400 with learning in both unimodal and cross-
modal conditions, indicating that modality-free 
associations were established in frontal areas 
(Gui et al. 2017). In contrast, the posterior com-
ponent at around 600 ms after stimulus onset dif-
ferentiated along with distinctive learning phases 
only in crossmodal conditions (Gui et al. 2017), 
indicating that visuo-tactile crossmodal associa-
tions emerged in parieto-occipital areas. 

Furthermore, oscillations in the alpha band 
(8–13 Hz) accompanied with learning only in the 
crossmodal task in both frontal and posterior 
areas (Gui et al. 2017). The oscillation emerged 
from around 800 ms after sample stimulus onset 
until the response to the probe stimulus.

Taken together, crossmodal associations and 
working memory include multiple brain areas 
from uni-sensory to multisensory associative 
areas. Sequential processes have also been 
observed during encoding and delay periods, 
ranging from early sensory processing to late 
working memory maintenance. Then the remain-
ing question is, how are these brain areas coordi-
nated during crossmodal associations and 
working memory?

6.4  How Are Crossmodal 
Associations and Working 
Memory Processed?

We have seen that crossmodal associations and 
working memory recruit both primary sensory 
areas and higher level associative areas in the 
above sections. How do they interplay with each 
other? Neuronal coherence through oscillations 
could be a possible substrate (Fries 2005). There 
exist multiple oscillations throughout a spectrum 
of frequencies that coordinate cognitive pro-
cesses, including delta (1–4 Hz), theta (4–8 Hz), 
alpha (8–13  Hz), beta (13–30  Hz), and gamma 
(>30  Hz) bands. Oscillatory synchronization 
underlies communications between wide ranges 
of brain areas (Varela et al. 2001). For example, 
cortical theta rhythms represent hippocampal–
cortical interactions (Klimesch 1999), whose 
power covariates with working memory load 
(Raghavachari et al. 2001). Meanwhile, cortical 
alpha rhythms are produced by thalamocortical 
and cortico-cortical loops (da Silva 2013) and 
also increase with the number of distractors 
(Bonnefond and Jensen 2012) and working mem-
ory load in multiple sensory modalities (Haegens 
et  al. 2010; Jensen et  al. 2002; Spitzer and 
Blankenburg 2012). Moreover, cortical beta 
oscillations, which are often observed in motor 
tasks, have also been found in working memory 
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tasks, especially in animal neurophysiological 
studies. In conjunction with beta oscillations, 
gamma oscillations (Lundqvist et al. 2016) have 
been proposed to subserve perceptual binding of 
features in the same sensory modality (Singer 
and Gray 1995) and across modalities (Senkowski 
et al. 2007).

In addition, oscillatory synchronization 
between different areas predicts working mem-
ory performance. For example, theta coherence 
between the prefrontal cortex and V4 (the asso-
ciative sensory cortex) correlates with working 
memory performance (Liebe et  al. 2012). 
Interestingly, higher frequency oscillations in the 
gamma band are suggested to reflect feedforward 
information transmission from lower level brain 
areas to higher level brain areas; lower frequency 
oscillations in alpha and beta bands are suggested 
to represent feedback projections from higher 
level areas to lower level areas (Bastos et  al. 
2015; van Kerkoerle et  al. 2014, 2017; 
Michalareas et al. 2016; Richter et al. 2017). Our 
previous study discovered that alpha band oscil-
lations in both frontal and posterior areas were 
only associated with crossmodal learning in the 
working memory task (Gui et  al. 2017), which 
suggested that information went from frontal 
sites to posterior sites in the brain in top-down 
processing. Indeed, frontal alpha oscillations 
indicate top-down regulation on perceptual gains 
(Misselhorn et al. 2019) and interregional alpha 
synchrony upholds temporal crossmodal integra-
tion (van Driel et al. 2014).

Furthermore, phase coupling between differ-
ent frequencies is also predominant in the brain 
and linked to cognitive processes (Canolty and 
Knight 2010). However, there are at least two 
kinds of coupling between oscillations, which are 
phase resetting and neural entrainment (Bauer 
et  al. 2020). As we mentioned above, Lakatos 
et  al. demonstrated that the phase of auditory 
induced oscillations in A1 is reset by somatosen-
sory inputs (Lakatos et al. 2007). The same group 
also explored the role of entrainment of neuronal 
oscillations in attentional selection (Lakatos et al. 
2008). Although the two processes have the simi-
lar outcome in neural synchrony but they are dif-
ferent in mechanisms. Specifically, phase 

resetting indicates transient influence of one 
stimulus on neural oscillations, while neural 
entrainment designates a period of time during 
which two oscillations become resonant and one 
oscillation shifts from one frequency to the other 
oscillation. It should be noted that the entrain-
ment in low-frequency oscillations including 
delta and theta has normally been observed, but 
not in high-frequency oscillations. Yet, it is still 
hard to dissociate these two processes in the 
above-mentioned neural synchrony results. 
Future studies need to incorporate more manipu-
lations of sensory input, for example, transient 
without rhythm vs. sustained with rhythm, to dis-
sociate these underlying mechanisms.

6.5  Causal Evidence in Neural 
Mechanisms

We have summarized where, when, and how do 
crossmodal associations and working memory 
processed. However, the above-mentioned litera-
tures are mostly correlational evidence. It is still 
not clear whether neural activity in those brain 
regions causally influences crossmodal associa-
tions and working memory. We all know that cor-
relations cannot lead to causality for granted. 
Thus we need to implement causal tools to 
explore answers for these questions. The most 
commonly used causal tools for human studies 
include transcranial current stimulation (tCS) and 
transcranial magnetic stimulation (TMS).

Repetitive TMS and transcranial direct current 
stimulation (tDCS) are widely used in clinical 
investigation as it can change neural plasticity of 
the brain and induce long-lasting (long-term 
potentiation or long-term depression) effects 
(Lauro et  al. 2014; Lefaucheur et  al. 2014). 
However, if we want to explore the timing of cog-
nitive processes, single-pulse TMS (spTMS) is 
the best choice. Applying spTMS over different 
brain areas, we explore the roles played by these 
areas in crossmodal associations and working 
memory. The logic is if the areas participate in 
the processes and have a causal role, spTMS will 
disrupt the processes in the areas and lead to a 
decline in related behavioral performance. As we 
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have seen that the primary somatosensory cortex 
(Ku et al. 2007), the posterior parietal cortex, and 
prefrontal cortex (Gui et al. 2017) have differen-
tial activity in the crossmodal working memory 
task compared with the unimodal working mem-
ory task. We are curious about whether these 
brain areas have causal influences on behaviors 
or they are just redundantly activated during the 
cognitive processes. Interestingly, we have 
observed that the primary somatosensory cortex 
plays a causal role at an early stage of 300 ms 
after the sample stimulus; the posterior parietal 
cortex plays a causal role at a late stage of 600 ms 
after the sample stimulus (Ku et  al. 2015); the 
prefrontal cortex plays a causal role in bridging 
the two stimuli (sample and probe) (Zhao and Ku 
2018). However, it remains unclear how these 
areas integrate sequential processes. Future stud-
ies need to explore these questions by combining 
TMS and/or electroencephalography (EEG) and/
or functional magnetic resonance imaging 
(fMRI) techniques.

6.6  Concluding Remarks

We have reviewed a plethora of studies to demon-
strate where, when, and how crossmodal associa-
tions and working memory are processed. It is 
clear now that both primary sensory areas and 
associative areas, or even subcortical areas par-
ticipate in these processes. Interestingly, the 
crossmodal influence in primary sensory areas 
emerges at a temporally early stage, which pos-
sibly reflects feedforward sweeping but not feed-
back influences from higher level areas. 
Meanwhile, crossmodal associations can also be 
established in posterior parietal areas and stored 
in both frontal and parietal areas. There exist 
sequential processes during crossmodal working 
memory, and related neural synchrony may rep-
resent how different brain areas are coordinated 
in these processes. Almost all frequency bands 
have been observed in the processes of crossmo-
dal associations and working memory, but alpha 
oscillations are most prominent in these pro-
cesses, which possibly reflect top-down informa-
tion transfer. Primary sensory and associative 

areas are coordinated together through neural 
synchrony to fulfil crossmodal associations 
among stimuli from different sensory modalities 
and to store information in working memory 
dynamically to guide goal-directed behavior, 
such as eating delicious Chinese cuisine.
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7Synesthetic Correspondence: 
An Overview

Lihan Chen

Abstract

Intramodal and cross-modal perceptual group-
ing based on the spatial proximity and tempo-
ral closeness between multiple sensory 
stimuli, as an operational principle has built a 
coherent and meaningful representation of the 
multisensory event/object. To implement and 
investigate the cross-modal perceptual group-
ing, researchers have employed excellent par-
adigms of spatial/temporal ventriloquism and 
cross-modal dynamic capture and have 
revealed the conditional constraints as well as 
the functional facilitations among various cor-
respondence of sensory properties, with fea-
tured behavioral evidence, computational 
framework as well as brain oscillation pat-
terns. Typically, synesthetic correspondence 
as a special type of cross-modal correspon-

dence can shape the efficiency and effect-size 
of cross-modal interaction. For example, fac-
tors such as pitch/loudness in the auditory 
dimension with size/brightness in the visual 
dimension could modulate the strength of the 
cross-modal temporal capture. The empirical 
behavioral findings, as well as psychophysical 
and neurophysiological evidence to address 
the cross-modal perceptual grouping and syn-
esthetic correspondence, were summarized in 
this review. Finally, the potential applications 
(such as artificial synesthesia device) and how 
synesthetic correspondence interface with 
semantics (sensory linguistics), as well as the 
promising research questions in this field have 
been discussed.

Keywords

Cross-modal · Perceptual grouping · 
Synesthetic correspondence · Individual 
differences · Sensory linguistics

7.1  Introduction

Cross-modal integration entails the correspon-
dence between different sensory properties to 
reach a coherent and meaningful representation 
of the environment as well as the target events/
objects (Ernst and Bülthoff 2004; Stein and 
Meredith 1993). Cross-modal correspondences 
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(CMC) are defined as pairs of associations 
between two sensory or cognitive processes that 
are generally agreed upon by most individuals 
within a population (Brang et al. 2013). In a sem-
inal tutorial by Charles Spence (Spence 2011), 
CMC has been defined to contain three forms—
statistical correspondences, structural correspon-
dence, and semantically mediated 
correspondences. The three forms have been 
examined and materialized in a number of studies 
(Bien et al. 2012; Bremner et al. 2013; Guo et al. 
2017; Ngo et al. 2013; Parise and Spence 2012; 
Piqueras-Fiszman and Spence 2011; Spence and 
Deroy 2013; Wan et al. 2014; Zeljko et al. 2019; 
Zhang and Chen 2016). Although the seminal 
categorization of CMC has been proposed almost 
a decade ago, the empirical research evidence as 
well as the concepts developed over the years, 
could still be nicely fit into this framework. 
Accumulated evidence has shown the perceptual 
grouping and intersensory binding of sensory 
properties indeed affect the ultimate outcome of 
multisensory integration. The behavioral mani-
festation and perceptual benefits (as well as inter-
ferences with incongruent CMC) are solid from 
empirical experiments though the underlying 
mechanism of CMC is far from clear.

Among the kaleidoscope of CMC, the synes-
thetic correspondence is the most intriguing type 
and modulates the efficiency and effect-size of 
cross-modal interaction (Bien et al. 2012; Chen 
et  al. 2016; Grossenbacher and Lovelace 2001; 
Hidaka and Yaguchi 2018; Parise and Spence 
2009; Saenz and Koch 2008). Below I address 
respectively, the manifestations of synesthetic 
correspondence, the underlying neurocognitive 
mechanisms, sound symbolism as an example 
and the individual differences research approach, 
as well as the potential applications in this field.

7.2  Synesthetic Correspondence 
and Cross-modal Integration

The correspondence of properties among differ-
ent sensory modalities raises two prominent 
questions as well as challenges. On the one hand, 
how to compare and measure the qualia (proper-

ties) associated with different sensory modalities. 
For example, as we learn, the properties for dif-
ferent sensory stimuli (e.g., sound pitch vs. visual 
size) are not comparable apparently, so that how 
to standardize them to reach “correspondence”? 
On the other hand, it pits the challenge to describe 
this correspondence with appropriate words—
both with overt/precise words and with covert/
implicit descriptions. Linguistic sensory words 
are usually deficient to describe and capture the 
large volumes of sensory properties. “The word 
we use for things like the redness of a rose, 
beauty, leadership, and charisma. We usually 
know exactly what we mean, but we have no 
words to describe let alone define it” (Ross 2018).

The concept of “correspondence” has origi-
nally arisen and henceforth extensively exploited 
in unimodal—visual domain. In the dynamic 
visual scene, during the continuous eye move-
ments for visual perception, an outstanding ques-
tion is that how the visual system could establish 
and maintain the identity of an object under 
above synergistic “interaction” between environ-
ment and observers (say, juggling), i.e., corre-
spondence problem (Ullman 1979). Studies using 
motion correspondence have explored the modu-
lating factors including featural aspect. In Hein 
and Cavanagh (2012) study, they used Ternus dis-
play (a form of ambiguous visual apparent 
motion) and found contrast polarity, spatial fre-
quency, and size modulate the perceived motion 
categorization (such as bias in element motion), 
and hence demonstrated a spatiotopic-based fea-
ture bias (Hein and Cavanagh 2012). The Ternus 
display has been exploited to investigate the per-
ceptual grouping in auditory modality (Wang 
et al. 2014), tactile modality (Chen et al. 2010), 
and multisensory processing (Fig.  7.1) (Chen 
et al. 2018).

Cross-modal correspondences (CMCs) have 
been defined as “a tendency for a feature, attri-
bute, dimension, or stimulus in one sensory 
modality, either physically present or merely 
imagined, to be matched (or associated) with a 
feature, attribute, dimension, or stimulus in 
another sensory modality” (Parise 2016). Usually, 
audiovisual correspondences have been adopted 
to investigate CMC.  Below, synesthetic corre-
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Fig. 7.1 Ternus display and stimulus configurations. 
Visual Ternus display contained two types of exclusive 
percepts: (a, b). “Group” motion in which the two frames 

move from one side to the other as a whole. (From Fig. 1, 
Chen et al. (2018), Journal of Experimental Psychology: 
General, with permission)

spondence was illustrated with appropriate 
examples following the categorization proposed 
by Spence (2011).

The “structural” correspondence, has been 
classically materialized in spatial/temporal ven-
triloquism paradigm, in which the perceived tem-
poral onset has been shifted due to the presence 
of concurrent task-irrelevant distractors (tempo-
ral ventriloquism) or been mislocated due to the 
proximate distractors (spatial ventriloquism) 
(Bertelson and Aschersleben 2003; Bertelson 
et  al. 2000; Chen and Vroomen 2013; Morein- 
Zamir et al. 2003; Ogulmus et al. 2018; Orchard- 
Mills et al. 2016; Slutsky and Recanzone 2001; 
Tian et al. 2020; Vroomen et al. 2004; Vroomen 
and Keetels 2006). According to this structural 
account, with the ventriloquism paradigm, per-
ceptual grouping across space and time is operat-
ing in an automatic fashion to arrange stimuli 
according to their magnitudes/intensities. Or put 
in another way, the correspondence modulates 
the spatiotemporal factors in intra- and cross- 
modal groupings. For instance, Parise and Spence 
(2009) once reported that spatial and temporal 
ventriloquism effects are enhanced for cross- 
modally congruent pairs of auditory and visual 
stimuli as compared with pairs of incongruent 
stimuli (Parise and Spence 2009), prominently, 
pitch-size cross-modal correspondence modu-
lated the spatial ventriloquism effect as well 
(Parise and Spence 2008). As a counterpart for 
spatial ventriloquism, Orchard-Mills et al. (2016) 
investigated whether cross-modal correspon-
dence between auditory pitch and visual eleva-
tion modulates temporal ventriloquism. Using 
temporal order judgment, they asked participants 

to judge the order of two visual stimuli (above 
and below fixation) across a range of stimulus 
onset asynchronies (SOAs). The results show that 
incongruent pairings between pitch and elevation 
abolish temporal ventriloquism. In contrast, the 
potential “congruent” (“facilitation”) effect was 
dependent on the saliency of the cross-modal 
mapping (Orchard-Mills et al. 2016).

In statistical account, cross-modal correspon-
dences can be thought of as the internalization of 
the statistical regularities of the stimuli associa-
tions (combinations) and the environment. 
Human observers use the similarity in the tempo-
ral structure of multisensory signals to solve the 
correspondence problem—inferring causation 
from correlation (Parise et  al. 2012). With an 
elegant design, Parise et al. (2012) uncovered the 
role of correlation between the fine temporal 
structure of auditory and visual signals in causal 
inference (i.e., correspondence problem). They 
found that in a localization task with visual, audi-
tory, and combined audiovisual targets, the 
improvement in precision for combined (auditory 
and visual stimuli) relative to unimodal targets 
(only with auditory stimuli) was statistically opti-
mal only when audiovisual signals were corre-
lated. In a following study, Parise and Ernst 
further generalized the research scope and pro-
posed that “correlation” detection as a general 
mechanism for multisensory integration. They 
termed the multisensory correlation detector 
which integrates related multisensory signals 
through a set of temporal filters followed by lin-
ear combination. The “correlation” detection 
mechanism successfully explains a range of phe-
nomena with physiologically plausible model 
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(Parise and Ernst 2016). The above two represen-
tative studies suggested that the “statistical” rela-
tions between signals from two different 
modalities, have essentially built “correspon-
dence” in temporal relations to facilitate percep-
tual decision-making, such as spatial localization 
for auditory target.

In cross-modal interaction scenario, Zhang 
and Chen (2016) applied the “correspondence” 
principle and manipulated the statistical relation-
ship between the temporal onsets of two beeps 

and two visual Ternus frames, in which the visual 
frames with different colors (“red” or “black”) 
were associated with certain audiovisual tempo-
ral structures (Fig. 7.2). They found that by bind-
ing the relevant temporal information and stimuli 
properties—through manipulating the probabili-
ties of the occurrences of audiovisual events, the 
perception of visual Ternus motion could be 
quickly recalibrated. Observers could implicitly 
employ the temporal (interval) relations between 
the target events as a prior and demonstrate the 
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VV-AA
interval
comparison 

Post-test 

Space Space

Time
Time

Frame 1

Frame 2

20%

Time

20%

Time

80%

Time

80%

Time

Space

Time
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Time

Fig. 7.2 Ternus displays (for pretest and posttest) and 
illustrations of the stimuli configurations for Experiment 
1 in Zhang and Chen (2016). Two kinds of Ternus display 
were adopted (with black frames or red frames). In the 
training session, for black-black (BB) configuration, in 
80% trials, first sound preceded the first red visual frame 
and the second sound trailed the second red visual frame 
by 80 ms (i.e., “AVVA” condition). In red-red (RR) con-
figuration, in 80% trials, the first visual frame preceded 

the first beep and the second visual frame trailed the sec-
ond beep by 80  ms (hereafter “VAAV” condition). The 
inter-stimulus-interval (ISI) between two Ternus frames 
were randomly set from 50 to 230 ms. For the rest 20% 
trials, the RR and BB configurations were associated with 
temporal structures of AVVA and VAAV, respectively. 
(From Fig.  2  in Zhang and Chen (2016), Frontiers in 
Psychology, with permission)
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Fig. 7.3 Ternus displays (for pretest and posttest) and 
illustrations of the stimuli configurations for Experiment 
2 in Zhang and Chen (2016). Two kinds of Ternus display 
were adopted. In the training session, for RB-BR configu-
ration, in 80% trials, the RB frames preceded the sound 
beep and BR frames trailed the beep. In contrast, 20% of 
RB frames trailed the sound beep and 20% BR frames 

preceded the sound beep. For RR-BB configuration, 80% 
of the RR frames trailed the sound beep and BB frames 
preceded the beep. In contrast, 20% of RR frames pre-
ceded the sound beep and BB frames trailed the sound 
beep (From Fig. 5 in Zhang and Chen (2016), Frontiers in 
Psychology, with permission)

observable temporal aftereffects which give rise 
to the featured proportional changes of reporting 
element motion vs. group motion of Ternus dis-
play (Zhang and Chen 2016) (Fig. 7.3).

Synesthetic correspondence represents a natu-
ral tendency of associating sensory properties 
between two typical modalities and contains 
semantic meanings (values). For example, eleva-
tion serves as a fundamental organizational 
dimension for many cross-modal correspon-
dences. Visual elevation corresponds to the high 
pitch and while the low visual location (height) 
naturally corresponds to the low auditory pitch, 
according to our gained world knowledge. People 
often show a systematic tendency to associate 
moving objects with changing pitches.

Saenz and Koch reported that auditory synes-
thesia does indeed exist with evidence from four 

healthy adults for whom seeing visual flashes or 
visual motion automatically causes the percep-
tion of sound (Saenz and Koch 2008).

By employing the synesthetic audiovisual cor-
respondences between the visual Ternus move-
ment directions (upward and downward) and the 
changes of pitches of concurrent glides, Guo 
et  al. (2017) examined how human observers’ 
cognitive abilities, typically, the cognitive styles 
(field-dependent vs. field-independent) modu-
late/make distinction the relations between the 
properties of pitch glides and the perception of 
visual apparent motion (Fig.  7.4). The results 
indicated that for pitch ascending (decreasing) 
glides, when they were paired with moving 
upward (downward) visual Ternus, observers 
would perceive dominant percept of “element 
motion.” Importantly, field-independent observ-
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Fig. 7.4 An illustration of the stimuli configuration for 
Guo et  al. (2017). There were four configurations: 
“Congruent,” “Incongruent,” “Fixed-pitched,” and “Visual 
only.” The former three conditions contained audiovisual 
stimuli. With the differential directions of the solid lines, 
the glide was either one of the three types: ascending, 
descending, or invariant. “Visual only” referred to visual 
Ternus display without accompanying sounds. The dura-
tions of audiovisual stimuli were constant at 500 ms. For 

“congruent” configuration, Ternus displays with upward/
downward motion were given together with ascending- 
pitched/descending-pitched glides. For “incongruent” 
condition, upward (downward) Ternus motion was syn-
chronized with descending (ascending) pitch glide. For 
“fixed-pitched” condition, a glide with pure tone (500 Hz) 
was given. IFI = inter-frame-interval. (From Fig. 2 in Guo 
et al. (2017), Multisensory Research, with permission)

ers tended to readily identify the audiovisual 
events and use the principle of cross-modal cor-
respondence to demonstrate the above “biased” 
perception (Guo et al. 2017).

Synesthetic correspondence with semantic 
(linguistic) relations is a higher level and abstract 
process. Often stimuli may be related because of 
the similar terms we sometimes use to describe 
stimuli presented in different senses, such as the 
“high”/“low” could be used as common words 
for both pitch and spatial elevation in English 
(also in Chinese) (Martino and Marks 1999; 
Sadaghiani et al. 2009). One typical example of 
semantic correspondence is sound symbolism 
(addressed in detail in the following session), 
referring to the non-acoustic information (literal 

meaning) of auditory property. The “higher- 
level” nature is supported by the evidence that the 
sensitivities to sound symbolism increased with 
acquired (greater) language experience.

7.3  Sound Symbolism as a Form 
of Synesthetic 
Correspondence

According to the Cassierer’s framework, lan-
guage provides two very different ways of 
expressing interrelationships among the senses. 
One is analogical and the other is symbolic. 
Language serves as a formal representation to 
communicate cross-modal equivalence of (sen-
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sory) properties (Cassirer 1953). In sensory lin-
guistic, sound symbolism is not referring to 
onomatopoeic expressions like words—“buzz,” 
but reflects some nonacoustical property of 
nature. The relationship between sound and 
meaning is indeed intrinsic. The most significant 
and popular exemplar of sound symbolism is the 
“bouba-kiki” effect, which refers to the shape- 
sound correspondence (Barton and Halberstadt 
2018; Cuskley et al. 2017; De Carolis et al. 2018; 
Fort et al. 2015; Fryer et al. 2014; Gold and Segal 
2017; Karthikeyan et  al. 2016; Köhler 1929; 
Maurer et  al. 2006; Peiffer-Smadja and Cohen 
2019; Sakamoto and Watanabe 2018). People 
usually associate “Bouba” to an image of a 
rounded object and “Kiki” to an image of a spiky 
object. Indeed, features, phonemes, and letters 
may all contribute to sound symbolism. Sound 
symbolism can be found in different literature 
forms and across different levels.

In his seminal book “The Unity of the Senses”, 
Lawrence E. Marks introduced a very interesting 
topic for Sound Symbolism in Poetry, in which 
he addressed the expressions of sensory analogy 
and correspondence in literature, and mainly with 
examples from the poetry of the nineteenth cen-
tury in the western world (Marks 2014). Poetry is 
a container that showcases the sound symbolism 
in speech. Sounds suggest meanings through 
suprasensory perceptual attributes and one way 
that sounds symbolize meaning is by means of 
affect. As reported by earlier studies, /a/ and /o/ 
were judged more pleasant than /u/ (Roblee and 
Washburn 1912). Speech sounds could represent 
more general and delicate sensory properties 
such as the gradations in brightness and changes 
in spatial size. Macdermott (1940) summarized 
how low-pitched and high-pitched vowels corre-
spond to the sensory attributes by the method of 
semantic differentiation. On the other hand, syn-
esthetic metaphor conveys intrinsic cross-modal 
relationship and suggests a trend of the evolution 
for semantic (language) adjectives that applied to 
typical sensations, such as “sharp” and “dull” for 
descriptions of tactile and visual sensations 
(Macdermott 1940). Westbury et al. (2018) con-
structed graphic representation of correlations 
between hybrid model estimates (adjectives) of 

the categories, revealing the overlapping of esti-
mations to different degrees. Therefore, sound 
symbolism operates at broad categorical levels 
(Westbury et al. 2018).

7.4  Neurocognitive Mechanism 
of Synesthetic 
Correspondence

Researchers have developed experimental para-
digms of explicit (cross-modal matching, includ-
ing forced-choice) (Kohler 1947) and implicit 
associations (with reaction times) (Hung et  al. 
2017; Parise and Spence 2012; Westbury 2005) 
as well as Transcranial Magnetic Stimulation 
(TMS) (Bien et al. 2012), to address the neural 
substrates which are responsible for the (synes-
thetic) correspondence.

Bien et al. (2012) had carried out a representa-
tive study to uncover the cross-modal binding in 
pitch-size synesthesia by adopting a combined 
TMS, EEG, and psychophysics approach. Using 
an auditory spatial localization task (Ventriloquist 
effect), they found that the performance of local-
ization was impaired with the congruent mapping 
of pitch-size. Synesthetic congruency results in 
multisensory binding, and consequently auditory 
sources are misallocated to the visual source. To 
pin down the neural substrates, they further pur-
posely disturbed the right intraparietal sulcus (via 
TMS) and observed the ventriloquist effect was 
abolished and largely identified right intraparietal 
sulcus being the critical cerebral area to account 
for the pitch-size mapping. Further correlation 
analysis (together with ERP) indicated the origin 
of synesthetic pitch-size mappings to a right 
intraparietal involvement around 250  ms (Bien 
et al. 2012).

Synesthetic correspondence is linked with the 
adjacency of the neural anatomies between two 
brain areas, which are responsible for encoding/
representing the individual (two) sensory proper-
ties, respectively. An interesting question is 
whether there is functional dominant of a sensory 
modality over the other as in typical multisensory 
interaction. Evidence has shown that pitch-height 
associations are vision-dependent, suggesting the 
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visual experience plays an important role in the 
synesthetic correspondence (Deroy et al. 2016a, 
b; Fryer et al. 2014). The dependency on domi-
nant sensory modality (visual modality) in synes-
thetic correspondence has been studied with 
special group who have deficiency in one sensory 
modality (such as vision). For example, Bottini 
et  al. (2019) revealed an intriguing possibility 
that people with early blindness may be more 
sensitive to (some) iconic features of language 
compared to sighted (Bottini et al. 2019). In the 
absence of a direct visual stimulus, visual imag-
ery plays a role in cross-modal integration. As an 
important replication of “Bouba-Kiki” effect that 
has been demonstrated in visual-auditory modali-
ties over 80 years ago, Fryer et al. (2014) imple-
mented “Bouba-Kiki” effect in auditory-haptic 
modalities in which participants received “felt” 
shapes but did not see them. The sighted 
 participants showed a robust “Bouba-Kiki” effect 
while people with visual impairments had less 
pronounced effect.

The neural mechanisms for synesthesia pro-
vide valuable information for the corresponding 
neural mechanism of synesthetic correspondence 
since synesthesia has been recognized as a spe-
cialized/extreme form of “synesthetic correspon-
dence” in its wide spectrum (Marks and Mulvenna 
2013). The above cross-talk between two brain 
areas suggests one representative hypothesis 
regarding synesthesia: direct cross-activation. 
The cross-activation model suggests that synes-
thesia has been attributed to specific anatomical 
pathways, which are weak or absent for non- 
synesthetes. Those pathways provide neural 
underpinnings that a direct link between one sen-
sory modality to another becomes viable 
(Hubbard et al. 2005, 2011; Ramachandran and 
Hubbard 2001a, b, 2003).

The hyperbinding account, however, assumes 
common brain areas for synesthetes and non- 
synesthetes. However, the two groups differed in 
the function as well as efficiency of the cross-talk 
between two senses. Especially, the synesthetes 
generally have weaker inhibition of the feedback 

from the inducers (Grossenbacher and Lovelace 
2001).

7.5  Cognitive Benefits 
of Synesthetic Associations 
and the Role of Training 
(Experience)

Synesthetic associations bring forth cognitive 
benefits or differentiations in cognitive perfor-
mance, including executive control functions, 
number-space perceptions, and memory func-
tions. Synesthesia broadly impacts perception 
but has differential impacts (McCarthy and 
Caplovitz 2014). Rouw et al. (2013) investigated 
the relationship between synesthesia and execu-
tive control functions. Using traditional executive 
control paradigms and Stroop tasks, they sug-
gested no clear relationship between executive 
control functions and synesthetic behavioral 
effects (Rouw et al. 2013).

Gertner et al. (2013) found that synesthetes’ 
automaticity of processing given semantic mean-
ing of numerals were affected by their number- 
space perceptions. Specifically, both synesthetes 
and their control peer exhibit the similar, classic 
size congruency effect (SiCE) for numerical 
block. However, for the case of physical block, 
synesthetes demonstrated weak automaticity in 
processing numerical magnitude when the num-
bers for comparison were placed incompatibly 
concerning their relative position in the format 
of “synesthetic” number space (Gertner et  al. 
2013).

Ramachandra (2016) investigated the influ-
ence of lexical-gustatory synesthesia on memory, 
using a paired-associate learning task. A single 
subject (synesthete) predicted that her learning 
would be better in the “taste” condition when 
compared to the “no taste” condition, showing a 
“foresight bias” in the vein of metamemory task 
(judgement-of-learning) although no significant 
differences emerged between the “no taste” and 
“taste” conditions (Ramachandra 2016).
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Synesthetic associations are experience 
dependent. Using sound symbolic novel words 
and foreign words meaning round and pointy, 
and conducting a cross-modal matching task (i.e., 
word-referent mapping, picking round/pointy 
picture to correspond given word), Tzeng et  al. 
found that while 3-year-old participants showed 
chance performance, 5- and 7-year-olds showed 
reliably above-chance performance. In this 
means, sound symbolism sensitivity is a manifes-
tation of the pre-linguistically available cross- 
modal mappings (Tzeng et al. 2017). Intersensory 
correspondences are based on neural connections 
present very early in life. However, the corre-
spondences are dependent on the specific combi-
nations of cross-modal properties pair.

Haryu and Kajikawa (2012) found 10-month- 
olds paired a higher frequency tone with an object 
of a brighter color and associated a lower fre-
quency tone with darker color. However, for the 
size dimension, the same group did not always 
pair a higher frequency tone with a smaller 
object, nor did they pair a lower frequency tone 
with a larger object. Those findings indicated 
infants have an initial tendency to match pitch 
with brightness, while the pitch-size 
 correspondences were loosely connected but 
could be formed tightly through statistical learn-
ing of the simultaneously presented stimuli pair 
(“pitch- size”) (Haryu and Kajikawa 2012).

Extensive cognitive training has been shown 
to generate synesthesia-like phenomenology. To 
address the question that whether these experi-
ences are accompanied by neurophysiological 
changes characteristic of synesthesia will provide 
a unique opportunity to elucidate the neural basis 
of perceptual plasticity relevant to conscious 
experiences. Rothen et al. (2018) confirmed that 
overtraining synesthetic associations results in 
synesthetic phenomenology, by using Stroop 
tasks to reveal synesthesia-like performance fol-
lowing training (Rothen et  al. 2018). Goodhew 
et al. (2015) found that synesthetes produce sub-
stantially greater semantic priming magnitudes 
(using a lexical decision task and a semantic cat-
egorization task), unrelated to their specific syn-
esthetic experience (Goodhew et  al. 2015). van 

Petersen et  al. (2020) found individuals with 
sequence-space synesthesia (SSS) who perceive 
sequences like months, days, and numbers in cer-
tain spatial arrangements, have enhanced spatial 
navigation skills, in addition to the established 
cognitive benefits such as enhanced mental rota-
tion, more vivid visual imagery and an advantage 
in spatial processing (van Petersen et al. 2020).

Synesthetic correspondence entails the cogni-
tive ability that appropriately binds the elemen-
tary properties of visual and auditory events, the 
weak correspondence might exist in atypical 
developing groups (including dyslexics and 
autistic individuals).

For a starter in reading, they should initially 
form a basic correspondence between ortho-
graphic tokens and phonemic utterances. The 
associations between letters and sounds 
remained intact for dyslexics (Blomert 2011). 
—Synesthetic correspondence, as a type of 
cross- modal association, has been revealed to 
remain robustly for dyslexic children—match 
larger visual shapes with lower auditory pitch, 
or smaller visual forms with higher auditory 
pitches (Chen et al. 2016). With the visual tem-
poral order judgment (TOJ) task (two consecu-
tively presented discs were enclosed by two 
beeps), Chen et  al. (2016) also found that the 
congruent audiovisual pair boosted the TOJ per-
formance by reducing the just noticeable differ-
ence (JND), whereas the incongruent audiovisual 
pair degraded the performance by increasing the 
JND. The modulation magnitudes were larger in 
dyslexic children than in normal peer. 
Importantly, this very basic perceptual perfor-
mance of TOJ, has been revealed to be corre-
lated with the higher order cognitive expertise 
such as reading skills (measured by scores of 
character recognition test and reading fluency) 
(Chen et al. 2016).

Occelli et al. (2012) reported that when chil-
dren with Autism Spectrum Disorders (ASDs, 
6–15 years) were asked to indicate which of two 
bouncing visual patterns was making a centrally 
located sound. In this parametric design, the 
visual size, surface brightness as well as visual 
shape were manipulated; the sounds were modi-
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fied in pitches. The performance of ASDs were at 
chance levels, indicating that the general poor 
capabilities to integrate auditory and visual 
inputs, might constrain the synesthetic 
associations.

7.6  Synesthetic Correspondence 
in Sensory Branding

Assigning the right name to a given product is 
extremely important, as it can help enhance the 
overall product experience, the product satisfac-
tion as well as ensure the subsequent, repeated 
consumption (Spence 2012). Sound symbolism 
has been exploited extensively in sensory brand-
ing field for the last decade. In a range of com-
mercial fruit pulps/juices, Ngo et  al. (2013) 
examined shape and sound symbolism. British 
and Colombian participants associate sweet 
juices with lower sourness to rounder shapes, 
while they consistently map sour ones to angular 
shapes (Ngo et  al. 2013). Those findings sug-
gested that in packaging and labeling, it is impor-
tant to obey these correspondences, especially 
when the customers are unfamiliar with those 
products. A “crossmodal-cognitive” perception 
model of uniqueness has been developed to 
account for the appropriate food names in terms 
of sound symbolism (Favalli et al. 2013). Within 
the evaluation procedure, the investigation of the 
product and its definition was composed of the 
combination of a cross-modal and cognitive 
approach. The moderating influence of the sound 
symbolism has been recently discovered in 
willingness- to-pay (WTP) behavior, in which 
back vowels and voiced consonants (linked with 
a larger size of retail store) would lead to higher 
WTP (Ketron and Spears 2019).

As suggested in the former section, the synes-
thetic correspondence is experience-dependent. 
However, the evidence for the cultural variation 
in synesthetic correspondence is rare. 
Interestingly, the “Bouba-Kiki” effect has also 
been observed in the Himba of Northern Namibia, 
a remote population with little exposure to 
Western cultural influences, though the effect has 
been robustly demonstrated in Western partici-

pants. However, it is not consistent with the map-
ping of shape to taste (Himba-associated 
carbonation to angular shape rather than rounded 
shape). This finding indicates both general and 
special (individualized) pattern for cross-modal 
correspondences under different cultural contexts 
(Bremner et al. 2013).

Investigations have been made as regards with 
the role of personality in synesthetic correspon-
dences (or synesthesia). Generally, the synes-
thetes showed increased intelligence as compared 
with matched non-synesthetes. This was a gen-
eral effect rather than bounded to a specific cog-
nitive domain or to a specific (synesthesia-type to 
stimulus material) relationship. By tapping on 
the “big five” personality (the NEO-PI-R person-
ality inventory), the expected effect of increased 
“Openness” in synesthesia was obtained, as well 
as two unexpected effects in personality traits 
(increased “Neuroticism” and decreased 
“Conscientiousness”). The personality and cog-
nitive characteristics were found related to hav-
ing synesthesia (in general) rather than to 
particular synesthesia subtypes. Therefore, this 
piece of finding supports the existence of a gen-
eral synesthetic “trait,” over the notion of rela-
tively independent “types” of synesthesia (Rouw 
and Scholte 2016).

7.7  Sensory Linguistics 
Perspective: Plurality or 
Ambiguous Meanings

As seen from its literally meaning, “synesthetic 
correspondence” implies a common basis for 
sensory comparison. This idea was supported by 
ATOM (A Theory of Magnitude) model (Bueti 
and Walsh 2009; Walsh 2003). ATOM assumes a 
unified, cross-modal magnitude system for all 
kinds of sensory magnitudes (including numeri-
cal quantities) (Winter et  al. 2015). Therefore, 
“magnitude” could be a common currency as 
well as cognitive quality among different sensory 
modalities.

However, there is plurality or ambiguous 
meanings in both lexicon and forms of corre-
spondences. For example, the word of “hot” have 
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at least two differential meanings. Its basic mean-
ing is referring to higher “temperature.” The 
other one could be “spicy” for foods.

Interestingly, Rakova (2003) investigated the 
neural basis for the two perceptual meanings and 
found they a had been sub-served by the same 
underlying neural system (Rakova 2003). The 
plurality of words has found its root in “shared” 
sensations among different sensory channels. For 
instance, “Words denoting taste cannot always be 
separated clearly from those for feel and smell” 
(Staniewski 2017). This common sharing could 
not be based on perceptual dimension but also on 
emotional one. For example, the associations 
between music and color are based more on emo-
tional correspondences (e.g., between major 
mode and happiness) rather than on perceptual 
correspondences (Palmer et al. 2013).

In a sense of “embodied cognition,” different 
senses diversify in their relatedness to one’s own 
body. The perceptual experiences through vision 
and hearing have been mainly projected onto 
objects (see also Shen 2008, p. 302).

Touch, taste, and smell, on the other hand, are 
argued to be relatively more subjective and more 
related to one’s bodily consciousness. Zhao et al. 
(2019) examined the mapping directionality ten-
dencies of linguistic synesthesia in Mandarin. 
They adopted a corpus-based approach and cate-
gorized three types of directional tendencies for 
Mandarin synesthesia: unidirectional biased- 
directional and bidirectional (Zhao et al. 2019). 
The directional flow is determined by the sensory 
dominance of one modality over the other. For 
instance, mapping from TASTE to HEARING 
rather than the opposite is typical for “unidirec-
tional” tendency.

This directional flow of sensory mapping 
indeed constrains the synesthetic correspondence 
among different cohorts of sensory properties.

On the other hand, efficient codability is a 
psycholinguistic measure of the relative ease of 
expressing certain percepts. It is generally 
thought that sight is the most codable sensory 
modality. Levinson and Majid (2014) say that 
“in English at least, it seems generally easier to 
linguistically code colors than (nonmusical) 

sounds, sounds than tastes, tastes than smells” 
(p. 415) (Levinson and Majid 2014). A persis-
tent challenge in mapping odors to names has 
been named as a “muted sense” and hence it is 
generally believed that smell is the most ineffa-
ble sensory modality. Sight is overall more cod-
able in English, which actually mean that sight 
has more distinct perceptual qualities that are 
codable. With that said, it seems an “unbal-
anced” correspondence between literal terms 
and the sensory properties. Humans can distin-
guish between millions of different colors (up to 
ten million distinct colors (Judd and Wyszecki 
1975), but languages generally have only very 
basic color terms (Andrea 2007; Brent and Paul 
1969; Siegfried 2007). Likewise, humans can 
similarly distinguish thousands of different 
smells (Agapakis and Tolaas 2012; Yeshurun 
and Sobel 2010), but there are very few smell 
words at least in English. This mismatch of 
words to sensory properties indicates the poten-
tial ineffability of fine perceptual details and lin-
guistically impoverished in sensory descriptions 
(naming) (Agapakis and Tolaas 2012; Yeshurun 
and Sobel 2010).

7.8  Applications: Synesthesia 
Device

Human senses could be simulated, digitalized, 
and even visualized. The emergence of artificial 
cognitive system and digital technology has made 
the interactive visualization of human senses via-
ble and benefit the applications of synesthesia 
device as well. Kim et al. (2019) presented flexi-
ble artificial synesthesia electronics that visualize 
continuous and complicated sounds (Kim et  al. 
2019). It is by far an excellent example to illus-
trate the synesthetic correspondence by design-
ing an elegant device. They made an electronic 
device (FASSEL) which contains a thin compos-
ite film of a piezoelectric polymer for sound gen-
eration and inorganic electroluminescence (EL) 
microparticles for direct visualization of input 
sound signals (Fig.  7.5a). Field-induced EL 
responded to the source sound wave. The main 
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Fig. 7.5 (a) Thin piezoelectric film-based flexible artifi-
cial synesthesia device with sound-synchronized electro-
luminescence (FASSEL) (From Kim et al. (2019), Nano 

Energy, with permission). (b) Demonstration of music 
“Ode to Joy” by the FASSEL. (From Kim et al. (2019), 
Nano Energy, with permission)
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working mechanism is as follows: visual lumi-
nance of FASSEL changes as a function of sound 
frequency, and the color-alteration is frequency- 
dependent. As a demonstration, while playing the 
music of “Ode to Joy,” the FASSEL exhibited 
various colors with different brightness 
(Fig. 7.5b).

7.9  Summary: New Directions 
for Synesthetic 
Correspondences

7.9.1  Synesthetic Correspondence 
in Embodied Cognition 
and Human-Machine (AI) 
Interaction

The synesthetic correspondence so far has been 
mainly materialized in perceptual domain in 
which multiple sensory events/stimuli interact. 
The sensory stimuli in interest are less relevant 
with humans’ active actions. However, our brain 
could distinguish between self- and other—gen-
erated sensory signals which lead to effects such 
as sensory attenuation (such as one cannot tickle 
himself/herself) or intentional binding (temporal 
interval between one’s own voluntary action and 
its sensory consequences is subjectively com-
pressed) (Zeng and Chen 2019). There remains 
the possibility that one’s own action could corre-
spond to the sensory consequences from his/her 
own action, or from others (Legaspi et al. 2019). 
Indeed, observers’ uncertainty about their 
reported perceptual estimate reflects their per-
ceived causal uncertainty. The framework of 
embodied or grounded cognition suggests that 
creative thoughts (such as improvising a piano 
solo) are partially served by simulations of motor 
activity associated with tools and their use 
(Matheson and Kenett 2020). Some types of neu-
rodegenerative disorders, including Parkinson 
disorder can be interpreted within an embodied 
cognition framework (Bocanegra et al. 2015). At 

its core, higher order cognitive functions are 
grounded in the sensory-motor system (Gallese 
and Cuccio 2018). Therefore, a potential new 
form of correspondence between action  semantics 
and sensory outputs (representations) within the 
sensorimotor loop, though uncharted so far, will 
surely help to address more fundamental ques-
tion in consciousness and even neuroscience as a 
whole.

7.9.2  Knowledge (Concepts) 
Representation

The correspondence between sensory properties 
across different levels suggests that our concepts 
or knowledge (representation) of senses need to 
be enriched and updated. The representation of 
each sensory event (category) may not be inde-
pendent and the knowledge of sensory properties 
could be well understood in terms of the “interac-
tion” of semantic vocabularies. With the corpus 
exploration method, Lynott and Connell (2009) 
provided a set of norms for 423 adjectives, each 
describing an object property. They mapped the 
subjective sensory ratings (experiences) of the 
“word,” according to the five perceptual modali-
ties (visual, haptic, auditory, olfactory, and gusta-
tory). Likewise, the data set also included the 
“exclusivity” of sensory modalities—that one 
adjective could be only measured/experienced 
through unisensory perception rather than cross- 
modally (Lynott and Connell 2009).

This approach of corpus lexicon exploration 
gives a hint to instruct how well properties from 
two sensory modalities are corresponded.

In the following study, Lynott and Connell 
(2013) further revealed that noun concepts are 
more multimodal than adjective concepts, as 
nouns tend to subsume multiple adjective prop-
erty concepts. For example, as a noun, “baby” 
involves auditory, haptic, olfactory, and visual 
properties or elicits imagination of those proper-
ties—leading to multimodal perceptual strength 
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(Lynott and Connell 2013). By discovering 
modality-specific norms of perceptual strength, it 
is useful for exploring not just the nature of 
grounded concepts, but also the nature of form–
meaning relationships, which should further 
determine the correspondence between two iden-
tities (nouns).

Iatropoulos et  al. (2018) developed a novel 
computational method to characterize the 
olfaction- related semantic content of words. 
They used a large text corpus of internet sites in 
English. Two new metrics: olfactory association 
index (OAI) and olfactory specificity index (OSI) 
were employed. OAI is targeting on the “strength” 
that a word is associated with olfaction, while 
OSI is measuring the specificity of describing 
given odors. Iatropoulos et al. (2018) further vali-
dated the utilities of using OAI and OSI by show-
ing the higher correlations between seemingly 
scores of given terms and subjective reports of 
odor association/familiarity. Therefore, this piece 
of study suggested that OAI and OSI could be 
good tools to investigate olfactory perception and 
cognition, including setting up guideline for cor-
respondences between (semantic) odors and even 
across different sensory stimuli (vocabularies) 
(Iatropoulos et al. 2018).

Most people find it profoundly difficult to 
name familiar smells or tactile perception. This 
difficulty persists even when they received the 
test in nearly undisturbed conditions, with nor-
mal performance of naming visual objects. The 
essential scientific question is that through what 
stages and neural (language) pathways that the 
correspondence is achieved? A recent neuroim-
aging study suggested they may contain three 
processes: the object perception, lexical- semantic 
integration, and verbalization (Olofsson and 
Gottfried 2015). This line of framework also 
helps to elucidate the naming difficulty in other 
sensory modalities (including tactile modality) 
and find potential solutions. Broadly speaking, 
human sensory experience also shapes what and 
how knowledge is stored/represented in our 
brain. Wang et al. (2020) have proposed sensory- 
derived and language- and cognition-derived 
knowledge representations in the human brain: 
with different underlying brain systems (Wang 

et al. 2020). Specifically, they recruited congeni-
tally (or early) blind individuals and normal 
sighted individuals and compared the brain basis 
of color knowledge in these two groups. For the 
congenitally blind individuals, their color knowl-
edge can only be obtained through language 
descriptions and/or cognitive inference, while for 
the normal peer, their knowledge benefits from 
both sensory experience and language. Wang 
et  al. (2020) revealed evidence of a sensory- 
independent knowledge coding system in both 
groups. Therefore, a comprehensive approach to 
integrate knowledge graph and artificial intelli-
gence, with neuroscience methodology (neuro-
imaging), will help to establish the principle of 
knowledge representations in the human brain, 
and decipher the intricate relationship between 
knowledge representation and (synesthetic) sen-
sory correspondence in brain systems.

7.9.3  Synesthetic Correspondence, 
Metacognition, 
and Multisensory Integration

As implicated above, our knowledge about prop-
erties (relationship) among different sensory 
stimuli may be abstract. The underlying cognitive 
ability of knowledge (inference) could be 
included as one facet of metacognition.

Metacognition—knowing about the ability to 
monitor one’s own decisions and representations, 
their accuracy and uncertainty—is considered a 
hallmark of intelligent behavior. The crossmodal 
correspondences between different sensory attri-
butes, usually relate to one’s inferring of the 
world’s causal structure. On the one hand, the 
underlying perceptual inference is detailed and 
concrete though with uncertainty and sometime 
ambiguous in “one-to-one” mapping between sen-
sory properties from different domains (Deroy 
et al. 2016a, b). On the other hand, the multiple 
sorts of intersensory correspondences (Spence and 
Deroy 2013), such as spatiotemporal coincidence, 
semantic and other higher order correspondences, 
can inform/teach the brain about whether signals 
are likely to stem from a common source or inde-
pendent ones (with the possibility of “averaging” 
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different sensory cues). Metacognition hence pro-
vides a constructive tool to integrate information 
from various sensory channels, supported by the 
framework of causal inference and cue combina-
tion. Specifically, the causal metacognition 
emphasizes the fundamental links between ele-
mentary perception and higher level cognitive pro-
cessing including social and abstract reasoning. In 
the framework of Bayesian inference, metacogni-
tion has been deciphered with three components 
that could gain access to monitoring human esti-
mates as well as associated uncertainties: forced-
fusion and full-segregation spatial estimates; the 
inferred causal structure; and the final cross-modal 
(spatial/temporal) estimates with Bayesian causal 
inference (Deroy et al. 2016a, b).

Causal metacognition hence is very promising 
for our understanding of a higher, common level 
of multisensory processing and could accommo-
date well the atypical developmental related sen-
sory processing such as in schizophrenia, who 
had malfunctions in multisensory binding, causal 
inference, and metacognitive control. That said, 
to the best of our knowledge, no report of compu-
tational modeling for synesthetic correspondence 
with metacognition component has been given.

7.9.4  Cross-modal Correspondence 
in Virtual Reality

For the present, most cross-modal (synesthetic) 
correspondence has been implemented in 2-D 
scenarios even with higher (semantic) con-
structs. To extend the exploration in 3-D envi-
ronment, Huang et  al. (2020) implemented a 
virtual reality (VR) study to examine the color-
flavor associations. In this study, participants 
were not given any visual cues of the green or 
red tea during drinking but were encouraged to 
report the color that immediately came to their 
mind. There remained relatively stable corre-
spondence: green tea was more greenish than red 
tea, suggesting this correspondence could be 
contributed by the relevant properties of the bit-
terness and astringency along with the color 
dimension of green/red (Huang et  al. 2020). 
Sensory correspondence can be effectively 

investigated in virtual environment and largely 
resembling the actual life conditions, indicating 
a feasible direction of sensory branding (with 
necessary sensory properties modulation in VR) 
research and practice.

7.10  Concluding Remarks

Synesthetic correspondence in cross-modal pro-
cessing represents a vibrant topic in multisensory 
studies. The “correspondence” concept was orig-
inally proposed and henceforth extensively 
exploited in visual domain (typically in visual 
apparent motion). It has now been extended and 
points to the mapping of all discovered sensory 
properties, explicitly or implicitly across differ-
ent sensory domains. The inherent “correspon-
dence” contains at least three levels, from 
concrete levels to abstract ones: structural, statis-
tical, and semantic. With the burgeon of artificial 
intelligence technology (including virtual reality) 
in human-machine interaction, as well as the our 
deepened endogenous understanding—such as 
metacognition (Deroy et al. 2016a, b) and hierar-
chical Bayesian inference (Rohe et  al. 2019) in 
multisensory perception, the studies of synes-
thetic correspondence and potential applications 
will surely burgeon, and help us to discover the 
hidden knowledge of sensory representations, as 
well as to enrich the vocabulary for deciphering 
the intricate relationship between sensory events 
during multisensory life.
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8Neural Oscillations 
and Multisensory Processing

Yanfang Zuo and Zuoren Wang

Abstract

Neural oscillations play a role in sensory pro-
cessing by coordinating synchronized neuro-
nal activity. Synchronization of gamma 
oscillations is engaged in  local computation 
of feedforward signals and synchronization 
of alpha-beta oscillations is engaged in feed-
back processing over long-range areas. These 
spatially and spectrally segregated bi-direc-
tional signals may be integrated by a mecha-
nism of cross-frequency coupling. 
Synchronization of neural oscillations has 
also been proposed as a mechanism for infor-
mation integration across multiple sensory 
modalities. A transient stimulus or rhythmic 

stimulus from one modality may lead to phase 
alignment of ongoing neural oscillations in 
multiple sensory cortices, through a mecha-
nism of cross-modal phase reset or cross-
modal neural entrainment. Synchronized 
activities in multiple sensory cortices are 
more likely to boost stronger activities in 
downstream areas. Compared to synchro-
nized oscillations, asynchronized oscillations 
may impede signal processing, and may con-
tribute to sensory selection by setting the 
oscillations in the target-related cortex and 
the oscillations in the distractor- related cortex 
to opposite phases.

Keywords

Neural oscillation · Multisensory processing · 
Phase reset · Neural entrainment · Cross- 
frequency coupling · Sensory selection · 
Phase locking · Spike phase

8.1  Neural Oscillations 
and Sensory Processing

Neural oscillations are rhythmic changes in neu-
ronal activity, reflecting rhythmic fluctuations in 
neuronal excitability (Fries 2005). Sensory infor-
mation processing requires related neurons to 
coordinate their activities with great temporal 
and spatial precision. Neural oscillations provide 
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such a fundamental mechanism of information 
processing by enabling synchronous activity. The 
timing of neuronal activity induced by stimuli 
relative to the phase of ongoing oscillations 
affects how fast and efficiently the stimuli are 
processed. If neurons have high excitability at the 
trough of an oscillation, then stimuli time-locked 
to the trough might be processed faster and more 
efficiently, compared to stimuli time-locked to 
the peak of the oscillatory waveform (Fries 
2005).

Neural oscillations have been commonly 
reported and classified as delta- (<4 Hz), theta- 
(4–8  Hz), alpha- (8–12  Hz), beta- (12–30  Hz), 
and gamma- (>30 Hz) bands. The oscillations in 
distinct frequency bands reflect different mecha-
nisms of multisensory processing. Due to longer 
period of slow oscillations than fast oscillations, 
slow oscillations are well suited for 
 communication between distal areas in long tem-
poral windows, and fast oscillations are more 
suited for local processing over small spatial 
regions in short temporal windows (Demiralp 
et al. 2007; Euston et al. 2007). Specifically, in 
sensory processing, gamma oscillations underlie 
bottom-up processing of sensory stimuli in a 
feedforward hierarchy, and alpha-beta oscilla-
tions mediate top-down processing in a feedback 
hierarchy (Bastos et al. 2015a; Michalareas et al. 
2016).

During sensory perception, gamma oscilla-
tions occur transiently upon sensory input. 

Gamma oscillations are generated through the 
recurrent interactions between excitatory pyrami-
dal cells and inhibitory GABAergic interneurons, 
such as parvalbumin-positive (PV) basket cells 
(Kann et al. 2014; Tamas et al. 2000). The basket 
cells generate spikes at high frequency and syn-
chronize the firing of pyramidal cells by rhythmic 
inhibition (Kann et  al. 2014). According to the 
characteristic laminar patterns of bottom-up hier-
archy, bottom-up projections originate primarily 
in supragranular layers, and terminate predomi-
nantly in layer 4 (Felleman and Van Essen 1991). 
After neurons in layer 4 receive feedforward 
input, they send intracolumnar projections to 
supragranular layers (layers 3, 2, and 1) (Douglas 
and Martin 2004), which send output projections 
feedforward to layer 4 neurons of the next higher 
cortical area. Thus, within same cortical area, 
supragranular gamma oscillations display a sys-
tematic delay from layer 4 toward layer 1 (1 ms 
per 100 micron) (Livingstone 1996; van 
Kerkoerle et  al. 2014). Supragranular neurons 
can also send output projections back forward to 
nearby areas, for example, from supragranular 
layers of V2 to supragranular layers of V1 
(Markov et  al. 2014) (Fig.  8.1). In contrast to 
bottom-up projections, top-down projections 
originate predominantly in infragranular layers, 
where neurons show synchronization primarily at 
frequencies of alpha and beta bands (Buffalo 
et al. 2011; Maier et al. 2010; Markov et al. 2014; 
Smith et  al. 2013). Thus, feedback top-down 
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Fig. 8.1 Oscillations in feedforward and feedback hierar-
chies. Adopted from permission (Bastos et  al. 2015b). 
Schematic diagram to illustrate how gamma and beta 
oscillations propagate between layers in a given area and 
between hierarchical areas. Gamma oscillations in supra-
granular layers are illustrated with purple lines. A system-
atic delay is found from layer 4 toward layer 1. 
Feedforward signals are illustrated with red arrows. They 

enter into layer 4 in the lower left and proceed onwards to 
layer 4 of the next higher area through supragranular lay-
ers. Supragranular feedback between neighboring areas 
are indicated with blue arrows. One complete cycle of 
feedforward and reentrant feedback signaling are high-
lighted with thick red and blue arrows. Green arrows indi-
cate infragranular feedback. Brown lines indicate 
infragranular alpha-beta oscillations
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b

c

d

Fig. 8.2 Schematic 
illustration of the three 
forms of cross-frequency 
(CF) coupling. Adopted 
from permission (Palva 
and Palva 2018). (a) 
Schematic illustration of 
cross-frequency phase 
synchronization (CFS) 
between two oscillations 
whose frequency ratio is 
n:m. Here the faster 
oscillation is four times 
as fast as that of the 
slower oscillation (n = 1, 
m = 4). The oscillations 
are filtered with Hilbert 
transform to get real 
parts (top rows) and 
their phase time series 
(bottom rows). The 
difference between the 
phase of the faster 
oscillation and the m:n 
multiplied phase of the 
slower oscillation can be 
used to quantify 
CFS. The more stable 
the difference is, the 
greater the CFS is (Palva 
et al. 2005). (b) 
Phase-amplitude 
coupling (PAC) is phase 
synchronization between 
the phases of the 
amplitude envelope of 
the faster oscillation and 
the slower oscillation. 
(c) Cross-frequency 
amplitude-amplitude 
coupling (CF-AAC) 
signals the correlation of 
the amplitude envelopes 
between the slower and 
faster oscillations. (d) 
Schematic illustration of 
spike coincidences 
between the two 
neuronal assemblies 
with stable CFS. These 
two neuronal assemblies 
are oscillating with a 
frequency ratio of 1:3, 
accompanied with 
consistent spike-time 
relationships
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communication derived from infragranular layers 
mainly uses alpha-beta frequencies (Fig.  8.2, 
right side) (Bastos et  al. 2015a; Bressler and 
Richter 2015; van Kerkoerle et  al. 2014) (see 
Bastos et al. 2015a, for review).

8.2  Cross-Frequency Coupling 
and Sensory Processing

As shown that signal streams in the feedforward 
bottom-up and feedback top-down directions are 
anatomically and spectrally segregated (Bastos 
et al. 2015a), it raises the question of how the bi- 
directional streams are integrated in a given area 
they meet. Cross-frequency (CF) coupling may 
subserve processing and integration of these sig-
nal streams (Lee et al. 2013; Roopun et al. 2008). 
Cross-frequency coupling refers to interaction 
and association between oscillations at different 
frequencies, and it has three forms: Cross- 
frequency phase synchrony (CFS), phase- 
amplitude coupling (PAC), and cross-frequency 
amplitude-amplitude correlation (CFAAC) (see 
Palva and Palva (2018) and Voytek et al. (2010) 
for reviews).

CFS is a possible mechanism to coordinate 
communication across fast and slow oscillations. 
CFS is referred to as a form of phase synchrony 
when two neuronal assemblies oscillate with dif-
ferent frequencies and a stable phase difference 
exists between them (Rosenblum et  al. 1998; 
Palva et al. 2005). Suppose the frequencies of the 
slower and faster oscillations are n and m, respec-
tively, we can quantify CFS by testing whether 
there is a stable difference between the m:n mul-
tiplied phases of the slower and the faster oscilla-
tions (Fig. 8.2a) (Palva and Palva 2018). For two 
oscillations with cross-frequency synchrony, 
given that their neuronal assemblies have high 
excitability and fire intensively at a specific phase 
of the corresponding oscillations, consistent 
spike-time relationships will be observed between 
the neuronal assemblies, in a manner determined 
by their frequency ratio. For example, as shown 
in Fig. 8.2d, if the faster oscillation is three times 
as fast as that of the slower oscillation, then the 
spikes of the faster and slower oscillations may 

coincide in every third cycle of the faster oscilla-
tion. In this way, the two spatially and spectrally 
segregated neuronal assemblies temporally 
 co- localize their spikes (see Palva and Palva 
(2018) for review). The synchronized spikes may 
evoke action potentials in downstream neurons 
and boost greater impact of neuronal signals on 
post- synaptic neurons than non-synchronous 
input (Azouz and Gray 2003; Gutig 2014; Konig 
et al. 1996; Singer and Gray 1995). The synchro-
nized spikes may promote spike-time-dependent 
plasticity (Gutig 2014; Jaramillo and Kempter 
2017). In this way, top-down attentional control 
in alpha-beta band may modulate sensory pro-
cessing in bottom-up gamma band (Richter et al. 
2017).

In contrast to CFS, PAC signals the modula-
tion of the amplitude (envelope) of the faster 
oscillations by the phase of a slower oscillation. 
One approach to quantify PAC is to evaluate 
phase synchronization between the phase of the 
slower oscillation and the phase of the amplitude 
envelope of the faster oscillation (Vanhatalo et al. 
2004) (Fig.  8.2b). Since the phase of the faster 
oscillation is not modulated by the slower oscilla-
tion, PAC is not related to spike synchronization. 
Instead, it reflects a general change in population 
synaptic activity of the neuronal assembly in the 
faster oscillation, fluctuated with neuronal excit-
ability in the slower oscillation. While high- 
frequency activity reflects local computation of 
information processing, low-frequency rhythms 
can be dynamically entrained by both rhythmic 
external sensory events (Lakatos et al. 2008; Luo 
and Poeppel 2007; Saleh et al. 2010) and internal 
cognitive processes (Rizzuto et  al. 2006; 
Schroeder and Lakatos 2009). Therefore, PAC 
may provide an effective means to transfer task- 
and behavior-related information from large- 
scale brain networks to local computation and 
processing, thus integrating functional informa-
tion across multiple spatiotemporal scales (see 
Canolty and Knight (2010) and Swadlow and 
Gusev (2001) for reviews).

The third form of cross-frequency interaction, 
CFAAC, refers to the coupling of amplitude 
envelopes between two oscillations with distinct 
frequencies (Fig. 8.2c). It has been observed dur-
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ing cognitive tasks and correlated with behavior. 
However, its functional role remains unclear. It 
has nothing to do with any phase in the fast or 
slow oscillations, and hence there are no stable 
spike-time relationships. Rather than direct inte-
gration of information across the two coupled 
frequencies, it may reflect that excitability of the 
two frequencies is co-modulated by a common 
factor.

These interactions between oscillations in dis-
tinct frequency bands may play a role in integra-
tion of neuronal information processing across 
frequencies.

8.3  Neural Oscillations 
and Multisensory Processing

When stimuli are simultaneously presented in 
different sensory modalities, the signals need to 
be processed and integrated. For multisensory 
processing, information of each modality is first 
processed in unisensory cortical areas, and then 
is fed forward to multisensory and higher order 
cortical areas, for example, intraparietal sulcus 
(IPS), superior temporal sulcus (STS), and pre-
frontal cortex (PFC) (Ghazanfar and Schroeder 
2006; van Atteveldt et al. 2014). In these areas, 
the sensory information from different modalities 
can be merged and integrated. Integrated infor-
mation on stimulus is then fed back from higher 
order to lower order cortical areas. This is the 
classical feedforward-feedback model of multi-
sensory integration (Meredith and Stein 1996; 
Stein et  al. 1993). In addition to this classical 
model, cross-modal influence can also occur at 
the level of the primary sensory cortices (Driver 
and Noesselt 2008; Ghazanfar and Schroeder 
2006; Kayser et  al. 2007; Keil and Senkowski 
2018; Schroeder and Foxe 2005; Senkowski et al. 
2008) and subcortical regions (e.g., superior col-
liculus and the pulvinar nucleus) (Bauer et  al. 
2020; Cappe et  al. 2007; Hackett et  al. 2007; 
Lakatos et  al. 2007), by which sensory signals 
from one modality can modulate the cortical 
excitability to the signals in another modality 
(Driver and Noesselt 2008; Lakatos et al. 2007). 
Therefore, multisensory processing needs coor-

dinate activities of distinct brain areas. 
Synchronization of neural oscillations has been 
reported to facilitate cross-modal influence 
between primary sensory cortices, such as pri-
mary auditory, visual, and somatosensory corti-
ces (Lakatos et al. 2007; Schroeder and Lakatos 
2009) and may contribute to multisensory pro-
cessing and integration as a mechanism 
(Senkowski et al. 2008; van Atteveldt et al. 2014). 
In particular, neural oscillations in low frequen-
cies (in the delta, theta, and lower alpha range) 
can provide optimal temporal windows for cross- 
modal interaction (Cecere et  al. 2015; Kayser 
et  al. 2008; Lakatos et  al. 2007; Simon and 
Wallace 2017). There are two mechanisms 
involved in promoting cross-modal synchroniza-
tion: phase reset and neural entrainment. These 
mechanisms are flexibly modulated by task 
demands.

Cross-modal phase reset refers to the process 
that stimuli in one sensory modality can reset 
phase of an ongoing oscillation in a cortical area 
of another modality (Kayser et al. 2008; Lakatos 
et  al. 2007). In this case, a salient external or 
internal stimulus can reset the phase of a neural 
oscillation within another sensory modality to a 
particular state of excitability (Kayser et al. 2008) 
(Fig. 8.3 left). Cross-modal phase reset can mod-
ulate perceptual performance in two opposite 
directions (Cecere et  al. 2015; Diederich et  al. 
2012; Fiebelkorn et al. 2013; Kayser et al. 2008; 
Lakatos et  al. 2009; Mercier et  al. 2013; Naue 
et al. 2011; Perrodin et al. 2015; Plass et al. 2019; 
Romei et al. 2012). On the one hand, optimally 
aligned phases promote communication between 
cortical areas (Mercier et al. 2015). For example, 
a somatosensory stimulus shortly preceding an 
auditory tone can change the phase of the ongo-
ing oscillations in the primary auditory cortex 
(A1), rendering the auditory input arriving at a 
high-excitability phase, and leading to an 
enhanced neuronal response and faster behav-
ioral responses (Lakatos et  al. 2007). On the 
other hand, decreased cross-modal phase align-
ment will impede further processing of the paired 
cross-modal signals (Lakatos et al. 2007).

In addition to single transient events, phase of 
neural oscillations can also be reset by external 
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a b

Fig. 8.3 Illustration for cross-modal phase reset and 
cross-modal entrainment. Adopted from permission 
(Bauer et  al. 2020). (a) Schematic illustration of phase 
reset of ongoing neural oscillations induced by a single 
transient stimulus. A transient sound realigns the phases 
of the oscillations in the auditory cortex and visual cortex. 
(b) Schematic representation of neural entrainment 

induced by a rhythmic stimulus. A rhythmic auditory 
stimulus gradually shifts the phases of the neural oscilla-
tions in the auditory cortex and visual cortex, leading to 
cross-modal synchronization. For both phase reset and 
phase entrainment, the phase of ongoing oscillations 
aligns to the driving stimulus, thereby modulating the 
excitation-inhibition cycle of the neural oscillations

rhythmic or quasi-rhythmic stimulation. The syn-
chronization of different oscillators is called 
entrainment. Neural entrainment refers to grad-
ual synchronization of an ongoing neural oscilla-
tion to an external rhythmic or quasi-rhythmic 
input stream (Lakatos et  al. 2008) (Fig.  8.3). 
Once the external input ceases, the neural oscilla-
tion will return to its intrinsic oscillatory fre-
quency. It has been most reported in the delta and 
theta bands (Lakatos et al. 2008). Neural entrain-
ment is in favor of periodic perceptual modula-
tions. Behavioral performance is generally better 
when the target occurred on beat with the stimu-
lation rhythm, relative to when the target occurred 
off beat (Jones et  al. 2002; Mathewson et  al. 
2010; Miller et al. 2013). While both cross-modal 
phase reset and cross-modal entrainment pro-
mote neural processing and perceptual integra-
tion by temporally aligning high-excitability 
phases across sensory modalities to the timing of 
relevant events, they may transmit different types 

of cross-modal information. Phase reset trans-
mits the information of the timing of an external 
stimulus, and neural entrainment transmits the 
information of an expected stimulus stream (see 
Bauer et al. 2020, for review).

When two stimuli are presented at the same 
time, stimulus congruence and temporal align-
ment may induce different synchronization of 
neural oscillations, and influence signal process-
ing and behavioral response. For example, in a 
study (Krebber et al. 2015), congruent visuotac-
tile motion was accompanied by greater gamma 
oscillations (50–80 Hz) in visual and somatosen-
sory cortices, compared with incongruent motion 
stimuli (Fig. 8.4a). Moreover, enhanced gamma 
activity was correlated with shorter reaction 
latency in the behavioral task. In another study 
(Kambe et al. 2015), compared to asynchronous, 
synchronous audiovisual stimulation induced 
higher coherence in beta oscillations (Fig. 8.4b). 
Taken together, the enhanced power in gamma 
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Fig. 8.4 Impact of stimulus congruence and temporal 
synchrony on multisensory processing. Adopted from per-
mission (Keil and Senkowski 2018). (a) When visuotactile 
motion stimulation is congruent (top row), gamma-band 
power is enhanced in visual cortex (left column) and 
somatosensory cortex (middle column), compared to that 
when the stimulation is incongruent (bottom row) (adapted 
from Krebber et al. (2015)). The right column shows the 
schematic illustration of the increased gamma-band power 

following congruent visuotactile stimulation. (b) Beta-
band inter-trial coherence is increased in visual (left col-
umn) and auditory (middle column) electrodes when the 
audiovisual stimulation is perceived as synchronous (top 
row) (adapted from Kambe et al. (2015)). The diagram in 
the right column illustrates phase alignment following a 
synchronous ([AV], top row) audiovisual stimulus, and no 
phase alignment following an asynchronous audiovisual 
stimulus ([A] [V], bottom row)
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oscillations and increased coherence in beta 
oscillations reflect the temporal alignment of 
stimuli from different sensory modalities. 
Moreover, phase reset of neural oscillations in 
lower frequencies plays an important role in 
orchestrating multisensory processing and 
integration.

8.4  Neural Oscillations 
and Sensory Selection

When multiple stimuli are presented, the brain 
doesn’t need to process all the information all the 
time. Instead, according to task requirements, 
sometimes, the brain needs to selectively process 
task-related signals (target) and ignores distract-
ing information (distractor). In this process, top- 
down control, selective attention, is involved. In 
addition to integration of cross-modal informa-
tion, synchronization of neural oscillations is 
also essential for selecting and routing cross- 
modal information (Fries 2005, 2015; Keil and 
Senkowski 2018; Senkowski et  al. 2008; van 
Atteveldt et al. 2014; Zuo et al. 2020). Relative 
relationship between the time of stimulus onset 
(or stimulus-induced response) and local cortical 
excitability may affect the efficiency of sensory 
processing. Ongoing oscillations in the target- 
related and the distractor-related sensory cortices 
may display distinct phases relative to the time of 
stimulus onset. Consistent with this, in a study 
(Zuo et al. 2020) trained rats to selectively attend 
to auditory (a1 or a2) or visual stimuli (v1 or v2) 
when they were simultaneously presented, the 
authors observed significant phase reset of beta 
oscillations (12–30 Hz) relative to stimulus onset 
in A1, and the beta oscillations displayed oppo-
site phases during auditory and visual attention 
(Fig. 8.5a). This makes it possible that while the 
signals occurring at high-excitability phases 
within the targeting modality are effectively 
transmitted, the asynchronous signals or signals 
occurring at low-excitability phases within the 
distracting modalities are likely impeded.

The posterior parietal cortex (PPC), as a higher 
order cortical area, is involved in top- down con-
trol. During stimulus presentation, the interaction 

between PPC and A1 was enhanced by increased 
coherence between their beta oscillations, and the 
phase of PPC leads A1 about 5 ms (Fig. 8.5b) (Zuo 
et al. 2020). Coherent oscillations between these 
two brain regions may facilitate the exchange of 
task-related information from PPC to A1. If PPC 
carries information about task rule, i.e., which 
modality to attend to, the oscillations in PPC may 
recruit neurons firing at modality-specific phases. 
The neurons in PPC and A1 tended to fire at spe-
cific phases of the beta oscillations (phase lock). 
The spike phase relative to PPC beta oscillations is 
related to the attended-to (targeting) modality, as 
shown that in the poor-behavior sessions, in which 
the attention might have in fact been directed to 
the distracting modality, the spike phase distribu-
tion of one modality resembled the spike phase 
distribution for good-behavior sessions of the dis-
tracting modality (Fig. 8.5c).

Since the neurons fired at different beta phase 
during auditory and visual attention, spike phase 
may have encoded attended-to modality during 
paired-modality trials. Correct information about 
the target must be encoded in cortices to make a 
correct decision. Papers have shown that neuro-
nal responses are determined by the targeting 
stimulus, but not by the unattended stimulus 
(Moran and Desimone 1985; Desimone and 
Duncan 1995; Treue and Maunsell 1996). If the 
rats ignore the distractor and only process the tar-
get information in the paired-modality trials, the 
firing pattern induced by the paired-modality 
stimuli should be similar to that induced by the 
single-modality stimuli with the same target. To 
test whether the spike phase relative to beta oscil-
lations could predict the target in each paired- 
modality trial, the authors compared the 
spike-LFP phase relationship in the paired- 
modality trials with that in the single-modality 
trials (Zuo et  al. 2020). Figure  8.6 illustrates a 
representative A1 interneuron recorded during 
auditory attention. This neuron did not show sig-
nificant differences in spike rate along time, 
among the four single-modality stimuli 
(Fig.  8.6a) or the four paired-modality stimuli 
(Fig. 8.6b). On the contrary, the spike phase rela-
tive to the A1 beta oscillations showed differ-
ences for the visual stimuli and auditory stimuli. 
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Fig. 8.5 Neural oscillations and sensory selection. (a) 
The beta oscillations in the auditory cortex displayed 
opposite phases during auditory and visual attention. 
Upper plot: phases of PPC beta oscillations aligned to 
stimulus onset. The duration of stimulus is ~200 ms. Each 
row is the averaged beta phase across all auditory (upper) 
or visual (lower) trials of a single session. Lower plot: 
instantaneous beta phase constructed as session-averaged 
phase. A Watson-Williams test was performed to compare 
LFP phases between auditory attention and visual atten-
tion in each 1-ms bin, and significances (p  <  0.05) are 
shown as segments above the x-axis. (b) Left: coherence 
between PPC and A1 beta oscillations increased during 
stimulus presentation. Right: the phase of PPC leads 
A1~5  ms. To investigate the direction of interactions 
between PPC and A1, the phase shift between PPC and A1 

(subtracting the phase of A1 from the phase of PPC) at 
different beta frequencies is plotted (refer to the method in 
Fig. 8.8). A positive correlation between the magnitude of 
A1 phase lag after PPC and the frequency is found, with a 
positive slope corresponding to 4.6  ms, suggesting top-
down modulation of PPC on A1 activities (Zuo et  al. 
2020). (c) Comparison of phase-dependent firing densi-
ties relative to PPC beta oscillations during the sessions 
when the behavior was good or poor. Adopted from per-
mission (Zuo et  al. 2020). The neurons in PPC and A1 
tended to fire at specific phases of the beta oscillations 
(phase-lock). The spike phase distribution in poor-behav-
ior sessions of one modality resembled the spike phase 
distribution for good-behavior sessions of the distracting 
modality, indicating that the spike phase relative to PPC 
beta oscillations is related to the rat’s behavior
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The neuron tended to fire at different phase 
ranges. When only the visual stimuli (v1 or v2) 
were presented, the preferred phase ranged from 
−0.7π to −0.2π. By contrast, when only the audi-
tory stimuli (a1 and a2) were presented, the pre-
ferred phase ranged from −0.5π to 0.5π 
(Fig. 8.6c). In the paired-modality trials, similar 
spike-LFP phase relationship was shown as that 
shown in the auditory stimuli, which were the tar-
gets (Fig.  8.6d). Bayesian analysis was used to 
predict the target stimulus by using the timing- 
dependent and phase-dependent firing distribu-
tion. The “decoding rule” was built only from 
correct single-modality trials and then the 
obtained rule was used to test all paired-modality 
trials (correct and incorrect). The results showed 
that the decoding rule obtained from spike-phase 
distribution predicted high percentages for the 
target modality (Tar & SM) and significantly 
lower percentages for the distracting modality 
(SC & DD) (Fig. 8.6f), while the decoding rule 
obtained from spike-timing distribution could not 
encode the attended-to modality or stimulus 
(Fig. 8.6e). This result indicates that spike phase 

relative to beta oscillations can carry information 
about sensory modality, regardless of whether 
spike timing or rate does so. The average decod-
ing results performed on the spike phase of the 
A1 interneurons relative to A1 beta oscillations 
showed similar results to those exhibited by the 
representative neuron shown in Fig. 8.6 for good- 
behavior sessions (Fig.  8.7a, purple bars). By 
contrast, poor-behavior sessions did not show 
good prediction for the target modality, the spike 
phase encoded the distracting modality instead 
(Fig.  8.7a, green bars). Thus, during modality 
selection the spike-LFP phase relationship is 
related to behavioral choice. Moreover, the pre-
diction accuracy in incorrect trials was 
 significantly lower than that in correct trials, indi-
cating that spike phase in incorrect trials did not 
represent the target stimulus correctly (Fig. 8.7b).

Spike phase not only reflects attended-to 
modality, but also reflects firing sequence in the 
cycle of an oscillation. Different neuronal sub-
populations in both areas were entrained by either 
PPC or A1 beta oscillations, or to both. The 
recorded neurons were assigned to 8 subpopula-
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Fig. 8.6 Spike phase of a sample A1 interneuron relative 
to A1 beta oscillations encode the attended-to stimulus. 
Modified and Reprinted with permission from Zuo et al. 
(2020). This neuron was recorded with a tetrode and the 
waveforms on the four electrodes are shown at top. (a and 
b) Raster plot (upper) and peristimulus time histogram 
(PSTH, bottom) of the neuronal firing are aligned to stim-
ulus onset. The firing over a time window from −50 to 
200 ms in correct single-modality (a) and paired-modality 
(b) trials are shown, respectively. (c and d). Neuronal fir-
ing rate in each phase bin (phase-dependent firing rate, bin 
size = π/20, 40 bins in total from −π to π) in correct trials 
for single-modality (c) and paired-modality (d) stimuli. 
Phase-dependent firing rate in each trial (upper) and trial- 
averaged phase-dependent firing rate (bottom) are shown 
for single- (c) and paired-modality (d) trials. (e) Decoding 
results predicted by spike timing. Percentage of trials in 
which the presented stimulus was predicted as the candi-

date stimuli by spike timing are shown. The candidate 
stimuli include Tar (the presented target in a single trial), 
SM (the other stimulus of the same modality as Tar), SC 
(the stimulus of different modality but same choice side as 
Tar), and DD (the stimulus of different modality and dif-
ferent choice side of Tar). Dis is the presented distractor in 
that trial, which could be SC or DD. Three sets of chi- 
square tests were, respectively, used to compare the per-
centages of the candidate stimuli with chance level (25%, 
the gray line, statistical significance indicted by*), Tar 
(statistical significance indicted by^), and SM Tar (statis-
tical significance indicted by #). ^^^ p  <  0.001. (f) 
Decoding results predicted by spike phase. Percentage of 
trials in which the presented stimulus was predicted by 
spike phase as the candidate stimuli are shown. Same 
analyses were used as in (e). ** p < 0.01, ^ p < 0.05, ^^ 
p < 0.01, # p < 0.05, ## p < 0.01

tions: PPC pyramidal neurons or interneurons 
entrained by PPC or A1 beta oscillations (PPCPys/
PPCβ, PPCINs/PPCβ, PPCPys/A1β, PPCINs/A1β), A1 
pyramidal neurons or interneurons entrained by 
PPC or A1 beta oscillations (A1Pys/PPCβ, A1INs/
PPCβ, A1Pys/A1β, A1INs/A1β). By plotting the 
phase shift between pyramidal neurons and inter-
neurons in the PPC and A1 against frequency, fir-
ing order of neuronal subpopulations can be 
computed. The logic is that a fixed time interval 

(the transmission time from signal A to B, τ) 
translates into different multiples of π at different 
frequencies (Fig. 8.8a). For example, a theoreti-
cal transmission time of τ = 0.01 s between two 
brain regions corresponds to a phase shift of 
0.94 rad at 15 Hz, and a phase shift of 1.88 rad at 
30 Hz. In general, the phase lag (φ(f)) between 
two signals (φB-φA) at a frequency f is linearly 
increasing with increasing frequency and can be 
calculated by formula: φ(f) = 2πfτ (Fig. 8.8a). As 
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Fig. 8.7 Spike phase relative to beta oscillations decodes 
the attended-to modality. Adopted from permission (Zuo 
et al. 2020). (a) Percentage of trials in which the presented 
stimulus was decoded as Tar, SM, SC, DD, or Dis by the 
spike-LFP phase relationship between A1 interneurons 
and A1 beta oscillations (A1INs/A1β). One-sample t tests 
were used to compare the percentages with chance level 
(25%, the gray line, statistical significance indicated by 
stars over bars). A 2 × 4 repeated-measures ANOVA was 
performed to compare the differences of the trial percent-
ages on behavioral performance (good, poor) and the can-
didate stimuli (Tar, SM, SC, DD). A significant interaction 
effect was found and is shown below the plot, which indi-
cates that during good-behavior and poor-behavior ses-
sions, the spike-LFP phase had different decoding 
capacities. Pairwise post-tests were used to compare the 
decoding capacities between good- (purple) and poor- 
behavior (green) sessions and the statistical significances 
are indicated by black stars. Pairwise post-test between 

Tar and SM, SC, or DD of good-behavior sessions or 
poor-behavior sessions were performed and the statistical 
significances are respectively shown by purple stars 
(good) and green stars (poor). Another 2  ×  2 repeated- 
measures ANOVA with Bonferroni post-test was per-
formed to compare the trial percentages on behavior 
performance (good, poor) and the candidate stimuli (Tar, 
Dis). A significant interaction effect was found and is 
shown below the plot. Significantly better prediction for 
Tar than Dis was revealed during good-behavior sessions. 
By contrast, significant lower prediction for Tar than Dis 
was revealed during poor-behavior sessions. Error bars 
are SEM across neurons. For all the significances: * 
p < 0.05, ** p < 0.01, *** p < 0.0001. (b) Averaged pre-
diction accuracy across all the neurons for the correct tri-
als and incorrect trials, respectively. A paired t test was 
used to compare the difference between them. *** 
p < 0.001

the deduction in Fig.  8.8b, the time lag can be 
estimated as τ = slope/(2π), where the slope is the 
slope of the regression of phase lag changing (in 
radians) on frequency (Fig.  8.8b) (Schoffelen 
et  al. 2005; Baldauf and Desimone 2014; Zuo 
et al. 2020). To do so, the LFP signals were band- 
pass- filtered to 19 frequency bands from 12 to 
30 Hz. The instantaneous phases of these bands 
were calculated by using Hilbert transformation 
and then neurons’ spikes were assigned a phase 
for each of the 19 frequency bands. For any two 
subpopulations (e.g., A and B), phase lags were 
calculated by subtracting the phase of A from the 
phase of B between all possible pairs of individ-

ual neurons for each beta band, generating 19 
phase shift distributions for the 19 beta bands. 
The circular mean of each phase shift distribution 
was calculated to estimate the mean phase shift at 
each band. A linear regression of mean phase 
shifts on the 19 beta bands was performed and 
the slope was calculated if the regression was sig-
nificant (p < 0.05) (An example in Fig. 8.8c). The 
direction of interaction was determined by the 
direction of slope: a positive slope means A leads 
B, and a negative slope means B leads A.  The 
slope of the regression line is indicative of the 
magnitude of time lag.
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Fig. 8.8 Directionality of neuronal subpopulations in 
good-behavior sessions. (a) Schematic illustration of 
phase lags at two frequency bands. Suppose signal B 
occurs after signal A with a time lag of τ. The time lag 
corresponds to different phase lags relative to different 
frequencies. The phase lag (φ(f)) relative to an oscillation 
of f Hz is φ(f) = 2πfτ, which is linearly increasing with 
increasing frequency. (b) Estimation of time lag τ from 
phase lag and frequency. The time lag can be estimated as 
τ = slope/(2π), where the slope is the slope of the regres-
sion of phase lag changing (in radians) on frequency. (c) 
Directionality of the PPCPys and A1Pys entrained by PPC 
beta oscillations (PPCPys/PPCβ and A1Pys/PPCβ) during 
auditory attention. The phase shift between the two neuro-
nal subpopulations is plotted against frequency. The dots 
represent the averaged phase lags by subtracting the phase 

of PPCPys/PPCβ from the phase of A1Pys/PPCβ at the 19 
beta frequencies. Error bars are SEM across neuron pairs. 
Statistical values are shown in the corner: n is the number 
of neuron pairs, p is the p value of the linear regression, 
and R2 is the coefficient of determination of the linear 
regression. Mean ± SEM of the time lags between neuron 
pairs is shown in number of ms. (d) Phase lags among PR 
and IN subpopulations entrained by either PPC beta oscil-
lations (red) or A1 beta oscillations (blue) during good 
auditory sessions. Lags are only shown for pairs of sub-
populations that showed significant regression with beta 
frequencies (p < 0.05). Arrows show the direction of firing 
sequence. (e) Same as (d) during visual attention. (d) and 
(e) are modified and reprinted with permission from Zuo 
et al. (2020)

Figure 8.8c plots the phase shift between the 
subpopulations of PPCPys/PPCβ and A1Pys/PPCβ 
against frequency. A significant positive regres-
sion was observed for the phase shift 
(φA1Pys  −  φPPCPys) at different beta frequencies, 
indicating that PPCPys leads A1Pys. The slope of 
the regression line corresponded to a transmis-
sion time of 7.5 ms. Through the same method, 
directionality between any two of the four sub-
populations entrained by PPC beta oscillations 
(PPCPys/PPCβ, PPCINs/PPCβ, A1Pys/PPCβ, A1INs/
PPCβ) or any two of the four subpopulations 
entrained by A1 beta oscillations (PPCPys/A1β, 
PPCINs/A1β, A1Pys/A1β, A1INs/A1β) was computed 
(Fig. 8.8d and e).

For the neurons entrained by PPC beta oscilla-
tions either during auditory (Fig.  8.8d) or visual 

attention (Fig.  8.8e), PPCPys consistently spiked 
before A1Pys and A1INs, consistent with top-down 
modulation. The transmission time from PPC to A1 
during auditory attention (Fig.  8.8d, 7.5, and 
6.8 ms) was shorter than that during visual atten-
tion (Fig. 8.8e, 18.6, and 11.5 ms), suggesting that 
top-down signaling from the PPC to A1 is medi-
ated via an additional relay during visual attention. 
The additional relay may involve cross- modal 
inhibitory interaction from visual areas to A1 
(Ibrahim et al. 2016; Kayser et al. 2008). For the 
neurons entrained by A1 beta oscillations, the A1INs 
spiked before the PPCPys and PPCINs either during 
auditory (Fig. 8.8d) or visual attention (Fig. 8.8e), 
consistent with bottom-up signaling. During audi-
tory attention, the A1INs fired with a time lead of 
11.3 ms over the A1Pys (Fig. 8.8d), supporting dis-
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inhibition by di-synaptic interneuron connections 
in the auditory cortex (Zhang et al. 2014). While 
during visual attention, no phase lead of A1INs over 
A1Pys, suggesting that disinhibitory input is not 
recruited during visual attention.

Overall, all the above results show that neural 
oscillations play a role in selecting sensory sig-
nals by either synchronize LFP oscillations or 
neuronal spikes of different modalities in differ-
ent phases.

8.5  Summary

To summarize, neural oscillations reflect rhyth-
mic fluctuations of neuronal excitability. Signals 
from the stimuli time-locked to the phases of 
high-excitability get better processed and evoke 
stronger post-synaptic activities. Internal and 
external stimuli may reset phases of neural oscil-
lations, not only in one sensory cortex, but also in 
other sensory cortices involved in the ongoing 
task. According to task requirement, phases in 
different cortices may be aligned or mis-aligned 
to modulate signal processing of multisensory 
modalities, to promote cross-modal integration, 
or to select task-related signals and ignore unre-
lated signals.
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9Multisensory Calibration: A Variety 
of Slow and Fast Brain Processes 
Throughout the Lifespan

Adam Zaidel

Abstract

From before we are born, throughout develop-
ment, adulthood, and aging, we are immersed 
in a multisensory world. At each of these 
stages, our sensory cues are constantly chang-
ing, due to body, brain, and environmental 
changes. While integration of information 
from our different sensory cues improves pre-
cision, this only improves accuracy if the 
underlying cues are unbiased. Thus, multisen-
sory calibration is a vital and ongoing process. 
To meet this grand challenge, our brains have 
evolved a variety of mechanisms. First, in 
response to a systematic discrepancy between 
sensory cues (without external feedback) the 
cues calibrate one another (unsupervised cali-
bration). Second, multisensory function is 
calibrated to external feedback (supervised 
calibration). These two mechanisms superim-
pose. While the former likely reflects a lower 
level mechanism, the latter likely reflects a 
higher level cognitive mechanism. Indeed, 
neural correlates of supervised multisensory 
calibration in monkeys were found in higher 
level multisensory cortical area VIP, but not in 
the relatively lower level multisensory area 
MSTd. In addition, even without a cue dis-

crepancy (e.g., when experiencing stimuli 
from different sensory cues in series) the brain 
monitors supra-modal statistics of events in 
the environment and adapts perception cross- 
modally. This too comprises a variety of 
mechanisms, including confirmation bias to 
prior choices, and lower level cross-sensory 
adaptation. Further research into the neuronal 
underpinnings of the broad and diverse func-
tions of multisensory calibration, with 
improved synthesis of theories is needed to 
attain a more comprehensive understanding of 
multisensory brain function.

Keywords

Unsupervised · Supervised · Recalibration · 
Adaptation · Serial dependence · Visual · 
Vestibular · Self-motion · Accurate · 
Perception

9.1  Introduction

When reaching for your cup of coffee, a slight 
deviation from the intended movement can have 
the undesirable outcome of knocking it over. To 
avoid coffee-soaked laptops, stained couches, 
and visits to the emergency room (if you like 
boiling-hot coffee) our brains have acquired the 
ability to perform accurate movements (Schwartz 
2016). Note that accuracy is not the same as pre-
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cision (although these terms are often confused). 
The difference can be explained by the example 
of throwing darts. Precise performance means 
that the darts are tightly clustered (Fig. 9.1, top 
row). Thus, precision reflects consistency of exe-
cution across multiple attempts (the term reliabil-
ity is also used, interchangeably with precision). 
But, precision is not enough for accurate func-
tion. The result also needs to be unbiased—such 
that on average, the darts are centered on target 
(Fig.  9.1, left column). However, precision and 
bias are two independent properties, and perfor-
mance can reflect any combination of the two 
(Fig. 9.1). Accurate actions need to be both pre-
cise and unbiased (Fig. 9.1, top left).

Note that this definition of accuracy differs 
slightly from our previous disambiguation of the 
terms accuracy and precision, where we defined 
accuracy as being unbiased (Zaidel et  al. 2011, 
2013, 2021). The rationale for this refinement is 
that unbiased but imprecise performance 
(Fig.  9.1, bottom left) will still lead to many 

misses (i.e., low success rate); whereas the term 
accurate implies a high success rate. In other 
words, we think that accuracy should reflect the 
average level of success, rather than the level of 
success of the average outcome. According to 
this definition, both properties, being unbiased 
and precise, are needed for accurate performance 
(high success hitting the target).

In certain sports (like shooting), precision is 
often considered a more important property than 
being unbiased. That is because the tool (e.g., a 
rifle) can be calibrated by adjusting the aiming 
apparatus to correct for an individual’s bias. By 
contrast, precision reflects an innate limitation of 
the individual—one’s ability to consistently and 
reliably reproduce the same result. Thus, preci-
sion is often the limiting factor of performance, 
and therefore broadly considered to reflect skill 
(Yon and Frith 2021). However, in the absence of 
a mechanism for calibration (whether external or 
internal), precise but biased performance 
(Fig. 9.1, top right) is worse than the reverse. An 

Fig. 9.1 Disambiguation 
of terms. When perfor-
mance is “precise,” the 
darts are tightly clustered 
(top row). “Unbiased” 
performance means that 
on average the darts are 
centered on target (left 
column). “Accurate” 
performance is both 
precise and unbiased (top 
left)
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outcome that is consistently biased (always miss) 
is worse than one that is imprecise but (on aver-
age) unbiased (Fig. 9.1, bottom left). Therefore, 
without mechanisms of calibration, precision 
might be worthless.

In the same way that we consider precision 
and bias in terms of action, these concepts relate 
also to perception. High perceptual precision 
means that the same stimulus and environmental 
conditions will give rise to a consistent and 
 reliable percept (the perceptual counterpart of 
tightly clustered darts). Also, being perceptually 
unbiased means that the average percept is in line 
with the real world. Once again, these are two 
different properties that can be dissociated, and 
both contribute to accurate perception. Yet, 
whereas multiple studies of multisensory func-
tion have explored how combining cues from dif-
ferent sensory modalities (“multisensory 
integration”) leads to improved precision (Ernst 
and Banks 2002; van Beers et al. 2002; Alais and 
Burr 2004; Knill and Pouget 2004; Fetsch et al. 
2009; Butler et al. 2010), attaining unbiased mul-
tisensory perception, which is perhaps more 
important than precision for overall accuracy, has 
received relatively little attention.

The question of multisensory calibration is 
much broader than appreciated at face value. 
While multisensory integration defines the rules 
by which information is combined for present 
perception, multisensory calibration occurs at 
multiple time-scales. Long-term (or slow) cali-
bration begins with development and continues 
through adulthood (with different characteristics 
of and levels of plasticity depending on life- 
stage; discussed in Sect. 9.2). On the opposite 
end of the time-scale, short-term (fast) calibra-
tion happens in seconds. This includes adaptation 
(e.g., motion aftereffects) and serial dependence 
(discussed in Sect. 9.3). Between these two 
extremes, the brain needs to continuously recali-
brate to multisensory changes in the environ-
ment. These changes can be temporary (e.g., sea 
or space travel) or permanent (e.g., loss of sen-
sory function), sudden (e.g., injury), or gradual 
(e.g., aging). Therefore, they can take place over 
seconds, minutes, hours, days, months, or years. 
Multisensory calibration resulting from internal 

sensory discrepancies (discussed in Sect. 9.4) 
and/or feedback from the environment (discussed 
in Sect. 9.5) lead to very different phenomena. 
Thus, multisensory calibration is a multifaceted 
and multidimensional problem, requiring a diver-
sity of tools.

A general overarching theory of multisensory 
calibration may be unfeasible to attain, as it 
would need to account for (at minimum): calibra-
tion at different ages (with different levels of 
plasticity), different time-scales (short, medium, 
and long), and the type of error signal available 
(e.g., internal sensory discrepancy vs. external 
feedback). Furthermore, it may function differ-
ently for different combinations of sensory cues, 
and models would need to be designed and 
understood within broader cognitive frameworks 
(such as reinforcement learning, attention, and 
Bayesian inference). Thus, an understanding of 
multisensory calibration requires further research 
both theoretically and experimentally. Finally, 
research into the neural bases of multisensory 
calibration (discussed in Sect. 9.6) offers an 
important and open frontier into large areas of 
unchartered territory, necessary for understand-
ing (multisensory) brain function.

In this chapter, we discuss diverse develop-
ments in this field, and highlight gaps of knowl-
edge. By presenting many different aspects of 
multisensory calibration together in one chapter, 
with some current theories, we hope to trigger 
further investigation into developing new theo-
ries, and hypotheses for experiments, in order to 
improve our understanding of these important 
functions in the brain.

9.2  Multisensory Calibration 
Across the Lifespan

From the moment we are born (and even before, 
in uterus), we experience the world in a multisen-
sory manner (Bremner et al. 2012; De Klerk et al. 
2021). Therefore, to fully understand the devel-
opment of sensory (and motor) systems one can-
not ignore the fact that other senses are present 
and provide complementary learning signals 
along the way (Noppeney 2021). Yet, studies of 
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sensory development (and even more so, didactic 
curricula and textbooks) often focus on individ-
ual sensory systems in isolation. Making this 
more complicated, the learning signals them-
selves change as the different sensory systems 
develop within the fast-changing body and brain 
of a child. Even different sensory functions 
within a specific modality develop at different 
rates (Olsho 1984; Kovács et al. 1999; Atkinson 
2008). Moreover, external feedback that we gain 
from the environment is received and interpreted 
via our senses. Therefore, sensory calibration 
during development is inherently a multisensory 
question.

Multisensory integration is immature in child-
hood and emerges only late in development, after 
the maturation of individual senses (Misceo et al. 
1999; Wallace 2004; Ernst 2008; Gori et al. 2008; 
Nardini et al. 2008; Barutchu et al. 2009; although 
certain multisensory processes are present 
already at an early age, e.g., Streri and Gentaz 
2003; Lewkowicz and Ghazanfar 2009). It has 
been argued that this delay may be to allow the 
systems to first calibrate during development 
(Burr and Gori 2012). The rationale is that multi-
sensory integration would not be useful if the 
individual senses were themselves not calibrated. 
Thus, during development, measurements from 
different sensory modalities can act as comple-
mentary error signals to calibrate one another. 
Gori et al. (2008) found that, unlike adults, chil-
dren do not integrate visual and haptic cues opti-
mally; rather, touch dominates discriminations of 
size, and vision dominates discriminations of ori-
entation (even when the other cue is more pre-
cise). They propose that this dominance during 
development may allow cross-modal calibration, 
in which the less-biased sense in children (touch 
for size and vision for orientation) calibrates the 
other. In support of this notion, they found that 
children with visual impairment have impaired 
haptic orientation discrimination (Gori et  al. 
2010), and children with movement disorders 
have impaired visual size discrimination (Gori 
et al. 2012b).

But, cross-sensory calibration is not limited to 
childhood. Neural reorganization in the brain 
lasts well into adolescence (Paus et al. 1999; Paus 

2005; Brandwein et  al. 2011), and some multi-
sensory brain functions only stabilize in adult-
hood (Hillock-Dunn and Wallace 2012). In fact, 
certain multisensory calibration processes can 
occur only after the development multisensory 
integration (Rohlf et al. 2020), for example, when 
the integrated (combined) percept is used for cal-
ibration (Zaidel et al. 2013). Thus, beyond devel-
opment, behavioral adaptation and neural 
plasticity are normal capacities of the mature 
brain, and present throughout our lifespan 
(Pascual-Leone et  al. 2005; Shams and Seitz 
2008).

As adults, we encounter changes in the envi-
ronment that put our sensory cues in conflict 
(requiring multisensory calibration) on a regular 
basis. Travel or use of virtual-reality induces 
visual-vestibular conflict (Akiduki et  al. 2003; 
Garzorz and MacNeilage 2019) associated with 
motion-sickness (Alcañiz Escandell and Román 
Ivorra 2019). Remarkably, people adapt to con-
tinued visual-vestibular conflict, such as at sea or 
in space (Black et al. 1995; Shupak and Gordon 
2006), and even need to readapt when returning 
to land, experiencing symptoms of mal de 
debarquement (“sea legs,” Nachum et  al. 2004; 
Van Ombergen et al. 2016). Asynchronous audio- 
visual, audio-tactile and visuo-tactile cues all 
lead to recalibration of timing perception (Hanson 
et al. 2008; Van der Burg et al. 2013; Noel et al. 
2016). And spatial perception is also shifted in 
response to audio-visual spatial conflict (known 
as the ventriloquism aftereffect; Recanzone 
1998). Thus, multisensory calibration is an ongo-
ing process in the adult brain (in the following 
sections we expand on different aspects of adult 
multisensory calibration).

Naturally, also as we age, the brain and body 
change. Here too, the different sensory systems 
change according to their own time-course, in a 
way that is unique for different people (Cole et al. 
2018). Aging affects peripheral sensory systems, 
for example, hair-cell loss in the auditory (Frisina 
2009) and vestibular (Rauch et al. 2001) organs, 
changes in the eyes (Klein and Klein 2013), and 
broad changes throughout the body, including 
proprioceptive and skeletomuscular (Timiras 
2002). Aging also leads to central brain changes 
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in sensory processing (Humes et  al. 2013) and 
changes in body representation (Sorrentino et al. 
2021). Thus, in an aging body, the brain needs to 
adapt to, and compensate for, the loss of sensory, 
motor, and (paradoxically, also central) brain 
functions. Hence, adaptation to aging also 
requires and elicits multisensory calibration.

To compensate for the deterioration of sensory 
and cognitive systems (and making use of sub-
stantial life experience) aging adults integrate 
multisensory information to a greater extent 
(Laurienti et  al. 2006; Diederich et  al. 2008; 
Hernández et  al. 2019). Enhanced multisensory 
integration in aging is associated with better 
function, for example, greater visual–somatosen-
sory integration is related to better balance and 
reduced risk of falls (Mahoney et al. 2019). Thus, 
in healthy aging, individuals accumulate sensory 
evidence (over longer periods) while preserving 
multisensory functions of cue integration and 
causal inference (Jones et al. 2019).

By contrast, poor adjustment to altered sen-
sory states may damage function in disorders of 
aging. We recently found that (unlike young 
adults and healthy older adults, Fetsch et  al. 
2009; Ramkhalawansingh et al. 2018) individu-
als with Parkinson’s disease (PD) do not integrate 
visual and vestibular cues in a near-optimal 
(Bayesian) manner (Yakubovich et  al. 2019). 
Rather, despite impairments of visual (but not 
vestibular) perception of self-motion in the PD 
cohort, they consistently overweighted their 
visual (vs. vestibular) cues. This suggests that the 
PD patients did not update their multisensory 
function to their new (altered) state. Namely, they 
did not down-weight their visual cue weights 
according to their current level of function. This 
resulted in inappropriate visual-vestibular inte-
gration, which can contribute to balance issues in 
PD (Halperin et al. 2020). We found support for 
this notion in another experiment that tested 
meta-cognitive confidence of visual performance 
(using a task of coherent motion perception)—
indeed PD patients were significantly overconfi-
dent in their visual performance vs. controls 
(Halperin et  al. 2021). Thus, an important and 
challenging aspect of aging with a neurodegen-

erative disease might be inappropriate updating 
(or calibration) of multisensory function.

Multisensory adaptation and calibration are 
thus vital functions throughout the lifespan—
from development until (and including) old age. 
Also in mid-life adulthood, multisensory func-
tion is not static. We are constantly confronted 
with changes that require multisensory calibra-
tion. Multisensory changes can be due to (perma-
nent or temporary) loss of sensory function, for 
example, following vestibular loss, the brain 
learns to compensate using the other senses, with 
remarkable functional recovery (Smith and 
Curthoys 1989; Sadeghi et al. 2012). Also every-
day living, such as going on a boat ride, using 
sensory-related devices (like hearing aids or 
glasses), or even just wearing gloves, require 
dynamic multisensory adaptation. We tested 
adult multisensory (visual-vestibular) calibration 
in a series of experiments and summarize the 
results in the sections below.

9.3  Unsupervised Multisensory 
Calibration

Before delving into the different types of calibra-
tion, we would first like to differentiate calibra-
tion from integration. According to Bayesian 
theories of perception (and based on signal detec-
tion theory) when two different cues measure the 
same event in the world, a discrepancy between 
the cues’ measurements is always expected, even 
when both cues are perfectly calibrated (Angelaki 
et al. 2009; Ma 2019). That is because each cue’s 
measurement is noisy, on a trial-to-trial basis. For 
example, when a single multisensory (visual- 
vestibular) motion stimulus is presented at head-
ing 10°, if both cues are calibrated then only on 
average will both cues measure 10° heading. 
Assuming conditionally independent Gaussian 
noise distributions, the cues’ measurements will 
differ on each trial (e.g., the visual cue measure-
ment may be 12°, while the vestibular measure-
ment might be 7°). Thus, on a single trial, 
reliability-based (Bayesian) integration improves 
precision, and, if both cues are unbiased, it there-

9 Multisensory Calibration: A Variety of Slow and Fast Brain Processes Throughout the Lifespan



144

fore also improves trial-by-trial accuracy (by 
reducing variance).

In the face of discrepant sensory cues (which, 
as explained above is the standard situation for a 
single trial/event), the brain needs to perform 
causal inference (Kording et al. 2007)—namely, 
to infer whether the sensory cues arose from the 
same source in the environment (in which case, 
they should be integrated), or from two different 
sources (in which case they should not be inte-
grated). Causal inference is indeed performed on 
a single-trial basis: if the cues are very different, 
the brain infers that they most likely don’t origi-
nate from the same source, and integration is 
reduced; whereas, if the cues are similar (e.g., 
relatively small discrepancy) they are integrated 
(De Winkel et al. 2017; Acerbi et al. 2018; Dokka 
et al. 2019). When multisensory cues have a sys-
tematic discrepancy (i.e., over many repetitions), 
despite coming from the same source—this indi-
cates that at least one of the cues is biased, and 
multisensory calibration is needed.

We differentiate between two main types of 
calibration: unsupervised and supervised. By 
“unsupervised” we mean that there is no external 
feedback regarding the correctness of our percep-
tion. By contrast, “supervised” calibration means 
that feedback from the environment provides 
information regarding correctness of the cues. 
Take for example, the ventriloquist effect, in which 
visual and auditory cues are discrepant in space. 
On a single trial, the visual and auditory cues are 
integrated in a near-optimal Bayesian manner 
(Alais and Burr 2004). However, the audio-visual 
spatial discrepancy also leads to a shift in percep-
tion, known as the ventriloquist aftereffect 
(Recanzone 1998; Lewald 2002; Wozny and 
Shams 2011; Bosen et al. 2018). This is a case of 
unsupervised calibration because the brain cannot 
know which cue is biased, and which is not.

The rationale and need for unsupervised mul-
tisensory calibration is that if two cues are sys-
tematically discrepant, at least one must be biased 
and needs calibration. Accordingly, the brain 
aims to maintain a homeostatic state of “internal 
consistency,” in which the cues’ estimates are in 
accordance with one another, on average. But this 
is not enough. Beyond “internal consistency,” the 

cue estimates also need to be in alignment with 
the world (“externally unbiased”) for perception 
to be functionally useful. Thus, the brain is left 
with the difficult task of estimating the extent to 
which each cue is biased, and to correct for that. 
The best way to do this is via feedback from the 
environment (discussed in the following section 
on supervised calibration). But, in the absence of 
external feedback, i.e., during unsupervised cali-
bration, the brain still needs to attribute the dis-
crepancy to one (or both cues) to decide which 
cue(s) to calibrate.

Classic studies on multisensory calibration 
proposed that vision dominates (e.g., audio local-
ization adapts to vision, Knudsen 2002) due to an 
inherent advantage of vision over other cues 
(Recanzone 1998). While this may be the case for 
certain brain circuits and functions, this does not 
seem to be a general rule because substantial 
visual recalibration was exposed in many condi-
tions (Atkins et  al. 2003; Di Luca et  al. 2009; 
Adams et al. 2010; Burge et al. 2010; Zaidel et al. 
2011). On the heels of reliability-based cue- 
combination (multisensory integration), it was 
suggested that also calibration should be 
reliability- based (Ghahramani et al. 1997; Witten 
and Knudsen 2005; Burge et al. 2010). According 
to this notion, the less reliable cue should be cali-
brated more than the more reliable cue. However, 
as noted by Ernst and Di Luca (2011), the more 
reliable cue might not necessarily be the less 
biased, and in the case of a reliable but biased cue 
vs. an unreliable but unbiased cue the former 
should be calibrated to attain better accuracy.

We found (in humans and monkeys) that unsu-
pervised visual-vestibular calibration of heading 
perception (in response to a systematic heading 
discrepancy) was not reliability-based (Zaidel 
et  al. 2011). We found that both vestibular and 
visual cues were calibrated—however, the rela-
tive magnitude of calibration was roughly fixed. 
Specifically, the vestibular shifts were approxi-
mately twice as large as the visual shifts, irre-
spective of which cue was more reliable. These 
results suggest that we have a default estimate 
regarding how likely it is that each cue is biased, 
and (in the absence of any other information) we 
calibrate our cues according to these estimates. 
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Furthermore, the estimated likelihood of being 
biased is not set by cue reliability. This notion is 
in line with the findings that haptic cues calibrate 
visual cues during development, presumably 
because naïve haptic size estimates are less 
biased than visual during development, even 
though the latter are more reliable (Gori et  al. 
2012a). Also in adults, visual cues are calibrated 
by haptic estimates when the former are deemed 
erroneous (Ernst et al. 2000; Atkins et al. 2003).

Thus, when confronted with a systematic bias 
between two sensory cues, in the absence of addi-
tional information, the brain should (theoreti-
cally) calibrate the cues in accordance with their 
estimated likelihoods of being biased. For visual- 
vestibular heading cues, we found this to follow 
an empirical ~2:1 ratio—suggesting that, by 
default, primates estimate vestibular headings to 
be approximately twice as likely to be biased vs. 
visual. Confirmation of this theory would require 
manipulation and measurement of the likelihoods 
of cue bias (or the relative likelihood that each 
cue is biased), and comparison thereof to the 
extent of each cue’s subsequent calibration.

9.4  Supervised Multisensory 
Calibration

Feedback from the environment is highly valuable 
for multisensory calibration. Theoretically, it 
should solve the ambiguity problem regarding 
which cue is biased (which unsupervised calibra-
tion cannot). Accordingly, the biased cue alone 
should be calibrated, while the unbiased cue should 
not be shifted to remain unbiased. We tested super-
vised visual-vestibular calibration by inducing a 
systematic conflict between the cues’ heading, and 
providing feedback (for correct heading discrimi-
nations) in accordance with one of the cues—either 
visual or vestibular (Zaidel et al. 2013).

Our initial prediction that only the biased cue 
(i.e., the one not aligned to external feedback) 
would be calibrated, while the other (already unbi-
ased) cue would not be shifted (to remain unbi-
ased) was disproven by the data. Rather, the results 
showed an interesting phenomenon of “cue yok-
ing.” As the biased cue was calibrated (to become 

less biased) the initially unbiased cue was “yoked” 
(calibrated in the same direction as the first cue)—
with the surprising result that it was shifted away 
from the feedback, becoming biased. While this 
result was puzzling at first, a simple assumption, 
tested by modeling the results, could explain the 
finding. This assumption was that supervised cali-
bration works on the combined cue estimate, and 
shifts the individual (unisensory) cues together in 
a manner to reduce the bias of the combined-cue 
estimate (Zaidel et al. 2013).

This exposes a high-level cognitive mecha-
nism that changes our behavior to attain better 
performance vis-à-vis the world (i.e., “external 
accuracy”). It further suggests that this mecha-
nism only has access to (or at least only cali-
brates) the combined (multisensory) percept, and 
therefore it does not calibrate the underlying 
(unisensory) cues each according to their indi-
vidual bias. But, the separate lower level (unsu-
pervised) calibration mechanism that calibrates 
cues towards one another, towards “internal con-
sistency” (described in the previous section; 
Zaidel et al. 2011), works in parallel and super-
imposed on the supervised calibration mecha-
nism (Zaidel et  al. 2013). Thus, these results 
expose two separate mechanisms that together 
eventually attain both internal consistency and 
external accuracy.

Support for the notion that high-level cogni-
tive mechanisms are applied supra-modally is 
found in experiments that manipulated visual and 
tactile priors separately (Spence et  al. 2000; 
Mengotti et al. 2018). Those results showed that 
observers depended on the joint distributions of 
both sensory modalities and did not learn inde-
pendent spatial priors for the separate cues, even 
when they were informed of the identity of the 
upcoming stimulus.

9.5  Rapid Calibration: 
Adaptation and Serial 
Dependence

Auditory shifts in response to a visual-auditory 
offset (the ventriloquism aftereffect) occur even 
after sub-second presentation of a discrepant 
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stimulus (Wozny and Shams 2011; Bosen et al. 
2018). Watson et al. (2019) recently found (also 
using the ventriloquist aftereffect) that when 
long-term adaptation was followed by brief 
period with a discrepancy to the opposite side, 
the initial effects were cancelled out, but subse-
quently reappeared. This suggests that audio- 
visual (unsupervised) calibration comprises at 
least two mechanisms with different time-scales 
(slow and fast; reminiscent of similar results in 
sensorimotor adaptation, Smith et al. 2006).

But, just as we divided multisensory calibration 
on the order of minutes/hours into separate super-
vised and unsupervised components (in the previ-
ous sections), rapid calibration (on the order of 
seconds) likely also comprises at least two different 
types—low-level (e.g., unsupervised calibration in 
response to a concurrent discrepancy between 
cues) and higher level (e.g., supervised calibration 
in response to feedback, influences of one’s own 
choices and supra-modal stimulus statistics).

Many recent studies have found that when 
performing a series of perceptual discriminations 
across trials, the decisions are not based solely on 
the current stimulus features (as is often 
assumed). Rather, they are biased towards the 
recently experienced stimuli (Fischer and 
Whitney 2014; Liberman et  al. 2014; Taubert 
et  al. 2016; Alexi et  al. 2018; Liberman and 
Manassi 2018; Feigin et al. 2021a, b). This effect 
is often termed “serial dependence,” and its direc-
tion is mostly “positive” or “attractive”—mean-
ing that perceptual decisions are more likely to be 
the same as the preceding one. For example, after 
a discriminating a rightward (leftward) oriented 
visual stimulus, a subsequent ambiguous stimu-
lus is more likely to also be discriminated right-
ward (leftward). This effect (serial dependence) 
seems to be different from stimulus adaptation 
aftereffects (Gordon et  al. 1995; Anstis et  al. 
1998; Dalton 2000; Di Lorenzo and Lemon 2000; 
Kohn 2007; Schweinberger et al. 2008; Thompson 
and Burr 2009; Crane 2012), which are “nega-
tive” or repulsive, meaning that they shift percep-
tion away from the previous stimuli.

We recently performed several experiments to 
study serial dependence and adaptation to pre-
ceding stimuli by inducing short-term biases 

(Feigin et  al. 2021a, b; Shalom-Sperber et  al. 
2021). Specifically, trials were grouped into 
batches comprising several “prior” trials that 
were slightly biased (either to the right or left), 
followed by an unbiased “test” trial. Multiple 
repetitions of these batches were then presented, 
interleaved, across the block, and the effects of 
the prior trials on the test trial discriminations 
were studied. First, we studied this in a unisen-
sory task of visual location discrimination with 
short (0.25  s) stimulus durations (Feigin et  al. 
2021a). We used a logistic-regression model to 
disambiguate the influences of prior stimuli and 
prior choices, and several control conditions to 
account for other factors, such as motor actions 
and task relevance. We found a positive (attrac-
tive) serial dependence, which was driven by 
prior choices, not prior stimuli or motor actions 
(interestingly we also found that the effect of 
prior choices was increased for individuals with 
autism spectrum disorder; Feigin et  al. 2021b). 
Thus, we suggest that the positive effects of serial 
dependence reflect a “confirmation bias” of prior 
choices.

We next set out to investigate the effects of 
short-term biases, in a multisensory setting 
(heading discrimination of visual or vestibular 
self-motion stimuli, Shalom-Sperber et al. 2021). 
We tested four conditions—in which the prior 
(biased) stimuli and test stimuli were from the 
same cue (visual or vestibular) or cross-sensory 
(the biased prior stimuli were visual, while the 
test stimuli were vestibular, and vice-versa). 
Here, we found significant adaptation (a negative 
effect of prior trials) in all four conditions (both 
cross-sensory and unisensory). Furthermore, the 
logistic-regression model revealed that the effect 
in this case was elicited by the prior stimuli (not 
prior choices). Thus, we suggest that while prior 
choices lead to a positive (attractive) effect; prior 
stimuli lead to a negative (repulsive) effect. We 
speculate that positive (choice) effects were best 
exposed in the visual location discrimination task 
because of short stimulus durations and short 
inter-trial intervals (i.e., rapid succession of 
choices); and that negative (repulsive) adaptation 
effects were best exposed in the heading discrim-
ination experiment, with longer (1  s) stimulus 
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durations (while the long inter-trial intervals 
associated with self-motion stimuli might dimin-
ish choice effects).

Two other (previous) studies of visual- 
vestibular aftereffects did not find cross-modal 
adaptation: Crane (2013) found that short- 
duration (1.5 s) self-motion stimuli (either visual 
or vestibular) do not cause cross-sensory adapta-
tion. And, Cuturi and MacNeilage (2014) demon-
strated that longer duration visual self-motion 
stimuli (15  s) are needed to cause vestibular 
adaptation. Several differences between our 
study and these previous studies might explain 
the different results: (1) the adaptation in our 
study could reflect a compound effect of several 
biased stimuli (only one adapting stimulus was 
presented in the other studies). (2) In our study, 
both the adapting (prior) and the test stimuli were 
discriminated, whereas in both of the other stud-
ies the participants were instructed to discrimi-
nate only the “test” stimulus (and the act of 
discrimination could be important). (3) We used a 
task of fine (heading) discrimination to test cross- 
modal adaption, whereas the other two studies 
used a task of coarse (forward vs. backward) 
motion detection (Crane 2013; Cuturi and 
MacNeilage 2014). Fine heading discrimination 
might be more susceptible to cross-modal adap-
tation. Further research is required to dissociate 
these factors.

Findings of rapid cross-sensory calibration 
effects, when the (unisensory) stimuli are pre-
sented in succession, suggest that the brain moni-
tors supra-modal statistics of events in the 
environment, leading to functional (supra-modal) 
adaptation of perception. This notion is in line 
with the findings that changes in visual and tacti-
cal priors affect perception cross-modally, i.e., 
also of the other cue (Spence et al. 2000; Mengotti 
et al. 2018).

9.6  Neural Correlates 
of Multisensory Calibration

Seminal studies by Stein et  al. on the superior 
colliculus (see Stein and Stanford 2008, for 
review) revealed fundamental principles of mul-

tisensory integration in single neurons. 
Coincidence of multisensory stimuli enhances 
event saliency, improves discriminability, and 
speeds up responses. Interestingly, multisensory 
responses in superior colliculus neurons are not 
innate, but rather emerge with development, in 
response to multisensory experience (Stein et al. 
1973; Wallace and Stein 2001). In complemen-
tary work, classic studies on owls by Knudsen 
et  al. (see Knudsen 2002 for review) revealed 
great plasticity in the optic tectum, both during 
development, and in adulthood. Thus, multisen-
sory responses, and plastic changes thereof, are 
seen already in the brainstem (and in multiple 
species).

Beyond the brainstem, multisensory experi-
ence leads to changes in cortical function 
(Powers et  al. 2012; Zierul et  al. 2017) and 
cortico- cerebellar connectivity (Lee and 
Noppeney 2011). In fact, sensory cortices can 
even functionally change to process other modal-
ities (Pascual-Leone and Hamilton 2001; 
Merabet et  al. 2005; Amedi et  al. 2010), with 
multisensory regions demonstrating the greatest 
capacity for plasticity (Fine 2008). The vestibu-
lar sense is inherently a “multisensory” sense in 
that it does not have its own primary vestibular 
cortex (unlike other senses). Rather, vestibular 
inputs project to widespread multisensory corti-
cal areas (Lopez et al. 2012; Rancz et al. 2015). 
Thus, visual- vestibular paradigms of self-motion 
offer a valuable substrate to study multisensory 
calibration.

We recently searched for neuronal correlates 
of supervised calibration in the dorsal medial 
superior temporal area (MSTd) and the ventral 
intraparietal area (VIP) of adult monkeys (Zaidel 
et  al. 2021). We found little plasticity in neural 
responses in MSTd. By contrast, neural corre-
lates of plasticity were found in VIP.  Although 
the two areas have similar stimulus-driven 
responses (Colby et  al. 1993; Bremmer et  al. 
1997, 2002; Duffy 1998; Page and Duffy 2003; 
Zhang et al. 2004; Gu et al. 2006, 2007; Takahashi 
et  al. 2007; Zhang and Britten 2010; Maciokas 
and Britten 2010; Chen et  al. 2011a), VIP has 
been shown to have stronger correlations with 
behavioral choices than MSTd (Chen et al. 2013; 
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Zaidel et al. 2017). Further research is required in 
order to identify whether VIP plays an active role 
in supervised calibration, or simply correlates 
with the resulting shifts. Furthermore, unsuper-
vised calibration needs to be investigated in these 
areas.

The visual posterior sylvian (VPS) area also 
exhibits visual and vestibular self-motion signals 
(Chen et  al. 2011b; Frank et  al. 2016). 
Interestingly, visual and vestibular self-motion 
responses in VPS are primarily tuned in the oppo-
site direction (180° apart, Chen et  al. 2011b). 
Although neurons with “opposite” visual and 
vestibular tuning have also been described in 
MSTd (Gu et  al. 2008) and VIP (Chen et  al. 
2013), VPS stands out as an area with predomi-
nantly opposite tuning (the others have compa-
rable proportions). Opposite tuning has been 
proposed to support segregation of multisensory 
signals (Zhang et  al. 2019), which would be 
invaluable for cross-sensory calibration. The 
brain has been shown to demonstrate flexible 
integrative behavior in terms of fusing and segre-
gating sensory information with different spatio-
temporal dynamics (Cao et  al. 2019). Thus, 
further research should investigate the involve-
ment of opposite tuning (e.g., in area VPS), and 
segregation, in multisensory calibration.

Beyond developmental changes, and multi-
sensory calibration over hours, rapid cross- 
sensory calibration over seconds, even when 
the stimuli are presented serially and not in 
conjunction (Shalom-Sperber et  al. 2021) 
exposes exquisitely flexible skills of the brain 
in adapting to dynamic contexts and monitoring 
supra-modal statistics. Some of these effects 
likely involve top-down influences such as 
attention (Zuanazzi and Noppeney 2019) and 
other cognitive effects, such as prior choices. 
How the brain monitors statistics of perceptual 
events for specific functions (e.g., self-motion) 
supra-modally, and how the brain mediates the 
subsequent biasing of perception of specific 
functions, irrespective of its presented modality 
(e.g., visual or vestibular) requires future 
investigation.

9.7  Concluding Remarks

Multisensory calibration comprises a family of 
brain functions that work on time-scales ranging 
from sub-second to years. Multisensory calibra-
tion is important in development of the young 
brain, as well as in healthy aging. But, mecha-
nisms of multisensory integration are active 
throughout our lifespan, including adulthood. 
Besides the time domain—multisensory calibra-
tion spans a range of functions from low-level 
(e.g., unsupervised calibration) to high-level 
(e.g., supervised calibration, choice-effects, and 
rapid monitoring of supra-modal statistics in the 
environment). Research into its neuronal under-
pinnings have already exposed fundamental prin-
ciples. However, as the diversity of multisensory 
calibration phenomena is broad, its neuronal 
bases require a lot of further research. Finally, 
overarching theories that can explain multiple 
aspects of multisensory calibration, generically 
(i.e., for different combinations of modalities) 
would be a boon to the field and our understand-
ing of multisensory brain function.
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10The Development of Multisensory 
Integration at the Neuronal Level

Liping Yu and Jinghong Xu

Abstract

Multisensory integration is a fundamental 
function of the brain. In the typical adult, mul-
tisensory neurons’ response to paired multi-
sensory (e.g., audiovisual) cues is significantly 
more robust than the corresponding best uni-
sensory response in many brain regions. 
Synthesizing sensory signals from multiple 
modalities can speed up sensory processing 
and improve the salience of outside events or 
objects. Despite its significance, multisensory 
integration is testified to be not a neonatal fea-
ture of the brain. Neurons’ ability to effec-
tively combine multisensory information does 
not occur rapidly but develops gradually dur-
ing early postnatal life (for cats, 4–12 weeks 
required). Multisensory experience is critical 
for this developing process. If animals were 
restricted from sensing normal visual scenes 
or sounds (deprived of the relevant multisen-
sory experience), the development of the cor-
responding integrative ability could be 
blocked until the appropriate multisensory 
experience is obtained. This section summa-
rizes the extant literature on the development 

of multisensory integration (mainly using cat 
superior colliculus as a model), sensory- 
deprivation- induced cross-modal plasticity, 
and how sensory experience (sensory expo-
sure and perceptual learning) leads to the plas-
tic change and modification of neural circuits 
in cortical and subcortical areas.

Keywords

Multisensory integration · Cross-modal 
interaction · Superior colliculus (SC) · 
Plasticity · Perceptual learning

10.1  Introduction

We are often confronted with multiple sensory 
cues (primarily visual and auditory) in the real 
world. Different sensory information propagates 
via specific energy and is processed through dif-
ferent sensory systems. Many events and objects 
emit sensory information of more than one 
modality, each containing the source’s feature 
signals. For instance, when we watch a speech, 
auditory and visual information can be emitted 
from a speaker. To better understand the event or 
object, the brain should use the proper strategy to 
combine all necessary sensory inputs of different 
modalities. The integration of sensory informa-
tion from different modalities can strengthen the 
brain’s ability to detect, locate, and identify 
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external events as well as improve perceptual 
performance (Stein and Meredith 1993; Bavelier 
and Neville 2002; Ernst and Banks 2002; 
Diederich and Colonius 2004; Rowland et  al. 
2007; Fetsch et  al. 2011; Chandrasekaran et  al. 
2013). For many wild-living animals (prey and 
predator), multisensory integration closely cor-
relates with their lives because better multisen-
sory integration makes them easily find danger 
and food.

In the past 50  years, this process of multi-
sensory integration or cross-modal interaction 
has been widely examined in many cortical and 
subcortical regions such as association cortices, 
sensory cortices, and superior colliculus 
(Ghazanfar and Schroeder 2006; Stein et  al. 
2014; Murray et al. 2016; Choi et al. 2018). For 
a typical multisensory neuron, its notable char-
acteristic is that it can show significantly 
enhanced responses to paired sensory inputs. 
Physical properties of stimuli, such as spatial 
alignment, temporal coincidence, and intensity 
(or effectiveness), can jointly influence multi-
sensory integration. Stein et  al. summarized 
three multisensory integration principles (spa-
tial, temporal, and inverse effectiveness) based 
on studies of adult cat SC neurons (Stein and 
Meredith 1993). Briefly, the spatial and tempo-
ral principles are that multisensory cues (e.g., 
visual and auditory) evoke enhanced responses 
if they are spatially aligned and temporally con-
cordant and elicit depressed or non- enhanced 
responses if they are spatially or temporally 
disparate. The principle of “inverse effective-
ness” describes the observation that proportion-
ately greater gain of multisensory enhancement 
is obtained when individual cues are weak or 
less effective. Data in many other brain regions 
now verify these multisensory integrative prin-
ciples (Gu et al. 2008; Holmes 2009; Meredith 
et  al. 2009). Behavioral and neural evidence 
show that spatial, temporal, and inverse effec-
tiveness factors do not influence multisensory 
integration in isolation but interact with each 
other (Cappe et al. 2012; Krueger Fister et al. 
2016; Nidiffer et al. 2016).

10.2  Development 
of Multisensory Integration 
in the Superior 
Colliculus (SC)

SC, one of the midbrain areas, can combine 
cross-modal information to initiate motor sig-
nals, including head and eye movements (Sparks 
1986). SC consists of several layers, each receiv-
ing distinct innervation sources (May 2006; 
Basso and May 2017). Roughly, these layers are 
divided into two laminae (superficial and deep). 
The superficial laminae (I–III layers) mainly 
receive visual inputs from the retina, and the deep 
laminae (IV-VII layers) receive multiple sensory 
inputs (visual, auditory, and somatosensory) 
from many cortical and subcortical areas and 
contain all possible types of multisensory neu-
rons (see Fig. 10.1). Each sensory representation 
has a map-like fashion in the deep layer of SC, 
and distinct sensory maps are registered with 
each other (Stein and Meredith 1993). This gen-
eral feature seems independent of species (Stein 
et al. 2014). The anterior SC encodes the frontal 
sensory space (for auditory and visual) and the 
face area (for somatosensory), whereas the poste-
rior SC represents more peripheral space (for 
somatosensory, the rear of the body). Medial and 
lateral parts of SC represent superior and inferior 
sensory spaces, respectively. Different sensory 
maps are in the register with the common premo-
tor map in SC (Wurtz and Goldberg 1971; Stein 
and Clamann 1981; Grantyn and Grantyn 1982; 
Jay and Sparks 1987a, b; Guitton and Munoz 
1991; Munoz and Wurtz 1993a, b).

Due to the convergence of multiple sensory 
inputs, the deep layer of cats SC is rich in multi-
sensory neurons (more than 50%) (Jay and 
Sparks 1987b; Perrault Jr. et  al. 2003; Yu et  al. 
2013; Xu et  al. 2017b, 2018). It has become a 
good model for studying the mechanism of mul-
tisensory integration and its plasticity (Meredith 
et  al. 1987; Meredith and Stein 1996; Wallace 
et al. 2004; Alvarado et al. 2007; Xu et al. 2017a; 
Wang et al. 2020). Every SC multisensory neuron 
has more than two spatial receptive fields (RFs), 
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Fig. 10.1 Comparison of responses of neurons recorded 
in naïve and adult cats. (a) The coronal histological sec-
tion of the cat SC. (b, c) The receptive fields (RFs) and 
responses of two typical neurons recorded from a normal 
adult cat (b) and a dark-reared cat (c). Left: the frontal 

sensory space. The vertical and horizontal lines denote 
meridians, and each circle in the sensory space represents 
10°. Plots were made and modified with permission from 
Yu et al. (2010)

and RFs of different modalities are coincidental 
spatially (King et  al. 1996; Meredith and Stein 
1996; King 1999; Jiang and Stein 2003; Xu et al. 
2018) (Fig. 10.1b). If a spatiotemporally concor-
dant multisensory stimulus falls into a neuron’s 
overlapping area of RFs, it usually evokes more 
robust responses than are elicited by the unisen-
sory component stimulus (sometimes even 
greater than the sum of unisensory responses), 
which is called “multisensory enhancement” 
(Meredith and Stein 1996) (Fig. 10.1b). In con-
trast, multisensory inhibition usually occurs 
when cue components are far disparate in space 
(Kadunce et al. 1997). Therefore, the product of 
multisensory integration can well reflect the spa-
tiotemporal arrangement of multisensory cues.

Effectively integrating multisensory inputs is 
not a naïve characteristic of SC (Wallace et  al. 
2004). A previous study showed that postnatal 
maturation is necessary for SC neurons to master 
effective multisensory integration for supporting 
mature behaviors (Kao et  al. 1994). Sensory 
experience is vital for the neonatal development 
of multisensory enhancement. If cats were 
deprived of visual experience after birth, the vast 
majority of SC neurons failed to show multisen-
sory enhancement (Fig.  10.1c). Multisensory 
neurons can be recorded soon after the ear chan-
nels and eyes are open (Wallace and Stein 2000). 
In kittens of postnatal 20 days, multisensory neu-
rons responsive to visual stimuli were found 
(Stein et al. 1973). However, generally, they have 

10 The Development of Multisensory Integration at the Neuronal Level
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long latencies, large RFs, weak response, and 
strong habituation to repeated stimuli. The inte-
grative capabilities of these early SC multisen-
sory neurons are immature (see Fig. 10.2). Their 
multisensory response was similar to the respon-
siveness to the modality-specific component 
(often close to a weighted average of those uni-
sensory responses) (Wallace and Stein 1997). By 
the second postnatal month, multisensory neu-
rons’ incidence is gradually increasing, and their 
sensory responses are more vigorous, rapid, and 
selective. The electrical stimulation of the SC 
evoked overt orienting movements. After 
4 months, the incidence of multisensory neurons 
reached the adult level (60–70%) (see Fig. 10.2). 
During postnatal development, multisensory 
neurons’ RFs contract in size (initially decline 
rapidly and then gradually until the adult) and 
register with each other.

During the early postnatal life of cats, 
researchers also found that multisensory neurons 
are rare in the anterior ectosylvian sulcus (AES) 
(one of the association cortices in cats) and grad-
ually develop with the increment of postnatal age 
(Wallace et al. 2006). The AES can be separated 
into visual, auditory, and somatosensory regions 
but can be recorded the high incidence of multi-
sensory neurons (mainly in the border area 
between subregions) (Stein et  al. 2002). AES 
neurons’ sensory responses in different modali-
ties appear in an orderly sequence in early life 
(Wallace et al. 2006). At the age of four postnatal 

weeks, most recorded AES neurons cannot 
respond to any “search” stimuli (visual, auditory, 
somatosensory). The somatosensory responses 
are recorded first at 4 weeks of age and followed 
by the auditory and somatosensory–auditory 
responses. Visually-responsive unisensory and 
multisensory neurons are first recorded at postna-
tal 12 weeks. The earliest multisensory neurons 
cannot exhibit multisensory enhancement. 
Neurons’ capacity for multisensory integration 
gradually matures with postnatal development.

Adult cat SC receives dense afferent projec-
tion from AES.  The integrative function of SC 
neurons appears controlled by AES. Deactivation 
of this association cortex compromised SC neu-
rons’ integrative abilities (Wallace and Stein 
1994) and multisensory-cue-guided behaviors 
(Wilkinson et al. 1996). The close AES-SC con-
nection is not an inborn characteristic of the cat 
brain. The sensory input from this corticotectal 
projection occurs on roughly postnatal day 28 
(Wallace and Stein 2000). For a single SC neu-
ron, the establishment of this projection seems 
abrupt. However, achieving the adult-like corti-
cotectal projection requires 3–4 postnatal months 
(Wallace and Stein 2000). This long temporal 
period needed for the corticotectal projection’s 
maturation corresponds well with the critical 
period of SC multisensory enhancement. Thus, 
establishing SC neurons’ integrative function 
may depend on the experience-dependent top- 
down control from AES.
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Fig. 10.2 Development of multisensory neurons and 
their integrative capability. (a) The proportion of multi-
sensory neurons recorded at different postnatal ages in the 
deep layer of cat SC. (b) The percentage of multisensory 

neurons showing significant (p < 0.05) multisensory inte-
gration at different postnatal ages. Plots were made and 
modified with permission from Wallace and Stein (2000)
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10.3  The Influence of Sensory 
Deprivation on Multisensory 
Integration

Like response properties in the unisensory sys-
tem, multisensory neurons’ integrative manner is 
also significantly influenced by sensory experi-
ence. Stein lab conducted long-term studies 
regarding the impact of sensory experience 
(mainly visual) on cat SC neurons’ integrative 
capabilities. They reared newborn kittens in a 
dark room (deprived of visual-related experi-
ence). When examined as adults, they found that 
dark rearing did not affect the proportion of 
sensory- responsive neurons in the deep layer of 
SC despite a steep decline in the incidence of 
visual-only responsive neurons and a correspond-
ing incidence rise in somatosensory and auditory 
neurons. Despite that, overall impacts on multi-
sensory representation induced by visual depriva-
tion were modest (Wallace et  al. 2004). The 
absence of visual experience substantially 
affected the developmental contraction of RFs. 
The large size of RFs was not restricted to the 
visual modality but was also seen in the somato-
sensory and auditory modalities, suggesting that 

other sensory systems were also affected by 
visual deprivation. Although SC neurons in dark- 
reared cats had RFs of increased size and low 
spatial fidelity, their RFs of different modalities 
were still topographically organized. The critical 
difference in SC neurons’ properties between 
dark-reared and normal rats was seen in respon-
siveness to multisensory cues. Generally, multi-
sensory SC neurons recorded in dark-reared 
animals showed responsiveness to multisensory 
stimulation that was no greater than unisensory 
response (Fig. 10.1c), reflecting a lack of multi-
sensory enhancement (Wallace et al. 2004).

Unlike visual deprivation, auditory depriva-
tion is difficult to achieve. Xu et al. reared cats 
in the omnidirectional noise environment to 
mask effective auditory inputs for examining its 
effect on SC neurons (Xu et  al. 2014a). They 
found noise rearing has little impact on the over-
all incidence of sensory responsive SC neurons. 
However, the operation resulted in abnormali-
ties in the auditory RF of these neurons. Most 
audiovisual neurons showed contracted auditory 
RF and poor alignment between visual and audi-
tory RFs (see Fig. 10.3). Typically, neurons bias 
the auditory RF center peripherally away from 
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Fig. 10.3 Auditory and visual RFs of SC neurons. (a) 
Showing the auditory and visual RFs of a typical SC mul-
tisensory neurons recorded in the normal cat. Top: visual 
(V) and auditory (A) RFs plotted on a schematic of sen-
sory space. Bottom: The response profile to an auditory 

(solid line) and a visual (dashed line) cue at different azi-
muths. (b, c) Auditory and visual RFs of two representa-
tive neurons recorded from a noise-reared cat. Plots were 
made and modified with permission from Xu et al. (2014a)
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its visual counterpart. The average distance 
between auditory and visual RF centers is sub-
stantially expanded (see Fig.  10.3). The poor 
overlap between visual and auditory RFs dis-
rupted the correlation. Thus, the spatially con-
gruent visual and auditory cues could not fall 
into the overlapped RF area. Like their counter-
parts in kittens, some neurons recorded from 
noise-reared animals appeared to have no appar-
ent spatial tuning and had a large RF. Like visual 
deprivation, noise rearing disrupted SC multi-
sensory integration’s normal development 
although a near-normal proportion of audiovi-
sual neurons developed.

To further investigate the impact of sensory 
experience on multisensory neurons’ integrative 
capacity, Xu et  al. examined multisensory inte-
gration in SC trisensory neurons of three groups 
of cats: a control group, a “visually-deprived” 
group, and a “noise-reared” group reared with 
omnidirectional noise (Xu et  al. 2015). By 
restricting auditory-nonauditory or visual- 
nonvisual experience during early life, they 
observed that the multisensory circuit learns to 
synthesize each multisensory pairing individu-
ally, and both SC trisensory and bisensory neu-
rons became adapted to specific multisensory 
combinations given by each rearing environment. 
For instance, trisensory neurons recorded in 
dark-reared groups can integrate auditory and 
somatosensory inputs well but cannot synthesize 
visual-auditory or visual-somatosensory inputs 
(Xu et al. 2015). Thus, even in adult animals, SC 
trisensory neurons still failed to integrate all 
kinds of multisensory combinations to which 
they were responsive. This selective experience- 

dependent maturational process might determine 
which environmental objects or events can be the 
most effective targets for SC-mediated orienta-
tion. These results reveal that multisensory co- 
activation is necessary for multisensory 
maturation, in line with the role of SC in detect-
ing and orienting critical environmental events 
(Fig. 10.4).

Like SC, the maturation of the effective multi-
sensory integration in association cortices takes 
place in postnatal several months (Wallace et al. 
2006), indicating that postnatal sensory experi-
ences play an essential role in this developing 
process. The impact of visual deprivation on one 
of the cat association cortices (AES) was also 
examined (Carriere et al. 2007). Several notable 
changes were seen. First, dark-rearing declined 
the integrative capabilities of AES neurons, simi-
lar to that seen in SC. Second, the proportion of 
AES multisensory neurons modulated rather than 
driven by a second sensory modality significantly 
increased. Whereas in normal cats, most 
 multisensory neurons are responsive to cues of 
two or more modalities (Stein et al. 2002). Third, 
most modulated neurons show multisensory inhi-
bition to spatiotemporally congruent multisen-
sory pairing (typically gives rise to multisensory 
enhancement in normal cats). These depressive 
interactions are not limited to the visual domain 
but to all types of multisensory neurons exam-
ined (i.e., VA, VS, AS). These results indicate 
that sensory experience plays a critical role in 
shaping the developmental process of multisen-
sory circuits in cortices and shifting the relative 
excitation and inhibition balance in these 
circuits.
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Fig. 10.4 Multisensory integration was rare and yielded 
less response enhancement in noise-reared cats. (a, b) 
Showing visual, auditory, and multisensory responses of 
two neurons recorded from normal (a) and noise-reared 
(b) cats. (c, d) The index of multisensory enhancement is 
plotted for each neuron as a function of the best (largest) 

unisensory response. Although the typically high propor-
tion of neurons (n, number of neurons) in normal cats 
exhibited multisensory integration capabilities, few neu-
rons in the noise-reared cats did. Plots were made and 
modified with permission from Xu et al. (2014a)

10.4  The Role of Multisensory 
Experience 
in the Development 
of Multisensory Integration

Mature SC multisensory neurons can use the mul-
tisensory enhancement model to elicit an 
increased response to the spatiotemporally con-
cordant cross-modal pairing. Developing this 
essential feature of SC neurons relies on appropri-
ate multisensory experience. Without such experi-
ence, a neuron’s multisensory response is no more 

greater than the corresponding unisensory 
response. However, the adult brain still maintains 
high neural plasticity. Yu et  al. exposed visual-
deprivation cats to the repeated presentation of 
multisensory stimuli in their anesthetized state. 
Following multiple experimental sessions, the 
proportion of recorded neurons capable of multi-
sensory enhancement increased. With the increase 
in multisensory exposure, the multisensory 
enhancement magnitude gradually rose (Yu et al. 
2010) (Fig.  10.5). This evidence indicates that 
neurons in adult animals retain experience- 
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Fig. 10.5 Multisensory exposure initiates the develop-
ment of SC neurons’ integrative capability. (a–c) Three 
representative neurons’ visual, auditory, and audiovisual 
responses. Left, visual (blue) and auditory (red) RFs. A 
transparent gray square denotes the exposure site. Middle, 
raster plots show visual, auditory, and audiovisual 
responses. Right, showing the mean magnitude of unisen-
sory and multisensory responses. (d, e) Multisensory 

enhancement magnitude changed with the number of mul-
tisensory (d) and unisensory (e) exposure trials, indicating 
that only multisensory exposure triggered the develop-
ment of multisensory enhancement. Each circle represents 
one neuron. Blue circles, neurons exhibited multisensory 
enhancement; red circles, no multisensory enhancement. 
Plots were made and modified with permission from Yu 
et al. (2010)

dependent plasticity. However, exposing an ani-
mal to multisensory cues in a specific sensory 
space was insufficient to drive the multisensory 
integration development across entire SC neu-
rons. Only those with RFs encompassing the 
exposure site achieved this development. Once a 
neuron develops the multisensory integration 
ability with the increasing cross-modal exposure 
within its receptive fields, it can generalize this 

integrative capacity to other RF sites. Exposing 
animals to a random presentation of visual-only 
and auditory-only stimuli failed to initiate the 
multisensory development in most SC neurons 
(see Fig. 10.5), indicating that multisensory rather 
than unisensory experience plays a critical role in 
the development of mature multisensory circuits.

Multisensory integration can be induced in 
anesthetized adult cats, raising a few questions 
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about it. First, can this integrative capability be 
maintained without continued exposure? Second, 
Is the trained multisensory integration in anesthe-
sia equivalent to those in alert animals? Third, 
can neurons integrate non-exposure multisensory 
stimuli? To further investigate these issues, the 
Stein group did a similar experiment in which 
they periodically exposed cats to auditory and 
visual stimuli appearing randomly in time and 
space or in spatiotemporal congruence. Except 
for sensory exposure, animals stayed in darkness 
at all times. After experiencing 6 months of sen-
sory exposure (12 h daily), animals continued to 
remain in the dark room without any sensory 
exposure. Then, they tested SC neurons’ response 
in these animals at ∼2 years of age. Their data 
showed that the random exposure was insuffi-
cient to spur the development of neurons’ inte-
grative ability, but concordant exposure could. 
The integrative capabilities of neurons in the 
concordance-exposed group resembled those 
recorded in normal animals. This result indicates 
that integrative capabilities, once obtained, can 
be retained for a long time. In addition, neurons 
could integrate multisensory cues of physical 
properties different from those used in the 
exposure.

Cat SC receives sensory inputs from many 
subcortical and cortical sources (Stein and 
Meredith 1993). Of them, inputs from two asso-
ciation cortices (the rostral lateral suprasylvian 
sulcus, rLS; the anterior ectosylvian sulcus, AES) 
are particularly vital for SC neurons’  multisensory 
integration. Deactivation or ablation of associa-
tion cortices could render SC multisensory neu-
rons incapable of integrating multisensory cues 
at any stage of life (Wallace and Stein 2000; 
Jiang et al. 2006, 2007; Alvarado et al. 2009). Yu 
et al. examined the impact of AES on the devel-
opment of SC multisensory integration (Yu et al. 
2016). They deactivated one side of AES of dark- 
reared adult cats during multisensory exposure 
(Fig.  10.6). Their results indicated that AES 
deactivation on one hemisphere disrupted the 
development of integrative abilities of ipsilateral 
SC neurons. Thus, the high-order association 
cortices might serve as a portal through which 
multisensory experience could shape the func-

tional capability of the SC multisensory circuit 
(Catalano and Shatz 1998; Khazipov and 
Luhmann 2006; Blankenship and Feller 2010).

Experimental evidence reveals that the rela-
tionship between different sensory inputs is not 
naturally cooperative. Instead, they are mutual 
competitions in a naïve state (Yu et al. 2019). All 
spatiotemporally congruent and disparate cross- 
modal configurations can cause the failure of 
multisensory enhancement or the response 
depression in this state. Cross-modal inhibition is 
most visible when the unisensory component 
stimuli induce significant imbalanced responses 
on the target multisensory neuron (Miller et  al. 
2015). Compared with SC neurons in normal ani-
mals, those recorded in sensory deprivation ani-
mals were more likely to have a significant 
imbalance in sensitivities to auditory and visual 
inputs, which amplifies their competition (Yu 
et al. 2019). Also, visual deprivation maximizes 
the inhibitory effect of auditory or somatosen-
sory inputs on visual modality. This might be the 
reason why sensory-restricted circumstances cor-
rupted the development of multisensory integra-
tion. Understanding this initial state of 
cross-modal sensory processes is critical for 
understanding the normal developmental trajec-
tory of multisensory integration as well as the 
etiology of the anomalous multisensory develop-
ment typically seen in autism spectrum disorder 
(Brandwein et  al. 2013; Stevenson et  al. 2014; 
Foxe et al. 2015), dyslexia (Hairston et al. 2005; 
van Laarhoven et  al. 2018), schizophrenia 
(Williams et  al. 2010), and in patients of early 
multisensory experience compromised (Putzar 
et al. 2007, 2010).

Repetitive cross-modal events appeared to 
drive the transition from competition to cooper-
ation between multisensory inputs. Whether this 
transition is a general characteristic of multisen-
sory neurons remains to be determined. Yu et al. 
raise a neuro-computational model that posits 
the existence of a default competitive circuit 
within the SC, and this model satisfactorily 
explains the biological observations (Yu et  al. 
2019). In their model, topographically orga-
nized inputs from one modality excite specific 
units but inhibit the neural network’s other sen-
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Fig. 10.6 Cortical deactivation blocked the experience- 
induced development of multisensory integration in ipsi-
lateral SC neurons. (a) A schematic of the brain with AES 
(and rLS) identified and its visual (AEV), auditory 
(FAES), and somatosensory (SIV) subdivisions. (b) The 
diagonal timeline shows the time points of performing 
sequential exposure and recording sessions. (c) The cross- 
modal (visual-auditory) exposure stimulus was presented 
randomly at five spatial locations. (d) the schematic shows 
circulating refrigerated water in the coils to deactivate 

adjacent brain tissue during the period of multisensory 
exposure. (e, f) showing the comparison of multisensory 
and the best unisensory responses for neurons recorded in 
SC ipsilateral to deactivated AES (e) and for neurons 
recorded in SC contralateral to deactivated AES (f), indi-
cating that deactivation of AES disrupted experience- 
dependent development of multisensory integration. Plots 
were made and modified with permission from Yu et al. 
(2016)

sory signals. Crucially, this inhibitory effect can 
extend across sensory modalities. In the default 
state, cross-modal inputs compete effectively 
with one another through mutual inhibition, 
even when convergent onto the same target neu-
ron. When the sensory inputs are pretty bal-
anced in efficacy, it yields minimal cross-modal 
inhibition in the responses of SC output unit 

because both modalities only partially attenuate 
the excitation of the other one, but the unit 
receives excitatory components from both 
modalities. When sensory inputs are imbal-
anced, the inhibitory effect could be maximal 
because the most effective modality can com-
pletely inhibit the excitatory input of the other 
one but is less affected by the presence of the 
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other modality at the same time, causing the 
overall reduction of excitation reaching the unit.

10.5  Sensory Loss and Cross- 
Modal Plasticity

Decreased or abnormal sensory input can lead to 
cross-modal plasticity, and typically the remain-
ing intact sensory modalities would recruit corti-
cal regions of the deprived modality (Glick and 
Sharma 2017). For example, partial or complete 
vision loss induces significantly reorganizational 
changes in the brain. A common phenomenon in 
many studies is that visual cortical areas are occu-
pied by other modalities, with the most evidence 
for somatosensory and auditory inputs. This 
cross-modal cortical reorganization  compensates 
for the absence of visual information. Such cross-
modal plasticity creates a different reorganiza-
tional framework for multisensory interactions. 
Studies in blind subjects report their perceptual 
abilities in the remaining senses enhanced (Neville 
and Lawson 1987). Compared with the normal 
subjects, psychophysical studies in the early blind 
revealed enhanced auditory functions. For exam-
ple, early-blind people showed better sound local-
ization accuracy than sighted subjects (Lessard 
et al. 1998). Another study showed blind persons 
had better sound localization abilities in the 
peripheral auditory space (Roder et al. 1999). A 
study on binocularly deprived cats shows 
improved auditory localization capabilities and 
similar somatosensory behavior compared to nor-
mal cats (Rauschecker 1995). This study also 
shows that somatosensory and auditory inputs 
completely take over the visual area of AES and 
the auditory RF of single units in this cortical 
region has better spatial tuning (Rauschecker 
1995). Positron emission tomography (PET) 
study showed that the visual cortex in blind sub-
jects in early life was activated during tactile dis-
crimination tasks (Braille readers), indicating that 
the input from the somatosensory system enters 
into the visual cortex, and normal subjects showed 
no such deactivation in visual cortex (Sadato et al. 
1996). These studies suggest that these superior 
sensory abilities in the non-deprivation modalities 

are believed to reside in the deprived cerebral cor-
tices reorganized by the remaining sensory 
modalities through cross- modal plasticity. Such 
cross-modal plasticity is most extensive in early 
blindness (blinded after birth but before age 16) 
but also exists substantially in late blindness 
(blinded after the age of 16). The reason is that the 
brain has a critical period in early life during 
which cross-modal plasticity is easy to occur. In 
addition, late-blind subjects usually suffer from a 
slower progression of vision loss and often retain 
visual perception and memory, which might pre-
clude cross-modal plasticity.

In some patients, their vision is partially 
impaired. Studies in such cases showed that the 
other senses could provide redundant informa-
tion supporting the weak visual cues provided via 
the visual pathway (Targher et  al. 2012, 2017). 
The evidence from other studies demonstrates 
that a paired sound can improve visual detection 
in the subthreshold visual condition (Frassinetti 
et  al. 2002) or the state of induced myopia 
(Hairston et  al. 2003). Some multisensory con-
ceptual models, such as the model of cue reliabil-
ity and maximum likelihood estimation (Ernst 
and Banks 2002), might explain these low vision 
conditions. According to cue reliability and max-
imum likelihood estimation mode, the product of 
multisensory interaction depends on the relative 
reliability of sensory signals. Thus, in low vision 
conditions the addition of the appropriate sensory 
information from the other modality (such as 
auditory) can significantly improve visual perfor-
mance. Such cross-modal benefits revealed 
important evidence for explaining the neural 
mechanism of vision rehabilitation induced by 
multisensory training (Proulx et al. 2014). So far, 
we lack experimental evidence probing the links 
between multisensory function and low percep-
tual abilities. Recent evidence from two large US 
national data sets shed new light on this issue that 
vision loss is strongly associated with cognitive 
decline in older subjects (Chen et al. 2017). Such 
correlations suggest that multisensory training 
might be able to improve multisensory perfor-
mance, benefit vision, and protect against age- 
related cognitive decline (especially for those 
with poor vision).
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Much like visual deprivation, many studies 
have investigated cross-modal plasticity induced 
by hearing loss. Like vision loss, hearing loss 
resulted in substantial alterations in auditory cor-
tical regions’ anatomical and functional proper-
ties, characterized by sensory inputs entry from 
other modalities. In deaf subjects, visual stimuli 
and sign language can activate their auditory cor-
tex (Nishimura et  al. 1999; Finney et  al. 2001, 
2003; Vachon et al. 2013). No such auditory cor-
tical activation was seen in normal persons. 
Studies in early-deaf humans reveal compensa-
tory or adaptive improvements in visual detection 
tasks in the periphery (Bavelier et  al. 2000; 
Bosworth and Dobkins 2002). Improved visual 
abilities were also seen in congenitally deaf cats, 
with lower thresholds of visual movement detec-
tion and superior localization in the peripheral 
space. Lomber et  al. examined whether the 
behavioral compensatory effects observed in deaf 
cats were linked with visual processing in reorga-
nized auditory cortices (Lomber et  al. 2010). 
Their result showed that superior visual localiza-
tion could be selectively eliminated by deactivat-
ing the posterior auditory cortex, whereas 
deactivating the auditory cortical dorsal area 
could decrease superior visual motion detection, 
indicating that cross-modal reorganization of 
auditory cortex into visual processing enhanced 
visual performance in the deaf. Discrete regions 
of the reorganized auditory cortex possibly cor-
relate with visual functions. Cross-modal reorga-
nization following hearing loss appears not to 
require a long time period. An electrophysiologi-
cal study shows that restructuring the auditory 
cortex into visual processing can begin in the 
early period of hearing loss (Campbell and 
Sharma 2014). Fortunately, hearing loss can 
remarkably benefit from the cochlear implant 
(CI) (Kral et al. 2019).

The CI can take auditory information received 
by a microphone, transforms the sound signal 
into the corresponding electrical voltage, and 
then sends it to electrodes implanted within the 
inner ear. For early deafness, the cochlear implant 
is believed to be the most successful treatment. 
Generally, a period of hearing training is required 
after CI. In most cases, electrical signals gener-

ated by CI are sufficient to support speech com-
prehension after training. In late deaf (deaf 
adults), CI significantly recovers auditory speech 
intelligibility. In most cases, multisensory-based 
training could facilitate language development 
and speech and produce more optimal language 
and speech outcomes in CI subjects (Kral and 
Sharma 2012). Multisensory training emphasizes 
combining concordant auditory and visual cues 
as tools to build more robust multisensory repre-
sentations, which is essential for the development 
of cognitive capability (De Niear et  al. 2018; 
Jacobs and Xu 2019).

Also, CIs bring some deficits. A study on CI 
individuals shows that masking sounds impaired 
speech-recognition performance (Fu et al. 1998). 
Compared with normally hearing children, CI 
patients’ speech outcomes often lag (Holt and 
Svirsky 2008; Murphy et  al. 2011). Some 
researchers attributed these deficits to the visu-
ally occupying auditory temporal cortex in the 
deaf (Champoux et  al. 2009; Sandmann et  al. 
2012). Due to this, some clinicians are not 
inclined to use visual speech to improve pediatric 
CI recipients’ rehabilitation. However, a new 
study showed that compared with controls 
although CI users exhibited more robust activi-
ties to visual speech in auditory cortical regions, 
auditory speech processing in the same regions 
did not significantly differ between the groups 
(Mushtaq et al. 2020), indicating that this audi-
tory cortex can normally process auditory infor-
mation. In addition, this conclusion suggests that 
CI users might develop the skills of specific 
visuoauditory and visual integration to overcome 
the corresponding difficulties in everyday-life 
speech recognition. Isaiah et  al. showed that 
sound localization improved significantly follow-
ing multisensory training in the early-deafened 
bilateral CIs group (Isaiah et  al. 2014). They 
attribute this improvement to increased auditory 
cortical activities and the enhanced sensitivity to 
interaural level differences. Anderson et al. exam-
ined the influence of visual speech’s cross-modal 
activation of auditory brain regions on CI success 
and found that increased cross-modal activation 
from before to after implantation is linked with 
better speech understanding (Anderson et  al. 
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2017). In the same paper, Anderson et  al. also 
showed that elevated activation of the auditory 
cortex by auditory and visual speech synchro-
nously developed after cochlear implantation. 
These findings indicate that cross-modal training 
does not exert previously assumed maladaptive 
influences on CI success but instead can bring 
substantially adaptive benefits to hearing restora-
tion after implantation through the multisensory 
plasticity mechanism. We believed that visual 
and auditory inputs might compete with each 
other in the early period following CI. However, 
the long-term multisensory training would drive 
the competition into cooperation.

10.6  The Influence of Perceptual 
Association Learning 
on Cortical Cross-Modal 
Plasticity

Previous studies on experience-dependent learn-
ing (e.g., perceptual learning) usually focus on 
unisensory systems. However, our interaction 
with environmental events (or objects) typically 
involves multisensory cues. For example, in 
class, to better understand the teaching content, 
we need to integrate visual and auditory speech 
given by the lecturer. The brain appears to have 
evolved to optimally use multisensory cues to 
learn and operate in multisensory environments. 
In this respect, multisensory learning might be 
optimal and more effective.

Several studies have shown that multisensory 
learning could influence cross-modal interaction 
in many sensory cortices (Mezzera and Lopez- 
Bendito 2016). The classic view holds that sen-
sory cortices (visual, auditory, somatosensory) 
only process the unisensory process, and multi-
sensory processing is restricted to higher order 
brain areas. A gradually increasing number of 
papers demonstrated that many cortical and sub-
cortical regions, classically believed to process 
unisensory information, are involved in cross- 
modal interaction (Fu et al. 2003; Ghazanfar and 
Schroeder 2006; Kayser and Logothetis 2007; 
Driver and Noesselt 2008). Sensory cortices, 
even at the primary sensory cortex level, can 

engage in cross-modal interaction (Vasconcelos 
et al. 2011; Iurilli et al. 2012; Feng et al. 2014; 
Kayser et  al. 2017; Atilgan et  al. 2018). 
Intracellular recording in mice reports that many 
neurons in the sensory cortex are unisensory in 
the view of spike signals but multisensory from 
the perspective of intracellular signals (Olcese 
et al. 2013; Ibrahim et al. 2016). Imaging studies 
in humans show that the visual cortex can be acti-
vated by task-irrelevant sounds, which improves 
visual discrimination (McDonald et  al. 2000; 
Feng et  al. 2014). Anatomical studies have 
revealed reciprocal nerve projections among the 
visual, auditory, and somatosensory cortices 
(Falchier et  al. 2002, 2010; Cappe and Barone 
2005; Campi et al. 2010; Stehberg et al. 2014).

Now, several studies show that multisensory 
learning experience could shape multisensory 
processing in sensory cortices. When rats learned 
a task associating an audiovisual cue with a water 
reward, the visual response could be seen in a 
significantly higher proportion of auditory neu-
rons, and most of them exhibited significant mul-
tisensory enhancement (see Fig. 10.7) (Han et al. 
2021). Consistently, passively exposing adult or 
young rats to combined auditory and visual stim-
uli could expand audiovisual neurons’ distribu-
tion in the visual-auditory cortical transition area 
and the auditory cortex (Xu et al. 2014b). In the 
gustatory cortex, multisensory associative learn-
ing increases the number of neurons showing 
multisensory enhancement (Vincis and Fontanini 
2016). A recent study, using genetically encoded 
voltage and calcium indicators, showed that coin-
cident visual-auditory experience could modify 
both the supra- and subthreshold response prop-
erties of L2/3 neurons of mouse V1 (Knopfel 
et al. 2019). Specifically, they find that some mul-
timodal neurons develop enhanced responses to 
the paired auditory stimulus after auditory-visual 
pairing. Taken together, these results demonstrate 
that associative learning can give rise to closer 
associations between feature-specific assemblies 
of multimodal neurons and leave a multisensory 
experience trace in the cortical network.

Multisensory training is a powerful force that 
can reorganize intercortical and cortical- 
subcortical circuits. The primary visual pathway 
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Fig. 10.7 Multisensory perceptual learning enhances 
multisensory representation in auditory cortex. (a) A 
schematic of a Go/No-Go task. (b) showing the primary 
auditory cortex (A1, red circle) and multichannel elec-
trodes. (c, d) showing two typical A1 neurons’ visual 
(red), auditory (blue), and audiovisual (green) responses 
in task engagement. (e) Mean response PSTHs across 
populations, indicating that visual response occurs in A1 

and audiovisual response is much greater than auditory 
response. (f, g) showing neurons’ modality preferences 
(multisensory vs. auditory) in the early (f) and late (g) 
response period. Unfilled bars indicate audiovisual 
response was significantly higher (>0) or lower (<0) than 
auditory response (permutation test, P < 0.05, bootstrap 
n = 5000). Plots were made and modified with permission 
from Han et al. (2021)

routes most retinal fibers to the lateral geniculate 
nucleus (LGN) of the thalamus and then, to pri-
mary visual cortex. A secondary visual pathway 
directly conveys a minority of retinal fibers to a 
midbrain structure, Superior Colliculus, which 
also has reciprocal projections with striate and 
extrastriate visual cortices (May 2006). Patients 
with lateralized primary visual cortex damage 
would develop homonymous hemianopia (the 
loss of conscious vision in one hemifield). 
Hemianopic patients fail to be able to perceive 
visual stimuli in the blind hemifield and cannot 
make effective oculomotor strategies to compen-
sate for the visual loss (Hildebrandt et al. 1999; 
Tant et al. 2002). Several studies in hemianopia 

patients showed that auditory-visual exposure 
could improve visual performance, which lasts a 
long period of time, and increase oculomotor 
response to the visual stimuli in the initially blind 
hemifield (Bolognini et  al. 2005; Passamonti 
et al. 2009; Tinelli et al. 2015; Grasso et al. 2016). 
To explore the underlying neural mechanism of 
hemianopia, Jiang et  al. performed a similar 
experiment on cats (Jiang et al. 2015). They cre-
ated a cat hemianopia model via ablating the uni-
lateral visual cortex and then trained the model 
cats to perform a multisensory-guided localizing 
task (Jiang et al. 2015). They found that this sim-
ple cross-modal training could reverse the hemi-
anopia, and visual responsiveness in the deep 
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layers of the ipsilesional SC can be recorded 
again after multisensory training. Unisensory 
(visual or auditory) training failed to induce this 
recovery.

The medial prefrontal cortex (mPFC) of rats 
receives diverse inputs (both sensory and non- 
sensory) from cortical and subcortical areas and 
is involved in forming perceptions and arbitrating 
decision-making. Neurons in rat mPFC fre-
quently showed no apparent multisensory inte-

gration when animals performed a free-choice 
task (Van Eden et  al. 1992; Heidbreder and 
Groenewegen 2003). Meng et al. show that cue- 
discrimination two-alternative-forced choice task 
learning could induce the development of differ-
ential multisensory integration in mPFC neurons 
(Zheng et al. 2021). They trained rats to perform 
a perceptual task (see Fig. 10.8). During the task, 
rats had to make a behavioral choice according to 
sound frequency. They found that the presence of 
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Fig. 10.8 Choice-dependent cross-modal interaction of 
rat mPFC neurons in a two-alternative forced-choice task. 
(a) Top: a schematic of the behavioral paradigm used. 
When the stimulus was either a 10 kHz pure tone (A10k) 
or a combination of a 10 kHz pure tone and a flash of light 
(VA10k), the animal would be rewarded at the left port. If 
the stimulus given was a 3 kHz pure tone alone (A3k) or 
the same tone paired with a flash of light (VA3k), the ani-
mal would receive the reward in the right port. Below: the 
photograph of a stained brain section showing the elec-
trode track (top arrow) and the final location of the elec-
trode tip (bottom arrow). (b, c) Showing two neurons’ 
activities in A3k, VA3k, A10k, and VA10k trials, indicat-

ing that a differential multisensory integration was 
induced. (d) Modality choice preferences (ROC value) are 
shown. Each symbol shows the value of a single neuron. 
Triangles: multisensory response was significantly greater 
or less than the corresponding auditory response in one 
tone condition (p  <  0.05; permutation test, 5000 itera-
tions); red diamonds: multisensory response was signifi-
cantly greater or less than auditory response in both 
auditory conditions. Open circles: no significant differ-
ence in multisensory and auditory responses. Plots were 
made and modified with permission from Zheng et  al. 
(2021)
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the visual cue only facilitated responsiveness to 
one of the auditory cues although auditory and 
visual cues were given in spatiotemporal congru-
ence for each condition. If a neuron showed an 
auditory preference, mostly it would only exhibit 
enhanced multisensory responses to the preferred 
auditory cue. If the task was changed slightly by 
adding a meaningful visual cue, neurons showed 
a similar cue selectivity but exhibited a different 
integration pattern. Enhanced multisensory 
responsiveness could still be evoked, but usually 
only where both visual and auditory cues denoted 
the same behavioral direction. These results 
reveal that following perceptual task training, 
mPFC neurons’ integrative strategy becomes 
task-dependent, and this model substantially dif-
fers from that we have seen in previous studies.
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