
Classification of Surface Defects on Steel Sheet
Images Using DenseNet121 Architecture

Tung-Lam Do1, Truong-Giang Nguyen1, Khac-Quan Nguyen1, Tan-No Nguyen2,
and Nhut-Nhut Nguyen2,3,4(B)

1 Faculty of Civil Engineering, Ho Chi Minh City Open University, Ho Chi Minh City, Vietnam
2 Department of Civil Engineering, Kyungpook National University, Daegu, Republic of Korea
3 Faculty of Civil Engineering, Ho Chi Minh City University of Technology (HCMUT), 268 Ly

Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam
nguyennhutnhut@hcmut.edu.vn

4 Vietnam National University Ho Chi Minh City, Linh Trung Ward, Thu Duc City, Ho Chi
Minh City, Vietnam

Abstract. Classifying surface defects is vital for steel sheet manufacturers. The
conventional approaches have obtained moderate accuracies in terms of classi-
fiers, while these methods have developed by depending on experts or different
projects.DenseNet121model, amachine-vision-based classification approachwas
proposed to overcome the drawbacks of traditional approaches. The goal of this
paper is to apply pre-trainedDenseNet121 network for classifying the steel defects
categorized as rolled-in scales, patches, crazing, pitted surface, inclusion, and
scratches. Fine-tuning transfer learning and k-fold cross-validation were imple-
mented to train and evaluate the performance of the model. Additionally, this
study uses AdaptiveMoment Estimation (Adam) and Stochastic Gradient Descent
(SGD) algorithms to optimize the model parameters. The testing result showed
that all 5 folds were over 98.5% accuracy for both Adam and SGD optimizers.
It also found that a gradient-weighted class activation mapping (Grad-CAM) was
a good technique to visualize the surface failure locations of steel sheets. The
findings indicated the ability of the proposed method to automatically classify the
steel surface defect statuses.
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1 Introduction

With the development of industry 4.0, a growing number of steel products have been
manufactured to satisfy the demand for various areas, particularly in civil engineering
such as building or infrastructure. The manufacturing process may cause some problems
or faults in the steel surface [2, 8]. The low quality of steel products results in their inef-
ficient capacity for use. Therefore, inspecting surface defects plays a critical role in steel
manufacturing. The conventional techniques show adequate accuracy for recognizing
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surface errors. However, these methods do not need the increasing requirement of manu-
facturing standards [10]. With the aid of computer vision, an automatic approach can be
used to detect steel sheet defects in manufacturing processes. Currently, deep learning
technique has been widely utilized in different fields for defect recognition by using
images [4, 9]. From previous studies, some deep learning models such as GoogLeNet or
region-based convolutional neural network (R-CNN) have been developed successfully
in terms of detecting or classifying defects of steel sheets [2, 10]. Among these networks,
a proposed DenseNet121 architecture with fine-tuning transfer learning was developed
in this study.

2 Methodology

2.1 DenseNet121 Architecture

A pre-trained deep learning model, DenseNet121 was applied in this study. The detailed
architecture can be found in [5]. Briefly, the model was enhanced by DenseNet architec-
ture with a shorter network between layers. The proposed model was trained, evaluated,
and tested by using transfer learning (TL) and k-fold due to various advantages [1, 3]. TL
has been widely applied to deep learning algorithms due to various advantages [3]. The
diagrams of feature extraction and fine-tuning in TL were as shown in Fig. 1. k equals
5 folds used in this paper to estimate the predicted accuracy of the model as presented
in Fig. 2.

Fig. 1. Basic flow of transfer learning
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Fig. 2. 5-fold cross-validation

2.2 Evaluation Metric

The training and testing procedures of the proposedDensnet121modelwere evaluated by
the accuracy metric. This evaluation metric has been widely applied in deep learning [3]
by using true/false positive (TP/FP) and true/false negative (TN/FN). It can be calculated
by values of (TP + TN) divided by the values of (TP + FP + TN + FN). The testing
set was then evaluated by using confusion matrices to compare the actual and predicted
defects in the suggested model. Furthermore, this paper applied Grad-CAM to locate
defects in color.

3 Results and Discussion

3.1 Dataset

This study used 1800 images of steel surface defects that were obtained from [7]. For
the purpose of training, all images were converted to 224 × 224 pixels and divided into
training and testing sets as given in Table 1. It should be noted that the training set was
separated into the 80% training and 20% validation subsets. The defects were classified
into six groups including rolled-in scale, patches, crazing, pitted surface, inclusion, and
scratches. Typical images for each defect were shown in Fig. 3.

Table 1. Categorized summary of images in the dataset

Image Rolled-in scale Patches Crazing Pitted surface Inclusion Scratches

Training 255 255 255 255 255 255

Testing 45 45 45 45 45 45

Total 300 300 300 300 300 300
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Fig. 3. Samples of six kinds of typical surface defects on the NEU surface defect database [7]

3.2 Performance of DenseNet121

The network was trained with 20 epochs using stochastic gradient descent (SGD) and
adaptive moment estimation (Adam) [6, 8]. Both optimizers were applied with an initial
learning rate of 0.0001. Moreover, data augmentation such as shearing, zooming, or
flipping images was employed to increase the generality of the database and decline the
influence of overfitting during the training process. The changes in cross-entropy loss
function and accuracy values of training and validation subsets were depicted in Fig. 4.
It is clear to see that the proposed model rapidly converged around the fifth epoch and
the third epoch for SGD and Adam, respectively.

Figure 5 depicted the confusion matrices with and without normalization on the
testing set. It can be observed that while three true samples in the categories of inclusion,
pitted surface, and scratches each were incorrectly predicted in SGD, Adam exhibited
better performance with the prediction of two incorrect samples of inclusion and pitted
surface each.

The quantitative analysis of the accuracy of 5 folds on the testing set was revealed in
Table 2. While the testing results revealed a high performance of over 98% for all folds,
Adam showed better accuracy than SGD.

3.3 Defect Visualization Using Grad-CAM

To investigate the feasibility of Grad-CAM visualization, this study evaluated whether
Grad-CAM can be used for locating steel defects. Figure 6 depicts the correct location of
failures for each type of defect with bright colors using Grad-CAM, which corresponds
to the actual images shown in Fig. 3. It is worth noting that the severe failures indicated
the brighter colors.
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Fig. 4. Loss and accuracy histories: a SGD, b Adam

Fig. 5. Confusion matrices on the testing set: a SGD, b Adam
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Table 2. Accuracy results of 5 folds on the testing set, by percentage

Optimizer Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average

SGD 98.89 98.52 98.89 98.89 99.26 98.89

Adam 99.63 98.89 98.89 99.26 99.63 99.26

Fig. 6. Grad-CAM localization of defects

4 Conclusion

This study evaluated the performance of the proposed DenseNet121 model for pre-
dicting surface defects in steel manufacturing industries. SGD and Adam optimization
algorithms with fine-tuning transfer learning and k-fold techniques were conducted on
the improvement and estimation of the trained network. The different validation met-
rics such as accuracy, confusion matrix, or Grad-CAM were implemented. The results
present that the high performance of over 98% accuracy was obtained from both opti-
mizers in all 5 folds. Moreover, the outperformance of Adam in comparison with SGD
was gained by using confusion matrices. The visualization of Grad-CAM can be found
as an efficient tool for locating steel surface defects. Last but not least, the proposed
model was sufficient for the prediction of defects in steel industry production.

Acknowledgements. We acknowledge the support from Ho Chi Minh City University of
Technology (HCMUT), VNU-HCM for this study.



Classification of Surface Defects on Steel Sheet Images 737

References

1. Fushiki T (2011) Estimation of prediction error by usingK-fold cross-validation. Stat Comput
21(2):137–146

2. Hao R, Lu B, Cheng Y, Li X, Huang B (2021) A steel surface defect inspection approach
towards smart industrial monitoring. J Intell Manuf 32(7):1833–1843

3. Ho TT, Kim GT, Kim T, Choi S, Park EK (2022) Classification of rotator cuff tears in
ultrasound images using deep learning models. Med Biol Eng Comput 60(5):1269–1278

4. Ho TT, KimWJ, Lee CH, Jin GY, Chae KJ, Choi S (2023) An unsupervised image registration
method employing chest computed tomography images and deep neural networks. Comput
Biol Med 154:106612

5. HuangG,LiuZ,VanDerMaatenL,WeinbergerKQ (2017)DenselyConnectedConvolutional
Networks. In: 2017 IEEE conference on computer vision and pattern recognition (CVPR),
pp 2261–2269

6. Nguyen TN, Tran VT,Woo SW, Park SS (2022) Image Segmentation of concrete cracks using
SegNet. Intelligence of things: technologies and applications. Springer, Cham, pp 348–355

7. Song K, Yan Y (2013) A noise robust method based on completed local binary patterns for
hot-rolled steel strip surface defects. Appl Surf Sci 285:858–864

8. Tran TV, Nguyen BP, Doan NP, Tran D (2023) Performance of different cnn-based models
on classification of steel sheet surface defects. J Eng Sci Technol (JESTEC) 18(1):554–562

9. Tran VT, To TS, Nguyen TN, Tran TD (2022) Safety helmet detection at construction sites
using YOLOv5 and YOLOR. Intelligence of things: technologies and applications. Springer,
Cham, pp 339–347

10. Zheng X, Zheng S, Kong Y, Chen J (2021) Recent advances in surface defect inspection of
industrial products using deep learning techniques. Int J Adv Manuf Technol 113(1):35–58


	Classification of Surface Defects on Steel Sheet Images Using DenseNet121 Architecture
	1 Introduction
	2 Methodology
	2.1 DenseNet121 Architecture
	2.2 Evaluation Metric

	3 Results and Discussion
	3.1 Dataset
	3.2 Performance of DenseNet121
	3.3 Defect Visualization Using Grad-CAM

	4 Conclusion
	References


