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Visualization Analysis of Research Hot Spots
of Drug Patents in China

Fang Xia, Yiguo Cai, Siyu Sun, Ziying Xu, and Yufang He(B)

School of Health Management, Changchun University of Chinese Medicine,
Changchun 130117, China

Xiafang425@126.com, hyf_1992@163.com

Abstract. The purpose of the article is to provide references for the future devel-
opment of drug patent field in China by analyzing the hotpots and trends thereof.
The related articles of CNKI were retrieved with “drug patent” as the subject
word and keyword, and visualized by CiteSpace software. The number of articles
published in thefield of drug patents is generally on the rise, and drug patent protec-
tion has become a research hotpots. The institutions and authors with high output
concentrate on the innovation of drug patent system and the protection of intel-
lectual property rights, which form three relatively close cooperation institutions;
The main hot keywords are DRUG PATENTS, PATENT PROTECTION, BAL-
ANCE OF INTERESTS; Research on “drugs”, “drug patents” and “safeguarding
the legitimate rights and interests of patentee” has been formed. To protect the
legitimate rights and interests of the patentee and promote the further reduction
of drug prices.

Keywords: Drug patents · Patent system · CiteSpace

1 Introduction

Drug patents refer to patents applied for drugs, including drug product patents, drug
preparation technology patents, drug use patents and other different types [1]. With the
unprecedented development of science and technology and the development of reverse
engineering, the research and development results of pharmaceutical enterprises are
easy to be imitated at low cost, and the value of the disclosure of patented technology
schemes decreases, so the demand for the protection of technical schemes by right hold-
ers is more urgent [2]. In recent years, drug patent protection has attractedmuch attention
as an important means to promote the development and innovation of the pharmaceutical
industry. On July 4, 2021, the National Medical Products Administration and the State
Intellectual Property Office promulgated the Implementation Measures for the Mecha-
nism for the Early Settlement of Drug Patent Disputes (Trial) (hereinafter referred to as
the Implementation Measures). On July 5, 2021, the State Intellectual Property Office
issued the Administrative Decision on the Early Settlement Mechanism for Drug Patent
Disputes (hereinafter referred to as Administrative Decision), Meanwhile, the Supreme
People’s Court issued the Provisions on Several Issues concerning the Application of

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
X. Qiu et al. (Eds.): ISCC 2023, SIST 350, pp. 1–12, 2024.
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Law to the Trial of Civil Cases of Disputes over Patent Rights Related to Drugs Applied
for Registration, which came into force today, marking the official implementation of
the 1.0 version of China’s drug patent link system [3]. Improvement of China’s patent
information registration system for Listed drugs. Academics see the field as one way to
resolve various patent disputes and speed up the launch of generic drugs to the benefit
of other companies and patients. In this study, CiteSpace software is used to analyze the
relevant literature in this field, to discuss the trends and hot spots of this field, to provide
reliable scientific basis for relevant researchers to explore the future development trend,
and to provide reference for further research in this field.

2 Information and Algorithm

2.1 Literature Search

The literature related to the field of drug patents was searched in the CNKI database and
the search time span from2010 to 2021.Aftermanual screening and software elimination
of duplicates, 1031 articles are finally include, including 164 core journals, accounting
for 15.9%.

2.2 Clustering Method

In this paper, CiteSpaceV software developed by Dr. Chen Chaomei is used to draw the
knowledge map and keyword co-occurrence map based on the cooperation of authors,
institutions, etc., and extract the author and keyword information of higher cited literature
for analysis [4].

The algorithm formula is LLR(bi) = lnP[bi=0|y]
P[bi=1|y] = 1

σ 2 [minx:bi=1{|y − βx|2} −
minx;bi=0{||y − βx||2}], and y is the input symbol to the de-mapper calculation; x is the
QAM constellation points; β(BETA) is the constellation energy; 1

σ 2 = 1/NV (Noise
Variance Inverse-NVI).

Consider two random variables X and Y whose joint probability density function is
p(x, y) and whose marginal probability density functions are p(x) and p(y), respectively.
The mutual information I(X, Y) is the relative entropy between the joint distributions
p(x, y) and p(x)p(y).

KLD = D(p|q) =
∑

x

p(x) log
p(x)

q(x)
= Ep log

p(x)

q(x)

p and q are two probability distributions.

MI = I(X ;Y ) =
∑

X

∑

Y

p(x, y)log
(x, y)

p(x)p(y)
= D(p(x, y)‖p(x)p(y))

I = (X ;Y ) = H (X ) − H (X |Y ) = H (Y ) − H (Y |X ) + H (X ) + H (Y ) − H (X ,Y )

The LSI is based on the singular value decomposition (SDV) method to obtain
the article topic. Te SDV decomposition can be approximated by writing: Am∗n ≈
Um∗k�k∗kV T

k∗n.
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Applying the above equation to the topic model, SDV can be interpreted as follows:
input m texts with n words in each text. Aij corresponds to the feature value of the jth
word in the ith text, commonly based on the preprocessed is normalized TF-IDF value.
K is the assumed number of topics, generally less than the number of texts. After SDV
decomposition, Uil corresponds to the relevance of the ith text and the lth topic; �lm
corresponds to the the correlation between the Ith topic and the mth word sense; Vjm
corresponds to the correlation between the lth word and the mth word.

Generally, the clustering effect of the atlas is measured according to the clustering
modularity index (Q value) and the clustering contour index (S-value), and the larger
the value, the better the clustering effect of the network. When the Q value exceeds 0.3
and the S value is greater than 0.5, clustering is considered reasonable.

In terms of literature volume prediction, the former Soviet scientists Narimov and
Freidutz believed that the literature could not grow indefinitely. Based on the research,
a logical curve growth law of the literature was proposed, whose mathematical formula
is f (t) = k

1+ae−bt .
f (t) is t-years of literature accumulation; k is Literature cumulative maximum; a is

Parameters; b is continuous growth rate of the literature; t is time.

3 Results

3.1 Distribution of Posting Time

Wecan quickly understand the overall evolution status of the feld through the publication
number of documents. Figure 1 shows the changes in the number of publications on
drug patent during 2010–2021 (2022 is the predicted, the data from China Knowledge
Network). Generally, the publication trend is gradually increasing. In detail, we can
see that from 2010 to 2013,the number of relevant research papers has not increased
or even decreased, the average number of papers issued is 72; From 2014 to 2017,the
number of relevant research was stable, with an average annual number of 59. The rapid
development stage is 2018–2021, with an average annual number of 114 documents.
This trend indicates that more scholars have paid extensive attention in drug patent as
time elapsed. Therefore, it is reasonable to believe that the research in drug patent will
fourish in the future, and more scholars will participate in this domain.

3.2 Author Distribution and Co-Linear Network

Figure 2 shows the network map of authors’ cooperation in drug patent research. The
results show that there are 344 nodes, 98 connections, and the network density is 0.0017.
Observing Fig. 2, it is apparent that many authors tend to collaborate with a relatively
stable group of collaborators to generate several major author clusters, and each clus-
ter usually contains two or more core authors. Figure 2 demonstrates that the most
representative author in the field is Jingxi Ding, Rong Shao and Jiejing Yao,etc.

Table 2 lists the top 10 most frequently cited literature authors. Learning relevant
experience from abroad to promoting the establishment of China’s drug patent linkage
system [5–7] and the protection of drug patent intellectual property rights [8, 9] are the
main research contents.
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Fig. 1. Publication trends on drug patent (2000–2022)

Fig. 2. Author collaboration network

According to Price’s law [10], the minimum value of core journal authorship is N =
0.749×√

Npmax (Npmax is the highest yielding authorship)The top 10 core authors and
their units and number of publications in this study are shown in Table 1. It can be seen
from the table that Jinxi Ding, themost prolific author, has published 9 articles.This gives
a minimum value of N= 0.749× √

9= 2.247 for the number of core author publications
in this study.The minimum number of articles issued by core authors is two according
to the upper limit is rounded. 136 core authors, 164 papers accounting for 15.9% (50%)
of all papers in the field.

3.3 Institution Distribution and Co-Linear Network

Figure 3 shows the academic cooperation among diferent institutions in drug patent
research. The fgure is composed of 277 nodes and 98 cooperation links and the network
density is 0.0014. It can be seen that the network density of the atlas is low, and the
cooperation between the author’s organizations is not close. In terms of node size, China
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Table 1. Top10 core authors in the field of pharmaceutical patent research in China

Core
Authors

Institution Number Core Authors Institution Number

JinxiDing China Pharmaceutical
University

9 XiaoxiaoHu Central South
University of
Forestry
Technology

3

LichunLiu China Pharmaceutical
University

7 HongmeYuan Shenyang
Pharmaceutical
University

3

RongShao China Pharmaceutical
University

4 HuaHe China
Pharmaceutical
University

3

LiDong Shenyang Pharmaceutical
University

3 XuezhongZhu Tongji
University

3

KanTian Nanjing University of
Chinese Medicine

3 YuanjiaHu University of
Macao

3

Pharmaceutical University, Shenyang Pharmaceutical University, East China University
of Political Science and low and China University of political and law has the most
significant node size, most of them are cooperation between colleges and universities.

3.4 Keyword Co-occurrence Analysis

Figure 4 shows the knowledge network of co-occurred keywords, which consists of 364
nodes and 654 connections. We can fnd that the current popular keywords in this feld
include “pharmaceutical patents”, “public health”, “compulsory licensing”, “generic
drugs”, “patent links”, “balance of interests”, “patent protection”, and “patent law”.

In detail, Table 3 lists the most frequently co-occurred keywords in terms of
frequency, centrality, and year of occurrence. The top co-occurred keywords are
“Pharmaceutical patents” (254 times), “Public Health” (130 times), and “Compulsory
licensing” (125 times), “Generic Drugs” (107times). The keywords “Pharmaceutical
patents”and“Public Health”are most frequently manily because drug patents protect the
interests of drug developers and give them more incentive to develop new drugs to help
the public escape health crises.

3.5 Keyword Clustering Analysis

The purpose of cluster analysis is to understand the research hotspots in the field and
is based on keyword co-occurrence networks. The results showed that the keywords
studied in this field were clustered into 9 categories, which is displayed in Fig. 5, and the
sub-categories were #0 generic drugs, #1 drug patents, #2 patents, #3 patent protection,
#4 compulsory licenses, #5 intellectual property rights, #6 patentees, #7 patented drugs,
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Table 2. Top 10 most cited references of drug patent research

Number Title Author Periodicals Year Frequency

1 Transplantation
and Creation of
Pharmaceutical
Patent Linkage
System

Zhiwen Liang Politics and Law 2017 80

2 TRIPS-PLUS
protection for
pharmaceuticals in
U.S. free trade
agreements

Zhiwen Liang Comparative Law
Studies

2014 65

3 The Expansion of
TRIPS-PLUS
Clause and
China’s Response
Strategy

Xueyan Wu Modern
Jurisprudence

2010 62

4 Application of
Compulsory
Licensing System
for Pharmaceutical
Patents in
Developing
Countries

Ming Hao Intellectual Property 2015 59

5 Protection of
Intellectual
Property Rights in
International
Trade in the
Context of
Economic
Globalization

Chao Fan Journal of Northeast
University of Finance
and Economics

2011 57

6 Challenges and
Responses: The
Future of China’s
Pharmaceutical
Patent System

Meili Wang Intellectual Property 2017 57

(continued)

and #8 patent infringement, and some of the tag words for this cluster are shown in
Table 4.

Figure 5 shows the keyword co-occurrence clusters in drug patent research.This
clustering profile has a significant structure and reasonable clustering with a Modularity
value of 0.4919 (>0.300) and a Silhouette value of 0.819 (>0.500) [11]. Generally, we
can fnd that the keywords cover various topics, such as the aspect of drug ("#0, #1, and
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Table 2. (continued)

Number Title Author Periodicals Year Frequency

7 The Selection of
Elements of Drug
Patent Linkage
Systems in the
United States and
Canada and Their
Implications for
China

Lichun Liu China Science and
Technology Forum

2014 56

8 Research on the
development rules
and policies of
biomedical
industry

Jianchong Wang Journal of Huazhong
Normal University

2011 55

9 A Study of the
U.S. Drug Patent
Linkage System

Jin Chen Chinese Journal of
New Drugs

2012 52

10 Exploration of the
establishment of a
patent linkage
system for
pharmaceuticals in
China

Yongshun Chen Technology and Law 2018 51

Fig. 3. Institution collabration network

#7"), drug patent rights("#2, #3, and #4"), ("#5, #6 and #8")are mainly for the protection
of the legitimate rights and interests of the patentee and the protection of intellectual
property rights.
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Fig. 4. Keyword co-occurrence network

Table 3. The top 10 keywords in terms of frequency

Nnmber Keywords Frequency Centrality Year

1 Pharmaceutical patents 254 0.34 2010

2 Public Health 130 0.14 2010

3 Compulsory licensing 125 0.12 2010

4 Generic Drugs 107 0.19 2010

5 Drugs 70 0.17 2010

6 Patent Links 69 0.11 2010

7 Balance of interests 63 0.12 2010

8 Intellectual Property 54 0.2 2010

9 Patent Protection 49 0.14 2010

10 Patent Law 33 0.1 2010

3.6 Analysis of Emergent Words

The citation burst of keywords reflects the changes in hotspots and the emerging trends
of topics in a particular research feld. As shown in Fig. 6, this study selects 20 keywords
with high burst intensity in the drug patent field.
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Table 4. Keyword clustering information

Cluster Number Frequency Cluster name Centrality Clustered sub-clusters

#0 48 Generic Drugs 0.86 Patent Links,
Pharmaceutical Patent
Protection, Listed drugs

#1 48 Pharmaceutical patents 0.733 Drug Accessibility,
Pharmaceutical patents,
Rationalization of
technical effects

#2 41 Patents 0.858 Compulsory licensing,
Public Health,
Drug Accessibility

#3 39 Patent Protection 0.84 Intellectual Property
Protection,
Patent Protection,
Reverse Payment
Agreement

#4 35 Compulsory licensing 0.695 Compulsory licensing,
Patent evergreening,
Public Interest

#5 32 Intellectual Property 0.824 Pharmaceutical patent
rights,
Patent measurement,
New Drug Research and
Development

#6 31 Patentee 0.874 Patent protection
duration,
Intellectual Property
Enforcement,
Intellectual Property
Agreement

#7 17 Proprietary drugs 0.897 Centralized Purchasing,
Price negotiation
mechanism,
Innovative Drugs

#8 7 Patent Infringement 0.951 Principle of
Equivalence, Patent
Infringement, Technical
Basis



10 F. Xia et al.

Fig. 5. Keyword cluster network

Fig. 6. Top 20 keywords with the strongest citation bursts

4 Conclusion

4.1 Literature Characterization

The authors agree that the network map presents an unstable core group of authors,
and the number of individual publications of core authors is low, and there is a lack
of in-depth research. In the distribution of author institutions, the scale of cooperation
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between institutions of higher learning and other institutions is relatively limited, and the
cooperation between relevant authors and other institutions can expand the cooperation
network.

The results of keyword co-occurrence network showed that “drug patent” and “public
health” had large nodes and high centrality, followed by “generic drugs”. This is because
the development of medicines is linked to public health issues and in many developing
countries has a direct impact on the public’s access to necessary treatment and health
services[12]. Imitation is a strategy for Chinese pharmaceutical enterprises to develop
new products in the present and even in the future for a long time, and this way of R&D
is the most likely to produce patent disputes[13]. However, the keywords such as “patent
law” and “patent protection” appear less frequently, indicating that there are few legal
and regulatory research levels in this field.

Combined with 9 key words clustering group and each cluster sub-cluster, the
research content in this field is differentiated significantly, involving drug patent system,
drug price, patent protection and other aspects.

Through the emergence graph of high-frequency keywords, it can be seen that the
research hotpots have changed from the large scope of patent protection and patent
analysis to the more detailed aspects of patent link, anti-monopoly law, patent challenge
and data protection, so as to balance the interests of original pharmaceutical enterprises,
generic pharmaceutical enterprises and public health.

4.2 Research Hotspots and Trends

Patent protection is a hot spot for research. At present, there are problems such as insuf-
ficient legislation on pharmaceutical intellectual property rights, difficulties in judicial
handling of infringement cases, and inconsistency between authorization standards and
infringement standards in China [14]. Solving the above problems is of great signifi-
cance to strengthen patent protection and safeguard the interests of original drug enter-
prises, which is a study of patents from the perspective of original drug pharmaceutical
enterprises.

The balance of interests is a hot topic that continues to rise. 2019 to 2024 is the
second global drug patent cliff”, and a large number of drug patents will expire [15].
Many generic drug companies will take advantage of the opportunity to seize the market
to gain more benefits. The emergence of the drug patent linkage system will not only
avoid patent infringement, but also reduce the waiting period for generic drugs to be
marketed, which will benefit generic companies and patients.

Patent challenges and anti-monopoly are the future research trends in this field. On
the one hand, it is to reduce the monopolistic behavior of pharmaceutical giants and
allow a large number of generic drugs to enter the market in order to reduce drug prices.
On the other hand, it is to stimulate the original drug companies to innovate continuously
to produce drugs with better efficacy and fewer adverse reactions.
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Abstract. Ceramic tile production includes a complex decision system, which
involves several intelligent decision acts and might affect the product quality. In
general, traditional ceramic tile productionutilizedmany repeated empirical exper-
iments based on their engineers to determine an appropriate production parameter
and pursue the desired product quality. However, it is observed that traditional
ceramic tile production mainly depends on empirical experiments and couldn’t
ensure a stable product quality. Moreover, the various surrounding environments
for ceramic tile productionmight further result in aworse product quality when the
empirical production parameters determined by empirical experiments couldn’t
be adjusted by the actual situation. To solve the issue that empirical production
parameters determination in the traditional ceramic tile production, a ceramic
tile production intelligent decision framework is firstly designed based on rein-
forcement learning algorithm (i.e., Deep Q-networks (DQN)) in the paper. In the
framework, both environment and agent modules are built, where environment
module is designed to simulate various surrounding environments for ceramic tile
production and then predict the corresponding product quality in time by a self-
prediction random forest (RF) model. In addition, agent module aims to rapidly
adjust the production parameters adaptively based on the predicted product qual-
ity to achieve a desired final product quality. The experiment results indicate that
proposed ceramic tile production intelligent decision framework could effectively
solve adaptive production parameters determination issues in the practice.

Keywords: Prediction model · Reinforcement learning · Ceramic tile
production · Production parameters

1 Introduction

The ceramic tile production industry is an important construction-related industry.China,
as theworld’s largest producer, consumer, and exporter of ceramic tiles, has driven global
expansion by sheer volume. However, the production of ceramic tiles is a fairly complex
process involving numerous operating sessions and several production parameters (a
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brief example is provided in Fig. 1, where equipment and production parameter include
several variables). In general, the production parameters mostly rely on expertise and
experience and have been determined through trial-and-error which results in uncontrol-
lable product waste. Therefore, establishing an intelligent decision-making framework
for ceramic tile production that overcomes the limitation of empirical is necessary.

As the production of ceramic tiles involves several phases, the correlation between
production parameters and product performance is typically complex and ambiguous.
In previous studies, fuzzy systems [1] and expert systems [2] were used to optimize the
production parameters for ceramic tiles based on production data and human expertise.
Currently, machine learning is commonly used to optimize the parameters automatically
by computer algorithms. Deng et al. [3] used an orthogonal experiment design and back-
propagation artificial neural networks (BP ANNs) to investigate an alumina slurry with
excellent extrusion and shape retention properties. Ahmmad et al. [4] applied Random
Forest (RF) to predict the density of novel oxy-fluoro glasses based on their chemical
composition and ionic radii which acquired the highest R2 comparedwith other Artificial
Intelligence techniques. Similarly, Mu et al. [5] reported that artificial intelligence-aided
is effective in the identification of ancient Chinese ceramics. There are some intelli-
gent algorithms used in other related industries, but due to the more phases and great
uncertainty in the ceramic production process, they are less used in ceramic production.

In industry 4.0 era, the processes of ceramic tiles manufacturing involve many pro-
duction parameters. It is significant for us to search optimal production parameters among
the huge searching space and thus achieve a desired product quality. The traditional
methods either simplify certain insignificant details or require prior expert knowledge
and manual intervention that results in not dealing with those problems flexibly among
the huge searching space. The process of searching the optimal production parame-
ters setting can be modeled as a Markov decision process, and reinforcement learning
(RL) [6, 7] can effectively learn the optimal decision of the Markov decision process in
high-dimension searching space that has been broadly used to tackle the practical opti-
mization and decision-making problem in the industry. For example, in [8], the renewal
price adjustment problem in the insurance industry was modeled as a sequential decision
problem in terms of a Markov decision process (MDP), and the revenue is optimized
subject to customer retention by the RL algorithm. Han et al. [9] used a proximal policy
optimization algorithm inRL to construct an intelligent decision-makingmodel for pave-
ment maintenance plans, which could be applied to the increasing demand for pavement
maintenance. The authors of [10] have applied dueling based deep reinforcement learn-
ing to optimally dispatch the household energy management system (HEMS). Guo et al.
[11] employed a RL framework and a self-prediction artificial neural network model to
approach the narrow process windows problem and could produce ultra-high precision
products. He et al. [12] constructed a framework that transformed the textile process
optimization problem into a stochastic game, and used a deep Q-networks algorithm to
achieve the optimal solutions for the textile ozonation process in a multi-agent system.
Related applications of RL for decision-making have been reported. However, at present,
there is no complete study to solve a complex production parameters adjustment issue,
especially in the ceramic tile manufacturing industry.
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Inspired by the above methods, process parameter optimization is considered as a
highly dynamic and complex decision-making process in ceramic tile production. This
study aims at developing a decision-making framework for optimizing the ceramic tile
manufacturing process based on RL. The key contributions of this paper are summarized
as follows:

(1) Design a reinforcement learning-based production parameters optimization frame-
work for the ceramic tile manufacturing process.

(2) Train self-prediction quality model. Establish a RF prediction model that can map
the complex relationship between the production parameters and product quality by
using the background data. Then employ the trained RF prediction model as a part
of the environment module.

(3) Train RL decision model. Build and train a decision model for learning production
parameter adjustment strategies through a reinforcement learning algorithm. The
reinforcement learning agent would be trained by interacting with the environment.

Fig. 1. The complete flow diagram for the ceramic tile production

2 Literature Review

2.1 Artificial Intelligent Techniques

In recent years, researches regarding predictive models based on various regression
approaches or machine learning algorithms, such as support vector machine, artificial
neural network and random forest have be used in many industries. Support vector
machine is a popularmachine learning tool for classification and regression, the excellent
use of support vector machine in textile industry has been issued for predicting yarn
properties [13]. In this study, high volume instrument and advanced fiber information
system fiber test results consisting of different fiber properties are used to predict the
rotor spun yarn strength. Cassar et al. [14] designed and trained an artificial neural
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network in predicting glass transition temperatures for more complex oxide glasses. A
previous study [15] comparing the random forest with other machine learning to predict
the Tg of glasses based on their chemical composition. The results show that the best
machine learning algorithm for predicting Tg is the random forest. In this paper, the
attempt of modeling the ceramic tile production process by the application of the three
artificial intelligent techniques is conducted. The predictedmodelswere constructedwith
corresponding optimization process to comparatively find the potential applicability of
them in predicting the product performance of the ceramic tile production process. The
model with fine prediction performance will be used to build the environment module
of reinforcement learning. The model was realized by using the Scikit-learn library in
Python 3.7.

2.2 Deep Q-networks Reinforcement Learning Algorithm

As an effective artificial intelligence method, reinforcement learning has been widely
applied to deal with decision-making issues in various fields [16, 17]. Thus, this article
uses DQN as a decision algorithm. The primary components of reinforcement learning
are the autonomously learning agent module and the external environment module.

We used a typical reinforcement learning algorithm policy-based learning (DQN)
[21] to solve the decision optimization problems. Different from some basic reinforce-
ment learning algorithms is the special agent module. In order to address the dimension-
ality challenges of Q-learning [18], the DQN method employs a DNN in agent module,
parameterized by θ , which takes as input a continuous state st and outputs an estimate
of the Q-value function (i.e. Q(st, at)≈Qθ (st, at)) for each discrete action. When agent
learns the optimal strategy, the agent’s decision in terms of which action At is chosen
at a certain state St is driven by a policy p(St) = At . The agent changes its strategy for
selecting actions based on the action’s maximal value. At this time, the environment
gives the agent a feedback reward Rt based the action’s effect, and the environment
reaches a new state St+1, then the agent repeats the above operations. The environment’s
state s ∈ S, where S is a finite set, similarly, a ∈ A and r ∈ R.

Considering the dynamic optimization procedure in ceramic tile production is a
sequential decision problem that can be modeled as a Markov Decision Process (MDP).
The MDP can be solved by reinforcement learning (RL) [22].

3 Proposed RL Framework in This Study

Figure 2 depicts the main structure of proposed RL framework, where the decision-
maker acts as the agent to traverse and explore the state space in environment module,
i.e., the different production parameters situations in ceramic tile production process.
The environment module mainly consists of a pre-trained prediction model, and the
adjustment of production parameters denotes the action.WhenRL frameworkoptimizing
production parameters, the agent module takes action on a state (production parameters)
in the environment module and the environment transform the state to a new state, then
prediction model take new state as input and output the variables (product quality). The
variables are used to calculate the reward by designed reward function.
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Fig. 2. The main structure of proposed RL framework

3.1 Problem Formulation

In this Subsection,we defined someparameter variables. The {pv1, pv2 · · · pvn} is defined
to denotes the production parameters in ceramic tile manufacturing process, while the
multi-criteria of {c1, c2 · · · cn} denotes the product quality corresponding to product
parameters. Decision-making system in this paper needs to figure out how those param-
eter variables affect the product quality in terms of each criterion, and whether a solu-
tion set {pv1, pv2 · · · pvn} is good or not relating to {c1, c2 · · · cn}, the product quality
performance of the specific solution could be presented by:

fi(pv1, pv2 . . . pvn)|ci, for i = 1, . . .m (1)

When the domain of pvi ∈ PVj is known, and the multi-criteria {c1, c2 · · · cm} prob-
lem could be somehow represented by C, and the Eq. (1) could be simplified to (2), and
so that the objective of decision-makers is to find (3):

f (pv1, pv2 . . . pvn)|C, pvj ∈ PVj (2)

argmaxpvj∈PVj [f (pv1, pv2 . . . pvn)|C] (3)

The objective of Eq. (3) is to find the optimal solution of variable settings, whereas
prior operations in traditional ceramic tile production dependedmainly on trial and error.
Subsection 3.2 and 3.3 describes in detail how to utilize the RL model in the ceramic
tile production decision-making.

3.2 Prediction Model

The application of prediction model in proposed decision-making framework is divided
into two steps:

(1) Pre-trained the prediction model: a prediction mapping model could be built to
predict the output corresponding to the input after the experience data are obtained.
The model in this paper would be used to predict the quality characteristics under
different process parameter conditions. The machine learning library of Scikit-learn
is employed to develop the prediction models [22].
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Prior to the experience data being fed to the prediction model, it should be pre-
processed. The production parameters {pv1, pv2 · · · pvn} and corresponding process
response/outputs {c1, c2 · · · cn} be processed by using the train_test_split function of
scikit-learn, the data is split into training and test sets. A test size of 0.2 for all the
experience data was fixed, it shows we could use 20% of the data for testing ensuring
maximum reproducibility. The construction procedure is described below, and a forecast
flow chart is shown in Fig. 3.

Fig. 3. The construction process of the prediction model

We demonstrate the process optimization method to improve the performance of
ceramic tiles by considering a small subset of the process variables. This model later
can be extended to encompass all relevant parameters. The two prediction models we
established adopted two parts of data respectively. The one production parameters data
come from multi-process (Spray drying, Press, Kiln), and the other from Single-process
(Spray drying).

(2) Employ the trained prediction model as a part of the environment module: After
comparing the prediction performance of support vector machine, artificial neural
network and random forest prediction models. The random forest (RF) predictive
model, constructed using Multivariate Random Forest (MRF) [23] in which a sam-
ple input has more than one target output, is applied to simulate the ceramic tile
production process in the proposed framework.

3.3 DQN for Ceramic Tile Production Decision

The ceramic tile production decision RL model based on DQN is presented as follows.
Figure 4 illustrates the framework for the proposed decision model to address our prob-
lems, which would be attempted to solve the performance quality optimization problem
of the spray drying process.

In our scheme, the agent continuously interacts the values/parameters with the envi-
ronmentmodule,which feedbacks the rewards to the agent. Through cumulative rewards,
the agent is expected to learn to control the process parameter of the spray drier in order
to meet the production granule performance that minimizes the difference between such
specific process treated granule product and the targeted sample performance.

In this paper, the decision-making problem is modeled as an MDP, which consists of
a tuple of five elements (S, A, T, r, γ). Where T is a state transition probability function
T (st+1|st, at). The details of those elements are described as follows:
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Fig. 4. Workflow of the algorithm implementing the proposed DQN method for ceramic tile
manufacturing process optimization.

State space S: A state space st ∈ S in this case is composed by the solutions with
four production parameters (burning temperature, inlet air temperature, exhaust temper-
ature, temperature of the tower), which is the input parameters {pv1, pv2 · · · pvn} of the
prediction model in environment module. It is described as St = {spv1t , spv2t , spv3t , spv4t },
where spvkt is the current value of the kth process parameter.

Action space A: An action that recommends an adjustment amount of the production
parameters based on the current st , is denoted as At = {apv1t , apv2t , apv3t ,apv4t }. The four
corresponding production parameters are controlled by the agent within the constraints.
As the action of a single variable pvk could be kept as 0 or adjusted in the given range
with specific unit u, where apvkt ∈ {−uk , 0,+uk}.

Transition function P: The transition function maps a given input state st and an
action at to the next state st+1. The transition probability is 1 for the states in the given
range of the state space above, but 0 for the states out of it.

Reward R: The immediate reward that the agent receives at any time step t is a
function of the current states and the control action taken by the agent, given by rt(st, at).
We set up the reward function as illustrated below to induce the agents to realize the
corresponding optimization objectives:

rt =
k∑

i=1

(fi(st+1) − pci) −
k∑

i=1

(fi(st) − pci) (4)

where pci denotes the expected granule performances of spray drier product output, and
the fi(st) represents the prediction output (moisture content, 20 eyes, 40 eyes, 100 eyes)
of the prediction model.

Discount rate γ: The discount rate γ for updating the loss function, when γ = 0, the
agent only considers the immediate reward to take action. Conversely, when γ = 1, the
agent will take action by considering all future rewards. We set it as 0.9 here.
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The setting parameters of DQN after the experiment adjustment illustrate as follows.
Here the number of time steps N set as 5000 for each episode, the replay memory size
D is 2000, the learning rate is 0.01, and etc. In particular, the step F for updating DQN
here denotes that the Q-networks would be updated at every 5 steps after 100 steps.

Using the preceding notations and definitions, the problem of production parameter
optimization can be characterized formally as follows: through interactions between the
agent and the environment, the agent is anticipated to discover the control strategies
that maximize the cumulative rewards. Actual production can be guided by optimal
production parameter conditions that meet quality criteria.

4 Experiment and Discussion

In this section, the experiment settings are explained and the simulations are performed
by training the prediction model and the decision-making model. Experiments are
conducted to examine the effectiveness of the proposed framework.

4.1 Ceramic Process Parameter Definition

Table 1. The value range in continuous process parameter

Process parameter Type Lower bound Upper bound

Granule moisture (%) Input 6.0 6.7

Granule unit weight Input 0.892 0.935

Thickness of green bodies(mm) Input 9.05 9.37

Moisture of dried green Input 0.59 0.79

Temperature of kiln (°C) In-process Several temperatures of firing curve

Rupture modulus (label 1) Output 17.65 24.43

Water absorption (label 2) Output 16.32 20.93

Biscuit size (mm) (label 3) Output 607.53 609.14

Biscuit thickness (mm) (label 4) Output 8.97 9.37

The background data in ceramic tile production utilized in this study to completed
two sets of experiments. The data of the first set are: continuous process production
parameters (Spray drier, Press, Kiln) include several parameters which before kiln as
input variables, and process response parameters (e.g., quality characteristics of ceramic
tile) as the output variables. The data set consists of 348 input-output pairs. Full details
of the parameters are described in Table 1.

The data of the second set are: single session production parameters. The single ses-
sion parameters collected from spray drier, including operating conditions and output
granule performance record within a detection cycle. A few features of the proposed “In-
put”, “In-process”, and “Output” variables of spray drying are summarized in Table 2,
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where the ‘In-process’ variable is generated through internal treatments of spray drying.
The data set consists of 203 input-output pairs. However, the process of ceramic tile
production is mainly impacted by the complexity of the interdependent and correlated
process variables, it is felt that a full theoretical understanding of spray drying treat-
ments like all other complex processes would be helpful for ‘production line’ to achieve
intelligent decision.

Table 2. Constraints and adjustment step sizes of spray drier production parameters.

Process parameter Type Lower bound Upper bound Step size(u)

Burning temperature (°C) In-process 1001 1044 2

Inlet air temperature (°C) In-process 640 659 1

Exhausted air temperature (°C) In-process 97 125 2

Tower temperature (°C) In-process 428 460 2

Slip feeding pressure (Mpa) Input 30 33.2 –

Slip specific gravity Input 1.68 1.707 –

Moisture content (%) (label 1) Output 5.2 6.4 –

20 eyes(g) (label 2) Output 0.15 0.54 –

40 eyes(g) (label 3) Output 48.2 56.37 –

100 eyes(g) (label 4) Output 0.41 2.16 –

4.2 Prediction Model Building Based on Various Parameters

According to the above two set of parameters, we are going to establish prediction
model and give the prediction results to verify. In order to verify the prediction effect
and combination with practical applications, we classified the output parameters. Gen-
erally, a standard range would be imposed on every output production quality feature.
The median values of the upper and lower ranges of some feature parameters are better,
and other feature parameters should not be lower than or exceed a certain limit value
are better. It is unacceptable if the feature parameters are beyond the standard range,
so the “In-process” variables must be controlled when the parameters are close to the
boundary of the standard range. We divided the output parameters into two categories
based on the experts’ experience and production conditions, one representing the range
(0) within which the “In-process” variables should be controlled, and the other repre-
senting the safety range (1) within which the operating conditions could be maintained.
The classified details are described in Fig. 5 as follows:

{
1,
0,

Qmin + λ(Qmax − Qmin) ≤ Q ≤ Qmax − λ(Qmax − Qmin)

Q ≤ Qmin + λ(Qmax − Qmin)orQmax − λ(Qmax − Qmin) ≤ Q
(5)

{
1,
0,

Qmax − δ(Qmax − Qmin) ≤ Q ≤ Qmax

Qmin ≤ Q ≤ Qmax − δ(Qmax − Qmin)
(6)
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Fig. 5. Classification criteria for the parameters involved.

Where Q is the actual quality characteristic. The Qmin is the lower bound value and
Qmax is the upper bound value. The threshold λ(0.25) and δ(0.5) is set up by the experts.

Prediction models are built according to the background data introduced in the
subsection above. Next, we will complete the experiment of prediction models:

Experiment I: The first is a multi-session parameters model for optimizing the
experimentation and process controlling.

Experiment II: The second is a spray drying process model for revealing the
relationships between the input and output variables.

Multi-Session Parameters and Spray Drying Process Modeling and Prediction. For
Experiment I, we trained the prediction models to predict the quality characteristics of
ceramic tile. And the prediction result is obtained according to formula (7). The predic-
tion performance of models displayed in Table 3. It is observed that the experimental
results meet the expected requirements, and the prediction model is meaningful for
practical engineering use. and the random forest prediction model has better prediction
performance.

The overall classification accuracy, can be expressed as

accuracy_score = TP + TN

TP + FN + FP + TN
(7)

where TP, FP, TN, and FN denote the classification results determined as true positive,
false positive, true negative, and false negative, respectively.

Spray Drying Process Modeling and Prediction. for experiment II, We trained the
prediction models to predict four objective granule performances of the spray drier
output product. And the prediction result is obtained according to formula (7). The
prediction performance was displayed in Table 4. It is observed that the experimental
results meet the expected requirements, and could be used in the environment module
for train the proposed decision framework. Random forest also has better prediction
performance in this group of experiments. thus, we use the random forest to construct
the environment part.
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Table 3. The accuracy_score of multi-station parameters

Rupture modulus Water absorption Biscuit size Biscuit thick-ness

Support vector
machine

0.81 0.84 0.78 0.80

Artificial neural
network

0.82 0.83 0.79 0.77

Random forest 0.84 0.86 0.81 0.81

Table 4. The accuracy_score of granule production parameters

Moisture content 20eyes 40eyes 100eyes

Support vector machine 0.83 0.85 0.90 0.88

Artificial neural network 0.81 0.87 0.91 0.89

Random forest 0.83 0.88 0.92 0.9

4.3 Deep Q-networks for Optimal Decision-Making Analysis

Production parameter optimization is a very important procedure in the ceramic tile pro-
cess and has not been resolved to date. Changes in production parameters could notably
affect product quality, especially at spray drying process. In spray drying process, the
production parameter types consist of “In-process” and “Input” are illustrated in Table 2.
Compared with the “In-process” in production, the “Input” in production be adjusted
frequently. Therefore, the proposed decision-making model mainly controls product
quality by adjusting “In-process” parameters. The production parameters composed the
state St = {sω1

t , sω2
t , sω3

t , sω4
t } that could be adjusted by At = {aω1

t , aω2
t , aω3

t ,aω4
t } when

the decision model is training. Due to the single action vector aωk
t ∈ {−uk , 0, uk},k ∈

{1, 2, 3, 4}. In the time step t, the unit uk , k ∈ {1, 2, 3, 4} of these parameter variables
are 2, 1, 2, and 2 respectively. The action At could be any combination of the elements
from the following action vector sets: {+2, 0, −2}, {+1, 0, −1}, {+2, 0, −2} and {+
2, 0, –2}. The total number of action spaces should be 34 = 81. In order to validate the
applicability of this decision-making framework, the experiments are designed to find
the solution in the spray drier process to achieve the target granule performance. For
contrast, the original granule performance results are listed in Table 5. It is found that
there is only a small amount of ‘1’ in the actual classification value of output.

In particular, the neural networks implemented by TensorFlow [24] are employed
to realize Q-networks. The networks consist of two layers with 50 and 34 hidden nodes
respectively,where the latter layer corresponds to the actions.As demonstrated inTable 5,
there are 10 targeted experimental samples that were used in the present instance. The
loss function of target Q-networks for each scenario are converged quickly to be steady
after training. Five of the ten experimental samples, which serial number is from 1 to 10
odd integer, are selected to display the loss value during the iteration. The variations in
the loss value during the iteration are shown in Fig. 6.
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Table 5. Experimental data to be optimized

Burning
temperature

Inlet air
temperature

Exhausted
air
temperature

Tower
temperature

Slip
feeding
pressure

Slip
specific
gravity

Output
classification

1030 655 105 436 30.3 1.7 0 1 0 0

1030 655 104 442 30.5 1.697 1 0 0 1

1031 650 100 437 30.9 1.69 0 1 0 0

1032 655 101 449 31.1 1.68 0 0 0 1

1037 655 102 451 31.1 1.68 1 0 0 1

1022 655 104 438 31.4 1.68 1 1 0 0

1035 645 108 460 32.5 1.696 0 0 1 0

1035 650 110 457 31.9 1.696 1 0 1 0

1036 650 111 450 31.5 1.68 0 1 0 0

1024 640 111 438 30.8 1.7 0 0 1 1

Fig. 6. The loss function of target networks for each scenario with several targets.

The loss function fluctuated greatly in the early stage due to the instability of the
training in Fig. 6, and it began to converge and gradually became stable after about 800
iterations. As demonstrated in Table 6, there are still some optimized results which did
not achieve the desired effect. This indicates that more iteration steps are needed to make
the model more efficient.

The objective of the experiment is to utilize the deep reinforcement learning algo-
rithm and to alter the input equipment operation parameter values, such that the relevant
performance parameters are more classified to be ‘1’ and the optimization decision



Ceramic Tile Production Intelligent Decision 25

Table 6. Optimized results by decision-making model (800 iterations)

Burning
temperature

Inlet air
temperature

Exhausted
air
temperature

Tower
temperature

Slip
feeding
pressure

Slip
specific
gravity

Output
classification

1044 657 125 460 30.3 1.7 1 0 1 1

1004 659 120 428 30.5 1.697 1 0 1 1

1003 641 122 427 30.9 1.69 0 1 1 1

1030 642 97 427 31.1 1.68 1 1 1 1

1035 642 126 459 31.1 1.68 0 0 1 1

1018 647 118 430 31.4 1.68 1 1 1 1

1038 648 116 452 32.5 1.696 1 0 1 1

1003 650 115 443 31.9 1.696 1 0 1 1

1006 642 125 454 31.5 1.68 0 1 1 1

1036 646 100 454 30.8 1.7 1 0 1 1

process is realized. It is discovered that the reward function can effectively guide the
agent to find the optimum solutions in the environment by the proposed RL scheme.
Finally, the agent’s rewards converge to a maximum value, which indicates that our
agent could learn how to adjust the production parameters according to the interactions
with the environment. The optimized process parameter settings by RLmodel are shown
in Table 7.

Table 7. Optimized results by decision-making model (5000 iteration)

Burning
temperature

Inlet air
temperature

Exhausted
air
temperature

Tower
temperature

Slip
feeding
pressure

Slip
specific
gravity

Output
classification

1018 655 99 430 30.3 1.7 1 1 1 1

1030 659 126 430 30.5 1.697 1 1 1 1

1045 645 110 461 30.9 1.69 1 0 1 1

1000 647 105 443 31.1 1.68 1 1 1 1

1039 658 110 461 31.1 1.68 1 0 1 1

1026 640 96 432 31.4 1.68 1 1 1 1

1023 640 122 428 32.5 1.696 1 1 1 1

1035 647 98 439 31.9 1.696 1 1 1 1

1008 642 107 428 31.5 1.68 1 1 1 1

1030 644 105 428 30.8 1.7 1 1 1 1
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5 Conclusions and Future Work

In this paper, we firstly designed a ceramic tile production intelligent decision framework
based on reinforcement learning algorithm. In order to simulate various surrounding
environments for ceramic tile production, we constructed a self-prediction random forest
(RF) model to predict the product quality. Then employ the trained RF prediction model
is used as a part of the environment module in reinforcement learning. And the optimized
results are displayed in Table 7, comparing with the original process parameter depicted
in Table 5, where the optimized results received more categorization value of ‘1’ by
the decision-making framework that demonstrates the model’s validity. Future study
on the decision-making process of the ceramic tile production based on reinforcement
learning will primarily concentrate on investigation of the prediction performance of the
ceramic tile production parameters, and determine the practical effects of this system
for industrial implementation.
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Abstract. Cloud data center networks have a complex structure, in
which multiple network protocols are utilised to participate in the com-
position of the data center. How to achieve topology discovery and map-
ping in the face of complex, multi-structured cloud data centre net-
work devices has become a hot research problem. Network tomography
(NT), as an end-to-end measurement technique of network boundaries,
enables protocol-independent network measurements without the col-
laboration of internal nodes. The emergence of this technique provides
a new research idea for cloud data center network topology mapping.
In this paper, we propose a topology discovery technique based on the
delay covariance matrix and a topology optimisation method based on
the delay peak map, and conduct simulations for these two algorithms
to verify the feasibility of the protocol-independent topology discovery
technique applied to data center topology discovery.

Keywords: Cloud data center network · Topology discovery · Data
flow · Delay covariance matrix

1 Introduction

With the rapid development of cloud data center networks in industry [1], how
to quickly implement the mapping of network structures has become one of the
hot research problems at present. A large number of research results [2,3] have
been developed for mapping the network structure of the Internet and IoT, and
a series of structure mapping methods such as SNMP-based protocols [4], DNS-
based protocols [5], and ARP-based protocols [6] have been developed, but all
these methods rely on a specific network protocol and are difficult to be applied
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in cloud data center networks with dynamically changing structures and cross-
network protocols. Therefore, how to achieve fast topology discovery for complex
and changing cloud data centers without relying on a specific protocol is a key
problem that needs to be addressed.

Most of the current topology discovery techniques, apart from relying on
a single protocol, utilize the idea of active probing [7] to send probe packets
into the network to be tested, which can have a large impact on the normal
operation of the network due to the need to send additional probe packets and
can be easily detected by the network being probed in the actual network probe
discovery. Therefore, there is an urgent need for a method that draws on the idea
of passive probing to achieve the discovery of devices in the network as well as
network connectivity relationships using the traffic data information generated
in the normal operation of the network without disrupting the normal operation
of the network and without increasing the network load.
The main contributions of this paper are as follows.

• A topology discovery idea for diversifying cloud data center networks using
traffic analysis under the passive detection idea is proposed. The advantage of
this idea is to achieve fast discovery of network topology based on latency with
a large amount of traffic data obtained without relying on specific protocols
and without increasing the network load and disrupting the normal operation
of the network.

• A topology discovery technique based on the delay covariance matrix is
designed. In this paper, the feasibility of using delay analysis is analyzed
and simulations based on traffic data are carried out.

• A topology optimization method based on the delay peak graph is proposed,
which analyses the topology for common topologies in the network, elimi-
nates the influence of possible anonymous routers, enables the subsumption
of virtual links and further optimizes the topology discovery results.

The main structure of this paper is as follows: Chap. 1 introduces the research
background and the main contributions of this paper. Chapter 2 presents the
research work related to the study of this paper. Chapter 3 proposes a topology
discovery technique for the time-delay covariance matrix, Chap. 4 proposes a
topology optimization method based on the time-delay peak map, and simulates
the proposed algorithm in Chap. 5 and concludes in Chap. 6.

2 Related Works

There are a number of studies addressing network topology discovery. Alhanani
et al. [8] present a review of network topology discovery algorithms, discussing
and comparing a variety of appropriate techniques for extracting network man-
agement information through traditional methods, protocols and through graph
theory, genetic algorithms and bee colony algorithms belonging to artificial intel-
ligence.
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Breitbart et al. [9] implemented the designed algorithm for physical topology
discovery in heterogeneous IP networks relying on SNMP MIB information, in
the context of the NetInventory topology discovery tool, which can consistently
and accurately discover the physical network topology and maintain good oper-
ational efficiency even in fairly large network configurations. In addition to this,
HaoWang [10] designed an improvement to the traditional SNMP algorithm with
the aim of achieving efficient and accurate management of computer networks
and ensuring stable operation of computer networks in a variety of applications,
optimising the SNMP algorithm for the heterogeneity of network devices, thus
achieving the universality of network topologies. However, due to the specificity
of cloud data centre networks, a single topology discovery algorithm that relies
on SNMP technology is not applicable to the complex and variable cloud data
centre networks.

Wei et al [11] proposed a multi-featured subnet discovery algorithm to
solve the low accuracy problem caused by insufficient boundary conditions and
integrity of factor networks, which focuses on the traceroute path characteristics
of IPs in the same subnet, thus iteratively solving the subnet discovery problem.
The traceroute-based topology discovery technique is an active detection tech-
nique, and this reliance on ideas can cause disruption to the normal operation of
the network, and relying on additional traffic information for topology discovery
is a huge drain on large data centres.

3 Topology Discovery Techniques Based on Time Delay
Covariance Matrix

In order to achieve fast and efficient discovery of network topology without
disturbing the normal operation of the network, the collected traffic data can
be analysed with the help of delay covariance matrix [12], and fast topology
discovery can be achieved with the help of traffic covariance matrix.

Definition 1. The same source node sends packets to two different destination
nodes through paths that may or may not overlap, and the part of the path that
overlaps is said to be a shared path. Two possible path scenarios are shown in
the Figs. 1 and 2.

The main idea of the algorithm is to analyse the value of covariance cal-
culation between two or more nodes with the same source node and different
destination nodes. When the source nodes are the same, two different destina-
tion nodes may or may not have a shared path, and the covariance enables the
discovery of shared paths.

Proposition 1. Packets are sent from the same source node to two different
destination nodes, and the traffic covariance between the two destination nodes
is calculated, with the value of this covariance relating only to the shared paths
within it. The equation is expressed as:

Cov (Ti(k), Tj(k)) = E
[
T̃i,hared (k) · T̃j, shared (k)

]
(1)
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Fig. 1. Cases with shared paths

Fig. 2. Cases without shared paths

where i and j denote the two destination nodes,T̃m, shared (k),m = i, j denotes
the delay of the shared path of the path corresponding to the two destination
nodes i, j.

Proof. The corresponding covariance of the two destination nodes is written as:

Cov (Ti(k), Tj(k)) = E
[
T̃i(k) · T̃j(k)

]
(2)

where T̃m(k) = Tm(k) − μm,m = i, j, μm,m = i, j denotes the average RTT
in each case. In addition to this format, T̃m(k),m = i, j can also be written in
the following form:

T̃m(k) = T̃m, shared (k) + T̃m, unshared (k),m = i, j (3)

where T̃m, shared (k),m = i, j denotes the delay of the shared path of the path
corresponding to the two destination nodes i, j, T̃m, unshared (k),m = i, j denotes
the remaining path segment delay. So the formula for the time delay can be
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further simplified.

Cov (Ti(k), Tj(k)) = E
[
T̃i(k) · T̃j(k)

]

= E
[(

T̃i, shared (k) + T̃i, unshared (k)
)

·
(
T̃j, shared (k) + T̃j,unshared (k)

)]

= E
[
T̃i, shared (k) · T̃j, shared (k) + T̃i, shared (k) · T̃j, unshared (k)

+T̃i, unshared (k) · T̃j, shared (k) + T̃i, unshared (k) · T̃j, unshared (k)
]

= E
[
[T̃i, shared (k) · T̃j, shared (k)

]
+ E

[
[T̃i, shared (k) · T̃j, unshared (k)

]

+ E
[
[T̃i, unshared (k) · T̃j, shared (k)

]
E

[
[T̃i, unshared (k) · T̃j, unshared (k)

]

(4)
Since the two segments that are not shared paths are uncorrelated, the above
equation can be further simplified based on the uncorrelated nature of the covari-
ance. The final result is obtained as follows:

Cov (Ti(k), Tj(k)) = E
[
T̃i,,hared (k) · T̃j, shared (k)

]
(5)

The above equation shows that the covariance of the time delay of two paths
with different destination nodes at the same source node is only related to the
shared path in them. With the help of this conclusion, it is possible to determine
whether there is a shared path between two paths by the time delay.

When we extend the discovery of topological relationships to large networks,
suppose n nodes are discovered and an N*N covariance matrix is constructed.

⎡
⎢⎢⎢⎢⎣

σ2
1,1, σ

2
1,2, · · · σ2

1,N

. . .

. . .
σ2
N,1, σ

2
N,2 · · · σ2

N,N

⎤
⎥⎥⎥⎥⎦

(6)

where σ2
i,j = Cov (Ti(k), Tj(k)) = E

[
T̃i,hared (k) · T̃j, shared (k)

]
, The covariance

matrix gives an indication of the shared paths between the entire N nodes. You
can tell how many nodes share a path. And the larger the covariance value the
more shared paths there are and the more similar the paths are.

4 Topology Optimization Method Based on Delay Peak
Maps

There are undetectable anonymous routers in the network [13], thus affecting
the proper construction of the topology for analysis.

Definition 2. Due to the fact that the probe source does not have access to the
target node, there are a large number of unidentifiable nodes in the data, which
are called “anonymous routers”.
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Therefore, a topology optimisation method based on the delay peak graph is
proposed, which focuses on the analysis of delay data under the same source and
destination nodes. In this paper, three common network structures are analysed:
parallel, star and interleaved structures, and the possibility of interleaved struc-
tures is derived to analyse another more complex type of structure that may
arise.

The main steps are:

(A) Select the source and destination nodes.
(B) Obtain the packets sent from the selected source node to the destination node

from the large amount of traffic data obtained. Since the network latency is
often related to the devices passed through and also the transmission of the
path, the latency of the packets arriving at the destination is counted.

(C) Based on the results of the latency statistics, the latency peak graph is anal-
ysed and can also be combined with the latency covariance matrix to make a
joint path determination.

4.1 Parallel Structure

The parallel structure is one of the simplest and most common local network
topologies. This structure has the same starting and destination nodes, which
may pass through one or more anonymous routers in between.

Due to the existence of anonymous routers and other reasons, we cannot
determine how many paths exist between A and B. In order to merge anony-
mous routers, identify the number of anonymous routers and obtain the real link
distribution, we can use the delay distribution map to obtain the delay distribu-
tion. That is, multiple packets are sent from A to B, and the number of links is
judged according to the delay distribution of the transmitted packets (assuming
that the delay is different under different paths)

Optimal case: When there is only one peak in the delay distribution graph,
it means that there is the simplest parallel structure between A and B, and the
rest are virtual links.

Fig. 3. Parallel structure (Complex)



34 J. Wang et al.

Fig. 4. Parallel structure (Simple)

4.2 Star-Shaped Structure

In a star structure, all known nodes can communicate with each other two by
two and that communication passes through one or more anonymous routers,
each of which is connected at both ends to a known router.

A packet is sent from A to BCD.

• A ⇒ BCD all have three peaks. Considering that the actual message will
prefer the path with the shorter path length in transmission, it basically
means that the link is real.

• A ⇒ B has two peaks. The specific judgment is based on the actual transmis-
sion of other nodes. It means that one of the three paths of A-¿B is a virtual
path.

• Best case: A ⇒ BCD all have only one peak. Indicates that the anonymous
routers marked are all the same anonymous router.

Fig. 5. Star-shaped structure (Complex)

4.3 Interlocking Structure

In an interleaved structure, the number of source and destination nodes on either
side of the anonymous router is at least 2. These known nodes need to pass
through at least one anonymous router to communicate with each other. Packets
are sent from A and B to CDE respectively to determine the covariance matrix.
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Fig. 6. Star-shaped structure (Simple)

• If σ2
i,j ≥ δ, i, j = CD,CE,DE, and send the packet with C as the source

node, if σ2
i,j ≥ δ, i, j = AB,Then there is a shared path between A, B⇒ CDE.

This is the simplest interleaved structure.
• If σ2

i,j ≤ δ, i, j = CD,CE,DE,Then there is not shared path between A, B
⇒ CDE. This is the complex interleaved structure.

• The cases in between are analysed on a case-by-case basis and according to
the results of the time delay covariance matrix.

Fig. 7. Interlocking structure (Complex)
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Fig. 8. Interlocking structure (Simple)

4.4 Autonomous Systems

4.5 Interlocking Structure Derivation

More complex interleaved structures may also exist in the network, again using
delay covariance matrices and delay peaks to determine collaboratively.

Send a packet from A to CDE.

(A) First use the delay peak graph to initially simplify and determine how many
paths each of A ⇒ CDE have (to see how many peaks there are in the delay
distribution).

(B) Then use the covariance matrix to calculate the covariance of the A ⇒ C, A
⇒ D, and A ⇒ E delays respectively to determine the shared paths.

Fig. 9. Interlocking structure derivation (Complex)

The analysis of this structure is more complex and requires a combination of
actual covariance matrix results and peak plot results.
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Fig. 10. Interlocking structure derivation (Simple)

5 Simulation

NS3 was used to construct the network topology, gnuplot was used to show the
peak case and python was used to construct the delay covariance matrix.

5.1 Time Delay Covariance Matrix

As there may be anonymous router problems in the network, resulting in many
virtual links, then it is necessary to use the delay covariance matrix + delay
peak diagram to subsume the virtual links caused by the anonymous router
when analysing multiple structures.

To analyse whether the delay covariance matrix reflects the similarity of links
at different destination nodes of the same node, the network topology diagram
is designed as shown below.

A simulated network topology is constructed using NS3 based on the designed
network topology diagram. Packets are sent with R0 as the source and the rest
as the destination node. Set up to execute a global routing protocol, i.e. use
the Open Shortest Path First (OSPF) routing algorithm to generate a routing
table for packet transmission. Set the runtime to 0s–10s and the bandwidth to
the critical case of the bandwidth of each path. Set NS3 to build the simulated
network with the outgoing packet simulation diagram as follows. Processing of
the collected data using python:

According to the results of the calculation, the correlation between several
leaf nodes (6, 8, 9, 10, 11, 12, 13, 14, 15) can be seen. It can be seen that the
covariance values of 9, 10 and 11 are the closest, indicating that the shared paths
for sending packets from the source node to nodes 9, 10 and 11 are the same, i.e.
they can be analysed as being under the same node. Similarly, the relationships
of the other nodes can be analysed and, ignoring the effect of errors, the results
match the designed network topology diagram, indicating that the covariance
matrix can reflect the shared paths, i.e. virtual paths caused by anonymous
routers can be discovered and subsumed with the help of the covariance matrix
+ delay peak graph.
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Fig. 11. The connection telationship

Fig. 12. Network topology simulation

Fig. 13. Covariance matrix calculation results
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Fig. 14. The connection relationship

5.2 Delay Peaks and Paths

Build a network topology diagram with R0 as the source and R3 and R7 as
the destination nodes to send packets. Set up a static route and configure the
routing table so that the outgoing packet path is R0 ⇒ R1 ⇒ R2 ⇒ R3, R0 ⇒
R4 ⇒ R5 ⇒ R7, R0 ⇒ R4 ⇒ R6 ⇒ R7.

Set 0s–20s to send packets from R0 to R3 and 20s–40s to send packets from
R0 to R7. To show the difference in paths, set the bandwidth to 200Kbps for L4
and L6 and 300Kbps for L5 and L7. Set NS3 to construct the simulated network
with the outgoing packet simulation diagram as follows.

Fig. 15. 0s–20s network topology simulation

Fig. 16. 20s–40s network topology simulation

The horizontal coordinate of the first of the two sets of graphs is time (s)
and the vertical coordinate is the statistical delay (ms) of packets sent from the
source node to the destination node. Due to bandwidth limitations, the delay
gradually increases when saturation is not reached until it reaches equilibrium,
when the delay stabilises. The second horizontal coordinate is the delay (ms)
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Fig. 17. 0s–20s time delay results graph

Fig. 18. 20s–40s time delay results graph

of packets sent from the source node to the destination node, and the vertical
coordinate is the frequency (%). From the graph, we can see that the delay is
mainly concentrated around 1200 ms when the 0s–20s tends to be stable, and
the right graph shows only one peak in the delay peak graph. 20s–40s tends to be
stable when the delay is mainly concentrated around 1700 and 2700 ms, and the
right graph shows two peaks in the delay peak graph. This shows that using the
peak delay graph can help determine the number of paths between the source
and destination nodes, and the peak delay graph can assist in the merging of
links.

6 Conclusion

This paper investigates the problems in network mapping for topology discov-
ery in cloud data centres, and achieves fast topology discovery for complex and
variable cloud data centres without relying on specific protocols. The topology
discovery technique based on the delay covariance matrix and the topology opti-
mization method based on the delay peak map are proposed to achieve fast
topology analysis without relying on specific network protocols and without
additional network load, which can propose new research ideas for the research
of network topology analysis and mapping in cloud data centres.
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Abstract. The traditional TCP/IP protocol stack cannot meet the high-bandwidth
and low-latency requirements of data center applications for the network. Due to
the kernel bypass and zero-copy features of RoCEv2 (RDMA on Converged Eth-
ernet v2), the RoCEv2 protocol stack has been widely deployed in high-speed net-
works of data centers. The large-scale deployments of RoCEv2 network depends
on the lossless network based on PFC (Priority Flow Control) protocol. However,
PFC will lead to congestion diffusion, deadlock and other performance problems.
Therefore, RoCEv2 network needs an effective congestion control mechanism to
avoid network congestion to ensure high-performance transmission. This paper
briefly introduces the principle of RoCEv2, the target of RoCEv2 congestion con-
trol and the problems and challenges it faces. It also classifies the congestion
control protocols, analyzes the main research in the field of RoCEv2 congestion
control in recent years, and finally looks forward to the development of RoCEv2
congestion control in the future, pointing out the direction for future research
work.

Keywords: Data center · PFC · RoCEv2 · Congestion control

1 Introduction

With the rapid development of cloud computing and machine learning, the bandwidth of
the data center network has gradually increased from 40Gbps to 100Gbps [1]. Applica-
tions (such as Storage Backup, MapReduce, etc.) require the network to have ultra-low
latency while ensuring high-bandwidth [2]. The network stack has gradually become
the bottleneck of application communication. TCP/IP network has gradually reached
its limit in terms of both CPU utilization and network delay. Therefore, a development
trend of the existing data center high-speed network is to offload the network stack to
the network card hardware for processing [3]. While realizing high bandwidth and low
delay of network transmission, it can also maintain low CPU utilization.

At present, most cloud providers use RDMA (Remote Direct Memory Access) to
offload network stack [4]. RoCEv2 network is the main deployment form of RDMA
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network, and its large-scale deployments still faces huge challenges. The reliable trans-
mission of RDMAdepends on theGBN (go-back-N) retransmission strategy. Packet loss
caused by network congestion will lead to a large number of packet retransmissions, and
the performance of RDMA will decline sharply. Therefore, RoCEv2 needs the lossless
network based on PFC protocol [5] to ensure that there will be no packet loss caused
by switch buffer overflow. However, frequent triggering of PFC will bring many seri-
ous performance problems. Therefore, many schemes deploy reliable congestion control
protocols to ensure the performance of RoCEv2 network.

This paper will focus on the key issue of RoCEv2 congestion control in data center.
The RoCEv2 congestion control protocol reasonably adjusts the sending rate to reduce
the occurrence of network congestion while making full use of the network bandwidth.
The second part introduces the main principles and challenges of RoCEv2 network and
its congestion control. The third part introduces the latest research of existing RoCEv2
congestion control in detail. The fourth part will summarize the existing research mech-
anisms and discuss the future development trend of RoCEv2 network congestion control
in data center.

2 Background

In this part, we will first introduce the definitions and related terms of RDMA and
RoCEv2, then briefly describe the necessity and shortcomings of RoCEv2 network flow
control, and finally analyze the mechanism and principle of RoCEv2 congestion control
in detail.

2.1 RDMA and RoCEv2

RDMA supports users’ direct access to remote memory [6]. Because its data access
operation does not require operating system intervention, it avoids additional data copy
operations, and has the characteristics of kernel bypass and zero-copy, meeting the
requirements of data center applications for high throughput, low latency, and low CPU
utilization.

Fig. 1. RDMA network stack
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As shown in Fig. 1, RDMA is originally implemented based on IB (InfiniBand)
networks [6], mainly used in the field of high-performance computing (HPC) [7, 8],
which requires the support of dedicated network cards and switches, and is incompatible
with the traditional Ethernet-based data center network architecture. Therefore, RoCE
[9], RoCEv2 [10], iWARP (Internet Wide Area RDMA Protocol) [11] have emerged,
all of which are Ethernet-based RDMA technology implementations.

Among them, RoCE still needs switches and network card hardware to support IB
network layer protocol, which is expensive to deploy; while iWARP provides an RDMA
application interface on top of the TCP/IP protocol stack. Compared with RoCEv2 pro-
tocol, iWARP only supports reliable connection-oriented transmission, and its memory
requirements are large when there are high concurrent connections [12]. RoCEv2 is the
RDMA technology based onUDP/IP protocol stack. Due to its strong scalability and low
implementation difficulty, RoCEv2 is widely used in the RDMA high-speed network
deployment of data centers.

2.2 RoCEv2 Flow Control

Since the RoCEv2 transport layer protocol is implemented by hardware and does not
support the out-of-order reception or selective retransmission of packets [6, 10], the
hardware often adopts GBN retransmission strategy to solve the problem of packet
disorder or packet loss [3]. However, this will lead to retransmission of a large number
of packets when the network is congested, seriously reducing the goodput of RoCEv2.
Therefore, the high-performance transmission of RoCEv2 requires high reliability of
the network. IB network uses a credit-based hop-by-hop flow control mechanism to
prevent packet loss caused by switch buffer overflow; however, traditional Ethernet
cannot provide the reliability guarantee required by RDMA. Therefore, RoCEv2 uses
PFC protocol to provide approximate lossless Ethernet.

Fig. 2. Priority based flow control.

As shown in Fig. 2, PFC divides the physical link into eight virtual channels, and
each channel represents a priority. The device can send Pause or Resume frames to
upstream devices (switches or NICs) according to the congestion conditions of the
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priority channels to suspend or resume data transmission of the designated priority
channels, while ensuring data transmission of other priority channels. Since the PFC
protocol is a coarse-grained flow control at the port level, while ensuring the lossless
Ethernet, frequent PFC triggering will cause various performance problems such as
HOL (head-of-line) blocking, deadlock and congestion-spreading [1]. At present,
RoCEv2 network mainly solves the performance problems caused by PFC through flow
level congestion control schemes [3].

2.3 RoCEv2 Congestion Control

The targets of RoCEv2 network congestion control [13] is: (1) Reduce the flow comple-
tion time (FCT); (2) Reduce the triggering of PFC; (3) Prevent deadlock. This requires
that the congestion control mechanism can meet the four requirements of high band-
width utilization, fairness, stability and fast convergence. Fairness requires that multiple
flows can share congestion link bandwidth fairly; high bandwidth utilization requires
traffic to make full use of bandwidth; fast convergence requires that the congestion flow
rate can quickly adjust the set fair rate; stability requires that the congestion control
mechanism can still guarantee good performance under network fluctuation. Finally, the
route deadlock caused by PFC can be effectively reduced by reducing the triggering of
FCT and PFC.

The RoCEv2 specification [10] and Data Center Bridging (DCB) Task Group [14]
specify the RoCEv2 congestion control Management, that is, the switch detects conges-
tion, the receiver generates congestion notification packets (CNP), and the sender adjusts
the rate. The subsequent research work abstracts the RoCEv2 network congestion con-
trol framework into RP (reaction point), CP (congestion point), NP (notification point)
[1], which correspond to the sender, switch, and receiver respectively. Each RoCEv2
congestion control mechanism operates on the three parties, mainly including two parts:
(1) congestion signal, and (2) rate adjustment strategies.

Congestion Signal. Congestion signal refers to the standard by which the congestion
mechanismmeasures the occurrence of network congestion. The selection of congestion
signal affects the convergence and stability of the sending rate. The types of congestion
signals are mainly divided into two categories: direct congestion signals and indirect
congestion signals [15]. The direct congestion signal usually reflects the absolute state
change of the network, including the switch queue-length, RTT (Round Trip Time), and
ECN (Explicit Congestion Notification) [16] signal. With the continuous development
of network in-band detection technology, the INT (in Band Network Telemetry) [17]
information also develops into a direct congestion signal. The indirect congestion signal
reflects the change trend of network congestion, such as RTT gradient and queue length
gradient. Some congestion control mechanismswill combine a variety of congestion sig-
nals to detect network conditions, Such as composite congestion signals combining ECN
and RTT. There are also some congestion control protocols that use custom congestion
signals, such as special FRP (Flow Rate Packet) [18], etc.

Rate Adjustment Strategies. Rate adjustment refers to that the congestion control
mechanism adjusts the sending rate according to different strategies and the congestion
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degree of the current network to make it converge quickly and stably. The choice of strat-
egy also affects the convergence and stability of congestion control protocol. Common
rate adjustment strategies mainly include heuristic AIMD (Additive Increase Multiple
Decrease) [19], that is, when the network is congested, the sending rate is reduced by
product, usually to half of the original rate; when the network is not congested, the
addative increase the sending rate to gradually approach the fair rate.

With the development of congestion signals, rate adjustment strategies becomemore
accurate. We classify these strategies as accurate rate adjustment strategies. Different
precise congestion control mechanisms adopt different accurate rate adjustment strate-
gies. Some mechanisms calculate the fair rate of bottleneck links in the network and
adjust the sending rate based on precise INT information or queue information [4, [13];
others adjust the sending rate based on the receiving rate of the NP [20]. The accurate
rate adjustment strategy is often faster than AIMD in convergence, but it often requires
more complex congestion signals to detect network congestion.

3 RoCEv2 Congestion Control Schemes

In this part, we will classify RoCEv2 congestion control schemes and briefly analyze
their principles. As shown in Fig. 3, according to the entities that play the key role in
congestion control [13], we roughly divide the RoCEv2 congestion control schemes into
sender-driven, switch-driven, and receiver-driven; we will also mention some RoCEv2
improvement schemes that do not apply to this classification method.

Fig. 3. Classification of RoCEv2 congestion control schemes

3.1 Sender-Driven Congestion Control Schemes

DCQCN. DCQCN [1] is the first end-to-end congestion control protocol with high
practicability in RoCEv2 network. It uses ECN as the congestion signal, combines the
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rate adjustment ideas of DCTCP [21] and QCN [22], and adopts the heuristic AIMD
rate adjustment strategy.

Its mechanism consists of three parts. The CP algorithm deployed in the switch
performs the congestion marking based on RED-ECN [16, 23]. When the queue length
of the switch exceeds the specified threshold, the RoCEv2 packet is marked with ECN to
explacidly notify the sender and receiver of congestion in the network. The NP algorithm
deployed in the receiver will generate a special CNP for the flow whenever it receives a
packet with ECN-marked and send it to the sender RP at a higher priority to inform it
that there is congestion in the network.

The RP algorithm deployed on the sender adjusts the sending rate of each flow.
Whenever aCNP is received, it is considered that there is congestionon the corresponding
flow path, and the sending rate is reduced according to Eq. (1), where Rc indicates the
current sending rate of the flow, Rt stores the rate before the last speed reduction for
rate recovery, congestion parameter α indicates the current network congestion level, g
is the constant value.

Rt = Rc,

Rc = Rc · 1 − α

2
,

α = (1 − g) · α + g

(1)

If CNP is not received for a period of time, it is considered that the congestion on
the flow path is relieved, and the α is updated according to Eq. (2).

cα = (1 − g) · α (2)

DCQCN introduces a byte counter and a timer to judge the growth stage in the rate
increase. The byte counter increases the rate every time B bytes of data are sent, and the
timer increases the rate every T unit time. The rate increase phase is judged by these two
parameters. The rate increase is mainly divided into fast recovery phases and additive
increase phases; the former increases the rate according to Eq. (3),

Rc = (Rt + Rc)

2
(3)

and the latter increases the rate according to Eq. (4), whereRai is a fixed additive increase
factor.

Rt = Rt + Rai

Rc = (Rt + Rc)

2
(4)

There is also a hyper increase phase, and the growth rate is even faster. See [1] for
more details.

DCQCNcan effectively solve the performanceproblems such as congestion diffusion
and unfairness caused by PFC. It has high practical value and has been deployed on
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commercial network cards [24]. However, because it contains multiple thresholds and
parameters, the optimal parameter configuration of each network is different, and the
actual configuration is more complex.

Timely. Timely [25] uses RTT and its gradient as congestion signal, and adopts AIMD
strategy for rate adjustment. It is mainly deployed on the network card and does not
depend on the additional hardware support of the switch in the network (Such as ECN
Marking). Each time an ACK is received, Timely needs to calculate the corresponding
RTT and the Gradient RTTgrad with the last RTT, then make a rate adjustment.

It uses two thresholds Tlow and Thigh detects that the bandwidth utilization is insuffi-
cient or the delay is too high. At this time, the sending rate is updated according to Eq. (5)
to keep the measured RTT between Tlow and Thigh, where σ is the additive increasing
parameter, and β is the multiplicative decreasing parameter.

Rc = Rc + σ if RTT < Tlow

Rc = Rc ·
[
1 − β ·

(
1 − Thigh

RTT

)]
if RTT > Thigh (5)

When theRTT iswithin the normal range, it adjusts the sending rate based on theRTT
gradient. When the gradient is greater than zero, the network congestion increases and
the sending rate increases; when the gradient is less than zero, the network congestion
is relieved and the sending rate is reduced, as shown in Eq. (6), where N represents the
rate increase phase.

Rc = Rc · [
1 − β · (

1 − RTTgrad
)]

if RTTgrad > 0

Rc = Rc + N · σ if RTTgrad ≤ 0
(6)

The advantage of Timely is that it responds quickly to network congestion, does
not require switch hardware support, and is easy to deploy. However, previous work
[26] has proved that it has no fixed rate convergence point, so it is rarely used in actual
deployment.

DCQCN +. DCQCN + [27] is an improved protocol based on DCQCN, which is also
based on ECN congestion signal and adopts AIMD rate adjustment strategy. It mainly
aims at the shortcomings of DCQCN’s fixed period and increment when increasing
sending rating, and uses adaptive parameters to improve it. For large-scale incast, it
adopts the growth strategy of long period and small increment; for small incast, the
growth strategy is obtained by adopting short cycle and large increment.

It believes that the ability of the receiver to generate CNP is limited by the hardware
when there are high concurrent connections, and the actual CNP generation cycle will
increase. Therefore, it uses the method of dynamic CNP cycle to dynamically calculate
the actual generation cycle of CNP at the receiver, piggybacks it in the CNP packet.
When the sender receives the CNP, it dynamically adjusts each timer period and rate
increment. The performance of DCQCN + is similar to that of DCQCN when it is used
for small-scale incast, and it has the ability to handle large-scale incast.
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HPCC. HPCC [4] is a congestion control strategy that uses INT information as conges-
tion signal and adopts the accurate rate regulation strategy. It believes that the two-bit
coarse-grained ECN information cannot reflect accurate link load information, so it uses
INT information as the congestion signal. As shown in Fig. 4, when forwarding packets,
the switch will add INTmetadata information of the egress port to the packets, including
bandwidth B, timestamp Ts, egress accumulated bytes txbytes, queue length qlen and
other information. When the receiver generates the ACK, the INT information in the
packet is piggybacked in the ACK.

Fig. 4. The format of HPCC packet

Whenever the sender receives a new ACK, it will calculate the bandwidth utilization
U of the most congested port in the link based on the INT information, and use this
bandwidth utilization to accurately adjust the sending rate. Compared with other pro-
tocols, HPCC uses a rate adjustment strategy based on the window to limit the inflight
bytes of the sender to prevent congestion.

HPCC’s accurate rate adjustment strategy includes multiplicative increase/decrease
(MI/MD) and additive increase (AI). Specifically, when the bandwidth utilization ratio
U of the most congested port in the network is lower than the threshold η, it uses Eq. (7)
to additive increase the rate, whereWc is the size of the sending window andWAI is the
additive increment parameter.

Wc = Wc + WAI (7)

When the bandwidth utilization ratio U of the most congested port in the network
is higher than the threshold η or after several cycles of additive increase, it adjusts the
sending window based on the U according to Eq. (8).

Wc = Wc
U/η

+ WAI (8)

HPCC responds quickly to network congestion and can make the bandwidth allo-
cation converge to Pareto optimality within 1 RTT. However, it requires the switch to
support the INT protocol, and because the part of the bandwidth is reserved for burst
traffic, it cannot make full use of the link bandwidth.

P4QCN. P4QCN [28] is the L3 extension protocol of QCN (Quantified Congestion
Notification). It uses queue length as congestion signal and AIMD strategy for rate
adjustment. It periodically detects the queue length at the switch.When the queue length
exceeds the specified threshold range, It generates a FBP (Feedback Packet) for the
specified flow with a certain probability. When the sender receives the FBP, it adopts the
same rate adjustment strategy as QCN. See [22] formore details. P4QCNdirectly detects
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queue congestion at the switch and responds more quickly to network congestion, but it
relies on P4 programmable switches to implement special hardware logic.

DCQCN-A. DCQCN-A [29] is also an improved protocol based on DCQCN. It uses
the composite congestion signal composed of ECN and RTT, Introduces the reference
rate based on RTT in the rate adjustment phase, and Adopts the AIMD Rate Adjustment
Strategy with Dynamic Increments.

It refers to the idea of NUM [30] and Copa algorithm [31], and believes that the fair
rate Rref in the network is related to the RTT gradient, and the fair rate is calculated
according to Eq. (9), where dq is the gradient of queuing delay, δ is the weight factor.
When the sending rate is much higher than the fair rate, a smaller increment is adopted;
on the contrary, a larger increment is used.

Rref = 1

δ × dq
(9)

DCQCN-A performs better than DCQCN when dealing with large incast, and it can
also maintain nearly zero queues, with better fairness and convergence.

As shown in Table 1, this section briefly describes several different schemes
of RoCEv2 congestion control based on sender-driven, and briefly analyzes their
advantages and disadvantages.

Table 1. Comparison of sender-driven RoCEv2 congestion control protocols

Schemes Congestion signal Rate adjustment strategy Switch HW support

DCQCN [1] ECN AIMD PFC, RED-ECN

Timely [25] RTT AIMD None

DCQCN + [27] ECN AIMD PFC, RED-ECN

HPCC [4] INT MI/AI, MD PFC, INT

P4QCN [28] Queue length AIMD P4

DCQCN-A [29] ECN and RTT AIMD PFC, RED-ECN

3.2 Switch-Driven Congestion Control Schemes

RoCC. RoCC [13] uses the queue length as the congestion signal, and adopts the rate
adjustment strategy of multiplicative increase and direct rate decrease. Specifically, as
shown in Fig. 5, RoCC periodically samples the egress queue length Qcur on the switch,
and calculate the fair rate F according to Eq. (10), where α and β are adjustment param-
eters, Qref is the expected stable queue length, Qold is the queue length at the time of
last sampling. The fair rate calculation follows the Proportional Integral (PI) Control
method [32], and the switch will generate the CNP containing the fair rate to directly
control the rate reduction of the sender.

F = F − α · Qcur − Qref − β · Qcur − Qold (10)
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Fig. 5. RoCC CP algorithm

After receiving the CNP, the sender directly reduces the sending rate to the fair rate
of the most congested port, that is, the minimum fair rate. When the CNP is not received
for a period of time, the transmission rate is multiplied by Eq. (11), where Rcur is the
current sending rate, Rmax is the maximum rate of flow.

Rcur = Rcur × 2ifRcur < Rmax (11)

The advantage of RoCC is that it responds quickly the network congestion, and the
method ofmultiplicative rate increasing and fair rate direct decreasingmakes the sending
rate converge rapidly. Since RoCC is directly deployed in the switch, it does not rely on
PFC to ensure reliable transmission of RoCEv2.

HierCC. HierCC [33] is a hierarchical RoCEv2 congestion control mechanism, which
uses virtual queue length as the congestion signal and adopts the rate adjustment strategy
of direct rate control. It divides congestion into two types: the congestion between ToR
and NICs, and the congestion between ToR. For the former, there are multiple virtual
queues in each ToR, and each virtual queue caches all packets sent to the same server.
The ToR periodically calculates the fair rate of each virtual queue, and directly controls
the sending rate through the fair rate packets. For the latter, it adopts a credit-based
flow control mechanism, and the virtual queue at the receiver sends credits periodically
to the virtual queue at the sender, so as to prevent congestion in the network. HierCC
uses a short control loop to quickly control network congestion, and uses directly rate
allocation to adjust the sending rate, which can effectively limit the queue length and
achieve rapid rate convergence.

ACCurate. ACCurate [18] uses FRP (Flow Rate Packet) as congestion information and
adopts the rate adjustment strategy of direct rate allocation. It requires each sender to
periodically inject FRP (Flow Rate Packet) for all active RDMA channels; when the
switch detects FRP, it allocates the minimum rate of the flow according to the number
of flows on the egress port. The receiver sends the FRP back to the sender, and the
sender directly adjusts the sending rate according to the minimum rate. ACCurate can
quickly respond to network congestion, throttles the offensive flows, and reduce the flow
completion time by an order of magnitude.

As shown in Table 2, this section briefly describes several switch-driven RoCEv2
congestion control protocols. Because they directly detect network congestion at the
switch, they can quickly respond to network congestion, but they often need customized
hardware support from the switch (Table 3).
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Table 2. Comparison of switch-driven RoCEv2 congestion control protocols

Schemes Congestion signal Rate adjustment
strategy

Switch HW support

RoCC [13] Queue length MI/ Direct rate decrease Customized hardware

HierCC [33] Virtual queue length Direct rate
Allocation

Customized hardware

ACCurate [18] FRP Direct rate
Allocation

Customized hardware

Table 3. Comparison of receiver-driven RoCEv2 congestion control protocols

Schemes Congestion signal Rate adjustment strategy Switch HW support

PCN [20] ECN AI/ Receiving Rate Decrease PFC, NP-ECN

RCC [34] One-way delay Direct Rate
Allocation/ PID

PFC

3.3 Receiver-Driven Congestion Control Schemes

PCN. PCN [20] uses ECN as the congestion signal, and adopts the rate adjustment
strategy of additive increase and direct deceleration based on the receiving rate. PCN
believes that the existingRED-ECNmarkingmethod cannot correctly identify congested
flows due to the impact of PFC protocol. Therefore, they propose the NP-ECN marking
method, which can guarantee the throughput of non-congested flows while maintaining
zero queues. PCN also requires the receiver to periodically unify the receiving rate of
each flow, and generate a deceleration CNP or an acceleration CNP According to the
proportion of packets with ECN-marked received. The receiver actively controls the
rate adjustment of the sender. When the sender receives the deceleration cnp, the sender
will extract the receiving rate RecRate contained in the CNP, reduce the sending rate
according to Eq. (12) and reduce the value ofW,WhereRc represents the current sending
rate; w represents the rate increase weight, w ∈ [wmin, wmax].

Rc = min{Rc,Rec Rate 1 − wmin}
w = wmin

(12)

When the sender receives the acceleration CNP, it will adopt a dynamic increment
strategy based on the network card bandwidth B, increase the sending rate according to
Eq. (13), and gradually increase the value of w.

Rc = Rc · 1 − w + B · wmax

w = w · 1 − w + wmax · w (13)

PCN can identify which flows are actually congested through the NP-ECN marking
method, and its receiver-driven rate adjustment strategy can alleviate network congestion
in a RTT as soon as possible.
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RCC. RCC [34] uses one-way delay as congestion signal, and adopts the rate adjustment
strategy combining direct rate adjustment and PID (Proportional Integral Derivative)
adjustment. It divides the network congestion into two categories according to the spatial
distribution: In-network congestion and last-hop congestion. For the former, the receiver
directly calculates the fair rate window according to the number of flows sharing the
receiving port, and piggybacks it in the ACK to directly control the size of the sending
window; for the latter, RCC continuously adjusts the size of the sending window based
on the PID adjustment strategy [32], so that the measured one-way delay matches the
target one-way delay. RCC can effectively use the network bandwidth, while ensuring
that the queue length is close to 0.

3.4 Other Schemes

IRN. IRN [35] can use ECN or RTT as congestion signal and adopt the rate adjust-
ment strategy of AIMD. Its improvement on RoCEv2 transmission mechanism mainly
includes two aspects: (1) implementing the SACK-based SR (Selective Retransmis-
sion) mechanism; (2) The End-To-End flow control mechanism—BDP flow control is
implemented; bymodifyingRoCEv2 transmissionmechanism, IRN can deployRoCEv2
network on lossy ethernet and is compatible with other existing congestion control
protocols.

RoGUE. RoGUE [36] Uses RTT as the congestion signal and adopts the rate adjustment
strategy of AIMD. It adds a RoGUE software layer between the RDMAAPI and RDMA
Application. Through this software layer, data operations are segmented and converted
into multiple small-segment data operations. RoGUE performs congestion control and
packet loss recovery based on these small-segment data. RoGUE does not require PFC,
and its congestion control is implemented in software without the support of network
card hardware.

As shown in Table 4, we classify the existing main RoCEv2 congestion control
protocols according to the entity objects that play a key role, and briefly analyze the
protocols from three aspects: congestion signal, rate adjustment strategy and switch
hardware support.

4 Conclusion

In this paper, we classify and summarize the existing RoCEv2 congestion control pro-
tocols, and briefly describe each protocol from two aspects: congestion signal and rate
adjustment strategy.Whendesigning theRoCEv2congestion control schemes,we should
not only consider the fairness, stability and convergence of the schemes to reduce the flow
completion time and PFC triggering; but also consider the reliability and complexity of
the congestion signal, and the trade-off between performance and hardware cost should
be made. With the continuous development of high-speed network in the data center,
receiver-driven congestion control has a good performance in terms of hardware cost
and the accuracy of congestion signals, which is one of the main development directions
of RoCEv2 congestion control in the future.
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Table 4. Comparison of RoCEv2 congestion control protocols

Category Schemes Congestion
signal

Rate adjustment
strategy

Switch HW
support

Sender-Driven DCQCN [1] ECN AIMD PFC,
RED-ECN

Timely [25] RTT AIMD None

DCQCN + [27] ECN AIMD PFC,
RED-ECN

HPCC [4] INT MI/AI, MD PFC, INT

P4QCN [28] Queue Length AIMD P4

DCQCN-A [29] ECN and RTT AIMD PFC,
RED-ECN

Switch-Driven RoCC [13] Queue Length MI/ Direct Rate
Decrease

Customized
hardware

HierCC [33] Virtual Queue
Length

Direct Rate
Allocation

Customized
hardware

ACCurate [18] FRP Direct Rate
Allocation

Customized
hardware

Receiver-Driven PCN [20] ECN AI/ Receiving
Rate Decrease

PFC, NP-ECN

RCC [34] One-way delay Direct Rate
Allocation/ PID

PFC

Others IRN [35] ECN or RTT AIMD None

RoGUE [36] RTT AIMD None
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Abstract. Network device identification is the basis of building network
topology, which is the premise of preventing malicious attacks. It is of
great significance to propose an efficient network device identification
scheme. Existing physical device identification technologies are mainly
oriented to Internet of Things devices and wireless devices. They collect
network element information through active detection, which consumes
extra network traffic and increases the risk of detection behavior iden-
tification. Identifying devices by protocol analysis or fingerprint match-
ing has become the mainstream, but most of these solutions are based
on a certain protocol, which is difficult to apply to the complex net-
work of multi-protocol cloud data center. At present, there is no network
device identification scheme for cloud data center network traffic analysis.
Therefore, we propose a network device identification scheme based on
network traffic analysis, which collects network traffic passively, selects
network traffic characteristics automatically, and uses decision tree algo-
rithm to realize network device identification. Finally, the accuracy of
the proposed scheme is verified by the simulation, and the results show
that the accuracy of the scheme is to 96%.

Keywords: Cloud data center · Network traffic analysis · Network
device identification · Decision tree

1 Introduction

With the continuous development of network technology, the network structure
of cloud data center has become more and more huge, and the network forms are
also diverse. In recent years, mainstream cloud data center networks have obvi-
ous topological characteristics, such as Google Fat Tree, Dcell, Bcube, Facebook
Fat Tree. They are a complex network composed of large-scale, multi-vendor
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computing, storage, and network device through a variety of network protocols,
such as OSPF, BGP, ISIS, Vxlan tunnel. Cloud data center network topology
identification is conducive to building a network center panorama and defending
against network attacks. Network topology identification is based on the identifi-
cation of network devices. Therefore, it is urgent to propose an efficient network
device identification technology for cloud data center network.

Device identification methods are divided into active and passive methods.
Among them, the active method is to actively send detection packets to all
management networks through the network management workstation, collect
the information returned by each network element, and finally analyze to iden-
tify the network devices. In the passive method, a probe is deployed on the
observed network. The probe collects network element information and sends it
to a workstation to analyze and identify network devices on the workstation. In
this way, the network and devices are not greatly affected.

In the research of network device identification, scholars [1–3] have proposed a
variety of IoT device identification schemes, but most of these schemes are based
on a single protocol, such as SNMP protocol, HTTP protocol or TCP protocol,
which is difficult to apply to the complex network of multi-protocol cloud data
center. Some schemes obtain data packets through active detection for analysis
and identification, which requires additional network traffic and increases the
risk of detection behavior being found. Some scholars [4,5] have proposed a
convolutional neural network (CNN) recognition scheme for wireless devices.
The network device involved in this paper refers to the device in the cloud data
center network, including Modem, Firewall, Switches, Routers, Web Server, etc.
They differ greatly from IoT devices and wireless devices in attributes, usage
methods and scenarios, and network traffic generated during the use of devices.
In terms of attributes, network devices such as switches and routers have specific
ports, which are different from IoT devices such as smart speakers and intelligent
sweeping robots. In terms of usage methods, network devices connect various
devices through the transmission and analysis of data packets, IoT devices use
sensors to collect data, usually transmit data through wireless networks, and
wireless devices send and receive data through radio frequency signals. In terms
of scenarios, network devices are mostly used in data center networks, while
IoT devices are usually used in smart home and industrial Internet of Things,
which are assisted by wireless devices. Therefore, existing identification schemes
for IoT devices and wireless devices are difficult to apply to network device
identification.

This paper proposes a protocol independent device identification scheme for
the cloud data center network devices. This scheme passively collects network
traffic by deploying probes, selects and analyzes the characteristics of network
traffic data, and then the classification learning is carried out by the decision
tree algorithm. Finally, the learned model is applied to the new cloud data center
network data to identify network devices.

The main contributions of this paper are as follows:
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1. This paper proposes a network device identification framework based on net-
work traffic, which passively collects device network traffic through probes,
analyzes network traffic and identifies network devices, not limited to one or
two network protocols or data packets.

2. A network device identification scheme for network traffic analysis is pro-
posed. This scheme filters irrelevant features, uses RFECV for feature selec-
tion, and obtains a identification model suitable for network devices through
identification learning.

3. The simulations are carried out, and the results show that our device identi-
fication scheme has a high accuracy.

The rest of this paper is organized as follows: Sect. 2 reviews the related
works. In Sect. 3, we propose the network device identification framework.
Section 4 describes the network device identification scheme. In Sect. 5, exper-
iments are conducted to demonstrate the effectiveness of our scheme. Section 6
concludes this article.

2 Related Works

Focusing on the requirements of device identification in cyberspace security or
network management, many scholars have conducted in-depth research on phys-
ical device identification methods.

Imamura et al. [6] proposed a comprehensive scheme, which learned from
the idea of random forest, analyzed the results of various identification methods,
and improved the accuracy by combining the results of various identification
methods through clustering, weight setting and other methods. Although the
scheme improved the accuracy of device identification, the analysis data was not
preprocessed. The low accuracy of single classifier resulted in the low accuracy of
the scheme, which was only 78.4%. Kawai et al. [7] proposed a method to identify
communication devices based on network traffic pattern analysis, which uses
statistical traffic features such as the interval of arrival (IAT) and packet size, and
uses support vector machine (SVM) algorithm to identify devices. Aneja et al. [8]
proposed a novel DFP analysis scheme for device fingerprint. Based on the arrival
interval time, this scheme can improve the efficiency of device identification by
drawing IAT diagram for groups and using deep learning algorithm to process the
generated graph. However, these two schemes ignore many important features,
resulting in unsatisfactory accuracy of device identification.

Ali et al. [9] proposed multiple classifier algorithms to identify IoT devices.
The program trained six machine learning models, Decision Trees (DT), Sup-
port Vector Machine (SVM), Naive Bayes (NB), K-Nearest Neighbours (KNN),
Random Forest (RF), and Adaboost (AB), and tested them on four publicly
available datasets. The test results show that the NB classifier is superior to all
other classifiers in traffic based device recognition, with an average accuracy of
92%. However, this scheme does not combine six learning models to give full play
to its greatest advantage. Yu et al. [10] proposed a fine-grained device identifica-
tion scheme based on cross layer protocol fingerprint. The scheme collects HTTP
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and TCP cross layer data packets and determines the specific fields of the proto-
col. Then, the convolutional neural network (CNN) and long short-term memory
(LSTM) are used to extract the device feature fingerprint. High precision fine-
grained IoT device identification is realized on three types of devices: network
camera, router and printer. However, this scheme is only applicable to devices
using HTTP protocol and TCP protocol, and has certain limitations. Jiao et
al. [11] proposed a multi-level IoT device identification framework and a IoT
device identification method, which can improve the accuracy of new category
detection in IoT device identification. The proposed IoT device identification
method extracts the characteristics of IoT devices in terms of protocol, firmware
and load, and has high availability and identification accuracy.

The above research schemes have made important sharing for physical device
identification. However, these schemes are either based on the fixed features of
network traffic, lack of analysis of important relevant traffic features, resulting
in low identification accuracy, or are limited to one or two protocols, so that
the schemes can only be applied to the identification of some IoT devices, with
certain limitations. Therefore, we propose a general network device identifica-
tion scheme, which is not limited to a certain network protocol, automatically
selects features in the network traffic, and uses machine learning to learn the
identification model to realize the network device identification of cloud data
center.

3 Framework

To meet the requirements of network device identification in large cloud data
centers, we propose a general network device identification scheme. This scheme
is not limited to a certain network protocol or a single subnet. Through passive
collection of network traffic, rather than network element information, network
traffic feature selection and feature learning can be used to obtain a classifier with
high accuracy for unknown large cloud data center network device identification.
The framework is shown in Fig. 1.

First, we deploy network traffic probes in the target cloud data center net-
work to collect network traffic data. Network traffic data includes data link
layer data, network layer data, transport layer data and application layer data.
Then, the network traffic data packets in PCAP format are converted to two
dimensional data in CVS format for feature analysis. Network traffic data has
dozens of features, and irrelevant features and redundant features will reduce
the accuracy of model training. Therefore, it is necessary to filter features and
select relevant features for model training to get a trained classifier. Finally, the
unknown cloud data center network traffic is input to the classifier for network
device identification.



Network Device Identification Scheme Based on Network Traffic Analysis 61

ClassifierCloud Data Center

Ubuntu Server

Firewall

RouterSwitch

Web Server

Mac BookPC

DNS Server Web ServerUbuntu Server

PC PC Mac Book

Switch

Internet

Network Traffic

data link layer
network layer

transmission layer
application layer

Data Package

Feature Matrix

2.Data 
Collection

3.Data 
Process

Network Device 
Classifiy Model

4.Training

Unknown Cloud 
Data Center

5.Network Traffic
Collection

Feature Matrix

6.Input 7.Device Type

1.Deploy 
Network Probe

Fig. 1. Device identification framework.

4 Identification Scheme

This section introduces device identification scheme from three aspects: dataset,
feature selection and device identification.

4.1 Dataset

In this scheme, we use the Intrusion Detection Evaluation Dataset (CIC-
IDS2017) [12] dataset for traffic analysis. The network generating CIC-ISDS2017
dataset is similar to the cloud data center network, and has the characteristics
of protocol diversification. Analyzing the network traffic of the dataset to iden-
tify devices can provide knowledge for network topology discovery of cloud data
centers.

This dataset contains benign and common attacks, similar to real world data,
and we only use benign datasets for analysis. The dataset builds the simulated
behavior of 25 users based on multiple protocols such as HTTP, DNS, FTP,
SSH and POP3, and generates natural benign background traffic. Its network
topology is complete, including devices such as modems, firewalls, switches and
routers, on which various operating systems such as Windows, Ubuntu, and Mac
OS are deployed. It uses CICFlower to extract more than 80 network traffic char-
acteristics from the generated network traffic, including timestamp, source and
destination IP, source and destination port, protocol and other characteristics.
We extracted the benign behavior data in the dataset and labeled the dataset
with network devices. The quantity of network traffic information for each type
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of device in the dataset is shown in Table 1. Each dataset is the network traf-
fic information of one day. From Table 1, we can see that these datasets are
independent and distributed, similar to the natural network traffic in the real
world. Taking Dataset2 as an example, the network traffic volume is shown in
Fig. 2, which accords with the characteristics of each device. For example, the
network traffic generated by the DNS server is much smaller than that of the PC
or Ubuntu server. The DNS server stores mappings between domain names and
IP addresses, and generates network traffic of a fixed size, containing domain
names or IP addresses.

Fig. 2. Network traffic volume (Bytes).

Table 1. Number of traffic for each type of device

Device type
DNS+

DC server
Firewall Macbook PC

Ubuntu
server

Web
server

Dataset1 60801 196 154928 82976 30770 26726

Dataset2 60294 2145 152210 109930 37280 10281

Dataset3 55462 1088 205497 104171 18734 11420

Dataset4 36394 167 95872 70710 38354 8421
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4.2 Features Selection

Network traffic data usually contains many features, among which, some features
have nothing to do with the type of device or have little correlation, and some
features can be inferred from other features. However, these features cannot
improve the accuracy of model training, but increase the cost of model training.
Feature selection refers to selecting the optimal feature subset from a set of
original features to reduce the feature dimension and improve the classification
accuracy [13]. Based on this, we propose a feature extraction method [14] of
mixed filtering method and wrapping method. First, remove irrelevant features
by filtering methods such as missing percentage method, and then select relevant
features by using recursive feature elimination cross validation (RFECV) [15]
features. The percentage of missing value is shown in Formula 1, and this feature
is removed when the value is greater than the threshold value δ. RFE uses a base
model (learner) to conduct multiple rounds of training [16]. After each round of
training, a weight score list is obtained. After removing the features with low
weight scores, the next round of training is conducted based on the remaining
features until the number of features reaches the preset number. In this scheme,
we use decision tree classifier to eliminate features. In order to obtain higher
recognition accuracy, we perform RFE through cross validation to select the
best number of features, as shown in Fig. 3.

Percentage of missing =
sum(isNull(df))

len(df)
(1)

RFE

Feature Matrix

Feature weightFeature weight

1.Set the number of 
features to select

2. Multiple train

Feature Importance 
Ranking

3. Get the features

RFECV

Feature Matrix

Feature Matrix

4. Different features 
subset

Score1

ScoreN

5. Select the feature subset 
with the highest score

Fig. 3. Feature selection process.

4.3 Device Identification

After feature selection, the identification model is trained to identify devices. In
the above dataset, firstly, the dataset is labeled with the device type, then the
irrelevant features are filtered out by the missing percentage method, and the
relevant features are automatically selected by RFECV algorithm. After that,
the dataset is normalized and divided into the training set and the test set in
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the ratio of 80:20. The decision tree classifier is used for training on the training
set, and the trained classifier is tested on the test set. The results of device
identification are then compared with the device types in the test set to evaluate
the classifier performance.

5 Experimental Evaluation

This section simulates our device identification scheme through experiments,
and its performance is analysed. The laptop computer used in the experiment is
configured with an Intel R© CoreTM i5-6200 CPU@2.30GHZ processor and 8GB
of RAM running Windows 10 (64bit).

5.1 Metrics

The confusion matrix is a standard format for representing precision evaluation,
from which four commonly used metrics, namely, accuracy, precision, recall and
F1-score, are derived to evaluate the performance of the model on the test set [9].
The accuracy rate refers to the proportion of all correct predictions (positive and
negative) in the total. As shown in Formula 2, it can judge the total accuracy
rate, but it cannot be used as a good indicator to measure the results when the
samples are unbalanced. The precision, that is, the proportion of correct predic-
tions that are positive in all predictions, represents the precision of prediction
in the results of positive samples, as shown in Formula 3. The recall refers to
the proportion of correct prediction positive to all actual positive, as shown in
Formula 4. F1-score is the harmonic average of the accuracy rate and recall rate.
The larger the F1-score, the higher the model quality, as shown in Formula 5.
Among them, TP, TN, FP and FN represent true positive, true negative, false
positive and false negative respectively.

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F1 − score =
2 ∗ TP

2 ∗ TP + FP + FN
(5)

5.2 Simulation Result

We conducted experiments on the above datasets, and the results are shown in
Table 2. From the overall test results, the precision, recall and F1-score have
reached 96%, with good performance. In the identification results of each type
of device, the precision of DNS+ CD Server and Web Server has reached 100%,
and the precision of other devices is also at a high level.
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Table 2. Dataset test results

Metrics Precision Recall F1-score

DNS+ DC server 100% 99% 99%

Firewall 96% 96% 96%

Macbook 96% 87% 91%

PC 94% 94% 94%

Ubuntu server 91% 92% 92%

Web server 100% 99% 99%

Weighted avg 96% 96% 96%

5.3 Contrast Experiment

To illustrate the scientificalness of the scheme, we tested all dataset without
feature selection and manually selected datasets with six features, ‘Source Port’,
‘Destination Port’, ‘Protocol’, ‘Flow Duration’, ‘Total FWd Packets’, and ‘Flow
Bytes/s’, based on subjective experience, and compared the results with our
scheme, as shown in Fig. 4. The accuracy of the test results with all the data
is 3% higher than that with manually selected features, because the manually
selected features lose some relevant features, resulting in a decline in accuracy.
The accuracy of our scheme test results is 6% higher than that of training with
all features datasets. This is because the original dataset contains irrelevant
features and redundant features that interfere with the training. Our scheme
automatically selects relevant features through RFECV algorithm, which has a
high accuracy rate.

Next, we compare the test results of our scheme with scheme [7] and
scheme [8], as shown in Table 3. In terms of device type identification, our
scheme has obvious advantages.

Table 3. Comparison of schemes.

Schemes Accuracy

Scheme [7] 88.1%

Scheme [8] 86.7%

Our shceme 96%

6 Conclusion

In order to meet the requirements of network device identification in cloud data
center, this research proposes a network device identification scheme based on
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Fig. 4. Comparison of different feature selection schemes.

network traffic analysis. This scheme is not limited to a certain protocol. Network
traffic is collected in a passive way, and relevant features are selected by feature
filtering and feature selection algorithm to carry out device classifier training.
Then, the trained model is applied to new traffic data to identify unknown cloud
data center network devices. Finally, we carry out experiments on the proposed
scheme, and the results show that the accuracy of the scheme is as high as 96%,
and the performance metrics are excellent.

In the future work, we will consider adding the traffic dataset collected from
the unknown network to the training set, and continuously optimize the identi-
fication model to obtain higher accuracy.
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Abstract. The SCT model, which was created based on the WD model
and describes the diffusion of public opinion, is unable to fully capture the
evolution of public opinion. We examined the development and affecting
aspects of “Small Town Exam-oriented Students” using the preprocess-
ing of crawler data. Based on this fundamental concept, we suggested an
enhanced SCT model. Initially, using the interaction amplitude control
parameters, we described the impact of official media on public opin-
ion. The value of the parameters determining how attractive a topic is
was then the subject of a classified conversation. The experiment shown
that, when compared to the conventional SCT model, our improved SCT
model has a faster rate of convergence with no differences in the evolving
results. The final evolving outcome typically agrees with the microblog
content LDA model analysis result.

Keywords: LDA topic model · SCT model · Information cocoons ·
Echo chamber situation · Evolution of public opinion communication

1 Introductione

The method that information is disseminated and public opinion is formed has
changed significantly from how it was in the past with the flourishing devel-
opment of the internet and new media today. Information is propagating in a
more complicated internet environment as internet users are getting more and
more vocal and are able to submit information and comment on events whenever
and wherever they are using a variety of websites and community software. The
Internet and new media have two sides to it. It can help incidents get resolved
and encourage engaged public participation in social discourse. It also increases
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exposure to views that individuals already agree with, which facilitates view
polarization. Internet users are entrapped by the “information cocoons” and the
“echo chamber problem” in the social media communication paradigm. We can
only successfully encourage contact between various Internet users and transform
the web into a space where people may expand their horizons and share various
perspectives by busting the information cocoon. Users will be able to understand
and evaluate news and social reality more thoroughly and accurately as a result,
improving online public opinion.

2 Theoretical Background

From the 1960s to the start of the twenty-first century, researchers mostly used
observational and small-group psychological experimental approaches to under-
stand the mechanisms behind the sociological patterns underlying the phenom-
ena of the evolution of public opinion. At this time, a lot of well-known theories
regarding the evolution of public opinion were advanced [1]. Since the start of
the twenty-first century up until the present, academics have concentrated their
research on the empirical study of the evolution of public opinion using modelling
and simulation methods, with mathematical and theoretical empirical evidence
of public opinion phenomena serving as the main research content. Advanced
research techniques or methods are used to realize the simulation or emulation
of public opinion phenomena and summarize the laws related to public opinion
evolution issues in the process of simulation and emulation. The evolution of
public opinion is depicted using corresponding mathematical or physical mod-
els. The research findings from these two eras have various drawbacks because of
the influence of elements like the historical context and technological foundation
of the times, which can be summed up in the following two characteristics [2].

(1) The limits of the era of theoretical research
The formation mechanism and sociological laws of public opinion phenom-
ena were the main topics of theoretical research from the middle of the 20th
century to the beginning of the 21st [3]. Theories of public opinion explana-
tion were proposed from the perspectives of social rules or steps of human
cognitive decision-making methods on which public opinion phenomena are
formed. The experimental process of many ideas, however, employs the small
group psychological experiment approach due to the limits of technology.
Although the operation is straightforward, the procedure is manageable, and
the experimental outcomes are simple to analyze, this method is affected
by the laboratory environment, the experimental site can only be confined
to the laboratory, and the scale of the experimental group cannot be too
large to cover a large number of experimental subjects. As a result, the small
group psychological experiment method can only study the problem of small-
scale public opinion evolution and is not suitable for studying larger-scale
public opinion evolution [4]. Because public opinion concerns are broad and
social in nature, the approach of small group psychological tests can only be
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used to explore the topic of small-scale public opinion evolution. Second, the
subjects of psychological studies are typically strangers with uncomplicated
social relationships. Moreover, the experimental circumstances are frequently
in control of how individuals interact, making it difficult to see complex
interactions between subjects. Nonetheless, the interactions between those
involved in shaping public opinion in the modern era are frequently compli-
cated. It is apparent that the small group psychological experiment approach
cannot explain and comprehend complicated network properties [5] . Also, to
display discrete lagged panel values, small group psychological experiments
need manual data processing, which is poor, and individual opinion values
are influenced by the recording techniques and sentiment measuring scales.
In reality, however, the information interaction process that contributes to
the evolution of public opinion is frequently ongoing and real-time [6].
As a result, there are notable discrepancies between the features of the current
social opinion environment and small group psychology experiments. Several
academics have therefore questioned the logic and social interpretability of
theoretical findings based on small group psychology tests, and the outdated
theories urgently require new research methodologies to support, augment,
or improve them.

(2) Technical limitations of new research methods
The stage of mathematical and empirical study on the development of public
opinion has been ongoing from the beginning of the twenty-first century to
the present [7]. In a study they released in 2006, Grabowski and KosiAski
imaginatively suggested the idea of employing physical models to address
sociological issues based on the conventional physical model. Using computer
modeling to simulate the entire model evolution process, the process of using
model simulation to explain social science problems was perfectly realized,
bridging the gap between mathematical science research and social science
research. Ising as an analogy to the process of communication and information
exchange among individuals in human society [8]. The research divide between
the social sciences and mathematics was removed. Since then, the concept
of employing computer modeling and simulation methods to address social
science issues has gained popularity in academia, and research into the pairing
of simulation methods with public opinion has also begun. It is now possible
to analyze large and complex networks, handle the laborious calculation steps
of information interaction in the process of opinion interaction, and quickly
grasp the process of dynamic changes in group opinion thanks to the powerful
computing power of computer technology. This has significantly reduced the
difficulty of researching issues in the field of public opinion [9].
The model simulation approach’s social explanatory and theoretical persua-
siveness, however, is frequently insufficient. Due to the difficulty of construct-
ing models and the complexity of research, many models are unable to com-
pletely encompass all social aspects and adequately describe social rules. Mod-
els are rudimentary simulations of reality that are composed of mathemati-
cal formulas generated from formulas of social laws. The models’ insufficient
modeling of social reality, their flawed underlying theory, and their inadequate



Analysis of the Process of Public Opinion Dissemination 71

social justification all have an impact on the simulation findings [10]. Thus,
concerns that must be addressed in the development of simulation methods
include enhancing the social rules of simulation methods and expanding the
social justifications of models. The theoretical research results concentrate on
the elaboration and explanation of social rules and the mechanisms by which
public opinion issues are formed, but their research methodologies are unable
to grasp the features of today’s social opinion environment and are unable to
process data such as opinion information; as a result, many scholars question
the validity of the old theories and their applicability to the modern era.

3 SCT Model Principle

Suppose the number of individuals in a population in which viewpoint evo-
lution occurs is N. At any moment t, the views held by individual i in the
group are given by the value of the viewOi(t)(i = 1, 2, 3, . . . , N) in the range
of [−1, 0) ∩ (0, 1], where a viewpoint of [−1, 0) indicates that the individual has
a negative view and a viewpoint of (0, 1] indicating that the individual has a
positive viewpoint. For the set of individuals that can be directly associated
with i, the number of individuals with the same sign as the viewpoint value of
individual im. The set of views is expressed as Li+(x) (x = 1123 . . . , m). The
number of individuals with different signs from the value of viewpoint i isn. The
set of views is expressed as Li−(x) (x = 123 . . . , n), so it is easy to know that
m+n = k. At each moment t, individuals i and j with the same sign on an edge
in that population network are selected to interact with each other.The views of
individuals i and j at time t + 1 are{

Oi(t + 1) = Oi(t) + μ(Oj(t) − Oi(t))
Oj(t + 1) = Oj(t) + λ(Oi(t) − Oj(t))

(1)

For individual i, when n is 0, it means that the symbols of the views of the
individuals directly associated with individual i are the same as those of indi-
vidual i. then individual i and its neighbouring nodes have only the intra-cluster
mean difference value, and the within-group difference value γi is calculated as

γi =
M∑
1

|Oi(t) − Li+(x)| /M (2)

When γi is not 0, γigetsj is used to denote the within-group variance of the
viewpoint value of individual j in the relational network of individual i

γi←j = (
M∑
1

|Oi(t) − Li+(x)|)/M (3)

If γi←j < γi ,then μ = k1 |γi − γi←j | ,otherwise μ = 0. If γi is 0 then μ = 0. If n
is not 0 we make the metric pairwise ratio being δi

δi =
(
∑N

1 |Oi(t) − Li−(x)|)/N
(
∑M

1 |Oi(t) − Li+(x)|)/M
(4)
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δi←j denotes the value of the meta-ratio of the viewpoint of individual j in the
population of i

δi←j =
(
∑N

1 |Oi(t) − Li−(x)|)/N
(
∑M

1 |Oj(t) − Li+(x)| + |Oj(t) − Oi(t)|)/M
(5)

If δi←j > δi, then μ = k2 |δi←j − δi|, or μ = 0 Similarly the model interaction
formula for individual 1 to individual N can be obtained.

4 SCT Model Analysis

Weibo user discussion trends on these two topics were examined over time using
the LDA topic model [r1]. The topic distribution of a document is frequently
inferred using the LDA model. It provides the subject matter of each document
in a document collection as a probability distribution, allowing you to do subject
clustering or text classification based on the subject distribution by analysing
a number of documents to extract their subject distribution.Because the LDA
topic model enables us to perform topic clustering on the crawled set of Weibo,
we believe that words can, to some extent, reflect the opinions and feelings of
users. Analysis of the words contained within Weibo can, therefore, reflect the
direction of opinion on a topic in one way or another. As a result, we have decided
to analyse the topic’s evolution using the LDA topic model.

According to the SCT model, the degree of perspective prototypicality
between viewpoint sender I and viewpoint recipient j determines whether or not
a viewpoint interaction takes place. The viewpoint of I influences the viewpoint
of j when the viewpoint prototypicality of I within the viewpoint of j group is
stronger than the viewpoint prototypicality of j within his own group. Contrarily,
nothing happens. The interaction of viewpoints is described as follows:

{
Oi(t + 1) = Oi(t) + μ(Oj(t) − Oi(t))
Oj(t + 1) = Oj(t) + ε(Oi(t) − Oj(t))

(6)

The μ and ε are the interaction amplitude control parameters, Oi(t+1) and Oi(t)
are the viewpoint values of individual i at moment t and t+1.The interaction
amplitude control parameter is an important indicator of the attractiveness of
a viewpoint.In the SCT model, when individual i has only within-group mean
differences from neighbouring nodes,then μ = 1

2 |γi − γi←j |; when the meta-ratio
exists, δi = |φi←j − φi|, μ = 1

2
δi

δi+1 [DBLP:journals/access/YanYNLW20].
After getting the raw data using a Python program, we pre-processed the

data in a straightforward manner. In the end, we were able to acquire 346470
valid pieces of information after removing 415764 invalid ones, including user
links, user devices, image addresses, microblogging connections, etc. Because the
gathered text data was not in a standard format and could not be used directly,
we had to further process it after filtering and counting it. By word separation,
creating a unique library, and turning off the word dictionary, we processed
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the text data. Even though the crawled Excel data had been filtered, its non-
standard format prevented immediate use, necessitating additional processing.
We divided the text data processing into three steps: word separation, word
deactivation processing, and building a unique lexicon.

(1) Word separation: In the process of processing the text corpus, word separa-
tion is a crucial phase. While Chinese sentences typically consist of a series
of words, it can be challenging to determine a word’s lexical nature because
words frequently have numerous meanings. We therefore carry out word sep-
aration processing. In the Python Chinese word separation component, jieba
was employed. After word separation, the text file is saved and used for later
calculations.

(2) Word deactivation processing: In order to conserve internal storage, increase
the effectiveness of retrieval, and improve the precision of matching, some
words must be filtered out during the processing of the original text. To
further process the papers, we combined the HIT deactivation word list with
the Chinese deactivation word list and the Baidu deactivation word list.

(3) Custom dictionaries: As civilization progresses, new terms are continually
appearing online. Computers are not kept up to date enough, thus in case
the computer is unable to accurately detect the meanings of the popular
Internet words and their lexical features from the collation, they are entered
manually. Within these 30 days, we carried out independent LDA thematic
analyses of the microblogs, analyzing the process of opinion evolution through
daily variations in the content of the microblogs.

The topic modeling procedure involves getting the probability of the distri-
bution of document topics and the probability distribution of topic lexical items
before utilizing the LDA topic model. These two crucial factors are the hyper-
parameters alpha and beta. The more balanced the topic distribution and the
more uniformly distributed the documents are, the larger the alpha; the more
lexical elements there are in the document, the larger the beta. Here, we make
use of the ldamodel Python package’s default values.

A confusion analysis and a consistency analysis were carried out to determine
the ideal amount of topics for a more precise analysis.

In the confusion formula, M represents the total number of all texts in the
corpus. Nm represents the number of lexical items in the mth document; Wm

represents the number of lexical items in the mth document, i.e. the effect of
model changes can be tested by varying the k-value.

P (Wm) =
∏Nα

i=1

∑
z

p(wd,i|z)p(z|d) (7)

In Eq. (1) P (Wm) denotes the probability of generating document m. P (z|d)
is the chance of an event occurring for each topic in the document. The total
number of word items and the entire length of the test set are used as the
denominators in the calculation of confusion.

Perplexity = exp

{
−

∑M
m=1logp(Wm)∑M

m=1Nm

}
(8)
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Fig. 1. Program default parameter settings

The most fundamental consistency analysis formula is as follows:

Ck =
M∑

m=2

m∑
l=1

log
D(vk

m, vk
l ) + 1

D(vk
l )

(9)

The V k = (v1, . . . , vk
m) is a list of the M top words in topic k, the D(v) is the

number of tweet comments that contain the word v,the D(v, v′) is the number
of tweet comments in which the words v and v′ appear together at least once.

The perplexity and consistency were then calculated using the training mod-
els for various themes, and the best number of topics was chosen based on the
perplexity and consistency change curves. The findings of our calculations for
the two themes separately for confusion and consistency are displayed in Fig. 3.

(a) Results for days 1 and 2
obtained by model analysis

(b) Results for days 7 and
8 obtained by model anal-
ysis

Fig. 2. Rresults
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Fig. 3. Topic parameter setting chart

Using the topic “Small Town Exam-oriented Kids” as an example, we set the
number of topics to 12 and evaluated the crawled tweets over a 48-hour period.
The findings are displayed in Fig. 3.

As we can see, the most often used terms throughout the first six days of the
topic were, and. The tweets’ major ideas were around the phrase “Small Town
Exam-oriented Students,” as well as choices and outlooks on life. Days 7 and 8
show a sudden appearance and rise in the rankings of the keywords “Newsweek”
and “Yi Qianxi,” and at this time, the conversation centers on the article pub-
lished by China Newsweek and the then-trending subject “Yi Qianxi’s test prepa-
ration.” The conversation centered on the article from China Newsweek and
the current hot topic, “Yi Qianxi’s editorial examination.” Instead of “effort,”
“choice,” and “life,” the words “accusatory personality” and “star” were used
frequently in the China Newsweek piece. The only terms that are as common as
“small town question creator” are “choice” and “life.”

We think that this was mostly brought on by a China Newsweek piece about
the “editorial exam” of Yi Yan Qianxi. The release of this essay spurred dis-
cussion online and significantly influenced the development of public opinion on
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the subject. Although the frequency of “Newsweek” keyword mentions gradually
decreased during the ensuing period, the nature of conversations and viewpoints
expressed on the subject more dramatically changed. The graph shows how the
primary keywords have changed. We might therefore presume that the posting
by China Newsweek had a significant impact on the subject, influencing the
course of the discussion.

Because China Newsweek is an official publication, its opinions are consistent
and have a strong tendency to steer public opinion in a particular direction. Yet,
the current SCT paradigm treats opinion leaders equally and without distinction,
which is incompatible with the actual scenario, so we propose to improve the
SCT model by introducing an influence factor β to focus on the influence of
opinion leaders’ views.

5 Improvements to the SCT Model

The SCT model’s strength is that it progresses from modeling individual behav-
ior to modeling group behavior, and the opinion interaction rules are focused on
prototypical rules that take into account the influence caused by individual inter-
nal and external group relations on the development of public opinion. However,
the SCT model pays less attention to the influence caused by Internet-related
factors on the development of public opinion, so we start from that point. The
interaction and development of collective viewpoints frequently involve opinion
leaders in a significant way. We think that opinion leaders primarily take the
following two forms on social media websites like Weibo: 2 messages released by
official media, and opinions; 1 comments or answers with high likes and retweets.

The meta-pair ratio is employed in the SCT model to represent an opinion’s
capacity to sway other people’s ideas. The influence of a viewpoint on other
members of the same opinion group increases with the meta-pair ratio, whereas
the likelihood that other members of the group will have an impact on the view-
point decreases. We contend that Weibo’s high like and retweet rates are more in
line with the pattern of opinion interaction represented by the SCT model than
they are with the pattern suggested by the meta-pair ratio. In another sense,
the high Weibo likes and retweets are a representation of the plateau type. Also,
tweets that receive a lot of likes and retweets have material that tends to stay
the same over time, making them suitable for use as examples of independent
thought.

The SCT model does not account for the ability of opinion leaders to fre-
quently affect every member of a group without altering their own opinion values.
The official media’s opinions reflect official attitudes to some extent, thus they
should be consistent in the sight of others, changing within an acceptable range,
and having little effect on the group as a whole. People tend to ignite public
opinion and have a more dramatic impact on the evolution of public opinion
when they perceive official attitudes as changing more dramatically. This makes
people in the group more susceptible to the more prototypical opinions of other
people in the same group who share their views.
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We contend that while internet users with opposing views frequently disre-
gard these tweets, meaning that these opinion leaders’ tweets have no impact on
those users with opposing views, the opinions of these unofficial media opinion
leaders frequently have a greater influence on internet users with similar funda-
mental attitudes toward the topic. This is the distinction between the influence
of recognized opinions and the influence of the official media.

Additionally, as the LDA model’s findings demonstrate, we think that when
a topic is attractive, it has a wider and deeper coverage, more perspectives are
available for general Internet users to participate in the discussion, and opinion
leaders within a particular perspective have a stronger influence on other users
who share that perspective; when a topic’s appeal is low, it receives little cover-
age, and there are a large number of users involved Low topic appeal results in
relatively little coverage of the topic and a small number of persons participating
overall. Online opinion leaders can have a greater impact on a larger variety of
users’ viewpoints, but their influence is less powerful overall.

5.1 Improved Realisation

We believe that when the topic has just started to be discussed, these official
media have not yet commented and guided the event in a timely manner, and
the impact on other users is no different from that of ordinary microblogs. When
t > 1000, we believe that the official media starts to play a role in influencing
others. The maximum value of μ is 0.5, since people tend to change their opinions
gradually and do not suddenly change their opinions drastically. When the topic
is discussed in a large volume, the control parameter μ for the magnitude of the
interaction of such opinion leaders on other users takes the following values.

μ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.5
(0 ≤ |Y − X| ≤ 0.05)

0.4
(0.05 ≤ |Y − X| ≤ 0.1)

0.25
(0.1 ≤ |Y − X| ≤ 0.15)

0.1
(0.15 ≤ |Y − X| ≤ 0.20)

(10)

where Y is the opinion value of the opinion leader and X is the opinion value of
user j. When |Y − X| ≥ 0.2, μ takes 0.

When the volume of discussion on the topic is small, the control parameter
μ for the magnitude of the interaction of the opinion leader with user j takes the
value

μ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.3
(0 < |Y − X| ≤ 0.1)

0.25
(0.1 < |Y − X| ≤ 0.15)

0.2
(0.15 < |Y − X| ≤ 0.2)

(11)



78 X. Zhang et al.

when |Y − X| ≥ 0.2, μ takes 0.
When individual i is not an opinion leader, if n is 0, then there is only an

intra-cluster mean difference value between individual i and neighbouring nodes,
and let the intra-cluster mean difference value be γi,

γi =
∑M

I |Oi(t) − Li+(x)| /M (12)

when γi is not zero, denote the value of the within-group variation exhibited by
the viewpoint value of individual j in the relation of individual i by γi←j .

γi←j = (
∑M

I |Oj(t) − Li+(x)| + |Oj(t) − Oi(t)|)/M (13)

if γi←j < γi ,then μ = k1 |γi − γi←j | ,otherwise μ = 0;
when γi takes 0, μ = 0;
if n is not 0 let the dollar pair ratio be φi,

φi =
(
∑N

1 |Oi(t) − Li−(x)|)/N
(
∑M

1 |Oi(t) − Li+(x)|)/M
(14)

denoting by φi←j the value of the meta-pair ratio that the viewpoint value of
individual j exhibits in the eyes of individual i.

φi←j =
(
∑N

1 |Oj(t) − Li−(x)|)/N
(
∑M

1 |Oj(t) − Li+(x)| + |Oj(t) − Oi(t)|)/M
(15)

if φi←j > Φi, then μ = k2 |φi←j − φi|, otherwise μ = 0. The model interaction
equation for individual j is obtained in the same way.

5.2 Simulation Results of the Improved Model

On July 7, we randomly selected one tweet from the “Small Town Question
Maker” topic, and we assigned a value to the tweet’s viewpoint based on the
content of the tweet. Based on the model we developed, we wrote the pro-
gram. Following a comparison with the results of the SCT model simulation,
the model’s simulation was run using the processed Weibo opinion values.

As observed in the image, the convergence of the model accelerates in com-
parison to before the improvement following the addition of pertinent influencing
factors like subject discussion degree and opinion leaders, but the outcomes of
opinion evolution are not significantly different. Indicating that the netizens’
perspectives eventually diverge and stabilize, the viewpoint values converge into
multi-stranded viewpoint clusters, with more users clustered around −0.75, 0.80.
This is similar to the outcomes of the LDA topic model for microblog content.

6 Summary and Outlook

The LDA model was used to evaluate the development of the topic of “Small
Town Question Maker” after first outlining the basic concepts of the SCT model.
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Fig. 4. Simulation results after SCT model improvement

Fig. 5. Simulation results of the SCT model

We draw the conclusion that the modified SCT model can more accurately depict
the evolution of public opinion on the subject of “small town question makers”
given that the results of the improved SCT model are compatible with those of
the LDA model.

The way information is shared and public opinion is formed is getting more
complicated nowadays as a result of the growth of the Internet and new media.
This implies that the findings of theoretical study need to be continuously
checked, expanded upon, and improved. In order to develop a new model that
is better suited for the distribution of public opinion in contemporary society,
we analyze the strengths and shortcomings of the SCT model in this work. This
approach can be used to study and enhance not only the SCT model but also
other models of public opinion communication, leading to the development of a
more modern model of public opinion communication.
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Abstract. Objective: This paper aims to assess the occurrence of chronic disease
co-morbidity among the elderly in China. Methods: The databases of PubMed,
Web of Science, CNKI, VIP and Wanfang were searched by computer. Single
proportion studies on the prevalence of chronic disease co-morbidity among the
elderly in China from June 2011 to June 2022. All included articles were qual-
ity assessed. The heterogeneity test was performed using the Mantel-Hasenzel
algorithm. Comprehensive Meta-Analysis (CMA) software was used for meta-
analysis.Results: A total of 31 cross-sectional studies containing 226209 patients
were included. Meta-analysis results showed that The prevalence of chronic dis-
ease co-morbidity in China aged ≥60 years was 42.8% [95% CI (36.6, 49.3%)].
Subgroup analysis showed that the prevalence of chronic disease co-morbidity
was 37.1% (95% CI (29.6, 45.3%)) in men and 39.5% (95% CI (30.4, 49.3%)) in
women; the prevalence of 2 chronic diseases was 51.6% [95% CI (43.9, 59.3%)]
and 3 chronic diseases was 25.5% [95% CI (21.0, 30.4%); the prevalence was
45.3% [95% CI (33.7, 57.4%)] in < 2019 and 41.9% [95% CI (35.1, 49.0%)]
in ≥ 2019; the prevalence was 74.4% [95% CI (37.6, 93.4%)] in North China
and 52.5% [95% CI (33.9, 70.4%)] in East China. Conclusion: Current evidence
suggests that the prevalence of chronic disease co-morbidity is high among the
elderly in China, but there has been a downward trend in recent years, this study
differed by sex, co-morbidity type, region, and time. Limited by the quality of
included studies, further studies should be performed to confirm our findings.

Keywords: Chronic disease co-morbidity · Prevalence · Elderly · China ·
Meta-analysis

1 Introduction

As the global disease spectrum changes, chronic disease co-morbidity have become a
major threat to human life health and quality of life [1], the elderly are a vulnerable
population for chronic diseases and often with higher prevalence. The co-morbidity rate
of chronic diseases among the elderly over 65 years of age in China is as high as 70%
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[2], the incidence rate increases sharply with age, significantly reducing the health of the
elderly, increasing readmission rates and potential social and economic burdens, even
increasing the risk of death [3–8], which has become an important public health problem
that needs to be addressed globally. It is of great significance to explore the prevalence of
chronic disease co-morbidity in the elderly for disease prevention and management. The
prevalence of chronic disease co-morbidity has been studied in depth in academia, but the
sample size of individual studies is small,most of them are single-center research studies,
the results are not representative. In this paper, we collected studies about the prevalence
of chronic disease co-morbidity in China aged ≥60 years by searching databases. Meta-
analysis was used to quantitatively analyze the prevalence studies to clarify the current
status of the prevalence and the influencing factors to provide a basis for strengthening
the disease preventive and management.

2 Materials and Methods

2.1 Inclusion Criteria and Exclusion Criteria

Inclusion criteria: (1) Study design: Cross-sectional study; (2) Research subjects:
Chronic disease co-morbidity population aged ≥60 years in China; (3) The original
literature clearly provides the total sample size and the number of patients; (4) Diag-
nosis of diseases according to the International Classification of Diseases (ICD-10);
(5) Outcome indicators: Prevalence of chronic disease co-morbidity. Exclusion Criteria:
(1) Studies for which the full text was not available or incomplete data; (2) Repeated
publications; (3) Complications rather than co-morbidity.

2.2 Search Strategy

The databases of PubMed, Web of Science, CNKI, VIP and Wanfang were searched by
computer. Single proportion studies on the prevalence of chronic disease co-morbidity
among the elderly in China from June 2011 to June 2022. Database searches and manual
searches were used and references included in the literature were traced. Search terms
included: chronic disease co-morbidity, chronic co-morbidity, multi-morbidity, elderly,
older adults, co-morbidity, multiple chronic conditions, chronic disease, chronic illness,
comorbidity, China, Chinese.

2.3 Quality Assessment

We used the quality standards of the American Institute for Health Care Quality and
Research (AHRQ) on cross-sectional studies for quality scoring [9], The AHRQ consists
of 11 items, each item is evaluated by “yes”, “no” and “unclear”, “yes” is 1 point, “no” or
“unclear” is 0 points, the scores of each item are added up to the total score (0–11 points),
the set scores are 0–4 points for low-quality literature, 5–7 points for medium-quality
literature and ≥8 points for high-quality literature.
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2.4 Literature Screening and Data Extraction

Two graduate students independently screened the literature, extracted information and
cross-checked. In case of disagreement, it is resolved through discussion or negotiation
with the 3rd party. First, apparently irrelevant literature was eliminated by reading the
title and abstract, followed by further reading of the full text to determine whether to
include. Contents include: first author, year of publication, study site, age, sample size,
number of patients and prevalence.

2.5 Statistical Methods

Meta-analysis was performed usingMantel-Haensel algorithm to test for Heterogeneity.

Q = ∑k
i=1 Ŵi

(
Ĵw − Ĵwi

)2
The statistic Q follows chi-square distribution with degrees

of freedom k − 1.We choose k as the number of cross-sectional studies for this study,Wi
as the inverse of the standard square of the effect size andQ as the total effect size. When
heterogeneity test is statistically different, the heterogeneity index I2 is further calculated
and the random effects model corrected by the Der Simonian and Larird method was
chosen.

Q<K

Q>K

(1)

Weights of each study.

(2)

Effect sizes for all studies combined and 95%CI (Take theOR value as an example).

(3)

CMA 3.0 software was used to evaluate the funnel plot, Begg’s test and Egger’s test
for publication bias. Sensitivity analysis was used to evaluate the stability and reliability
of the analysis results.
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3 Results

3.1 Literature Search Results

A total of 2473 literatures, 582 in Chinese and 1891 in English were obtained through
preliminary search, after a layer-by-layer screening. 31 literatures were finally included,
including 27 Chinese literature and 4 English literatures (Fig. 1).

Fig. 1. Literature screening map

3.2 Basic Characteristics and Results of Risk of Bias Evaluation

The basic characteristics of the included studies and the results of the risk of bias
evaluation are shown in Tables 1 and 2.

3.3 Results of Meta-Analysis

The 31 included studies were tested for heterogeneity, the results showed I2 = 99.87%
(p < 0.01), so the random-effects model was chosen for Meta-analysis (Fig. 2).

3.4 Subgroup Analysis

Subgroup analysis was performed using gender, type of chronic disease, publication
time, and regional distribution as grouping factors, there was high heterogeneity in
all subgroups, so a random-effects model was used to combine effect sizes. Subgroup
analysis showed that the prevalence of chronic disease co-morbidity was 37.1% (95%
CI (29.6, 45.3%)) in men and 39.5% (95% CI (30.4, 49.3%)) in women; the prevalence
of 2 chronic diseases was 51.6% [95% CI (43.9, 59.3%)] and 3 chronic diseases was
25.5% [95% CI (21.0, 30.4%); the prevalence was 45.3% [95% CI (33.7%, 57.4%)]
in <2019 and 41.9% [95% CI (35.1, 49.0%)] in ≥2019, In addition, the prevalence of
chronic disease co-morbidity in different regions was also included (Table 3).
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Fig. 2. Forest plot of the total prevalence

3.5 Sensitivity Analysis

Sensitivity analysis was performed using a literature-by-literature exclusion method.
The study results did not change significantly before and after excluding literature, the
findings of this study were more stable.

3.6 Publication Bias Analysis

The results of the funnel plot show that the symmetry of the distribution of the left and
right points of each study is poor, however, the p-values of Egger’s and Begg’s tests were
0.063 and 0.126, suggesting a low likelihood of publication bias (Fig. 3).
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Fig. 3. Publication bias funnel plot

4 Conclusion

With the accelerated aging of the global population, the increase in life expectancy
and the widespread prevalence of risk factors, the base of patients with chronic disease
co-morbidity in China is gradually increasing [41–43], many problems caused by co-
morbidity are posing a great challenge to the development of the economy and society.
Previous studies were mainly limited to small sample surveys with poorly representative
outcomes. A total of 31 cross-sectional studies involving 226209 patients were included
in this paper, with literature quality scores ranging from 7 to 9, indicating that the quality
of the included studies wasmoderate and above. Individual studies were excluded one by
one for sensitivity analysis. Egger’s andBegg’s testswere performed to verify publication
bias. Meta-analysis showed that the prevalence of chronic disease co-morbidity among
the elderly in China was 42.8% [95%CI (36.6, 49.3%)],the prevalence was lower than in
Switzerland [44] and the United States [45] and higher than in Italy [46] and Indonesia
[47], which may be related to differences in geography, economic conditions, study
setting and sample size. In order to study the true variability of co-morbidity, more
in-depth studies are needed in China in the future. The prevalence is still at a high
level, which may be related to the Chinese people’s health level, while the elderly have
poorer physical resistance compared to younger people and poor lifestyle habits such
as excessive smoking and alcohol consumption and lack of exercise can lead to the
occurrence of chronic disease co-morbidity [48].

The prevalence of co-morbidity was higher in women (39.5%) than in men (37.1%),
which is consistent with the results of previous studies and may be related to the higher
life expectancy and longer exposure to risk factors in women than in men [49], so
women should pay more attention to their chronic disease co-morbidity status [48]
and enhance their self-management awareness. Subgroup analysis of different chronic
disease categories showed that the prevalence of 2 chronic diseases (51.6%) was higher
than the prevalence of 3 chronic diseases (25.5%), the prevalence ≥3 chronic diseases
was 41.9%, and the prevalence ≥4 chronic diseases was 24.6%.The results of subgroup
analysis in different regions showed that the prevalence was highest in northern China
(74.4%), followed by eastern China (52.5%), which may be related to the different
dietary habits and lifestyles in each region. Subgroup analysis of different publication
times showed a higher prevalence of chronic disease co-morbidity in<2019 (45.3%) than
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in ≥2019 (42.7%). In recent years, the problem of co-morbidity has attracted national
attention and people’s awareness of co-morbidity has gradually increased, changing bad
habits and lifestyles can reduce the occurrence of disease.

This study also has some limitations: (1) There may be publication bias due to under-
inclusion of literature. (2) Limited by the characteristics of individual rateMeta-analysis,
there was high heterogeneity among the included literature, although subgroup analysis
was conducted by gender, type of chronic disease, region, and time, it still could not
reduce the heterogeneity, which may have affected the accuracy of the results. (3) The
included studies were cross-sectional studies, selection and measurement biases were
inevitable due to the limitations of the study design.

In summary, the prevalence of chronic disease co-morbidity among the elderly in
China was 42.8%, with a higher prevalence among women thanmen. The above findings
need to be confirmed by additional high-quality studies, influenced by the quality and
number of included studies.
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Abstract. As a new technology, Non-Fungible Token (NFT) has sparked a surge
in asset digitization. NFT, which is unique, irreplaceable, and indivisible, can be
used for investment, traceability, data storage, and so on. However, the application
of NFT is not solid—risks such as wash trading and broken links abound, and data
cannot be confirmed. In response to the aforementioned issues, previous authors
proposed some policy solutions; however, few academic studies onNFT risks have
been published. First, this paper examines the current transaction risks of the NFT
ecology before proposing a regulatory approach to financialmarket fraud. Thenwe
investigate two common applications of NFT—supply chain traceability and data
right confirmation—and propose methods to improve security based on existing
research risks. Finally,we summarize thework of this paper and provide an outlook
on NFT. To the best of our knowledge, we have conducted the first exploration of
NFT ecological regulation approaches, as well as studied the security risks of two
major application scenarios: traceability and data right confirmation.

Keywords: NFT ecological regulation · NFT traceability · NFT data right
confirmation · Non-fungible token

1 Introduction

With the rise of blockchain in recent years, questions about digital object ownership
and usage have arisen. Purchasers of digital goods are only users, not owners, under the
rules of intellectual property licensing and online contracts designed by the Internet in the
21st century [1]. The emergence of Non-Fungible Token (NFT), which uses distributed
technology to confirm rights, has changed this.

Digital collections were one of the first applications of NFT technology. Because of
the ease of demonstrating NFT ownership and the climbing mentality of most people,
the NFT trading market is exceptionally hot. The total global market value of NFTs was
approximately $12 billion in November 2022 [2]. The massive trading market poses

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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regulatory challenges; illegal transactions involving NFTs have been staged secretly and
quietly around the world. NFTs’ unique and traceable nature allows them to demonstrate
advantages in terms of traceability and data right confirmation in addition to financial
transactions. While academic research on using NFT to solve various problems has
been conducted, the application of NFT is not solid, such as the problem of broken
links for off-chain data reading, the authenticity of NFT corresponding to physical asset
traceability, and access control of NFT data storage. Despite the fact that the NFTmarket
is booming, few academic studies have been published to address the aforementioned
issues.

In summary, the main contributions of this article can be listed as follows.

• The current research on NFT is more concerned with digital art and the economic
benefits of NFT; however, this paper aims to analyze the financial risks in the current
NFT ecology and propose a regulatory approach as well as policy solutions from the
perspectives of cryptography and data analysis.

• This paper summarizes the history of the NFT supply chain, investigates the broken
link problem and data access control in the traceability process, and provides security
strategies in response.

• This study examines the application scenarios of NFT data right confirmation, exam-
ines the potential risks encountered from the standpoint of copyright protection, and
provides relevant risk mitigation recommendations.

The remainder of this paper is organized as follows. Section 2 discusses the relevant
theoretical background of NFT. Section 3 introduces the NFT ecology and outlines the
financial regulation process. Section 4 discusses NFT traceability and risk avoidance
methods. The methods of NFT data corroboration and risk avoidance are then investi-
gated in Sect. 5. Finally, Sect. 6 summarizes the work of this paper, analyzes the current
challenges confronting NFT, and provides an outlook.

2 Background

2.1 Theoretical Basis

Several technical elements, including blockchain and smart contracts, are required for
the practical implementation of NFT.

Blockchain is a decentralized, distributed database that records transactions or other
information efficiently between two or more parties [3]. The two main features of
blockchain are decentralization and the difficulty of tampering with data. Based on
these two features, the data stored by the blockchain is more trustworthy and authentic,
which can aid in resolving the issue of mutual mistrust [4].

Ethereum is a new open blockchain public chain platform that allows anyone to build
and use decentralized applications that run on the platform using blockchain technology
[5]. Ethereum has Turing completeness, which enables the smart contract mechanism.
Smart contracts are programs that are stored on the blockchain and run when certain
conditions are met. The data on the blockchain is transparent and tamper-proof, and it
can run indefinitely.
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Smart contracts provide transparency and efficiency because there is no third party
involved and the cryptographic records of transactions are shared among the participants.
The NFT principle, on the other hand, is to choose a blockchain for the development of
a smart contract and to extend the NFT properties based on various underlying criteria.
The structure of the NFT smart contract based on the ERC-721 standard is depicted in
Fig. 1.
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Fig. 1. The structure of the NFT smart contract based on the ERC-721 standard.

2.2 NFT Introduction

NFT is also known as “Non-Fungible Token” and it is used to identify unique items.
It also has the characteristics of non-exchangeability and non-separability [6], which
distinguish it from Fungible Token (FT). Transactions require a single smart contract
invocation and are primarily developed and exchanged using three underlying standard
protocols: ERC-721 [7], ERC-1155, and ERC-998.

ERC-721 was the first standard for non-homogeneous digital assets and is now the
most commonly used password format in ecological scenarios. The ERC-721 protocol is
used as the underlying protocol by the once popular crypto cat “CryptoKitties” [8]. The
ERC-721 protocol specifies four types of NFT metadata: global ID, NAME, SYMBOL,
andUniformResource Identifier (URI). The tracking and transfer of items can be quickly
implemented using theERC-721 protocol, and the trajectory can be recorded on the chain
[6].

ERC-1155 extends ERC-721 to allow the issuance of any type of NFT asset in a
single contract; the ID is now a class rather than an item. Sending smart contracts based
on a class can achieve a large number of multi-class asset transfers, etc., at the same time,
which significantly improves transfer speed and can also meet the flexible application
requirements in different scenarios [9].
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ERC-998 stands for Composable NFTs (CNFT), and the underlying protocol stan-
dard is designed to contain multiple ERC-721 and ERC-20 token forms. When this
underlying protocol standard is used to generate tokens, a single transfer can package all
different types of tokens. The comparison of these three standards is shown in Table 1.

Table 1. The comparison of ERC-721, ERC-1155 and ERC-998.

Name Standard Applicable
platforms

Transfer
efficiency

Gas Degree of
decentralization

Degree of
information
loss

Frequency
of use

Non-Fungible
Token (NFT)

ERC-721 Ethereum Low Low High Low High

Semi-Fungible
Token (SFT)

ERC-1155 Ethereum
and others

Medium Medium Medium Medium Medium

Composable
NFTs (CNFT)

ERC-998 Ethereum
and others

High High Low High Medium

2.3 NFT Categories

As shown in Table 2, NFT can be divided into three categories: the first is the digital
identity of the entity, which encrypts the existing physical items; blockchain technology
can ensure that it will not be tampered with or copied in the process of buying, selling,
and collecting; and the NFT of the goods can be queried to confirm the authenticity
of the goods by the complete production history record of the goods and the relevant
certificates. The second category is the digitized form of physical items on the chain,
which is equivalent to physical item derivatives and traditional art work digitization.
The third category includes the use of NFT and other blockchain technologies to create
native digital artworks [10], which are virtual products created with blockchain and
smart contract technologies and are commonly found in blockchain games [11].

The inherently immutable, indivisible, and irreplaceable nature of NFT remains
unchanged regardless of the form of presentation. This is why NFT is commonly used
to chain traditional artworks: to solve the problem of traceability, a robust, decentralized
digital art market infrastructure is used. While NFT is currently being researched in the
financial sector,NFTapplications are also applicable to other areas such as global authen-
tication, supply chains, data sharing, data trust, access control, and creating incentives
for NFT creators.

2.4 NFT Workflow

To create an NFT, you must first create a digital wallet in which the NFT will be stored.
There are numerous wallets available, including MetaMask, Trust Wallet, Phantom,
Coinbase, and others. A private key, which will be used to access the wallet, must also
be created.

Figure 2 depicts the NFT minting, uploading, and trading workflow. The seller must
first create a marketplace account that supports NFT, and then connect the wallet to the
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Table 2. NFT categories and attributes.

NFT categories Physical subject
matter

Value added Commodity
anti-counterfeiting

Traceability

Digital identification of entities
√ × √ √

Entities in digital form on the chain
√ √ × √

Virtual blockchain products × √ × √

marketplace account and send a request to mint NFT before uploading the digital file of
NFT. It is critical to note that the NFT description, which is called “metadata” as shown
in Fig. 2, must be provided when uploading the file. For NFT minting, the seller chooses
amarketplace-supported blockchain.Minting is the process of creating a newNFT using
the NFT smart contract and listing it at a price determined by the seller. Any interested
buyer will be able to view the listed product and attempt to purchase it via the front-end
Decentralized Application (DApp). Finally, if the transaction is completed successfully,
the NFT will be transferred to the buyer, and the seller will receive revenue.

Blockchain

NFT Seller

NFT

NFT Buyer

Front-end
DApp

NFT
Smart Contract

A request to create an NFT is 
made and upload NFT metadata

1

5

The value of the sold NFT is 
transferred to the seller

NFT-based Platform for Transactions

The NFT buyer attempts to 
buy a listed NFT

4

5

The bought NFT is transferred 
to the buyer

2 3The metadata of the 
minted NFT is stored

The metadata of the NFT is fetched 
and displayed on the front-end DApp

Item Information

Token ID A unique identifier of the token
CID ID of digital content
Resource URI A string representing the resource to be accessed
Owner The address of owner
PK The public key of owner
ID The ID of owner
Timestamp Create time of the NFT
Price Price of a day

Fig. 2. The workflow of NFT minting, uploading, and trading.

3 NFT Ecology and Regulation

With the wave of digitization, NFT, particularly the digital copyright value of artworks,
is rising. Sun et al. assetize physical objects on the chain using smart contracts and
automatic safe deposit boxes, achieving a strong binding of physical assets off-chain
with virtual assets on-chain [12]. Yatipa et al. provide technical details for implementing
NFT based on the ERC-1155 standard because assets must be broken down into small,
risk-parity parts for resale [13]. However, current NFTs use consensus that is mostly
dominated by Proof-of-Work (PoW) algorithms, which waste a lot of resources. Dan
et al. proposed environmental smart contracts, a new type of NFT smart contract, to
address the ethical quandary faced by environmentally conscious digital artists [14].
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3.1 Market Transaction Risk

Financial attacks through market manipulation are possible due to the centralized man-
agement of exchanges, opaque trading processes, and transparency of the blockchain.
Due to the fact that bids are visible to other network participants, attackers can offer
higher prices, allowing malicious transactions to be executed before the victim trades.
This is referred to as “frontrunning” [15]. The authors of Flashboys demonstrate how
arbitrage bots can generate a small amount of revenue by front-loading trades on Decen-
tralized Exchanges (DEX) [16]. By applying both front and back office to the victim’s
trades, the Sandwich Attack increases the risk of arbitrage. Zhou et al. calculated the
likelihood of carrying out such an attack as well as the potential profit [17]. In fact, a
21-year paper reported a staggering $28.8 million in blockchain profits extracted in just
two years using leveraged entrapment, clearing, and arbitrage [18].

3.2 Financial Fraud Regulation

Thepseudo-anonymity ofNFT, aswell as the unpredictability of itsmarket capitalization,
increase its potential for use in money laundering. The Ethereum platform is currently
used for the majority of NFT transactions, but it only provides pseudo-anonymity, not
strict anonymity or privacy. Users can only partially hide their identity, but if the public
knows the link between their true identity and the corresponding address, they can
directly observe all of the user’s activities under that address. Furthermore, because the
foundation of NFT is a token, “virtual currency” or “virtual currency derivatives” the
associated crowdfunding project is likely to be considered illegal crowdfunding. NFT
carries the risk of illegal fund raising, as well as fund raising fraud. Victims can also fall
victim to simple social engineering scams by investing NFT in bogus state trust funds
[19].

Platform venues that cast or auction NFT transactions are currently in charge of
NFT transaction regulation. Do a good job of Know Your Client (KYC) and have strict
control over customer real-name authentication; complete a good anti-money laundering
strategy or purchase some anti-money laundering outsourcing technology; do a good
job of reporting to the net messaging or net security department in a timely manner,
report NFT online products, and send reports to regulators on a regular basis [20].
Meanwhile, complex encryption principles and security assumptions, such as the existing
homomorphic encryption, zero proof of knowledge, ring signatures, and multi-party
computation, can improve the security of financial transactions. A qualified security
company can conduct a security audit before the project goes live. Awhitelistmechanism
is established during project operations to restrict NFT transactions.

The first study on market dynamics and security issues in the NFT financial ecosys-
tem was conducted by Nicola et al. In the case of Wash Trading, the primary goal of the
traders is to increase the NFT pool’s sales volume in order to create a false boom in NFT
[21]. Brunet et al. identify NFT owners and track their transaction flows using network
topology and transaction-following features [22]. Oleg et al. offer the concept of “em-
bedded regulation” where the regulatory approach can be included into Decentralized
Finance (DeFi), decreasing the complexity and expense of using DeFi software for con-
sumers [23]. We think that Oleg et al.’s method may be applied to the NFT transaction
process (Table 3).
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Table 3. Summary of NFT ecological safety regulatory approach.

Policies and
regulations

(a) Strict controls on the real name authentication of customers;
(b) Anti-money laundering strategies or outsourcing techniques;
(c) NFT product reporting to cyber trust or cyber security authorities;
(d) Sending reports to regulators on a regular basis

Cryptography (a) Homomorphic encryption;
(b) Zero-knowledge proofs;
(c) Ring signatures;
(d) Multi-party computation;
(e) Security audits prior to project implementation;
(f) Whitelisting mechanism during project operation

Transaction data
analysis

(a) Nicola et al. proposed features for wash trading transactions [21];
(b) Brunet et al. use network topology and transaction-following features to

identify NFT owners and track their transaction flows [22];
(c) Oleg et al. propose “embedded supervision” with supervision methods

built into DeFi [23]

4 NFT Traceability Applications and Risk Avoidance

Growing consumer awareness and internal quality requirements at manufacturers have
created a new demand for supply chain traceability. Customers who buy food are willing
to buy more and pay higher prices if they can establish a source for the product [24].
When multiple parties are involved, existing centralized solutions are plagued by data
silos and a lack of trust. The primary goal of implementing traceability systems is
to increase customer confidence in the delivered product. Blockchain technology and
NFT combine to provide common characteristics such as decentralization, verifiability,
uniqueness, and non-fungibility, which are thought to improve data traceability [25–28].

4.1 NFT Supply Chain Traceability Investigation

Figure 3 depicts current blockchain-based supply chain traceability solutions that enable
multi-level tracking of goods through the use of tags like RFID and QR codes [29]. Such
linkagemechanisms are commonly found in post-retail supply chains [30] or can demon-
strate the counterfeit origin of high-value goods such as diamonds and pharmaceuticals
[31]. However, because they do not consider the manufacturing process, these methods
are limited to goods that have already been processed—that is, they cannot be traced
while the product is being processed, nor can they trace the production chain of the end
product and its main components.

Chronicled, a technology company that released an improvement to the network that
allows users to verify the authenticity of healthcare products using a blockchain-based
private chain, proposed the traceability solution [32]. Sadri et al. [33] propose a solution
to the problem of poor visibility in the blood donation supply chain in order to trace data
in the blood donation supply chain. However, neither of the two preceding solutions
systematically models supply chain traceability. Martin et al. propose a blockchain-
based supply chain management system based on the timber sales process, in which
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Transporter Customer

The goods are picked up 
by the distributor

Retail Store

The goods are delivered 
to the retail store

The goods are purchased 
by customers

Goods Manufacturer

Data Analysis

Prediction of future 
demand is given

Goods data Goods dataGoods data

Physical Transfer
Data Transfer

Fig. 3. Flow showing typical supply chain.

the product components are projected as NFTs onto the blockchain and smart contracts
are used to track the goods, including their transformation during the manufacturing
process [6]. This mechanism ensures supply chain transparency and easy-to-understand
production data. The solution can serve as the foundation for a blockchain-based supply
chain management system, but it needs to be expanded to cover realistic issues like
payment for goods, goods loss, and goods ownership.

In response to the aforementioned challenges,Noura et al. proposed a solution in their
supply chain work for fine jewelry NFT, in which the participating entities are divided
into four categories: jewelry certificate authorities, jewelry retail stores, courier services,
and customers [34]. On Ethereum, three smart contracts are created: the ERC-721 smart
contract, which predefines the casting and management of NFTs; the bidding smart
contract, which finds the highest bidder in the auction and announces the result of the
bid; and the physical delivery smart contract, which ensures secure and reliable package
delivery. The Certificate Authority evaluates the jewelry, generates the jewelry NFTs,
and grants the jeweler ownership. Once a jewelry retailer or customer purchases the
physical twin of a jewelry NFT, ownership of the jewelry NFT is transferred according
to the ERC-721 standard.

4.2 NFT Traceability Risk and Avoidance

Through the use of NFT, the supply chain management system ensures the authenticity
and dependability of the traceability process. It is critical that the information sources
be trustworthy in order to improve the reliability of traceability. To address the issue of
NFT source trust, Haya et al. incorporate registration, reputation, and incentives into the
NFT ecosystem. However, there is a risk of data leakage as well as unreadability in the
process of data traceability [35].

The Broken Link Problem. The Broken Link Problem is a fundamental flaw in
existing blockchain NFT representations [36]. Because NFT files are frequently too
large and the cost of on-chain gas storage is prohibitively expensive, NFT-linked hashes
are provided in smart contracts. However, these off-chain storage solutions (i.e., external
websites) do not require an immutable ledger: simply not updating the website is enough
to cause NFT links to “break” and point anywhere. There is no practical way to avoid the
broken link problem with digital NFTs until they are secured on a platform similar to the
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blockchain itself [37]. We believe that hosting NFTs on the Interplanetary File System
(IPFS), a web-based peer-to-peer (P2P) file system that helps ensure file distribution,
can solve this problem. However, IPFS relies on the popularity of seed files for storage,
which means that if the NFT is not of interest, it may suffer from broken links as well.

Data Access Management. The use of blockchain technology allows entities to
share information in an efficient manner, eliminating the need for multiple centralized
databases, which frequently leave data fragmented and inaccessible. All participating
entities have equal access to the blockchain. Madine et al. proposed allowing users to
upload encrypted content and cast it as NFT for sale to prevent data owners’ data from
being used without their knowledge [38]. However, the purchaser can only access the
private data on the NFT for a limited time before it is automatically deleted. Because it
is not possible to save the data in Madine’s proposed solution, Ramyasri et al. proposed
a blockchain-based solution for access control of medical data without the need for a
central authority or third party. The proposed solution has only two phases: entity regis-
tration and access to medical data. However, the solutions presented above are not based
on NFT for data access control. Ahmad et al. proposed an NFT-based solution in which
the owner of a medical product can be easily identified at any point in time, allowing
regulators to implement accountability measures and standards [39].

5 Right Confirmation of NFT Data and Risk Avoidance

Meten Holding Group Ltd. (METX.US) used NFT technology to copyright protect
courseware as early as June 14, 2021. NFT technology is now being considered as a
copyright protection technology, and ownership is becoming a public concern. It is nec-
essary to use NFT to prove data ownership and avoid the risks that may arise as a result
of it (Table 4).

Table 4. Comparison of data traceability and data access solutions.

References Applications Block-chain Trace-ability NFT-based The broken
link problem

Data access
management

Chronicled
[32]

Healthcare product
traceability

Private chain
√ × √ ×

Sadri
[33]

Blood donation
information traceability

Private chain
√ × × √

Martin
[6]

Wood production
traceability

Ethereum
√ √ √ √

Noura
[34]

Jewelry certification and
purchase traceability

Ethereum
√ √ √ √

Madine
[36]

Personal data access Ethereum
√ × √ ×

Ramyasri
[40]

Personal medical
Data access

Ethereum
√ × √ ×

Ahmad
[39]

Medical product
Data access

Ethereum
√ √ √ ×
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5.1 Right Confirmation Research Using NFT Data

Because of the open and shared nature of the Internet, copyright protection has faced
significant challenges in the Internet era, and emerging NFT technology is expected
to provide an effective solution for copyright protection. At the moment, NFT tech-
nology has been widely adopted by artists and music publishers, who use blockchain
technology’s decentralization, timestamp, and encryption algorithm to store the created
works in the blockchain after minting and generate a unique digital ownership certificate
corresponding to the work, thereby achieving the goal of copyright protection [41].

Zhao et al. proposed a Blockchain-based Digital Rights Management (BMDRM)
scheme that incorporates NFT and smart contracts in a related study [42]. All processing
data is stored in the Ethereum private chain, a highly secure distributed ledger based
on encryption and signatures that ensures the security and efficiency of transactions
and authorizations. Imran Ush Shahid et al. identified news copyright and used it to
combat the spread of fake news by issuing it as NFT [43]. To begin, a scoring system
is established based on the Ethereum platform using the ERC-1155 standard to cast
the news as NFT and distribute it. Each user can rate the news, and finally, the news
is judged to be credible based on the calculated percentage of news authenticity. The
authors’ authenticity scoring formula is as follows.

Ra = P

U × 4
× 100 (1)

Ra is the percentage of authentic ratings, P is the total number of user ratings (ranging
from 0 to 5), and U is the total number of rated users. Although the publisher of the news,
i.e., the NFT creator, is identifiable, it is not stated which platform the users who rated
the news’s authenticity were on. The rating mechanism is entirely under the control of
the users, and if the users are unable to judge the authenticity of the news or the number
of controlled bot users increases, the authenticity rating will suffer and the news will
remain vulnerable to manipulation.

The ownership ruling of data is central to the copyright discussion of works, and
Shae et al. proposed a scheme in which NFTwas used to solve the problem of data rights
in the health care field. Shae et al. used NFT to model healthcare data in order to solve
the problem of healthcare data silos by managing, accessing, and exchanging them on
a blockchain platform [44]. Initially, blockchains were intended to be anonymous, but
true identity requirements are critical for auditability, traceability, and accountability in
blockchains used for healthcare data.

Figure 4 depicts the NFT exchange process in healthcare data sharing. The data
provider (patient) first registers the medical data on the blockchain as an NFT. As the
NFT owner, the blockchain platform will record its ID. After that, the data provider
can send the NFT to the hospital. When a transaction is authenticated and authorized,
a Strong Kidney (SK) token, an ERC-20 token, is transferred to the account of the data
provider. The SK token grants access to VIP services such as fast-track queue access
and discounted fees during the visit. SK Tokens can be bought with real money at SK
token exchanges (such as hospitals).

The use of SK tokens to pay for VIP services during medical visits is a simple
business model. According to Shae et al. [44], the scope of pass use should be expanded
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Fig. 4. NFT healthcare data sharing process.

to incentivize data providers (patients) to provide data, for example, SK tokens can be
exchanged for some hard-to-buy concert tickets or soccer game tickets. However, we
believe that the ERC-20 token can provide incentives on its own, so the actual utility of
the SK pass has yet to be determined.

5.2 Data Rights Confirmation Risk and Avoidance

Copyright infringement is a common practice in the monetization of digital media.
There are at least ten popular NFT platforms, and ownership of digital collections on
the blockchain is only valid after they have been chained. If you want to declare the
collection’s copyright, you must upload the work to each platform. This, however, will
significantly increase the labor and time costs.

Adopting Decentralized Identity (DID) to determine the ownership of NFTs can
effectively address the issues of fraud and plagiarism that plague artists and creators.
Lee et al. propose NextAuction, a next-generation NFT auction service that can reliably
trade the ownership of individual content using DID technology [45]. The NextAuction
service uses DID throughout the auction process to provide users with proof of identity
in a transparent and consistent manner, improving the reliability of service participants.
Buyers and sellers will be able to verify the provenance of digital artwork, and DID can
facilitate interactions between artists and communities, such as limiting NFT ownership
to community members to limit scalping or providing exclusive NFT content to specific
groups of people.

Watermarking, one of the oldest but most widely used authentication techniques, can
also be used. In the case of digital collections [46], the discrete cosine transform (DCT)
is used to incorporate and retrieve input images. The images in the feature space are
first transformed using the Fourier transform. The DCT algorithm is fed the digital col-
lection image and the watermark image; the digital collection image is then segmented
into 88 squares, and the watermark image is added to them, completing the watermark
embedding; and finally, the user sees the image information with a reasonable balance
of robustness and transparency. The Inverted DCT (IDCT) method is required to retrieve
the watermarked image from the source image because it has a significant power com-
pressibility feature, whichmeans that themajority of the information set is contained in a
few low-frequency elements of the DCT. The JPEG compression algorithm employs this
feature to extract and eliminate unnecessary harmonic information from the image. Real-
time multimedia, in addition to images, can be watermarked, increasing the scalability
of NFT applications (Table 5).
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Table 5. Comparison of data traceability and data access solutions.

References Description Block-chain Role Trace-
ability

Authen-
tication

Zhao [42] Trading and licensing digital rights,
automating the process of
determining the security and
efficiency of trading and licensing

Ethereum
private chain

Digital
copyright
protection

√ √

Imran Ush
Shahid [43]

Distribution of news into NFT,
determination of news copyright,
and establishment of a system to
score the authenticity of news

Public chain News
copyright
protection

√ ×

Shae [44] Model medical data as NFT,
manage, access, and exchange it on
the blockchain platform

Federated chain Medical data
rights

√ √

Lee
[45]

Adopt DID for NFT confirmation to
solve the plagiarism problem

Klaytn chain Digital
artwork
rights

√ √

Ankala
[46]

Use DCT to add a watermark to
multimedia to solve the problem of
infringement

– Digital
artwork
rights

× ×

6 Conclusion

Because of its uniqueness, transactability, and traceability, NFT technology and its
supporting blockchain infrastructure have been investigated as a potential solution to
improve existing industrial applications. Aside from NFT transactions, prominent NFT
application scenarios include supply chain traceability and data corroboration. The NFT
eco-supervision approach is investigated for the first time in this work, as are the secu-
rity risks of the two application scenarios of traceability and corroboration. This paper
examines the current financial risks in the NFT ecosystem before proposing a regulatory
approach based on cryptography and data analysis. The current security risks in two
major scenarios of traceability and data confirmation are analyzed, and corresponding
solutions are provided by summarizing the development history and research progress
of NFT. This work can assist NFT practitioners in understanding the benefits of NFT
applications.

Only two NFT application scenarios are analyzed for risk in this study, and future
work may propose more detailed countermeasures for other NFT application risk states.
Such as security flaws in stacking and smart contract layout; the risk of prophecymachine
manipulation during data transmission; NFT diminishes its incentive role as a pass-
through and must address liquidity issues; and the NFT trading market is still subject to
centralized control. Furthermore, in many jurisdictions, NFT is untested, and the scope
of NFT regulation is unclear.
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Abstract. In recent years, blockchain has become popular for its char-
acteristics, such as decentralization, data immutability, and easy trace-
ability, and has been used in the financial industry, IoT, law, etc. How-
ever, smart contracts for blockchain are highly professional and poorly
readable for users. As a result, several domain-specific languages (DSLs)
based on smart contracts have been proposed to reduce the cost of com-
munication between users and contract developers, and even enable users
to write reliable smart contracts by themselves. Domain-specific lan-
guages for smart contracts are proposed to achieve the goal of being able
to automatically translate to universal smart contract programming lan-
guages while retaining the readability, critical writing style and enhanced
semantic clarity of natural language. Therefore, we investigate the emer-
gence of DSLs based on smart contracts since Blockchain 2.0, analysis
and discuss the advantages and disadvantages of existing DSLs. We clas-
sify these DSLs by different intermediate abstract structure, and propose
to design a quantitative evaluation framework of DSL features to evalu-
ate. Finally, we conclude the existing DSLs’ characterstics and propose
future the development direction of DSL based on smart contract.

Keywords: Blockchain · Smart contract · Domain-specific language

1 Introduction

Ethereum has become one of the most popular platforms for smart contract
development since the Web2.0. So, the smart contract programming language
Solidity [1] become naturally the most popular language, and the other two lan-
guages, Serpent and Mutan [2] are also supported in Ethereum. In addition,
universal programming languages(UPLs) such as C++, Rust, Golang, Java and
Python, etc. [3,4] are also widely used for the design and development of smart
contracts for various blockchain platforms. For the above smart contract lan-
guages, they all have many common language features, which means developers
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
X. Qiu et al. (Eds.): ISCC 2023, SIST 350, pp. 110–125, 2024.
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can develop the smart contract proficiently by learning the extra knowledge of
blockchain and smart contract design specifications. However, due to the increas-
ing requirement of blockchain, the application of blockchain are becoming more
and more extensive [5], and the requirements for smart contract development
vary greatly from the different scenarios, which means requiring developers to
not only be familiar with smart contract languages, but also need to understand
the domain and behaviour of smart contracts in the current application scenario
to meet the needs of the current. As the developers do not understand well the
domain knowledge of the requirements and domain experts do not know how
to develop smart contract. So the cost of communication is expensive between
the two, and the productivity has low efficency. According to van Deursen [6]
et al. ‘A domain-specific language (DSL) is a programming language or exe-
cutable specification language that offers, through appropriate notations and
abstractions, expressive power focused on, and usually restricted to, a particular
problem domain.’ Thus, a smart contract DSL has the readability like natural
language, a specification-writing paradigm, semantic clarity, and the ability to
automatically translate into a realistic smart contract. In general, DSLs have
many advantages over GPLs [7].

The main advantage of DSLs based on smart contracts is that domain experts
don’t need to learn an additional programming language or software engineer-
ing, just only need to focus on themselves domain to write usable smart con-
tracts that meet their needs. Figure 1 shows the general framework of DSL for
generating finance-related smart contracts, which differs from traditional smart
contracts that users just need to focus on writing similar realistic contracts,
and then it can convert to the real smart contract. Although DSLs can only
execute a specific task by a limited extent, they perform well in their respec-
tive domains, due to their outstanding expertise ability. We provide a structural
survey of the current state of the development of DSLs that are developed for
blockchain smart contracts, and evaluate each of them in different domains and
characteristics. Our main purpose is to provide a reference for smart contract
developer or relevant users, and to propose a quantifiable evaluation framework,
which based on FQAD (Framework for Qualitative Assessment of DSLs, FQAD)
[8], which aims to reduce the cost between the domain experts and smart con-
tract developer,while evaluating existing DSLs for smart contract, and to provide
recommendations for the future development of smart contract-based DSLs.

Firstly, we propose the qualitative evaluation framework for DSLs, FQAD in
Sect. 1. We classifies smart contract-based DSLs in different domains, analysis
them by aboved framework. We provide a comparative analysis between DSLs
based on their attribute characteristics in Sect. 3. Finally, we summarize the
advantages and disadvantages of existing smart contract-based DSLs, and pro-
vide a summary and outlook for the future development of smart contract-based
DSLs
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Fig. 1. The general framework of DSL

2 Quantification Evaluation Framework QFQAD

FQAD is a framework for DSL evaluation based on ISO/IEC 25010:2011, which
defines a set of attributes for evaluating the quality of DSLs, including:functional
suitability, usability, reliability, maintainability, productivity, extendability, com-
patibility, expressiveness, reusability and integrability. But it does not give a uni-
form quantitative standard based on the definitions. There are many metrics for
reliability evaluation, such as MTBF(Mean Time Between Failure) [41]. MTBF
is a reliability metric used to evaluate electronic products, and this quantifica-
tion scheme is widely used in many applications including electronic products
[42], including the application to the blockchain [43].

This section, we propos a DSL quantification evaluation framework ‘QFQAD’
based on FQAD and reliability metric quantification schemes. The evaluation
framework is shown in Table 1.

2.1 Properties of QFQAD

Functional Suitability It refers to the extent to which a DSL is fully developed
and determines whether the DSL contains all the necessary functionality in the
domain and does not contain extra unnecessary function. This property is used
to describe the extent to which the DSL has been developed to meet the needs
of the domain.
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Usability It refers to how easy it is for users to use the DSL to achieve a stated
goal. The DSL should be designed to use easily and convenient to achieve the
expression of domain. We invite several users from within and outside the domain
to evaluate the DSL in order to conclude fairer conclusions. This property are
mainly used to describe whether the DSL is easy to use at the level of use and
operation and easy to learn.

Reliability It refers to the property of generating a reliable programmable
smart contract. It determines whether a DSL has a complete and standard syntax
definition, whether it has a syntax detector. This property describes whether the
statements written by that DSL are accurately and reliably converted into the
programmable smart contract code correctly.

Maintainability It refers to how easy it is to maintain the DSL after it is com-
pleted. It determines how easy it is to modify DSL components to correct errors,
improve performance or other attributes, or adapt to changing circumstances.
This type of property mainly describes how clear and cohesive the structure of
the DSL is. This attribute is generally related to the design model and code
transformation of the DSL, and choosing the right development framework will
make it easier to maintain later.

Productivity It refers to the extent to which a DSL improves programming effi-
ciency. It determines how much more efficient a DSL is compared to the original
general purpose programming language. This type of property focuses on pro-
gramming efficiency within a specific domain. This property is generally related
to the design model and code transformation of the DSL, and programming effi-
ciency varies from domain to domain. This type of property mainly describes
the advantages of the DSL over the general purpose programming language in
the domain.

Extendability It refers to how easy it is to add new function to this DSL. It
determines whether the DSL has modules or interfaces to allow users to cus-
tomize the DSL to add new functionality. This attribute is generally related
to the design tool or development method of the DSL. This property describes
whether the DSL can be extended to meet the different scenarios needs for the
user.

Compatibility It refers that the degree to which the DSL, domain and devel-
opment process. The degree of suitability between the DSL, the domain and the
development process is judged. This type of property is primarily a judgment of
the importance of the DSL within the domain and the ease of development. This
attribute is generally related to the choice of the design framework of the DSL,
where the choice of a suitable framework and the ability to logically conceptualise
the domain can increase the domain compatibility of the DSL.
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Expressiveness It refers to the ease with which a domain problem solution can
be mapped into a program. This property is used to evaluate the ability of DSL
to solve problems in that domain. The syntax rules of different DSLs are closely
related to the domain problems they solve. This is because DSLs are designed
to improve domain-specific expressiveness. A good DSL should be able to map
problems easily to the appropriate program.

Reusability It refers to the extent to which the language structure of a DSL can
be used in other languages. It is a matter of determining how applicable a DSL
is and whether it is straightforward for the average person to use. Generally
speaking, different DSLs have their own specific language structure, but the
automatic mapper that generates the code is reusable and can be converted to
a different language by modifying the mapping rules.

Integrability It refers to the ease with which a DSL can be integrated with
other languages and modeling tools. It determines whether the DSL can be
adapted to other tools, such as formal verification tools. This property is gener-
ally related to the design model and code transformation of the DSL, and the
choice of design tools for DSL development allows developers to select different
plug-ins depending on the framework. This type of property mainly describes
whether the DSL has the ability to work with other tools.

3 DSLs

In this section, we survey different DSLs based on smart contracts, classified
according to two types of DSL intermediate abstraction: Formal Models:
Extract the information of entity linkage and logic rules in the contract, establish
the mapping model of formal model and smart contract language and specific
statement mapping relationship, and generate the corresponding executable con-
tract code. Contract Template: DSL has set up corresponding contract code
templates for different application scenarios, and the executable smart contract
code can be generated by setting relevant parameters and adding corresponding
logic.

3.1 Formal Models

Marlowe Marlowe [9] is mainly designed for financial smart contracts. The users
can write smart contracts by using only ‘single’ Marlowe language, but also by
directly referencing Marlowe code into the Haskell [10] programming language,
using its features for different situations, which makes them easier to read and
reuse. Typically, Marlowe contracts are built by linking different blocks, which
are functional modules that describe contract execution, monitoring real-world
events as trigger conditions, etc. Marlowe contracts are compiled into serialized
Plutus core code using the PlutusTx compiler [11] so as to create a validator
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script of Cardano [12] to execute the real contract. The strength of this DSL is
that it supports the static validation of contracts before it runs and the language
is able to perform formal verification via the Isabelle theorem provers to ensure
the security of the funds. However, as of writing this paper, Marlowe has still
not proposed an official semantic specification.

Das Contract Das Contract [32] is an open source DSL project that allows
for writing smart contracts by graphical which is beneficial for reducing the
semantic errors or misunderstandings in text. It supports that users create con-
tracts by BPMN(Business Process Model and Notation) [44]. The translator of
this DSL can translate ‘Das Contract’ into corresponding solidity codes. The
authors used DEMO(Design and Engineering Methodology for Organizations)
[45] and BPMN to analysis the target domain and design process of DSL. The
strength of this DSL has strong expressiveness on scenarios of writing complex
contract by combing block. The project provides a demonstration of Eurpoean
Union election process [33].

iContractML iContractML [34] is developed to solve the heterogeneity of dif-
ferent blockchain platforms and reduce the developer’s workload. This DSL
is an open source project and the style of writing contract is based on
graphic(UML metamodel). Nowadays, it can develop corresponding smart con-
tract for Ethereum, Hyperledger Composer, and Azure Blockchain Workbench
with this DSL. The implementation of abstraction is by creating correspond-
ing mapping on UML model convert to executable smart contract.The syntax
of DSL is designed by using OBEO Designer, and creating validation rules for
the model instances by Acceleo. The project has three cases for evaluating its
contract correctness and usability. The weakness of this DSL is that it can only
specify the structure of contract, not the execution condition of the parties.

FsolidM FSolidM [35] is designed for contract validation and the generation
of smart code is by Finite State Machine (FSM) [39] model graphs. The author
developed an open source web tool based on WebGME [40] for improving graph-
ical development efficiency. The web tool is applicated in translator of DSL and
formal validation tool VeriSolid [36]. The weakness of this DSL is that the FSM
to Solidity translation is semi-automatic and it requires human secondary writing
to perform to be executable Solidity code. This FSM model-to-smart contract
translation is improved by [37] FsolidM’s design structure ‘primary-secondary
separation’, which identifies patterns in which contracts can be executed out-of-
chain to decrease the runtime overhead of smart contracts.

LATTE LATTE [38] is a visual DSL based on Ethereum smart contracts,
that allows users to build a contract by manipulating visual objects in a direct
manipulation-based interface without writing Solidity code. At the same time,
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LATTE’s gas awareness allows for a straightforward representation of gas con-
sumption during contract construction, giving users a more intuitive sense of
what they are spending to generate a smart contract. But LATTE is only suit-
able for creating a single smart contract, not multiple templated contracts. The
platform also supports a single contract logic, and cannot support smart con-
tracts with complex logic or using complex algorithms.

Psamathe Psamathe [15] is specifically designed for dealing with asset man-
agement contracts on Ethereum and to avoid the associated vulnerabilities that
arise as a result (smart contract design). The language was developed by per-
forming a new abstraction, called ‘flow’. The strength of Psamathe is that it
can automatically build universal contract templates over traditional smart con-
tract code. Because it is built around ‘flow’, it facilitates contract syntax condi-
tion checking, workflow modification, and contract compilation errors, providing
advantages such as quick start-up and contract security for experts in different
domains. The authors set up several test cases to test the language, but did not
perform an overhead analysis, robustness and performance test from the user’s
perspective.

ADICO ADICO: Frantz [21] proposed a high-level abstract textual DSL with
syntactic support from ADICO [22] and a built-in syntax-based semi-automatic
translator that converts the ADICO contract to its corresponding smart contract
which consists of Solidity code. Its translator of DSL is developed by Scala, and
its action of conversion to Solidity is defined by a mapping structure from the
DSL to its corresponding Solidity template. ADICO is a declarative DSL, provid-
ing an extra abstraction of intermediate that makes it easy for users. However,
ADICO can only generate corresponding solidity smart contract templates. It
still requires the user to edit it based on it and manually add extra logic functions
to satisfy its compilation rules.

DAML DAML [24] is an available DSL project of Digital Asset, which purposed
to perform multi-domain, complex business application development. It can be
developed and integrated with different blockchain platforms on its abstract
ledger, such as Sawtooth, Fabric, Corda, etc. The writing type of DAML smart
contracts is textual and follows the UTXO model [25] as well as integrating
Ethereum smart contracts [26]. The development language of this DSL is Scala
and programming language Haskell is used as for developing the compiler. There-
fore, it is not only operationally friendly but also independently interoperable in
meeting the privacy protection needs among different platforms of blockchain.

Archetype Archetype [27] is developed for the Tezos blockchain platform with
the support of the Tezos Foundation by Edukera company. It is designed for
smart contract formal validation to enhance security. This DSL is mainly devel-
oped by the OCaml [28]. The archetype contract supports to be translated into
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various scripts, such as ligo, markdown, google script and why3. The character-
istics of Archetype contract are: logic clear, strict execuation conditions,explicit
state machines, standalone development API. The language is still in develop-
ment and has more than 26 releases.

ink! ink! [29] is developed for the blockchain platform Substrate by Parity Tech-
nologies. This DSL is open source and development language is using Rust. It
has a high-level abstraction of writing style, which makes it easier to use and
execute than the WebAssembly language [30].

Lity Lity [31] is a DSL developed from a Solidity-based design with new syntax
extensions, it is highly optimized for business users and easy to use for developers
in the financial industry. The user interface is designed to be friendly and easy to
operate. Besides, its built-in functions can reduce gas consumption and improve
execution efficiency. At present, the language only supports the Ethereum plat-
form, and the level of abstraction is not high. Using its built-in contract template
is not complete and needs to be written twice according to the Solidity syntax
structure, which is not friendly enough for users outside the computer domain.

3.2 Contract Template

Findel Findel [14] is a DSL for financial which based on ideas, and its edit-
ing style is declarative. Findel contracts have three components: the contract
description, the issuer, and owner. And the issuer and owner are role as the
parties in the contract. Findel contracts are translated into executable code and
applicable to any blockchain platform, such as Fabric, Ethereum, etc. Findel
is useful in smart for complex condition-oriented Findel requires a low level of
abstraction when writing computer programming-related contracts, but it also
makes Findel excellently extensible.

SPESC SPESC [13] is a finanicial domain specific language that creates an con-
tract template layer on intermediate of the conversion of smart contracts, with
the aim of enabling experts in the financial domain to design and write smart
contracts without having a programming background. SPESC has a natural
language-like syntax that specifies smart contracts in a form similar to real-world
contracts, where the parties (defined as ‘contract parties’) and a description of
their obligations and rights (defined as ‘execution’), specify the structure and
syntax of the DSL, and implement the expression of relevant terminology, as
well as the transaction rules for each cryptocurrency. However, it is not directly
convertible into a usable smart contract and needs to be populated with its con-
tractual content according to the original smart contract language syntax and
structure, and the DSL can only generate the corresponding contract template.



When Blockchain Meets Domain Specific Language: A Review 119

CML CML [23] is a highly abstract UML-based DSL with a declarative and
imperative approach for editting contract. The DSL is not just limited to a single
domain, it covers areas such as: law, finance, asset trading, etc. The contract
is edited by CML is an easily understandable, editing style like real clauses
and formal contract to describe the respective behaviors (or commitments) of
contract participants. The DSL is designed to address the unified modeling and
behavior designation of unstructured legal contracts to enhance the automatic
conversion and interpretation of smart contract.

Tateishi Tateishis [20] contracts are written from contract templates and a
set of controlled natural languages (CNL) that undergo a transformation pro-
cess of formal models, state graphs, etc. and are finally translated into a smart
contract written in a programming language. By summarizing a large number
of contracts, the developer’s predefined contract document templates, formal
model templates, and transformation rules can be used for many similar con-
tracts. This not only reduces the development cost of smart contracts, but the
contract documents are also easily understood by business people or lawyers. It
is important to note that when dealing with the context of CNL sentences, it is
necessary to specify explicit parameter mappings for unclear pronouns such as
‘it’ to avoid ambiguity.

Ergo Ergo [16] is designed for commercial legal smart contract. This DSL is open
source and available as one part of the Accord project, which is supported by the
Linux Foundation. The Contracts can be written in Ergo(online WebIDE) are
generic across blockchain platforms, meaning they can be executed on different
distributed ledger platforms and it also supports that is executed off-chain. Ergo
is designed by Coq [17] which means it has a strict syntax definition. Also,
Coq can be used as a tool for the formal specification and validation for ergo
contracts. Nevertheless, Ergo is still on the development stage and its robustness
is poor, with more than 122 versions released.

SLCML SLCML (Smart Legal Contract Markup Language) [18] is designed as a
contract specification language that includes legal knowledge and characteristics
of business collaboration for decentralized autonomous organization (DAO) con-
tracts. SLCML is designed for developing CCBCs(complex collaborative business
contracts) and to eliminate technical barriers in legal and business structures to
draft contracts that are legally binding. This DSL was designed originally as
plugin for eSourcing markup language (eSML) [19]. It also supports defining the
configuration of smart contracts for DAO collaboration (rather than its develop-
ment) and it involves the legal concept of collaborative business behaviors such
as obligations, rights and performance. SLCML contract can be easy to under-
stand and have the advantage of being configurable for a wide range of contract
types. The disadvantage of this is the lack of domain integrity in contract.
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4 Comparing

Figure 2 shows the score of the above DSLs evaluated by QFQAD. And we will
discuss and compare the attributes of DSLs in language and development in this
section.

Fig. 2. DSLs’ score

4.1 Language Attribute

Table 2 shows the comparative of the aboved DSLs based on the language
attributes of DSLs: (a) User interface: This defines the type of interaction
with DSL; (b) Target domain: This tells about what application scenarios for;
(c) Target language: This defines the target language what the DSL translate
into; (d) Blockchain platform: This means what platform the smart contract
are deployed; (e) Platform type: The blockchain platforms are generally class-
fied two types: Public, Private; (f) Domain ability: This tells about if the DSL
has ability to solve completely solve the problems of target domain; (g) Time:
This means when the DSL is proposed.

4.2 Development Attribute

Table 3 shows the comparative of the aboved DSLs based on the development
attributes of DSLs: (a) Type: This tells the DSL how to be developed; (b)
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Implementation: This tells the DSL is developed by what programming lan-
guage is; (c) Contract-Validation: This means if the smart contract generated
by the DSL can pass contract validation; (d) Maintenance: This tells about if
the development team or author maintained to the DSL after it was released;
(e) Test: This tells if the DSL was tested in the proper application scenario; (f)
Open source: This defines source code of the DSL are pubilc or private.

5 Conclusion

In this paper, We present a systematic survey and analysis of the DSL based on
blockchain from 2017. We classify the above DSLs by user-interface, describe the
advantages and disadvantages of each of them. We proposed a quantified FQAD
framework for the DSLs. Finally, we compare them by the language attributes
and development attributes. We found that: (1) Most of the DSLs have strong
functional suitability and expressiveness in their domain. (2) There are only a
few DSLs that support graphical interface, the others are textual. (3) Most of
the DSLs’ target blockchain platform is Ethereum, and their target language is
Solidity. (4) Most of the DSLs are developed for financial and muti-domain. (5)
Many DSLs are available and open source on GitHub and the official website. We
believe that the development of DSL should focus on multi-domain and multi-
platform blockchains, which include platform heterogeneity and cross-domain in
the future.
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Abstract. In recent years, the rapid development of blockchain technology has
attracted a great deal of attention from academia and industry, as it can be applied
to a variety of traditional financial and non-financial domains. Blockchain pro-
vides decentralized, tamper-evident, and traceable characteristics that enhance
the security of these domains. Recent researches have revealed, however, that
there are some security abnormalities in the blockchain transaction process, and
in order to solve these issues, the detection of the behavior of anomaly transaction
is required. In this paper, we initially explore typical and abnormal transactions in
blockchain technology before delving deeply into the integration of anomaly trans-
action detection algorithms in blockchain applications. Then, we examine con-
ventional approaches for anomaly identification and blockchain-based techniques
for transactional anomaly detection. Then, a thorough analysis of blockchain
anomaly detection models in the financial domain and its application in non-
financial domains was presented. Finally, based on the results of the survey, we
conclude with future research directions and challenges.

Keywords: Blockchain · Transaction behavior · Anomaly detection · Detection
model

1 Introduction

Blockchain, a booming and revolutionary technology, is decentralized, secure, anony-
mous, traceable, and tamper evident. The successful application of blockchain to digital
currencies such as Bitcoin and Ethereumhas led to its widespread development in the fin-
tech sector. Blockchain technology is becoming one of the most promising technologies
in the next-generation Internet interaction system [1]. In addition to cryptocurrencies,
blockchain is proposed as one of the emerging digital industries in the Outline of the 14th
Five-Year Plan and 2035 Visionary Goals for National Economic and Social Develop-
ment of the People’s Republic of China, which proposes "to develop blockchain service
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platforms and financial technology, supply chain finance, and government services with
a focus on alliance chains." As a result, blockchain technology has been applied to
social services, risk management, medical care, and other fields [2]. However, most
of the current research focuses on exploring the applications of blockchain technology
in these fields, and although the characteristics of blockchain can solve the security
and privacy problems that exist in these applications, abnormal behaviors may occur
in the blockchain during transactions, reducing the security, privacy, and reliability of
these applications. Although there are some studies on the security and privacy issues of
blockchain, there is still a lack of systematic investigation into the security issues during
the transactions of blockchain systems [3].

Based on the existing studies, blockchain-related application scenarios can be
broadly classified into two categories, which are financial domain-related applications
[4, 5, 6] and non-financial domain-related applications [7, 8, 9]. Since blockchain tech-
nology has natural financial attributes since its inception, it has more extensive and
mature applications in the fintech field, and some relevant studies exist on the issue of
security [10, 11, 12]. In the applications related to the blockchain financial field, users
are making a large number of transactions every day, which are packaged by miners
into blocks on the chain, however, there are inevitably some abnormal behaviors in the
transaction process, and these behaviors, if not curbed, will disrupt the normal trans-
action order and harm the personal interests of users. In order to avoid these abnormal
transaction behaviors, these studies detect the abnormal transaction behaviors existing
in blockchain networks. However, in non-financial fields, such as social governance and
government and livelihood scenarios, blockchain-related applications are mostly still in
the exploration stage, and relatively few studies have been conducted for the detection
of abnormal behaviors in these applications. Therefore, this paper discusses the anoma-
lous behavior of blockchain-related application scenarios in financial and non-financial
domains.

The rest of the paper is structured as follows. In Sect. 2, the concept of blockchain
transactions is outlined, and blockchain normal and abnormal transactions are discussed
separately. Section 3 discusses the anomaly detection methods in the traditional cyberse-
curity domain, and the characteristics and detection methods of blockchain anomalous
transaction behavior. Next, Sect. 4 discusses the use of anomaly detection methods in
different scenarios of blockchain, and Sect. 5 discusses future research approaches and
challenges. Finally, in Sect. 6 we conclude on the basis of the survey.

2 Blockchain Transaction Behavior Overview

Transactions are a core concept in blockchain systems, and in this section, we discuss
the concepts of blockchain normal and abnormal transactions, respectively.

2.1 Blockchain Transaction Definition

Transaction is a very important concept in the blockchain system. We usually regard the
blockchain as a distributed ledger that is constantly synchronized in real time, in which
any action can be considered as a transaction. After the introduction of smart contracts
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in blockchain, the contract call can also be regarded as a transaction, so the transaction
in blockchain has gone beyond the definition of “value exchange”, and a more precise
definition is that the transaction is a record of a transaction in the blockchain. And no
matter how big or small the transaction is, it needs the participation of transaction.

Create Tx

Tx Signature

Tx Verification

Tx Broadcast

Tx sorting and packaging

Tx execution

Multi-party consensus 
building

Validate Tx

Storage Tx

Client Access Nodes

Network-wide 
Nodes

Consensus Nodes

Send Tx

Broadcast
Block

Tx enter the trading pool 
of each node

1
2

3
4

Fig. 1. Blockchain transaction process.

Figure 1 shows how a transaction is added to the blockchain as shown in the trans-
action flow in the blockchain. The user’s request is given to the client, and the client
creates a transaction and digitally signs the transaction; after sending the transaction to
the access node, the node verifies the signature of the transaction to determine whether
the transaction is legitimate, and the legitimate transaction will be broadcast to other
nodes known to the node; next, the transaction is packaged as a block to be consensus,
and then sent to each node, and after the node receives the block, it calls the block verifier
After receiving the block, the node will call the block verifier to take out the transaction
from the block one by one and execute it. Then the blockchain requires the nodes to
reach consensus on the execution result of the block before the block can be released, and
the node will start to release the block after reaching final consistency through different
consensus algorithms; after the block is released by consensus, the node will verify the
transaction and store the transaction and execution result in the block to the hard disk
permanently.

2.2 Blockchain Abnormal Transaction Definition

In this paper, the complete process of a normal transaction in blockchain is discussed
in Sect. 2.1, however, in the actual transaction process, there may be some anomalies,
and we call the anomalies that exist in the blockchain transaction process as blockchain
anomalous transactions, and in this section,wewill introduce the definition of anomalous
behavior and the classification of anomalous transactions in blockchain. Anomalous
behavior existswidely in variousfields, and there are different definitions for anomalies in
different applicationfields. The book [13] classifies exceptions into three categories in the
following manner, namely, point exceptions, contextual exceptions, and set exceptions.

Different from the above abnormal classification methods, blockchain abnormal
transactions can be divided into two categories, one is the abnormal behavior generated
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by blockchain transactions themselves due to technical risks, and the other is the abnor-
mal behavior that exists through analysis based on the data generated by blockchain
transactions. The first category is the vulnerability arising from the risk of technical
vulnerability or imperfect design of consensus algorithm in the process of blockchain
transactions. Typical abnormal transaction behaviors exist due to technical risk, such
as double flower attack, routing attack, 51% attack, etc. The second category is to ana-
lyze the data generated in blockchain transactions to conclude the existence of abnor-
mal transactions, and such typical abnormal transaction risks include money laundering
transactions, Ponzi schemes, fraudulent transactions, extortion transactions, etc.

3 Blockchain Abnormal Transaction Detection Analysis

This section first introduces the analysis framework of traditional anomalous behavior
detection techniques, and then introduces the characteristics of blockchain anomalous
transaction behavior and the corresponding detection methods.

3.1 Traditional Anomaly Detection Methods

In the traditional field of cybersecurity, anomaly detection is a very important data anal-
ysis task, which detects anomalous behavior from a given data set, and the increasing
complexity of the network environment of the Internet has prompted the continuous
updating of detection tools. Anomaly detection has been extensively studied in statistics
and machine learning [14], while it is also known as outlier detection, novelty detec-
tion, deviation detection, and anomaly mining. Researchers have different definitions of
anomalies in different fields, and Hawkins [15] gives a more universal definition: “An
anomaly is an observation that deviates so much from other observations that it raises
suspicion that it was generated by a different mechanism”. In addition to the field of
cyber security, anomaly detection techniques are also widely used in healthcare, public
health, fraud detection, intrusion detection, image processing, and other fields [16].

Figure 2 shows the traditional framework for network anomaly detection, where the
input data is processed and then anomaly detection is performed in twoways (supervised,
unsupervised), and the output results obtained are evaluated using a score-following-
label situation [17]. The advantage of this generic framework for network anomaly
detection is its simplicity, and the disadvantage is that the input data needs to be pro-
cessed and only a single anomaly detection can be performed for different data types.
This detection framework is also applicable in the field of blockchain anomaly trans-
action behavior detection due to the more uniform blockchain transaction data types.
There are still some research challenges in the area of traditional network anomaly
detection [17], despite the many available detection techniques, and current intrusion
detection techniques are time-sensitive [18]. Anomaly detection techniques need to be
continuously updated.

This section introduces that anomaly detection is widely used in various fields
and there are some challenges in the traditional network security anomaly detection
field, which also exist in blockchain anomalous transaction behavior detection. The next
section focuses on how to extract and detect anomalous transaction behavior features of
blockchain.
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Fig. 2. General framework for traditional network anomaly detection

3.2 Blockchain Abnormal Transaction Behavior Feature Extraction
and Detection

The literature [19] summarizes and analyzes the abnormal transaction behavior in
blockchain from the basic features of smart contracts and the topology of blockchain
networks, and the paper mentions that the behavioral features of Ponzi scheme, game
gambling contract and social network contract in smart contracts can be constructed by
the 14 basic features proposed by Hu et al. [20] to improve the recognition rate of smart
contract classification. The study is to identify abnormal transactions by analyzing the
features of the transactions to make judgments on the transaction patterns.

How to extract the features of abnormal trading behavior, different methods are used
in [21], and to study whether there is market manipulation due to the drastic price fluctu-
ations of cryptographic digital currencies, it uses complex networks to model users and
transactions, proposes a framework for dynamic trading network analysis, uses Singular
Value Decomposition (SVD) method to analyze the trading fluctuations of the network
and found a great correlation between abnormal user behavior and price fluctuations,
as shown in Abnormal transaction behavior Table 1, for six abnormal trading behaviors
of users. These abnormal trading behaviors, except for the self-loop, each transaction
between users is a normal transaction, but because there are too many transactions in a
short period of time, the set of these transactions is judged as abnormal, which is also
mentioned in the literature [13] for the set of abnormalities. However, the pattern of
abnormal trading behavior obtained in this way to determine the abnormal behavior has
some problems, and if a large number of accounts are created for trading at the same
time, they can avoid being detected by this method, because there are a large number of
accounts in the hands of some institutions.

To solve the problem of multiple account transactions, the attribution of accounts
needs to be clarified, and the complex holding, and trading relationships in the market
should be clarified, and the accounts in the virtual space should be related to the entities
in reality. The complex relationships between entities and various accounts in the token
ecosystem are revealed in the literature [22] by describing the characteristics of token
creators, holders, and trading transfer activities, and by constructing an Ethereum token
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Table 1. Abnormal transaction behavior

Abnormal transaction
behavior

Description Anomaly factors Detected anomaly

Self-circulation An account made 749
trades with itself

Self-Tx Tx frequency Illegal Tx

Unidirectional Account A made 322
sell trades to account B

Tx frequency Malicious Tx

Bidirectional Account A and
account B traded with
each other more than
150 times

Tx frequency Malicious users

Triangular There is a triangle-like
structure between the
three accounts

Recurring Tx Malicious Tx

Polygonal Many accounts form a
polygon-like group

Recurring Tx Malicious Tx group

Star-shaped The star model has a
core account that buys
or sells bitcoins to
many accounts

Tx Number Malicious accounts

transaction network framework, using graph analysis, and proposing an algorithm to
discover the potential relationships between tokens and other accounts. The literature
[21] answers the association relationship between entities and accounts but does not
explain why these entities hold these accounts.

When an account is determined to be an abnormal account, it is clear that transac-
tions between abnormal accounts are abnormal transactions, and therefore the identifi-
cation of abnormal accounts has been the focus of research in recent years. Previously
machine learningmethods [12, 23]were used to automatically detect anomalous contract
accounts, however it was difficult to accurately identify the characteristics of anoma-
lous contracts and obviously statistical analysis based on that contract was also invalid,
and secondly overfitting of the model was caused by ignoring the imbalance and repet-
itiveness of smart contract accounts. In Ref. [24], the authors propose a data-driven
robust method for detecting abnormal contract accounts in Ethereum, which first col-
lects both abnormal and normal contract data from Ethereum to solve the problem of
data imbalance. Next three types of feature sets are defined and combined to obtain a
more comprehensive set of features.

4 Blockchain Anomaly Transaction Detection

In this section, we have discussed the blockchain anomaly transaction checking model
in the financial domain and the blockchain application in the non-financial domain,
respectively.
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4.1 Financial Field

Blockchain technology has natural advantages in the field of fintech, so it has also been
very widely used in the field of finance [4, 5, 6], bringing a brand new change to the
development of thefinancial industry.However, the rapid development has also generated
many related security andbusiness risks, such asmoney laundering transactions, financial
fraud, Ponzi schemes, market manipulation and other problems, which have brought
heavy obstacles to the development of blockchain in the field of fintech. This section
provides an in-depth study on the financial application scenarios of money laundering
transactions and abnormal transactions detection in Ponzi schemes. The research related
to transaction detection is analyzed in depth, as shown in Table 2.

Money Laundering Transactions. Due to the decentralized, and anonymous nature
of blockchain, etc., It facilitates the transfer of funds for unscrupulous individuals. With
the emergence of bitcoin and ethereum, it has further facilitated money laundering trans-
actions and other illegal and criminal acts. In all major digital currency exchanges, there
are unusual transactions formoney laundering, and how to discernwhich transactions are
money laundering transactions is gradually becoming a focus of blockchain researchers.

Teichmann et al. [25] showed that cryptocurrencies are a very suitable tool for money
laundering, terrorism financing and corruption and that current compliance efforts in the
field of cryptocurrencies are ineffective. The literature [26] specifically analyzes the risks
associated with the uncontrolled use of blockchain technology by civil society, finan-
cial organizations, regulators, and law enforcement agencies, with a particular focus on
the risks of money laundering through blockchain technology. Guerra et al. [27] ana-
lyze the problem of money laundering through crypto-assets and propose an approach
to transnational anti-money laundering operations that uses tracking and reverse engi-
neering anonymity techniques to track cryptocurrency transaction history, as well as
employing a global blacklist of crypto-asset prefixes to prevent money laundering. Mak-
sutov et al. [28] investigated transaction anonymization methods using a decentralized
approach based on Coin Join transactions and showed that tracking Coin Join transac-
tions is feasible to determine the fact that users are involved in creating transactions,
providing additional advantages. Alarab et al. [29] performed a comparative analysis
of the performance of classical supervised learning methods by using a recently pub-
lished dataset from the Bitcoin blockchain to predict legal and illegal transactions in the
network. Oad et al. [30] proposed a Blockchain-enabled Transaction Scanning (BTS)
method to detect anomalous behavior, the BTS method specifies rules for outlier detec-
tion and fast flow of funds to limit anomalous behavior in transactions, and according
to experimental results, the proposed BTS method automates the process of investigat-
ing transactions and limits the incidents of money laundering. Karasek-Wojciechowicz
et al. [31] proposed Distributed Ledger Technology (DLT) based permissionless net-
work, while ensuring the protection of personal data according to the EU General Data
Protection Regulation (GDPR) rules, addressing the risk of money laundering and ter-
rorist financing arising from anonymous blockchain spaces or exchanges with strong
pseudonyms. Because virtual asset service providers are unable to identify originators
and beneficiaries, Park et al. [32] propose a distributed ledger technology (DLT) based
customer identification service model that enables virtual asset service providers to ver-
ify the identity of originators and beneficiaries. Other influential work includes [33],
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which explores the extent to which permissionless blockchain transactions can disrupt
the current anti-money laundering (AML) regime and enforcement efforts, respectively.

Ponzi Scheme. In the financial field, blockchain is more likely to be packaged by
unscrupulous elements as a ponzi scheme for frauddue to its complex technical principles
and various financial projects. a ponzi scheme is a typical financial investment fraud scam
that gives old investors lucrative interest and returns by continuously absorbing new
investors’ funds to create the illusion of making money to pull in more investments until
the capital chain breaks and collapses, the organizers are unable to repay the principal
and interest, and investors are left with nothing; Ponzi schemes have been found to
scam considerable assets on the blockchain, which brings a very negative impact on
blockchain technology.

To help deal with these problems, Chen et al. [23] proposed an approach to detect
Ponzi schemes on the blockchain by using data mining and machine learning methods.
Jung et al. [34] proposed an improved approach to provide a detection model for Ponzi
schemes on Ethereum using data mining to benchmark several classification algorithms
using Weka to obtain a model that simultaneously achieving high accuracy and high
recall. Chen et al. [12] collected real-world samples to propose a classification model to
detect smart Ponzi schemes, and by using the proposed approach, it is estimated that there
are more than 500 smart Ponzi schemes running on Ethereum. Lou et al. [35] proposed
an improved convolutional neural network as a detection model for Ponzi schemes
in smart contracts. Bian et al. [36] proposed an image-based scam detection method
using an attention capsule network focused on Ethereum. Chen et al. [37] proposed a
semantic-aware Ponzi scam detection method for identifying Ponzi scams in Ethereum
smart contracts. Fan et al. [38] introduced a new method to detect smart Ponzi schemes
in blockchain, proposing an Anti-leakage Smart Ponzi Schemes Detection (Al-SPSD)
model basedon the idea of ordered boosting.Yuet al. [39] proposed a graph convolutional
network (GCN)-based detectionmodel to accurately distinguishPonzi schemes contracts
on different real-world Experiments on the Ethereum dataset show that the proposed
model is effective in detecting Ponzi schemes compared to general machine learning
methods.

Jin et al. [40] proposed a generic Heterogeneous Feature Augmentation module
(HFAug) that can be combined with existing Ponzi scheme detection methods, and the
experimental results showed the effectiveness of heterogeneous information for detecting
Ponzi schemes. In their latest study, Jin et al. [41] introduced the Time-aware Metapath
Feature Augmentation (TMFAug)module as a plug-and-playmodule that can help exist-
ing Ponzi scheme detection methods achieve significant performance improvements on
Ethereum net datasets. TMFAug module, as a plug-and-play module, TMFAug can help
existing Ponzi scheme detectionmethods achieve significant performance improvements
on the Ethereum dataset, demonstrating the effectiveness of heterogeneous temporal
information for Ponzi scheme detection.

4.2 Non-Financial Field

With the in-depth research on blockchain technology, its development in non-financial
fields has also been rapid. Most of the current research is aimed at the exploration
of blockchain technology in these application scenarios, with less attention to security
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Table 2. Blockchain anomaly transaction detection in financial application scenarios.

Ref no Main objective Detected anomaly Methods/Algorithm Dataset

[27] Proposes a
framework of
anti-money
laundering principles
with a focus on
cryptocurrencies

Money laundering
consolidation

Global crypto asset
prefix blacklist

N/S

[28] Detecting
transactions involved
in money laundering
schemes

Money laundering
transactions

Track coin join
transactions

N/S

[29] Compare classical
supervised learning
methods

Illegal
Transactions

Aggregate Learning Bitcoin Dataset

[30] Blockchain-enabled
Transaction Scanning

Money laundering
transactions

Transaction scanning N/S

[31] License-free
networks based on
distributed ledger
technology

Money laundering
transactions

Unlicensed networks N/S

[23] Detecting Ponzi
schemes on the
blockchain through
machine learning

Ponzi scheme Machine learning N/S

[34] Using data mining to
provide a detection
model for Ponzi
schemes on Ethereum

Ponzi scheme Data mining Ethereum

[12] Detecting Ponzi
Schemes
Implemented as
Smart Contracts on
Blockchain

Ponzi scheme Extraction of two
types of features from
the transaction history
and operation code of
smart contracts

Ethereum

[35] An Intelligent Ponzi
Scheme Detection
Model Based on
Improved
Convolutional Neural
Network

Ponzi scheme Improved
convolutional neural
network

Ethereum

(continued)

issues. This section introduces the traceability and deposition applications of blockchain
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Table 2. (continued)

Ref no Main objective Detected anomaly Methods/Algorithm Dataset

[36] An image-based scam
detection method

Ponzi scheme Attention Capsule
Network
(SE-CapsNet)

Ethereum

[37] A Semantic-Aware
Ponzi Scheme
Detection Method

Ponzi scheme Semantic perception Ethereum

[38] An anti-leakage
intelligent Ponzi
scheme detection
model based on the
idea of ordered lifting
is proposed

Ponzi scheme Target statistics Ethereum

[39] A graph
convolutional
network (GCN)
based detection
model is proposed to
accurately distinguish
Ponzi scheme
contracts

Ponzi scheme GCN Ethereum

[40] Propose a generic
heterogeneous
feature enhancement
module

Ponzi scheme Capturing
heterogeneous
information related to
account behavior
patterns

Ethereum

technology in the non-financial field and discusses the challenges and future research
directions in this field in the next chapter.

Supply Chain Traceability. With the rapid development of internet technology, a
large number of emerging technologies have been applied to supply chain traceability
systems; however, these current systems are centralized, opaque andmonopolistic,which
can lead to trust problems [42]. Blockchain technology has been applied to the field of
supply chain traceability as a novel approach due to its decentralized and information
traceability characteristics. However, the current blockchain-related research for supply
chain traceability focuses on the exploration of applications and ignores the security risks
in the blockchain transaction process, which brings certain obstacles to the development
of blockchain technology.

Gálvez et al. [43] investigated the potential of blockchain technology to guarantee
traceability and authenticity in the food supply chain. Caro et al. [44] proposed Agri-
BlockIoT, a fully decentralized, blockchain-based traceability solution for agri-food
supply chain management that seamlessly integrates IoT devices that produce and con-
sume digital data. Westerkamp et al. [45] proposed a blockchain-based supply chain
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traceability system using smart contracts. Salah et al. [46] proposed a method to effi-
ciently execute business transactions using Ethereum blockchain and smart contracts
for soybean tracking and tracing throughout the agricultural supply chain. The current
prefabricated component supply chain management often faces challenges such as frag-
mentation, poor traceability, and lack of real-time information. To address these chal-
lenges, Wang et al. [47] developed a novel blockchain-based information management
framework for precast supply chains that extends the application of blockchain in the
construction supply chain domain. The contribution of Behnke et al. [48] is to identify
boundary conditions for sharing guaranteed information to improve traceability. Shahid
et al. [49] developed a novel blockchain-based information management framework for
agricultural and food (Agri-Food) supply chain proposed a complete solution, the pro-
posed traceability system writes all transactions to the blockchain and uploads the data
to the Interplanetary File System (IPFS) to ensure the efficiency, security and reliability
of the system.

Electronic Evidence. Blockchain technology solves some problems that arise in
the collection, identification, storage and application of traditional electronic evidence,
such as the possibility of tampering with evidence by forensic personnel cannot be
ruled out, and the credibility of forensic tools is not verified and it is difficult to obtain
evidence in a timely manner; using blockchain technology for forensics can reduce
manual participation and exclude falsification by forensic personnel, and the credibility
of forensic tools will be verified first during forensics. it can collect evidence quickly
and prevent evidence from being replaced.

To ensure the authenticity, invariance, and auditability of electronic evidence, exist-
ing studies have used blockchain and related extensions. Tsai et al. [50] proposed a
regulatory blockchain framework to facilitate the security and transparency of digital
evidence during criminal investigations, which is implemented on an Ethereum smart
contract to support the authenticity and digital evidence in the preliminary investiga-
tion, case management, and courtroom phases. Tian et al. [51] proposed a secure digital
evidence framework using blockchain, which has a loosely coupled structure in which
evidence and evidentiary information are maintained separately and only evidentiary
information is stored in the blockchain while evidence is stored in a trusted storage
platform. Kim et al. [52] proposed a two-level blockchain system that separates digital
evidence into a hot blockchain and a cold blockchain in the process of criminal investiga-
tion, frequently changing information is stored in the hot blockchain, while unchanging
data such as videos are stored in the cold blockchain. Miao et al. [53] address the data
authenticity and integrity problems of traditional electronic evidence storage methods
and the failure of existing blockchain storage schemes to consider storage cost and effi-
ciency well; proposed an electronic evidence storage model that uses directed acyclic
graph to optimize the on-chain storage efficiency of electronic evidence.
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5 Challenges and Future Research Directions

5.1 Blockchain in Finance for Abnormal Transaction Detection

Key Challenge. According to our analysis of anomalous transaction detection models
for blockchain-based applications related to the financial sector, we did not find any
discussiononprivacyprotection in the relatedwork. Stakeholders in blockchain networks
are reluctant to share their complete data because complete privacy guarantees are not
available.

Future Research Directions. The problem of protecting user privacy in anomalous
transaction detection in blockchain needs to be addressed, and how to balance the rela-
tionship between privacy issues and anomaly detection issues is an urgent problem for
relevant researchers to solve. To solve these problems, researchers can adopt methods
such as differential privacy and zero-knowledge proof.

5.2 Blockchain in the Non-Financial Sector for Anomalous Transaction Detection

KeyChallenges. The research on blockchain in the non-financial fieldmainly focuses on
application-related exploration, and not enough attention is paid to the security issues
in it. As the application of blockchain in the non-financial field gradually increases,
the next research needs to increase the research on the security of blockchain in this
field, especially the research on the abnormal transaction behavior in the non-financial
application of blockchain is often easily ignored by the researchers.

FutureResearchDirection. Research is needed on the detection of abnormal behav-
ior of blockchain transactions in the non-financial field, and how to solve the regulatory
problems in blockchain transactions is an important problem that researchers need to
solve.

6 Conclusion

With the emergence and popularity of digital cryptocurrencies, applications related to
blockchain technology have attracted great interest from academia and industry. The
decentralized nature of blockchain makes it a secure and trustworthy application plat-
form, and it is widely used in various fields. Although blockchain is more secure and
reliable compared to ordinary computer networks, it still has some vulnerabilities and
is susceptible to malicious attacks. In order to ensure the safe operation of blockchain
application platforms, abnormal transaction behaviors need to be identified in a timely
manner. Therefore, anomaly detection techniques have started to be studied to identify
abnormal behaviors in blockchain networks. In this paper, we dive into a comprehensive
survey of anomalous transaction detection models in blockchain. First, we present the
development of theoretical approaches related to anomaly detection in the traditional net-
work security domain. Then, we discuss the researches related to the area of blockchain
anomalous behavior detection and provide a detailed survey of anomalous transaction
detection in the financial domain and related application research in the non-financial
domain. Finally, we provide a comprehensive discussion of the challenges and future
research directions that researchers in the area of anomalous transaction detection in
blockchain systems need to focus on.
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Abstract. Supervision of wearing insulation gloves during electrical equipment
inspection is the top priority of safety protection in indoor and outdoor high-
voltage power areas. However, in the actual scene, there are usually incomplete
features of monitoring targets and insufficient feature information of small-scale
targets caused by factors such as occlusion and distance, which leads to low accu-
racy of inspection personnel wearing insulation gloves. In view of the above
situation, this paper proposes an improved testing model for insulation gloves.
Firstly, SCAM attention mechanism and M-MHSA module were integrated into
the feature extraction network to improve the ability of the model to extract global
information and target channel features combinedwithmulti-head attentionmech-
anism. Adding small target detection layer and using weighted bidirectional fea-
ture pyramid network (BiFPN) to carry out multi-scale feature fusion can improve
the detection ability of the model on different scale targets. The experimental
results show that the improved algorithm achieves 93.27% average accuracy and
32frame/s detection speed in indoor and outdoor high-voltage electricity usage
scenarios, which has good performance in the detection task of insulation gloves.

Keywords: Insulation gloves detection · Multi-head attention · BiFPN · Feature
fusion

1 Introduction

High voltage rooms and outdoor distribution areas are the key areas of indoor and outdoor
high voltage electricity consumption. At present, the supervision measure is often to
send safety supervisors to accompany the inspection. However, this supervision method
depends on the safety awareness of personnel, and there are problems such as high
labor cost and low efficiency.With the continuous development of computer technology,
the detection of insulating glove wearing based on surveillance video has gradually
become a research hotspot of this problem. Many scholars have carried out relevant
research on this, and the current methods mainly include traditional detection methods
and methods based on deep learning. Traditional methods usually use morphological
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operations combined with color and shape features to detect insulated gloves. Mummadi
et al. used the difference of glove shape to detect the area of the human hand and realized
the detection of wearing insulation gloves, but they were easily affected by light [1]. Yu
K et al. used edge detection algorithm to extract the contour of the hand and combined
color and shape information to determine whether gloves were worn [2]. Since the
traditional detection method is suitable for ideal scenes and easily affected by factors
such as illumination, color difference and scale size, the accuracy of detection needs to be
improved. With the development of deep learning technology, it also provides new ideas
for the detection of insulating gloves wearing. Jin et al. proposed a detection model
of insulating glove wearing based on convolutional neural network by improving the
VGG-16 network, but there was a problem of missed detection [3]. Zhao et al. proposed
an insulating glove wearing detection algorithm combined with Gamma transform by
improving YOLOv3, which successfully improved the detection accuracy of insulating
glove wearing under different illumination [4]. However, the above research methods
have the problem of low detection accuracy in the case of incomplete target features
under occlusion and small size targets. In view of the good accuracy and detection speed
of YOLO series algorithms in object detection, based on YOLOX, this paper integrates
SCAM attention mechanism into the feature extraction network to enhance the edge
feature extraction ability, and replaces the last layer of the feature extraction networkwith
the M-MHSA module to improve the global information of the model. Finally, a small
object detection layer and a weighted bidirectional feature pyramid network are added
to improve the feature fusion effect of small-scale objects [5]. Through comparative
experiments, it is concluded that the detection effect of the proposedmethod is better than
that of the common object detection algorithms such as YOLOX, which can effectively
solve the detection problem of insulating gloves wearing in complex scenes.

2 Improved Target Detection Network

2.1 Network Structure

The improved object detection network proposed in this paper is mainly divided into
three parts: backbone network, Neck network and prediction network. SCAM attention
module is integrated into the backbone network to improve the extraction ability of
target content features through its channel attention mechanism, and the spatial attention
mechanism is used to improve the positioning ability of target location information. The
M-MASHmodule is introduced at the end, and themulti-head attentionmechanismof the
transformer is combined to improve the ability of themodel to extract global information.
In the Neck network, BiFPN structure is used to replace the traditional PANet structure
to speed up the fusion of multi-scale features, and finally sent to YoloHead for target
prediction [6]. The overall structure is shown in Fig. 1 below.

The input image first passes through a Focus network structure, whose main role
is to extract pixels from the high-resolution image and reconstruct them into the low-
resolution image to obtain the corresponding feature layer. By stacking the channels,
the width and height information is concentrated into the channel information to expand
the receptive field and reduce the amount of calculation. After the Focus module, the
image is extracted through four structures composed of Conv module and CSP Layer
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Fig. 1. Network structure diagram

module. In order to suppress the interference of general features in the process of feature
extraction, the SCAM attention mechanism is introduced into the CSPLayer structure,
which mainly includes the channel attention module and the spatial attention module[6].
Its specific structure is shown in Fig. 2 below.

Fig. 2. Structure diagram of SCAM attention module

The input feature M first passes through the channel attention module, and the spa-
tial dimension of the feature map is compressed by max pooling and average pooling,
and obtains the corresponding max pooling features and average pooling features. The
channel attention feature weights are generated through the multi-layer perceptron and
multiplied with the input features to obtain the channel attention feature map, so as to
improve the extraction ability of the target content features. Secondly, the channel atten-
tion feature map obtains the corresponding spatial attention weight through the spatial
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attention module, and obtains the spatial attention feature map by multiplying it with the
channel attention feature map, so as to improve the positioning ability of target location
information. Since the channel attention feature map has more semantic information
than the original input feature M, which may make the attention area more concentrated
and the receptive field smaller, it is easy to ignore the attention edge features. Therefore,
the input feature M is multiplied with the spatial attention and added with the channel
attention feature map, and the final output feature N is obtained by the sigmoid function
[7]. In order to improve the model’s ability to perceive global information and extract
global features, while avoiding the loss of context information caused by prematurely
using the transformer structure in the network to force the regression boundary, this
paper replaces the last layer of the backbone network with theM-MHSAmodule, whose
specific structure is shown in Fig. 3 below.

Fig. 3. Structure diagram of M-MHSA

For a feature map X with the input size of H × W × C, the local spatial information
is encoded through the convolution operation with the convolution kernel size of 3 ×
3, and then the tensor information is projected into the high-dimensional space through
1 × 1 convolution to obtain the feature map with the size of H × W × d. After the
feature layer is expanded, multi-head self-attention mechanism is used for encoding [8].
The structure of the self-attention mechanism is shown in Fig. 4. The results of each
self-attention mechanism can be calculated by Formula (1):

head = softmax

(
qkT√
dk

)
v (1)

where q, k and v are the query vector, key vector and value vector of the self-attention
mechanism respectively, and dk is the dot product of the query vector and value vector.
Since the size of the last feature layer of the feature extraction network of the algorithm
in this paper is 20x20, four self attention mechanisms are used to form a multi head
self attention mechanism for spatial information coding. Each self attention mechanism
is used to calculate the relationship between different location pixels to improve the
extraction ability of the global location feature information of the model [9]. The results
calculated by the multi-head attention mechanism are re-adjusted into the feature map of
H ×W× d after folding operation, the featuremap is projected into the low-dimensional
space through 1 × 1 convolution, and the original feature map X is spliced to fuse the
feature map with spatial position information and the original input feature map, so as
to improve the overall global feature extraction ability. Finally, the number of channels
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Fig. 4. Structure diagram of multi-head self-attention mechanism

of the feature map is adjusted to be consistent with the input feature map by convolution
operation for feature fusion at different scales.

The feature map obtained by the feature extraction network contains four different
sizes of 160 × 160, 80 × 80, 40 × 40 and 20 × 20. The feature fusion between different
sizes is carried out through the BiFPN structure of the Neck network, so the feature
pyramid of the Neck network part is optimized below [10].

2.2 Improved Feature Pyramid Structure

The Neck network of the original YOLO series target detection model uses the combina-
tion of FPN and PANet to construct the feature pyramid network, the specific structure
is shown in Fig. 5a. FPN transfers the strong semantic information of deep features to
shallow features, and PANet transfers the strong location information of shallow features
to deep features. Through the combination of FPN and PANet, the parameter aggrega-
tion of different size detection layers is realized, and finally the feature fusion between
different levels is realized [11, 12]. The input of PANet is the feature information pro-
cessed by FPN, but the original feature information extracted by backbone network is
missing, which may lead to the problem of learning bias. Therefore, this paper uses
BiFPN structure to improve the feature pyramid, which is shown in Fig. 5b.

Firstly, nodeswith only one input end and one output end are screened out. If the input
node and output node are in the same layer, the original feature layer of the corresponding
backbone network is introduced to the PANet node for multi-scale feature fusion. At
this time, the input of PANet is composed of the feature information processed by
FPN and the original feature information. After the feature information of the original
feature extraction network is involved in the calculation, the effect of feature fusion
can be effectively improved, and the calculation amount of the model can be reduced
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(a)PANet  (b)BiFPN

Fig. 5. Pyramid structure with different features

by weight adjustment [13]. The prediction process mainly involves post-processing the
feature maps of four different sizes. After 1 × 1 convolution, the loss is calculated
and a feature vector including class probability, bounding box score and confidence is
generated. The calculation of loss is mainly divided into three parts: classification loss,
location loss and confidence loss. The total loss is the sum of the three types of loss,
and the smaller the total loss value, the higher the detection performance of the model
[6]. The confidence loss and classification loss are calculated based on the binary cross
entropy loss function, which are used to calculate the probability of the real labeled target
category in the model prediction rectangle box and the probability of the real labeled
target category in the model prediction rectangle box. The localization loss is used to
calculate the error between the predicted target box and the real target box, and IOU is
often used as the index [14]. However, there are problems of low regression accuracy
and missed detection of occluded targets, so the following will be improved from this
aspect.

2.3 Optimization Loss Function

The traditional YOLO series models use IOU to calculate the coincidence between the
predicted box and the true box and calculate the loss, and the calculation formula is
shown in Formula (2):

IOU = A ∩ B

A ∪ B
(2)

For the occlusion phenomenon in the detection of insulated gloves, the border regression
accuracy of IOU is low, and in the case of no intersection between the predicted box
and the real box, the value of IOU is 0, which cannot reflect the distance between two
boxes and cannot return the gradient. Therefore, DIOU is used as the loss function of
prediction box in this paper for improvement [15]. The specific calculation formula is
as follows:

DIOU = 1 − IOU + ρ(b, bgt)

c2
(3)

where b and bgt represent the center points of the predicted and true boxes, ρ represents
the Euclidean distance between the two center points, and c represents the minimum
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diagonal distance of the bounding rectangle that can cover both the predicted and true
boxes. TheDIOU is obtained by calculating the distance ratio between the predicted box,
the true box, and theminimumenclosing rectangular box [16].Non-maximal suppression
will set the prediction box whose DIOU is greater than the threshold to 0 when filtering
unnecessary candidate boxes, which may cause the problem of missing targets in dense
areas. Therefore, a more moderate calculation method is adopted in this paper, and the
score of the prediction box will be given according to the size of the overlap area instead
of directly setting 0 when calculating the score [17, 18]. The specific calculation formula
is as follows:

Si =
{
Si
Si(1−IoU (P,bi))

IoU (P,bi)<Q

IoU (P,bi)≥Q
(4)

where Si represents the score of the current predicted box, bi is the current detected box,
P is the detected box with the highest score, and Q is the threshold of the intersection
over union ratio.

3 Experimental Results

3.1 Data Sets and Environment Analysis

The data set used in this paper consists of images taken in high voltage chambers and
outdoor power distribution areas. There are a total of 3519 images, including two types
of objects with and without insulated gloves. In order to avoid the phenomenon of over-
fitting during the network training, we adopted stretching, translation, rotation and other
methods to enhance the data samples, and finally expanded the data set to 9726 pieces.
The image annotation software LabelImg was used for annotation, and the training set,
verification set and test set were divided in a ratio of 8:1:1, and the size of the input
image was 640 × 640.

The operating system running the experiment is Ubuntu20.04, the CPU is intel-i9-
12900 k, and the GPU is NVIDIA GeForce 3090. The training was performed with a
learning rate of 0.0006, Batchsize of 32, epochs of 100, and adam as the optimizer.

3.2 Index of Evaluation

In order to accurately evaluate the detection effect of the model, this paper uses Preci-
sion, Recall, Average Precision (AP) and Mean Average Precision (mAP) as evaluation
indicators to measure the performance of the model, and the specific calculation formula
is shown in the following:

Precision = TP

TP + FP
(5)

Recall = TP

TP + FN
(6)

AP=
∫ 1

0
Precisiond(Recall) (7)
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mAP = 1

n

n∑
i=1

APi (8)

where, TP indicates that the model prediction is positive and the real annotation is
positive, FP indicates that the model prediction is positive and the real annotation is
negative, and FN indicates that the model prediction is negative and the real annotation
is positive. The value of AP is used to evaluate the prediction effect of a certain type
of target. Generally, the value of Precision is the value obtained by integrating Recall
within the interval (0,1).mAP is the mean value of AP of multiple types of targets, where
n is the number of categories and i is the current category number.

3.3 Contrast Experiment

3.3.1 Qualitative analysis

In order to verify the performance of the proposed algorithm, this paper chooses to com-
pare with the current common YoloX and Yolov5 algorithms, and conducts comparative
experiments in the case of object occlusion, incomplete features in the process of human
activities and small-scale targets. The experiment uses 80% of the dataset built in this
paper as the training set, 10% of the dataset and some public images as the test set. The
operating system running the experiment is Ubuntu20.04, the CPU is intel-i9-12900k,
the GPU is NVIDIA GeForce 3090, and the training epoch is 100. The specific effect is
shown in Fig. 6 below. It can be seen from the figure that in the above circumstances,
other algorithms all have the situation of missing targets, and the confidence is lower
than that of the proposed algorithm. The detection speed of the proposed method in
this paper can reach 32frame/s, which is still able to maintain a good detection speed
compared with the 29frame/s of Yolov5 and the 38frame/s of YoloX, which is enough
to prove the effectiveness of the proposed method.

3.3.2 Quantitative Analysis

In order to better prove the effectiveness of the method proposed in this paper, we choose
the original YOLOX model as the benchmark, combine the multiple modules proposed
in this paper and common object detection algorithms for comparative experiments, and
use mAP as the evaluation index to measure the accuracy of insulating glove detection.
The specific results are shown in Table 1. According to the results in the table, themAP is
improved after using the proposed module, and themAP of the proposed final algorithm
reaches 93.27%, which is better than the common object detection algorithms, which is
enough to prove the feasibility of the proposed method in the detection task of insulating
gloves in complex indoor and outdoor scenes.

4 Conclusion

In order to solve the problem of poor detection accuracy caused by the insulation glove
wearing detection technology in complex scenes due to factors such as occlusion and
small size targets, this paper integrated the SCAM attention mechanism module into
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(a) Object occlusion

(b) Incomplete features

(c) Small-scale objectives

Fig. 6. The results of different algorithms are compared

the CSPLayer layer of feature extraction network to improve the model’s ability to
extract feature information and position information. The last convolutional layer of
the feature extraction layer is replaced by the M-MHSA module, and the multi-head
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Table 1. Model performance comparison table

Model Precision (%) Recall (%) mAP (%) FPS

YOLOv5s 79.13 74.27 76.33 29

YOLOX 81.21 78.17 86.91 38

YOLOX + SCAM 85.59 81.63 83.97 37

YOLOX + M-MHSA 83.01 80.74 82.35 36

YOLOX + SCAM + M-MHSA 89.37 85.32 87.12 34

YOLOX + SCAM + M-MHSA + BiFPN 92.27 89.41 91.37 33

Ours 94.78 90.56 93.27 32

attention mechanism is combined to improve the global information extraction ability
of the model. Secondly, a small target detection layer is added. At the same time, BiFPN
structure is used to fuse the feature information of the original feature layer during feature
fusion and speed up multi-scale feature fusion. Finally, DIOU is used to improve the
original algorithm to reduce the problem of target missing detection. The experimental
results show that the proposed method can effectively solve the problem of insulating
glove wearing detection in complex scenes, and the final mAP reaches 93.27%. In the
future, we will consider further reducing the number of parameters of the model to
improve the detection speed of the model.
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Abstract. Data is a valuable strategic resource for the development of
modern society. However, with the increasingly complex network envi-
ronment, privacy leaks and malicious attacks emerge in endlessly. For
example, blockchain has also begun to become a new outlet for network
black production, which poses a huge security threat to cryptocurrency.
In this paper, we propose a hybrid network model (Cb Net), which uses
Convolutional Neural Networks (CNN) and Bidirectional recurrent neu-
ral networks (BiGRU) to fully extract the space-time characteristics of
network data traffic. Then, we propose an intrusion detection method
(FLD), which introduces federated learning to collect traffic data from
different network institutions, analyze network traffic and identify net-
work attacks. We have fully evaluated the performance of the proposed
model and method on the public dataset NSL-KDD. Experiments show
that the proposed hybrid network model can achieve high detection accu-
racy, and the FLD method can effectively identify network attacks on the
premise of ensuring the privacy of the local data of the users involved,
and its performance is better than other methods.

Keywords: Federated learning · CNN · RNN · Network intrusion
detection · NSL-KDD

1 Introduction

The vigorous development of the Internet has brought us great convenience as
well as a great threat to network security. Network intrusion detection system
(NIDS) is an important means of protection in the field of network security.

At present, deep learning technology is developing in full swing. Unlike tradi-
tional machine learning algorithms, which rely on manual design of features, deep
learning uses hierarchical structures to unsupervised learn data to automatically
extract features. However, the extensive application of artificial intelligence also
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brings us new difficulties. On the one hand, deep learning requires a lot of tag
data as the basis of training, and obtaining such tag data is a time-consuming
and laborious task. On the other hand, the problem of data privacy disclosure is
becoming more and more serious. Data from different sources may have different
user privacy, so it is difficult to share data from different sources, resulting in
data islands. Especially in network intrusion detection, a single network domain
can generate very limited attack behavior tags in a certain time, which means it
is difficult to prevent large-scale network intrusion in time. Network traffic may
leak sensitive information and user data in the network domain. Therefore, it
is not possible to directly aggregate data sets from multiple network domains.
How to expand the number of training data and conduct model training on large-
scale network data to achieve good model training effect under the premise of
ensuring data privacy and security is an important problem to be solved in the
field of network intrusion detection.In such an environment where data privacy
is crucial, federated learning emerged as a collaborative ML paradigm [1]. As a
new distributed machine learning technology, federated learning can effectively
solve the “data island problem”. We expect the federated learning to play a dis-
tributed advantage in the field of network intrusion: multiple participants can
effectively expand network attack data, and encrypt and exchange information
and model parameters while maintaining data independence, Under the premise
of ensuring user privacy, improve the detection performance of the intrusion
detection system in the complex network situation.

Our contributions are summarized as follows:

1. CBNet hybrid network model is proposed, which uses CNN layer to extract
local spatial hierarchical features and BiGRU layer to extract long-distance
dependent features. And customized focal loss is to decrease the weight of
data types that are easy to classify, so that the model can focus more on data
types that are difficult to classify in the training process, thus reducing the
impact of data imbalance.

2. We propose a network intrusion detection method FLD based on federated
learning mechanism, which can phone traffic data from different network insti-
tutions. In the FLD, the training data of each institution is saved locally, and
only parameters are transferred during the training process. In this way, data
privacy and security are protected and network traffic anomalies are detected.

3. We use the NSL-KDD dataset [2] to evaluate the performance of the proposed
CBNet model and FLD method, simulate the real scenario of “data island”,
and compare and analyze the detection performance of the centralized learn-
ing and federated methods.

2 Related Work

Deep learning organizes “learning algorithms” hierarchically in the form of “arti-
ficial neural networks” that can learn and make intelligent decisions on their own.
Convolutional neural networks (CNN) and cyclic neural networks (RNN) The
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popularity of deep learning has made depth shine. In recent years, researchers
have used CNN and RNN to identify cyber attacks.

Khan et al. [3] used CNN to extract two-dimensional features. Kan et al. [4]
proposed the network intrusion detection method of APSO-CNN, which innova-
tively uses adaptive particle swarm optimization to optimize the convolutional
neural network. Experiments show that this method can effectively detect net-
work intrusion attacks. Al Turaiki et al. [5] combined dimensionality reduction
with features and used CNN to extract features. Yu et al. [6] proposed a hierar-
chical CNN method based on packet bytes, which automatically extracts features
from Pcap files. Andresini et al. [7] proposed an intrusion detection model com-
bining GAN and CNN. In this model, the traffic is mapped to a two-dimensional
image representation, and a new network attack image is generated through the
network generation mode. However, CNN is not effective in dealing with long-
term data dependence. RNN has the ability to extract time characteristics from
input network traffic data. Alkahtani and others [8] developed the IoT intrusion
detection framework. CNN, Long LSTM and CNN-LSTM are used to classify
traffic. Khan [9] uses LSTM to detect time features, and AE detects global fea-
tures more effectively, learning key feature representation efficiently and auto-
matically from a large number of unmarked original network traffic data. Jothi
[10] and others proposed the world integrated LSTM intelligent intrusion detec-
tion system, which has high accuracy in anomaly detection of the Internet of
Things. Yang et al. [11] proposed a short-term memory network intrusion detec-
tion model based on attention mechanism, which preserves the long-term depen-
dence between data through short-term memory network. Kurochkin et al. [12]
proposed a GRU based method to detect abnormal traffic in the software defi-
nition network, and Singh et al. [13] proposed a TL based stacked GRU model
with generalization and memory capabilities.

As mentioned above, researchers mainly focus on improving the deep learning
algorithm to improve the accuracy of the deep learning model, but ignore the
data privacy in the process of model training. In 2016, Google formally proposed
federated learning [13]. Federated learning has shown a very vigorous application
prospect and has been applied in many fields. Such as recommendation system
field, medical image analysis,automatic driving field and so on.Based on this,
we aim to study the applicability of federated learning in network intrusion
detection.

3 Hybrid Network Model Based on CNN and BiGRU

The proposed hybrid network model has a multi-layer structure, including input
layer, preprocessing layer, 1D convolution layer, BiGRU layer, attention layer,
output layer, etc. The model structure is shown in Fig. 1.
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3.1 Input Layer

Since the input of the model only accepts digital data, the NSL-KDD dataset
contains non digital data, such as protocols, states, and services. Therefore, it
needs to be pretreated [15]. One-hot coding: Since each network traffic data
in the NSL-KDD dataset we use has character characteristics such as “proto-
col type”, “service” and “flag”, we need to perform numerical operations on
them. Normalization: Normalization is the re-scaling of data to a specific range
to reduce redundancy and shorten the training time of the model. We used
the minimum-maximum normalization method to linearly transform the origi-
nal data, mapping to the range of [0, 1]. The formula is:

X[i] =
X[i] − Xmin

Xmax − Xmin
(1)

Fig. 1. CBNet model diagram

3.2 CNN Layer

The one-dimensional data of network traffic time series input through the input
layer first passes through the CNN layer, the main component of which is convo-
lution. The feature mapping fm ∈ Rfd is constructed by using the filter through
the convolution operation, where f is a set of new features generated in the
packet. fm is the feature mapping obtained from the feature group.

hlfm
i = tanh(ωfmχi:i+f−1 + b) (2)
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Filter hl generation characteristic graph representation hl =
[hl1, hl2, . . . , hln−f=1] where hl ∈ Rn−f+1. In order to reduce training time and
prevent over-fitting, we mapped the maximum pool operation for each feature
→
hl = maxhl. Finally, the new features generated are fed to the fully connected
layer containing the softmax function to obtain the probability distribution of
network traffic types. The mathematical formula of the fully connected layer is:

ot = softmax = (ωhohl + bo) (3)

3.3 BiGRU Layer

The model adopts BiGRU network, and we capture the time series in CNN
by passing the newly constructed feature vector to GRUs.In order to capture
the time-series pattern of the newly formed feature across time steps from the
maximum pool operation in CNN, the newly constructed feature mapping vector
is passed to the GRUs.

Fig. 2. GRU unit structure diagram

GRU network is a variant structure of RNN [16]. Compared with long-term
short-term memory network LSTM, the structure is simpler and can reduce the
time cost of model training. A single GRU unit is shown in Fig. 2. The state of
each GRU unit is updated according to the calculation formula (4)–(7)

zt = σ (Wzet + Uzht + bz) (4)

rt = σ (Wret + Urht−1 + br) (5)

h
′
t = tanh (Whet + Uh (rt ∗ ht−1) + bh) (6)

ht = zt ∗ ht−1 + (1 − zt) ∗
∼
ht (7)

where ht represents the output of GRU unit at the moment, and h
′
t represents

the candidate state. When rt=0,
∼
ht is independent of historical information ht−1

and only related to the current input et; when rt=1, ht−1 is related to the current
input and ht−1. W, U, b and b are parameter matrices and vectors.
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3.4 Attention Layer

Attention mechanism is introduced into 1DCNN network and BiLGRU network
respectively. First, the hidden layer vector ht obtained by convolution block or
BiGRU is implicitly expressed as et through nonlinear transformation, and its
expression is:

et = u tan h (wt ht + b) (8)

Then evaluate the importance of each flow at different time t. The normalized
importance vector αt is calculated by the softmax function, namely the attention
weight. The fine-grained feature st can be obtained by the weighted sum of the
coarse-grained feature αt. According to the transformation of formula (9) and
formula (10), the following is obtained:

αt =
exp (et)

t∑

j=1

exp (ej)
(9)

st =
i∑

t=l

αtht (10)

Finally, softmax classifier is used to predict the traffic type. The formula is:

y = softmax (Whs + bk) (11)

where Wh and b represent classification weight and bias, and k is the number of
types of network traffic.

3.5 Customized weight function focal loss

We use the sigmoid function as a binary classifier to distinguish normal traffic
attack traffic.

sigmoid(h) =
1

1 + e−h
(12)

For the loss function of dichotomy, binary cross entropy BCE is selected, and
its expression is:

BCELoss = −yilogyi
′ − (1 − yi) log

(
1 − yi

′)
(13)

where yi indicates the real tag, and yi
′

indicates the predicted tag value cor-
responding to the real tag. We use the softmax function as a multi-category
classifier to distinguish attack traffic categories. For the unbalanced distribution
of network intrusion samples, we used Focal loss [17] function to add modulation
factor α and 1-α to reduce the loss weight of all samples in a easily classified cat-
egory, and added modulation factor (1 − yi

′
)
β

and yi
′
to reduce the loss weight

of a single sample in a easily classified category.

binary Loss = −yiα(1 − yi
′
)
β
logyi

′ − (1 − yi) (1 − α)log
(
1 − yi

′)
(14)
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multi Loss = − 1
N

N∑

1

∑

qεQ

ys,q

s

αq(1 − y
′
s,q)

β
logy

′
s,q (15)

where ys,q indicates the real tag, and y
′
s,q indicates the predicted tag value

corresponding to the real tag. The predefined weights of class q are denoted as
αq.

4 Intrusion Detection Method Based on Federated
Learning

We assume that there are N distinct network institutions {M1,M2, . . . ,MN},
respectively have their timing data {D1,D2 . . . DN}, and jointly train a machine
learning model with its data. Traditional centralized way to collect data to the
data center, and then to train the model and forecast, that is, the network data
set into D = {D1,D2 ∪ . . . ∪ DN} to train a model of a unified Msum. Our
proposed intrusion detection method FLD uses the federated learning paradigm
to train and share the distributed cryptographic model to solve the data island
problem in the real scenario of network intrusion. We use all the data of each
network institution to train Mfl. In the process of model training, none of the
network organizations will disclose their data to each other to ensure the security
of the training process. We expect that the malicious traffic detection accuracy
is close to or better than Msum to prove the applicability of federated learning
in network intrusion detection.The learning objectives of the central server is

arg min L =
n∑

i=1

l (yi, fs (xi)) (ω, b) (16)

where ω and b are the weights and bias to be learned by the central server, and
(xi, yi) represents the global data, n is the size of the central server summary
data set. The learning objectives of the network institution is

arg min Lj =
nj
∑

i=1

l
(
yj

i , fs

(
xj

i

)) (
ωj , yj

)
(17)

where ωj represents the weight to be learned by the network mechanism;
(
xj

i , y
j
i

)

represents the time sequence data sequence of the jth network mechanism; nj is
he size of the network organization data set. After each round of training, the
central server aggregates the weight of model parameters of each network orga-
nization. We used FedAvg algorithm to optimize the training process. Randomly
select m network mechanisms for sampling, and average the gradient updates of
these m network mechanisms to form a global update. Meanwhile, the current
global model is used to replace the unsampled network mechanisms with the
FedAvg algorithm [18]. network

fs (ω, b) =
1

M

M∑

m=1

f
(
ωj , bj

)
(18)
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Fig. 3. Framework of the FLD method

The framework of the FLD method is shown in Fig. 3. It is divided into seven
steps.

Step 1: The proposed hybrid network model CBNet is used as the cloud and
each network institution model to identify traffic anomalies in network data, and
CNN and BiGRU extract traffic sequence from the input network organization
data. Step 2: Prospective network organizations download the model and do
their homework. Step 3: The local data of the selected training node belong to
the private state, and they are used locally to train the model. Step 4: Update
the local model parameters and pass the model parameters to the central server.
Step 5: After receiving updates from all network institutions, the central server
aggregates model weights and creates a new update model. In this step we use
the federated average algorithm to aggregate, weighting the parameters accord-
ing to the local data set size. Step 6: The server returns parameters. At this
time, the updated model parameters are sent back to the network institutions
involved in the first round of training. Step 7: Each network organization con-
tinues to improve the model by replacing local parameters with updated global
parameters.

5 Experiment and Evaluation

This section is divided into two parts: the implementation and evaluation process
of the hybrid network model CBNet and the Federated Learning-based Intrusion
detection Method (FLD). We used Keras with Tensorflow as the back end to
build the model.In the future, we will take the blockchain environment as a
further experimental verification environment.
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5.1 Dataset

Public dataset NSL-KDD [19] is adopted as the experimental dataset,there are
four attack types in the NSL-KDD: Dos, Probe, R2L, and U2R. Dataset infor-
mation is shown in Table 1.

Table 1. Training set and test set information

Training Test

Data category Quantity Proportion(%) Quantity Proportion(%)

Normal 67343 53.46 9711 43.08

Dos 45927 36.46 7458 33.08

Probe 11656 9.25 2421 10.74

R2L 995 0.79 2754 12.22

U2R 52 0.04 200 0.89

5.2 Evaluation Method

At present, the evaluation indexes in the field of network intrusion detection
mainly include accuracy, precision, recall rate and F1-score. These indices can
be calculated according to the four basic criteria of the confusion matrix: true
positive (TP), false positive (FP), true negative (TN), and false negative (FN).
Several indicators are calculated as follows:

ACC =
TP + TN

TP + TN + FP + FN
(19)

P =
TP

TP + FP
(20)

R =
TP

TP + FN
(21)

F1 − score =
2 × P × R

P + R
(22)

5.3 Experimental Results and Discussion

Hybrid Network Model (CBNet) Performance Evaluation Figure 4
shows the confusion matrix of CB-Net, a hybrid network model with two cat-
egories. We calculated the accuracy, precision, recall rate and F1-score of the
hybrid network model detection by the confusion matrix, and the values of the
four evaluation criteria were all up to 98.5%. Experimental results show that
this model has excellent performance for binary classification. Similary, the five
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Fig. 4. Binary confusion matrix of
CBNet

Fig. 5. Five classification confusion
matrix of CBNet

Fig. 6. Value of various data indicators Fig. 7. Results of ablation experiment

categories confusion matrix of Fig. 5 shows the same excellent performance. The
accuracy rate was 98.1%. Precision, recall rate and F1-score were 91.9, 85.81 and
88.42%, respectively.

In Fig. 6 , we show the accuracy, recall rate and F1-score of each category to
analyze the detection effect of each data category. Despite the unbalance of class
distribution in the data set, the proposed CBNet model still achieves attractive
results, which proves the validity and robustness of the proposed model.

And we performed ablation experiments with CBNet model and neural net-
work algorithm model (CNN, GRU). The comparison results are shown in In
Fig. 7. Experiments show that the hybrid network model we adopted is superior
to the single network model in terms of various indicators.

Performance Evaluation of Intrusion Detection Method FLD To sim-
ulate the situation of “data island”, we randomly divide the data set into mul-
tiple parts to represent the local data owned by each user. This data process-
ing method can ensure that each local user lives in a completely independent
network environment, that is, the distribution of intrusion attack types is com-
pletely random and independent, and different users are subject to different
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Fig. 8. Binary confusion matrix of
FLD method

Fig. 9. Five class confusion matrix of
FLD method

types of intrusion attacks and attacks, even some users may not have all types
of intrusion attacks. If the dataset contains M pieces of data in total, and it is
necessary to generate local data for N local users, then M/N pieces are directly
and randomly extracted from the total dataset to form a user’s local dataset.

Figures 8 and 9 show the confusion matrix obtained by the FLD method
in the second and fifth classification experiments. After 20 epochs, most of the
detection results basically hit the correct classification. In the second classifica-
tion experiment, the accuracy rate, accuracy rate and F1 score value all reached
more than 97%, which is only about 1% different from the centralized CBNet
model. We believe that with the increase of epoch, the difference between the
two will be smaller and smaller.

We compare the proposed CBNet model and FLD method with the classical
work and recent work based on NSL-KDD dataset. The comparison information
is shown in Tables 2 and 3. The detection accuracy of our CBNet model and
FLD method is much higher than C4 5. Decision tree, random forest and other
classical machine learning methods. Li et al. [20] used the improved Bat algo-
rithm and random forest to detect malicious traffic. The generalization ability is
not high, and the model performance trained by this method is not good enough
compared with our model and method. Although Diro et al. [21] also used the
deep learning method, the detection accuracy was less than 94% because they
did not process high-dimensional data. Yang et al. [22] and Tian et al. [23] used
deep confidence networks and did not explicitly deal with time related learning
of observed variables, so the accuracy of traffic classification is not as high as our
models and methods. shan Kumar et al. [24] used genetic algorithm to improve
the neural network to detect traffic, but it only optimized the weight of the
neural network. Our hybrid network model CBNet is an extension of NN, which
can extract more effective feature information. From the experimental data, the
accuracy and F1 value of CBNet model and FLD method are higher than this
method.
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Table 2. Comparison of secondary classification results

Comparison of secondary classification results

ACC P R F(%)

C4.5 decision tree 74.6 / / /

Random forest 74 / / /

Random tree 72.8 / / /

SVM 74 / / /

Tian et al. [23] 97.2 94.6 98.5 96.5

shan Kumar et al. [24] 95.5 97.5 89.4 93.3

CBNet 98.5 98.5 98.5 98.5

FLD (N = 10) 97.5 97.1 97.2 97.1

Table 3. Comparison of five classification results

Comparison of five classification results

ACC P R F(%)

Li et al. [20] 93.96 / / /

Diro et al. [21] 92.77 / / /

Yang et al. [22] 84.98 / / /

Tian et al. [23] 96.06 87 71.8 76.2

shan Kumar et al. [24] 95.6 90.5 65.2 69.4

CBNet 98.1 91.9 85.81 88.42

FLD (N = 10) 97.22 86.8 75.6 78

We use the FLD intrusion detection method to compare it with the hybrid
network model (CBNet) that each user only uses its local dataset for training.
We set the number of local users to N = 10, 50, 100, that is, 1/10 dataset,
1/50 dataset and 1/100 dataset are used respectively. Only the local dataset is
used to train a group of users of the mixed model. Since each user generates its
own model, the performance of each client is averaged to compare the results.
Figure 10 shows the comparison of accuracy indicators of FLD method and
CBNet model under different data set sizes. It can be clearly seen that under
the same data scale, the FLD method has a higher accuracy rate for identifying
abnormal traffic, and the difference is more and more obvious as the data scale
decreases.

We use the F1 score value, the harmonic value of accuracy and recall, to draw
a comparison chart between FLD method and CBNet model under different data
scales, as shown in Fig. 11. Similar to the rule of accuracy, under the same data
size, the F1 score value of FLD method is higher, and the difference will become
more obvious as the data set size decreases. This shows that the FLD method
with federal learning mechanism has better performance.
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Fig. 10. Comparison of accuracy under
different data set sizes

Fig. 11. Comparison of F1-score under
different dataset sizes

As mentioned earlier, our FLD method has better detection performance
than CBNet only when the data sets are of the same size. In order to find out
the specific reason for the large difference in detection accuracy between the two,
we further compared the specific F1 score values of each data type between the
two. When N = 10, F1 score values of various data types are shown in Fig. 12.
The results of Probe and Probe are basically the same, while the F1-score values
of the other four data types of CBNet model centralized learning are lower than
those of FLD method, and the comparison is obvious in small sample U2R and
R2L.

Fig. 12. F1-score value of various data
when N = 10

Fig. 13. F1-score value of various data
when N = 50

As the size of the dataset decreases, when N = 50, the F1 score values of
various data types are shown in Fig. 13. Our comparison results show that the
F1 score of each data type using FLD method is significantly lower than CBNet
centralized learning, and the F1 score of small samples U2L and U2R are more
than twice as high.The reason is that in the case of random data grouping, as
the data size decreases, the number of small samples R2L and U2R owned by
some users is extremely low or even zero, which makes it extremely difficult for
such users to detect such attacks. And with the reduction of the data size, the
detection difficulty of small samples becomes more and more difficult.
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6 Conclusion

In this paper, a hybrid network model CBNet is proposed, and the experimental
results verify its excellent intrusion detection performance. In particular, we
further propose a network intrusion detection method FLD based on federated
learning, and the experiment proves that our FLD method can break the “data
island” problem faced by current network institutions, and is feasible in the real
network intrusion scenario. In the future, we will use real network traffic data
such as the internal server traffic of the State Grid to further experiment.And
we will conduct cross chain anomaly detection in the blockchain environment.
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Abstract. With the popularization of smart grid, the power industry has grad-
ually attracted people’s attention. Among them, grid data is an important data
that contains personal privacy. Once these data are stolen by attackers, it may
be inferred from the private information of grid users, such as work schedule,
income. In order to protect the private data in smart grid, this paper proposes
a blockchain-based data retrieval scheme for smart grid. Firstly, private data is
symmetrically encrypted and then uploaded to a cloud service. For the purpose of
retrieve encrypted data on cloud services, we use searchable encryption combined
with inverted index technology. Data users holding retrieval tokens can directly
retrieve ciphertext data from cloud services. Secondly, to ensure the transparency
and traceability of data access, we propose to take the alliance chain composed of
several sub-institutions under the same power system organization as the network
basis. And all the privacy data access records will be recorded on the chain for
the convenience of later access traceability. Finally, we simulated our scheme in
a realistic environment. The safety analysis and simulation experiment prove that
our scheme is safe and feasible.

Keywords: Smart grid data · Searchable encryption · Blockchain · Inverted
index

1 Introduction

With the improvement of people’s living standard, the demand for electricity is rising
rapidly and the grid is becoming an indispensable part of people’s daily life [1]. The con-
stant development of science and technology in recent years also makes the grid evolve
from traditional Grids into Smart Grids (SG), which are represented by intelligent and
information conversion. The overall architecture of smart grid can be roughly divided
into the following layers as shown in Fig. 1: physical layer, sensor/actuator layer, network
layer, application layer [2]. Taking smart meters (SMs) as an example, as a typical device
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in smart grid, it brings convenience to users’ lives by monitoring their electricity con-
sumption in real time and allowing them to view their power consumption. However, the
interconnectivity of these devices and the security of the upper layer applications raises
concerns about the security of electricity data. Because the leakage of users’ electricity
consumption data throughmonitoring SMs or upper layer application vulnerabilities can
reveal personal information such as user behavior and wealth [3]. This paper focuses on
the security above the data sensors layer, i.e., the application slayer.

Fig. 1. Grid framework

In reality, the grid company involves many production business departments and
joints, and there are a large number of independent systems within the grid companies.
On the one hand, there are data inconsistencies between these systems, forming a data
silo effect. On the other hand, the security performance of a single server cannot meet
the higher level of security requirements. If these servers are attacked, there is a great
possibility of privacy data leakage. To address these problems, Wang et al. [4] proposed
an identity-based data aggregation protocol for the smart grid. In their scheme, they
use identity-based encryption and signature schemes to protect the confidentiality and
integrity of grid data. Kumar et al. [5] propose an elliptic curve-based signature scheme to
protect the integrity of data in smart grid. In parallel with grid data content protection, the
scale of grid data is also rising rapidly. For example, in a provincial grid in China, almost
1 Tb of data is generated one day [6]. Such a large amount of data is certainly difficult
to solve with traditional computers. Cloud computing services are considered to be low-
cost, efficient, and always online, hence more and more researchers are outsourcing
private data in the smart grid to cloud services for processing. Searchable encryption
started from the scheme proposed by Song et al. in 2005 in reference [7]. The data
owner first selects suitable keywords for his/her data to generate an encrypted index,
and the data user can use the retrieval trapdoor containing the keywords to search. If
the trapdoor and the encrypted index can match, the corresponding encrypted data is
returned. Eltayieb and others [8] outsource encrypted grid data to cloud services for
storage. To solve the problem that a large number of encrypted data cannot be quickly
retrieved, they introduce searchable encryption technology. Data users with retrieval
traps can quickly search for the data they want from cloud services, and this process
will not disclose any user’s privacy. Wen et al. [9] proposed a searchable encryption
scheme with dual tokens to solve the problem that data in smart grid should be kept
secret while security audit is required. And this solution supports range query in the
ciphertext. Wang et al. [10] believe that the existing searchable encryption scheme with
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a single keyword is not suitable for a large amount of power grid data. They propose a
multi-keyword searchable encryption scheme under smart grid, which is proved to be
secure under DBDH assumption. Although the existing scheme can solve the problem
of ciphertext retrieval when the power grid data is outsourced to the cloud service, the
retrieval process still needs to facilitate all the encrypted indexes. Even with the support
of the cloud servicewith powerful computing power, the retrieval efficiency is still hardly
satisfactory.

Although the above scheme realizes the outsourcing of smart grid data to cloud
services and realizes the ciphertext retrieval on cloud services. However, their scheme
does not take into account the non-repudiation of encrypted data access operations. As an
emerging technology, blockchain has attracted wide attention because of its distributed,
immutable, open, transparent, and other characteristics [11]. Smart contract is a piece of
code deployed on the blockchain [12], and its execution does not require the participation
of a third party. Therefore, the execution result of smart contract is considered to be
trusted, and since every node in the blockchain contains the hash value of the previous
node, the result of contract execution is also considered to be immutable. As early as
2018, Dong et al. [13] proposed that the increasingly complex grid environment needed
a secure and powerful network facility. Blockchain, as distributed data, could provide a
network basis for grid data management and smart meters data aggregation. Applying
blockchain to smart grid data protection protects the integrity of the data while making
any manipulation of the data non-repudiation. Subsequently, reference [14] uses the
alliance chain Fabric to enable data transactions on the smart grid. In the same year,Wang
et al. [15] proposed an anonymous authentication andkeynegotiation protocol in the edge
computing scenario in the power grid environment,which can ensure the identity security
of smart meters in the smart grid environment when they access the edge gateway. Smart
contracts in their scheme are responsible for managing the key materials table. Since
then, Khattak et al. [16] have used blockchain and smart contract technology to exchange
data on the smart grid. They believe that the electricity price should be calculated in real-
time according to the real-time demand of consumers (electricity demanders, generally
power users). The blockchain represented by the alliance chain Fabric can protect the
non-repudiation in the process of data exchange, and the existence of smart contracts
can make the execution of transactions without the involvement of third parties.

Based on the above literatures, we note that blockchain can effectively record the
operation records of data in smart grid data management, ensuring the integrity and
non-repudiation of data. At the same time, the existing searchable encryption schemes
need to retrieve all encrypted indexes from cloud services in full text, which is not the
optimal scheme in the huge scale of power grid data. To solve the above problems, this
paper proposes a blockchain-based encrypted data retrieval scheme for smart grid. Our
main contributions are as follows:

1. Our scheme uses multi-keyword searchable encryption technology to retrieve cipher-
text from the cloud server. Meanwhile, in order to improve the retrieval efficiency, we
combine inverted index into searchable encryption to support fast ciphertext retrieval
on the cloud service.

2. To ensure the untamperability of power grid data and non-repudiation of power grid
data access, we use alliance chain technology to build alliance chain within multiple
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grid institutions. Only nodes in the alliance chain can access private data, and all
access will be recorded on the blockchain.

3. Security analysis proves that our scheme is safe under the DBDH assumption. In
addition, we carry out simulation experiments based on the actual environment, and
the results show that our scheme is feasible.

The rest of the article is arranged as follows: The second section is about advanced
knowledge. The third section gives a brief description of our scheme. Themain details are
in Section 4, and Section 5 is security analysis and performance analysis. We summarize
our scheme in Section 6.

2 Preliminaries

2.1 Bilinear Pairing

For two cyclic groups Ga and Gb with prime order p. Suppose that e : Ga × Ga → Gb
is a general map, we call e as a bilinear map if e satisfies the following three properties.

(1) Bilinearity: e(ga1 , g
b
2) = e(g1, g2)ab for all g1, g2 ∈ Ga and a, b ∈ Zp.

(2) Non-degeneracy: There exits g1, g2 ∈ Ga such that e(g1, g2) �= 1, where 1 is the
unit of Gb.

(3) Computability: For all g1, g2 ∈ Ga, e(g1, g2) can be calculated quickly in a
polynomial time.

2.2 Inverted Index

Search index, a common search tool, is a mapping relationship that allows us to quickly
find the location of the content we need. The data structure at the core of large-scale
search engines is the inverted index, which is essentially a collection of sorted integer
sequences called inverted lists [17]. The inverted index consists of a dictionary (Location)
and inverted files (Inverted Files). Here we take the example of the encrypted set of files
in the grid and the corresponding set of keywords. First, we create a traditional index
structure as shown in Fig. 2, where each encrypted file corresponds to several keywords.
Ifwe need to find the encrypted file corresponding to a certain keyword,we need to iterate
through all the encrypted files. When the number of encrypted files is much larger than
the size of the keywords space, it is no longer appropriate to apply the traditional indexing
architecture.

On the contrary, if we build the index according to the inverted indexing method,
we have the structure as in Table 1, and the mapping relationship becomes keywords to
encrypted files. In this structure, not only the fast search of a single keyword, but also
the joint search of multiple keywords is supported. For example, to find encrypted files
containing both keywords kw1 and kw2.

2.3 Decision Bilinear Diffie-Hellman (DBDH) Assumption

Let G andGT be two cyclic groups with prime order p, and e is a bilinear map. Randomly
select x, y, z ∈ Zp and T ∈ GT , denote X = gx,Y = gy,Z = gz . It is difficult to
determine whether T is equal to e(g, g)xyz in any probabilistic polynomial-time.
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Fig. 2. Keywords corresponding to the encrypted file

Table 1. Invert the index file list

Keywords Encrypted files

kw1 file1, file2

kw2 file2

kw3 file1, file3, file4

kw4 file2, file3, file4

kw5 file1, file2, file5

3 System Overview

3.1 System Model

In this subsection, we first introduce our blockchain-based encrypted data retrieval
scheme for smart grid. Our scheme contains four participants: alliance chain
(blockchain), smart grid data centers(data center), cloud services(cloud), and data users.
Their specific responsibilities and functions are shown below.

Blockchain: The alliance chain is played by all grid company nodes within the
same organization, for example, all grid companies within the same province. It acts as
the trusted database of the current system and is the central node of the system. It is
responsible for recording all of the user’s retrieval operations and communicating with
the cloud service via the blockchain prognosticator.

Data Centers: Data center refers to the internal servers of the grid. After symmetri-
cally encrypting private data and generating message summaries, the SMs uploads it to
the upstream data center. Note that data centers are not responsible for storing data, they
are also responsible for collecting a certain amount of data and then interacting with the
blockchain for data upload. This is because there are a huge number of data collectors
and if they interact directly with the blockchain, it will put a burden on the blockchain
network.
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Cloud Server: Cloud services can be provided by third parties or built in-house by
grid companies. In our system, the cloud service is considered to be always online and
has unlimited computing and storage capacity. In particular, it is important to note that
in our scheme, the cloud service is not a trusted entity. It is partially trusted in terms of
security.

Data users: The data users of the system can be staff members within the grid or
regulators, etc. They can submit retrieval tasks to the blockchain under the condition that
they hold retrieval tokens to quickly retrieve encrypted data from cloud services (Fig. 3).

Fig. 3. System architecture

3.2 The Procedure of the System

The main processes in our system are as follows:
Step 1: System initialization. This process is mainly performed by a trusted third-

party authorization authority (AA). In this phase, the AA initializes the keyword space,
generates the system master key, and is responsible for generating public-private key
pairs for the users. All public keys will be placed in the system open space for all users
to query, while the private keys will be kept by the users themselves. It is noted that all
key exchanges will be performed on a trusted channel.

Step 2: File collection. The private data collected from the data collector (SMs) is
not uploaded directly to the cloud service; it needs to be uploaded to the corresponding
upstream data center first.

Step 3: Build Index. This process will be executed by the data center server. The data
center executes searchable encryption to generate the corresponding encrypted index
and submits the encrypted index to the blockchain, and the smart contract executes the
file upload operation.
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Step 4: File upload. After the smart contract receives the encrypted file and index, it
needs to communicate with the blockchain prophecy machine and cloud service because
the contract does not interactwith the outsideworld directly.At the same time, this upload
operation will be uploaded to the blockchain as a deposit certificate.

Step 5: File search. If data users need to use the data, they need to apply for a retrieval
trapdoor from the corresponding data center, then they submit the retrieval trapdoor to
the blockchain. And with the help of the blockchain prognosticator, the search request
is sent to the cloud service for execution. All the operation records are also recorded on
the blockchain.

4 Construction of Proposed Scheme

Our blockchain-based multi-keyword fast retrieval scheme for grid data is composed of
the following algorithms.

SysInit(1λ): The trusted third-party authorization authority runs this algorithm, and
λ is a secure parameter. Denote G1 and G2 are two groups with a large prime order
p, and g is the generator of G1. Suppose e : e(G1,G1) = G2 is a bilinear map, and
H : {0, 1}∗ → G1 is a secure hash function. AA generates a random number x ∈ Z∗

p and
keeps x as the master key of system. It publishes parms = 〈G1,G2, p, g, g · x, e,H 〉 as
the global system parameters.

KeyGen(params): After system initialization, AA performs the following steps to
generate the public-private key pairs 〈SKd ,PKd 〉 for each data center node in grid. It
chooses a random number sd ∈ Z∗

p and then calculates Yd = sd · g to get SKd = sd and
PKd = Yd . Then AA uses the same way to get the key pairs 〈SKc,PKc〉 of CS, where
SKc = sc, PKc = sc · g. Finally, AA exposes the public key PK as the public system
parameter, and then the private key SK is sent to the corresponding user through a secret
channel.

BuildIndex(params,Fd ,W ,PKc,PKd ): After the data center receives a sufficient
number of encrypted file sets Fd and the corresponding keyword sets W from data
collectors such as smart meters. For each file filei ∈ Fd corresponding to the list of
keywords kwij ∈ W , it computes I1 = e

(
SKd · H(

kwij
)
, g · x) · e(g · rj, SKd · PKc

)
.

Then, the data center generates j random numbers rj ∈ Z∗
p and computes I2 = {

g · rj
}
.

After generating indexes for all encrypted files, the data center creates the inverted index
file (IIF) for the batch of files as shown in Table 2.

Next, the data center executes Algorithm 1 and performs the obfuscation operation
of the encrypted file to get the final IIF. Finally, the data center submits the encrypted
file to the blockchain for recording and uploads it to the cloud service.

Algorithm 1: Inverted Index File Confusion

Input: all inverted index files: iifs
Output: obfuscated inverted index files

(continued)
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(continued)

Algorithm 1: Inverted Index File Confusion

1 let max_size = max(iifs)
2 for iif in iifs
3 let gen_size = max_size – size(iif)
4 generate gen_size random files random_files
5 iif.add(random_files)
6 end for
7 return iifs

TrapdoorGen(params, kw,MK, SKd ): If other data centers in the system or employ-
ees within the grid want to perform a search, then they first need to request a
retrieval trapdoor Td from the data owner. It first submits the set of keywords kw
wants to search, and then DU generates rk for kwk ∈ kw. Next DU calculates
T1 = e(PKd , x · H (kwk)) · e(g · rk , x · PKc) and T2 = g · rk . Finally, the trapdoor
Td = {T1,T2} is returned to the data user.

Search(IIF,Td , params, SKc): When the cloud service receives a search request
submitted by the blockchain prophecymachine and the corresponding retrieval token Td,
it executes Eq. 1 for all IIFs. If the retrieval criteria are met, it returns the corresponding
encrypted file list. Meanwhile, the search results will be recorded on the blockchain.

I1,i
e
(
I2,i,PKd

) · SKc
= T1,j

e
(
T2,j, g · x) · SKc

(1)

5 Analysis of Our Scheme

5.1 Correctness Analysis

The cloud service performs the retrieval step of Eq. 1 and the left-hand side is calculated
as follows:

I1,i
e
(
I2,i,PKd

) · SKc

= e
(
SKd · H(

kwij
)
, g · x) · e(g · rj, SKd · PKc

)

e
(
I2,i,PKd

) · SKc

= e
(
sd · H(

kwij
)
, g · x) · e(g · rj, sd · g · sc

)

e
(
g · rj, sd · g) · sc

= e
(
sd · H(

kwij
)
, g · x)

(2)
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Table 2. Inverted index file

kw I1 I2 Encrypted files

kw1 I1,1… I2,1… file1, file3, file4, file5

kw2 I1,2… I2,2… file2, file4, file6

kw3 I1,3… I2,3… file1, file2, file3

kw4 I1,4… I2,4… file5, file6

kw5 I1,5… I2,5… file3

Meanwhile, the right-hand side of the equation for Eq. 1 is calculated as follows:

T1,j
e
(
T2,j, g · x) · SKc

= e(PKd · H (kwk), x) · e(g · rk , x · PKc)

e
(
I2,i,PKd

) · SKc

= e(sd · g · H (kwk), x) · e(g · rk , x · g · sc)
e(g · rk , g · x) · sc

= e(sd · g · H (kwk), x)

(3)

After the calculation, if the left side is equal to the right side, the keywords match.
The cloud service will remove the confusing files and return them to the data consumer.

5.2 Security Analysis

5.2.1 Confidentiality, Integrity, and Non-Repudiation

Firstly, in our scheme, after data collectors such as smart meters collect the grid user
data, they first perform symmetric encryption as well as hash calculation on it. The
message digest is then uploaded to the data center as an attachment to the encrypted
file for subsequent searchable encryption operations. After data users get ciphertext
data, they can use the symmetric key obtained by the implementation to decrypt and
verify whether the data content has been tampered with. This can effectively protect the
confidentiality and integrity of private data. In addition, we also incorporate blockchain
in the scheme, where all privacy data access operations are recorded on the blockchain.
If an organization has retrieved the data, it can be traced back to the malicious data user
through the blockchain’s traceability mechanism.

5.2.2 Provable Security

Our scheme can be proved to be secure under the DBDH assumption. Nayak et al. [18]
proposed a data outsourcing storage scheme based on searchable encryption and inverted
index. In their scheme, the public key of the data user is included in the encrypted index.
In other words, it means that the accessibility of the encrypted index is restricted at
the stage of generating the encrypted index. In the smart grid scenario, this scheme of
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specifying data users is difficult to achieve data sharing. Therefore, we have redesigned
the key of the scheme and introduced blockchain as the network infrastructure. Nayak
et al. have performed a detailed security proof in their scheme reference [18], hence the
security proof is not the main part of our discussion.

5.3 Performance Analysis

To verify the feasibility of our system, we simulated a ciphertext retrieval scenario in a
computer software environment with 100 files and 100 keyword spaces. The computer
operating system is Windows 10-64bit, hardware is i5-12490f 3.0GHz CPU, 32 GB
Mem. We use version 2.0.0 version of JPBC library [19], which is a wrapper for PBC
library [20] by Java and supports bilinear pair operation. For system security, our scheme
is based on the elliptic curve as y2 = x3 + x.

Our simulation experiments are divided into control group and experimental group,
each encrypted file corresponds to five keywords, and the number of keywords con-
tained in the retrieval trap gate is also five. Specifically, the control group followed the
traditional searchable encryption scheme, which iterated through all the encrypted files.
The experimental group, by contrast, searched according to an inverted index of five
encrypted files. The BuildIndex and TokenGen parts of the two experiments are the
same, and the specific time consumption is shown in Fig. 4. We can observe that the
time consumption of this part increases linearly with the size of the encrypted file, and
the time complexity of the two parts is approximately equal, which is also in line with
our expectation for the calculation formula. In terms of retrieval time, it can be seen
from Fig. 5 that our scheme is more efficient in retrieving a large number of encrypted
files in the scenario. The main reason for the difference is that we use an inverted index
file to build an inverted index file for a group of five encrypted files, which is also in line
with the role of the data center in our scheme.

6 Conclusion

In this paper, we propose a blockchain-based encrypted data retrieval scheme for smart
grid that effectively solves the problem of retrieving large-scale encrypted data under
smart grid. By using searchable encryption with inverted indexing, the data center col-
lects a sufficient number of encrypted files and message digests, and then generates
inverted index files and obfuscates them. It is then uploaded to the cloud service where
data users can submit keyword requests to the data center for retrieval trapdoors. The
retrieval trapdoor can be submitted to the cloud service for ciphertext retrieval, and all
access operations in between are recorded on the blockchain.

Compared with the existing scheme, the main innovation of our scheme is the use of
inverted index technology. In the smart grid scenario where the number of encrypted files
is much larger than the ciphertext space, our scheme can effectively save the ciphertext
retrieval time and avoid traversing all encrypted files. However, the optimization of
inverted index files on the cloud service has not been carefully considered, and will be
our focus in the future.
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Fig. 4. BuildIndex and TokenGen time

Fig. 5. Retrieval time
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Abstract. According to the existing business characteristics of the test data anal-
ysis platform, a distributed architecture scheme suitable for aviation, aerospace,
shipbuilding and other industries is designed, and a unified description specifi-
cation for test data is established to solve the problems of data format diversity
and data volume under the two scenarios of non-real-time data and real-time data.
The platform adopts a hierarchical design idea, and has a detailed design of the
platform architecture and business functions. It realizes a high-performance and
highly available test data analysis platform, provides rich analysis and drawing
functions and data visualization capabilities, and has good scalability.

Keywords: Test data · Unified description specification · Data analysis
platform · Data visualization

1 Introduction

Aeroengine is a pneumatic and thermal propulsion machine working on the flight plat-
form, and is the “heart” of the aircraft [1, 2]. Its performance directly affects the flight
safety of the aircraft [3]. Therefore, in the process of aeroengine model development,
it is necessary to pass research test [4–6], pre-flight performance test [7], type approval
test [8], acceptance test [9, 10] and other quality verification tests before type approval
acceptance. Each test of aeroengine takes a long time, and the whole test will last for
4−5 years. Sometimes, according to the actual application of the engine, engine modi-
fication and troubleshooting tests may be carried out to optimize the relevant functions
of the engine or solve the engine failure that occur during the use of the engine. In the
longtime test process, a large amount of test data will be generated [11], and the analysis
and processing of these test data is an important task in the process of aeroengine model
development [12–14].

As the working conditions of the aeroengine are very harsh, and the aeroengine is
in the working conditions of high temperature, high pressure and high speed rotation
[15], the steady working conditions from the idle state to the take-off state require data
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acquisition and recording after the engine is stable. During the test, it is necessary to
confirm, judge and store the validity of the real-time collected data. It involves many
types of parameters and a large amount of data, which brings difficulties to the analysis
and management of test data. The main problems are as follows:

(1) The test parameters are relatively complex, including pressure, temperature, thrust,
fuel flow, speed, humidity, area, engine intake interface, air mass flow, engine inlet
total pressure, engine inlet total temperature, etc. [16];

(2) There are many data sources and data types, including real-time data, non-real-time
data, etc. [17];

(3) Lack of unified description specification for test data, and data processing methods
cannot be used universally [18].

In view of the above situation, this paper adopts distributed architecture technology
to build a data analysis platform to unify and standardize the test data information. It
opens up the interaction of all links and businesses in the data analysis business process,
realizes a standard and unified data analysis process, and solves the problem that there
are too few experimental data analysis tools and the analysis process is not standardized.

2 Platform Distributed Architecture Design

The data analysis platform adopts a distributed architecture to meet the CAP theory of
distributed systems [19–21]. The analysis tool runs on different servers and stores the
data in the database after running. The specific architecture is shown in the Fig. 1.

Fig. 1. Architecture design of test data analysis platform.
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3 Test Data Analysis Platform

3.1 Real-time Data Acquisition Interface

In accordance with the test data processing requirements, the platform analyzes the
existing structure of the altitude simulation test bench. Based on TCP/IP transmission
protocol, it customizes the special interface for real-time data. The data sends binary data
packets at the frequency of 50 frames per second, and obtains the required data through
data packet analysis for real-time data processing. The corresponding data processing
process is shown in Fig. 2.

Complex high altitude simulation 
test bed

Real-time data

Database data Local data

Test-bed data 
forwarding 

architecture

Non-real-time 
data

Binary packet 
parsing

Data subcontracting 
and packet sticking 

processing

Data dynamic 
analysis and 

processing method

Data transmission at 
50 frames per 

second

Database 
interface

Data 
consolidation

Data processing

Data filtering

Data 
consolidation

Data processing

Standardized test data analysis process

Specification for 
uniform description 

of test data

Automatic warehousing of analysis result data

Fig. 2. Real-time data acquisition and processing method.

The detailed steps are as follows:

(1) Binary data transmission, acquisition and analysis: define the parsing rules of binary
data packets, complete packet header data parsing, and obtain test data description
information such as data packet type, length, channel number, etc.

(2) Data packetization and sticky packet handling: As the binary packets sent each
time are limited in length, the interface needs to be able to divide and paste binary
packets according to the packet length information. That is to say, when the primary
information sent is too large to generate a packet, you can paste the packet to get a
complete packet, and when the primary information sent is too small to generate a
packet, you can subcontract the packet.
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(3) Dynamic data analysis and processing method: During real-time data acquisition,
the data needs to be recorded locally only when the specific judgment conditions are
met. Such judgment conditions are different due to different types of tests and cannot
be cured. Therefore, it is necessary to customize a special data dynamic analysis and
processing method module. The module loads a dynamic link library in real time
with the program startup to perform conditional judgments. A function interface is
agreed upon in the link library, in which the user can obtain and process the test data
of the specified channel in the last second (Fig. 3).

Fig. 3. Human computer interface for real-time data acquisition.

3.2 Data Analysis Toolset

In order to ensure that the standardized processingmeets the requirements of rapid analy-
sis and processing, more than ten self-developed small data analysis tool sets with differ-
ent development environments and programming languages are deeply standardized and
integrated. The tool set includes data validation, data uncertainty analysis, non-standard
atmospheric performance parameter analysis, performance parameter analysis under
uneven intake conditions, engine performance degradation analysis, Reynolds number
impact analysis, bypass ratio evaluation, sensitivity analysis, multi-point measurement
parameter evaluation, etc. The platform unifies the tool set interface specification to form
reusable components, realize standardized modification and management of tool sets,
and support subsequent tool set extension.

At the same time, the tool set database is established to manage the tool set, which is
convenient for users to call. The existing data analysis tools can be integrated. Most of
the existing tools are executable programs and have their own independent interactive
interfaces. The software needs to be able to conduct configurable integration and call.

By default, an ansystools folder is added under the directorywhere the platform starts
BAT. Users can add existing tools to this folder directory. The tool directory contains all
the dependent files required for program operation by default, and ensure that the startup
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EXE has the same name as the tool folder. A png image file with the same name as the
tool folder needs to be prepared under the tool directory.

The platform provides a special configuration file to configure the integration tool
information, including name, display name, visibility and other information. The specific
configuration design is shown in the following Fig. 4.

Fig. 4. Content Profile.

The data analysis tool set interface is shown in the following Fig. 5.

Fig. 5. Unified management and application of toolsets.

3.3 Automatic Analysis Process of Test Data

The platform has developed a data analysis application development environment. Users
establish business processes according to specific business requirements to achieve pro-
cess templating. Through visual workflow and data flow design, a series of process tem-
plates are formed. Through unified driving engine, the scheduling of business control
processes and automatic data flow are completed. Two typical data automatic analysis
processes are built here, which are steady state data processing process and transient
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state data processing process. The steady state process includes four data tools, which
are steady state pretreatment, bad point elimination, air flow calculation, and reasoning
calculation. The transient state process includes four data tools, which are data pretreat-
ment, initial value judgment, process calculation, and result output.As shown in Figs. 6
and 7.

Fig. 6. Analysis and processing flow of transition state data.

Fig. 7. Analysis and processing flow of steady state data.

3.4 Visualization of Test Data Analysis and Result Management

The platformhas completed the fairingmodule of high-altitude platform test data, includ-
ing new speed line, setting grid, modifying data, auxiliary grid line definition, reference
point definition, flow characteristic fairing, efficiency characteristic fairing, modifying
surge point, characteristic checking, data output, etc.

The platform provides a variety of data presentation methods to show data, including
tables, curves, charts, etc., to enhance the effect of data visualization. It can draw two-
dimensional graphs for data tables, including linear graph, scatter plot, vertical line
graph, tooth graph, vertical ladder graph, horizontal ladder graph, double Y-axis graph,
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waterfall graph, zoom graph, horizontal histogram, stack bar graph, area graph, pie
graph, etc. It can also customize a variety of data presentation methods according to the
characteristics of the industry, so as to help designers view image data more intuitively
and effectively (Fig. 8).

Fig. 8. Visualization of test data results.

The storage method provided by the platform for test data is a combination of struc-
tured and unstructured methods. The data records that can be parsed and processed to
form database tables are called structured data; Pictures, sounds, videos and other files
that do not need to be decomposed are collectively referred to as unstructured files.

Analyze and process the excel file in the compressed package according to the low
frequency test data and dynamic test data analysis results provided by the user.

In this module, users can store low-frequency test data and dynamic test data analysis
results. For standard format compressed package files, they can import data, analyze the
contents of excel files in the compressed package, and generate structural and unstruc-
tured data related to low-frequency test data and dynamic test data analysis results, which
are then stored in relational database Oracle and NoSQL database Mongodb.

By parsing the excel file, the data in excel is converted into relational data and non-
relational data. The relational data is mainly the basic information of the test data, the
metadata information of the dynamic data, etc., while the non-relational data is the data
with corresponding identification information after processing, which is stored in the
non-relational database MongoDB to facilitate subsequent queries and other operations
(Fig. 9).
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Fig. 9. Non-relational data storage.

After importing the compressed package, the Excel test data file in the compressed
package will be automatically parsed and parsed in the new interface. Realize the auto-
matic data import function, including the import and modification of single image data
according to the corresponding requirements, and the batch import of multiple image
data in the same format. After the analysis and processing, the data in the specified
format will be output according to the user’s needs. According to the actual use and
format setting, the data will be output in the form of interface and report. The report
data file format includes txt, dat, etc., for the use of report preparation, data processing,
calculation and evaluation.

This module provides the import and export of various international and domestic
standard data formats, including TXT, DAT, etc. The system can configure different
import schemes for image data in different formats, such as the delimiter of each line
of data, ignoring the number of starting lines, and whether to simplify the space at the
end of the line. One configuration can be used for multiple image data files. After the
data is imported successfully, it will be displayed in the form of a table in the software
(Fig. 10).

Fig. 10. Test data import.
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The platform dynamically parses the imported low-frequency test data and dynamic
test data analysis results, and generates different query conditions. The query method is
fuzzy query. The query method first differentiates the query according to the user query
content, and manages the test data to facilitate subsequent data analysis (Fig. 11).

Fig. 11. Test data management

4 Concluding Remarks

This paper proposes a set of distributed architecture scheme suitable for aviation,
aerospace, shipbuilding and other industries, and implements a high-performance, highly
available test data analysis platform. It was deployed and implemented in the laboratory
of Mianyang Gas Turbine Research Institute in Sichuan, China, and initially formed a
complex high-altitude simulation test bed test data analysis business system, realizing
effective processing and rapid analysis of real-time and non-real-time data. At present,
a general test data analysis expert system is formed by integrating conventional mathe-
matical analysis, data validation, uncertainty evaluation, test performance analysis and
other task tool sets under the unified platform interface. It solves the current problems
of too few test data analysis tools and nonstandard analysis process, and improves the
test data analysis ability and efficiency.
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Abstract. Aiming at the urgent need and existing bottleneck of model parameter
optimization in data enrichment in engine design and application, the problem of
large dispersion of data enrichment results caused by the uncertainty of data input
was carried out. A self-optimization algorithm with the goal of minimizing global
deviation was developed in the uncertainty interval by combining multiple input
parameters, and the multi-objective problem was converted into a single objective
problem by adding weights, The adaptive weight change mechanism is introduced
to balance the optimization intensity of each objective. In the end, the algorithm
gets only one solution, which eliminates the difficulty of engineers’ selection of
solutions and greatly improves the efficiency of optimization.

Keywords: Rich data · Optimization of model parameters · Adaptive change
mechanism · Self-optimization algorithm

1 Introduction

In the domestic engine test, there are more or less insufficient interpretation of the
exposure problems in the test, positioning analysis is not in place. Part of the reason is
due to the complex structure of the aero-engine, the high degree of system integration,
the harsh service environment, and changeable working conditions, at the same time,
there are restrictions such as limited online testing conditions and difficult to guarantee
the amount of diagnostic information [1]. Some other factors come from the lack of
summary of the common laws between domestic and foreignmodels [5], and insufficient
understanding of the strengths and weaknesses of various models of engines. If these
information belonging to different engines can be summarized and refined, it can provide
a lot of experience for model design test [6]. To carry out the above work, we need a
large number of accurate data that can be used for explicit direct comparison as support,
so data enrichment technology came into being.

Unlike the traditional gradient based optimization algorithm, which uses a single
initial point, the intelligent optimization algorithm is based on the data enrichment algo-
rithm and optimization algorithm [2]. Starting from the original data directly measured
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in the experiment, the full view of the aeroengine is obtained through reasonable con-
straints and extrapolation. The population based on multiple initial points is used as the
initial population, and the bionic random operator is used to generate new solutions.
Evaluate the above solutions by calling black-box or white-box optimization objective
function [3], select a certain amount of excellent solutions as the next generation par-
ent population according to the corresponding objective function value, and search for
the optimal solution through multiple iterations [4]. By mastering these more compre-
hensive data, we can more clearly grasp the performance matching of the main engine
components and the changes under various test conditions, so as to better interpret and
evaluate the test results.

The establishment of intelligent optimization algorithm based on adaptive change
mechanism can enrich the existing test data, and there is an overall understanding
of the parameter change pattern during the enrichment process, which is of practical
significance for the optimization of key parameters of various parts of the engine.

2 Multi-objective Optimization Algorithm

Based on the original genetic algorithm, an adaptive weight change mechanism is pro-
posed to automatically adapt the evaluation function to a specific optimization problem
by different weights without prior knowledge between different objectives for different
working conditions. For super multi-objective optimization problems, common multi-
objective optimization algorithms, such as NSGA-II, NSGA-III, MOEA/D, have many
problems in solving super multi-objective problems [7]. The research on such super
multi-objective problems in evolutionary computing is still immature. Therefore, we
transform the multi-objective problems into a single-objective problem by summing up
the multi-objectives by weights. Further, in order to solve the problem that the single-
objective optimization algorithm cannot balance multiple objectives, we add a weight
adaptive mechanism to the original single-objective algorithm to guide the setting of
weights by the final error during the evolutionary process, i.e., the final result error is
fed back to the optimization process to form a closed loop.

Converting the multi-case multi-objective problem into a single-objective problem
with average working error, which greatly reduces the difficulty of optimization and
the generalization ability of the model itself. In practical application, there are a lot
of problems with multiple operating conditions and multiple objectives. The common
solution is to optimize the evaluation function of the worst operating condition, however,
in the actual operation of this program, it was found that using the worst condition
as the direction of optimization would reduce the error of other working conditions
while increasing the error of other working conditions. After analyzing the reasons, it
is believed that this is because only optimizing the worst working condition can not
ensure that the error of other working conditions can be effectively reduced. Therefore,
we finally convert the multi-case problem into a single-case problem by taking the
average value of eachworking condition,which can ensure that the different optimization
environments of all working conditions are considered and provide more guidance for
the direction of optimization.
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2.1 Establishment of Optimization Model

In this study, the data enrichment process is modeled as a data generation model error
minimization problem, i.e., a model parameter optimization problem, as follows:

min
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(1)

where, M denotes the number of optimization targets. αi is the weight coefficient of
each objective, i.e., it indicates the difficulty of optimizing different objectives (which
can be artificially specified by a priori knowledge or dynamically adjusted during the
optimization process). fi denotes the true value of the target under the training number. f ′

i
refers to the approximation values of the different objectives calculated after obtaining
the optimization parameters.

The difficulty in solving this problem arises from the multi-case scenario require-
ments and the black box model. First of all, in terms of problem modeling, there is a
contradiction in the performance of the generatedmodel under the same set of parameters
for different operating conditions, i.e., optimizing themodel error in one operating condi-
tion leads to an increase in the error in other operating conditions, so that it is impossible
to obtain a solution applicable to all operating conditions. The contradiction between
the above operating conditions increases the difficulty of problem solving. Secondly,
the data generation model is black-box, that is, the internal structure is unknown. Due
to the lack of corresponding a priori knowledge, there is no definite expression for the
optimization objective function, so it cannot be solved by gradient-based optimization
methods, and only non-gradient evolutionary algorithms can be used to solve it.

In addition, since there are multiple objectives of the output of this problem, tra-
ditional multi-objective evolutionary algorithms do not have good generalizability in
solving this super-multi-objective optimization (many-objective) and do not have any
a priori knowledge between the output objectives. At the same time, the output of the
multi-objective algorithm is the Pareto non dominated solution set, that is, no solution
in this solution set is better than the other solution on all objectives, and it is difficult
to determine the final solution. The output of multiple solutions makes it more difficult
for engineers to select the final solution, especially when it is difficult to select a supe-
rior solution without prior knowledge and preference. In this regard, in this study, the
multi-objective is converted into a single-objective problem by summing the weights in
combination with a specific problem, and the adaptive change mechanism of the weights
is introduced to balance the optimization strength of each objective so that the algorithm
finally obtains a unique solution, eliminating the difficult part of the engineer’s selection
of the solution.

2.2 Optimization Algorithm Termination Condition

In order to combine the optimized global information and local information, we use
the simplified Kalman filter to calculate the mutual control ratio st , and decide whether
to terminate the optimization according to st . For the convenience of introduction, we
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introduce the termination optimization algorithm by taking the calculation of st in the
t-th optimization as an example.

First, calculate the prior estimate ŝ−t of st . To simplify the calculation, let A = 1 and
B = 0. This means that we consider that each generation of the optimization maintains
a certain advantage over the previous generation, namely:

ŝ−t = ŝt−1 (2)

At the same time, the process of updating and calculating the covariance matrix is
simplified.

P−
t = Pt−1 (3)

zt = st (4)

The above two equations respectively indicate that the error of mutual control ratio
of each iteration is the same and the st calculated by the formula each time contains local
information.

Thus, the information gain can be expressed as:

Kt = P−
t

P−
t + R

(5)

Meanwhile, the posterior estimate of the mutual control ratio is:

ŝt = ŝ−t + Kt
(

zt − ŝ−t
)

(6)

The posterior estimation of the mutual control ratio of each generation contains
the global and local information of the optimization, which is used as the termination
criterion of the optimization algorithm. In addition, the minimum threshold of mutual
control ratio ŝmin shall be specified in advance. When Eq. (7) (Table 1):

ŝt < ŝmin (7)

When established, the optimization is terminated.

Table 1. Termination optimization algorithm steps.

Serial number Terminate the optimization algorithm process

1 Initialize t = 0, ŝ0 = 1

2 Set R

3 Set the maximum number of iterations tmax

4 Set minimum mutual control ratio ŝmin

(continued)
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Table 1. (continued)

Serial number Terminate the optimization algorithm process

5 while ŝt ≥ ŝmin and t < tmax do:

6 Execute an iterative process of evolutionary algorithm

7 t = t + 1

8 Calculate the prior estimate of the mutual control ratio, ŝ−t , Using Eq. (2)
9 Calculate the measured value of the mutual control ratio, zt , Using Eqs. (3) and

(4)

10 Obtain a posteriori estimates of the mutual control ratio, ŝt , Using Eqs. (6) and
(7)

11 End while (End cycle)

3 Data Enrichment Algorithm

3.1 Algorithmic Logic

The aero-engine data enrichment software is suitable for engines of various configu-
rations, supporting configuration selection and independent expansion of subsequent
algorithms. The software analyzes the aero-engine data measured by the test, and the
user customizes the split of the test data, defining the data as: reference points, training
points and validation points. The user can modify key parameters of the algorithm such
as optimization times, population number, iteration termination parameters, etc. through
the interface.

The data enrichment algorithm enriches the test data by inputting the engine test data,
and outputs key information at different sections of the aeroengine, such as pressure ratio,
flow rate, efficiency, etc. [8]. The algorithm execution logic is shown in Fig. 1.

3.2 Algorithm Input and Output

(1) Input

The data rich input parameters are some engine test parameters.
p2_od denotes Inlet pressure. t2_od denotes Inlet temperature. Pamb_od denotes

Environmental pressure. p3tar_od denotes Culvert pressure.

(2) Output

The test data is enriched through the data enrichment algorithm, and the output results
are the key parameters of each section of the engine. See the following table for detailed
output data (Table 2).
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Parameter initialization

DS test data entry

DS calculate test data 
coefficient adjustment

DS calculate the adjustable test 
guess parameters

Perform DS computation

Output DS calculation results OD calculation reserve

OD calculation adjustable 
parameter setting

Perform OD computation

Output DS calculation results

Resource release

Fig. 1. Data-rich algorithm operation logic.

The results of the data enrichment process are dynamically displayed, and the values
of each point are viewed, as shown in Fig. 2.
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Table 2. Key output parameters of data enrichment.

Key output parameters

odo_W2 Converted flow odo_WF Combustion chamber outlet
temperature

odo_P3 Compressor pressure ratio odo_T3 Compressor efficiency

odo_P13 External culvert pressure ratio of fan odo_T21 Fan intrinsic efficiency

odo_P44 High pressure turbine efficiency odo_P5 Low pressure turbine
efficiency

odo_T16 Heat transfer coefficient of internal
and external culverts

odo_FN Nozzle thrust coefficient

odo_T5 Design culvert ratio odo_P21 Internal pressure ratio of fan

odo_T13 Fan external efficiency odo_P16 External culvert pressure ratio

odo_A8 Nozzle flow coefficient

4 Intelligent Optimization Algorithm Software

4.1 Algorithm Configuration

The user can click the configuration selection button on the interface to select the required
configuration in the pop-upwindowof algorithmconfiguration selection. In addition, this
software supports the user to independently expand the engine configuration in the future,
and the engine algorithm configuration expansion can be completed by supplementing
the document in the specified format under the background corresponding directory
(Fig. 3).

4.2 Interface Scheme Design

After the user selects the test file that requires rich data, the software automatically parses
the file, and users can customize the test data into reference points, training points and
verification points according to the data display interface. After classification, click OK,
and the background will classify and write the data to different files to provide input
files for subsequent data optimization and enrichment (Fig. 4).

4.3 Test Point Display

Test point display. After the user imports the test data, click the test point display button
to pop up the test point pop-up drawing, which consists of the formula curve base map
and data points (Fig. 5).
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Fig. 2. Data enrichment results output.
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Fig. 3. Algorithm configuration.

Fig. 4. Interface scheme configuration.
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Fig. 5. Test point display.

5 Conclusion

By modeling the real problem as a multi-objective optimization problem under multiple
operating conditions, the internal parameters of the model can be well back-calibrated.
Aiming at the urgent need and existing bottleneck of model parameter optimization in
data enrichment in engine design and application, as well as the problem of large scat-
tering of data enrichment results due to the self-induced uncertainty of data input. A
self-optimization algorithm with the objective of minimizing global deviation is carried
out by combiningmultiple input parameters in an uncertain interval. Themulti-objective
problem is converted into a single objective problem by summing weights, and an adap-
tive change mechanism of weights is introduced to balance the optimization intensity of
each objective. The final algorithm can get the unique solution, which saves the engineers
the difficulty of selecting the solution and greatly improves the efficiency of optimization.
From the optimization results, it can be seen that the intelligent optimization algorithm
based on the adaptive change mechanism has a good application prospect.

References

1. Jia, L., Xu, D., Dakun, S et al.: Response and stabilization of a two-stage axial flow compressor
restricted by rotating inlet distortion. Chin. J. Aeronaut., 34(09), 72–82 (2021)

2. Fanyu, L., Li Jun, X., Dong, et al.: Influence of SPS casing treatment on axial flow compressor
subjected to radial pressure distortion. Chin. J. Aeronaut. 30(02), 685–697 (2017)

3. Sakata, Y. and Ohta, Y.: Coexisting state of surge and rotating stall in a two-stage axial flow
compressor using a double-phase-locked averaging technique. J. Therm. Sci., 26(01), 38–46
(2017)

4. Simon.: Evolutionary optimization algorithms: a bionic and population-based approach to
computer intelligence. Tsinghua University Press (2018)



An Intelligent Optimization Algorithm 199

5. Jing, L., Boyao, Z., Dayi, Z., et al.: Current status and prospect of fault diagnosis for aero gas
turbine engines. J. Aeronaut. 43(8), 626565 (2022)

6. Leppmann, H.: Study on the influence of tip clearance on the matching of multistage axial
compressor. Tsinghua University (2015)

7. Baojie, L., Chuanhai, Z., Guangfeng, A., et al.: Using tandem blades to break loading limit of
highly loaded axial compressors. Chin. J. Aeronaut. 35(04), 165–175 (2022)

8. Limin, G., Xudong, F., Xuan, C., et al.: Discussion on design method of compressor transition
section. J. Aeronaut. 34(05), 1057–1063 (2013)



AcLGB: A Lightweight DDoS Attack
Detection Method

Fantao Zeng1,2, Jieren Cheng1,2(B), Zhuyun Cao1, Yue Yang1,2,
and Victor S. Sheng3

1 School of Computer Science and Technology, Hainan University, Haikou 570228,
China

cjr22@163.com
2 Hainan Blockchain Technology Engineering Research Center, Haikou 570228, China

3 Department of Computer Science, Texas Tech University, TX 79409, USA

Abstract. With the development of Internet technology, distributed
denial of service(DDoS) attack has always been a hot and difficult point
in network security.Protecting network infrastructure and information
security is also becoming more and more important.However, cyber secu-
rity is an arms race, as attacks develop and network traffic surges,
intelligent solutions face the challenge of detecting sensitive changes in
traffic characteristics.In this paper, we propose a lightweight Adaptive
Clustering-based LightGBM(AcLGB) detection method.This is a new
DDoS traffic classification method and an effective lightweight detection
method.We introduce a new clustering technique to learn the cluster-
ing centers that can be used to extend the characteristics of a given
dataset.It solves the challenge of difficult detection when traffic char-
acteristics change sensitively.The model separates the samples of differ-
ent categories in the best way, and outperforms the current detection
method with 99.98% detection accuracy. In the CIC-DDoS2019 data set,
the detection time of 802s is better than other detection methods.

Keywords: Network security · DDoS attack · LightGBM · Clustering

1 Background Introduction

1.1 Background

A distributed denial of service (DDoS) attack involves flooding a target server
with traffic, rendering it inoperable. It is different from other attack types. The
main purpose of DDoS attacks is not to steal private data, but to degrade the
performance of the target server. DDoS attacks are distributed denial-of-service
attacks. Multiple clients attack a target server at the same time, rapidly depleting
the resources of the target server. Botnets of malware-infected client computers
are also a form of DDoS attack.
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The most recent massive DDoS attack was a massive attack on GitHub in
2018, which lasted 20 min. GitHub has its own internal security mechanism that
blocks attacks when attacked, and it was one of the largest DDoS attacks in
the world. In 2022, Google Cloud Armor customers suffered a distributed denial
of service (DDoS) attack based on the HTTPS protocol that reached 46 mil-
lion requests (RPS) per second, the largest attack of its kind ever recorded. In
just two minutes, the attack escalated from 100,000RPS to a record 46 million
RPS, nearly 80 percent higher than the previous high, and Cloudflare eased an
HTTPS DDoS of 26 million RPS in June. The attack began at 09:45 am Pacific
time on June 1, initially targeting the victim’s HTTP/S load balancer at a rate
of 10,000RPS. Within eight minutes, the attack intensified to 100,000RPS, and
Google’s CloudArmorProtection was activated by generating alerts and signa-
tures based on certain data extracted from traffic analysis. Two minutes later,
the attack peaked at 46 million requests per second. Fortunately, the customer
had already deployed Cloud Armor’s recommendation rules, and the hack did
not have the desired effect.From this, we can see that DDoS attacks are not far
away from us, and let’s look at the consequences of DDoS attacks.

Fig. 1. Top ten reflected attack destinations around the globe(1HY 2022)

According to NexusGuard [1] statistics on DDoS attacks in 2022, the total
number of attacks and average attack size increased by 75.60 percent and 55.97
percent, respectively, in the first half of 2022 compared to the second half of 2021.
Compared to the second half of 2021, the maximum attack size was reduced by
66.82%, and the maximum attack size was 232.00 Gbps. Compared to the same
month in five years, March had the fewest number of attacks, while June had
the highest number of attacks, the highest number of attacks, and the highest
number of attacks. While the number of attacks increased from April 2022 to
June 2022, the number of attacks declined during the same period in 2021.
Figure 1 shows this.

We summarize the data of DDoS attacks in the following sections.
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a. Type of attack media: In the first half of 2022, UDP attack and HTTPS flood
were the two attack types, contributing 39.58% and 15.94% respectively, while
TCP ACK attack ranked the third with 6.48%.

b. Attacks by category: Volume (direct flood) attacks accounted for 67.93% of
total attacks recorded in the first half of 2022, with HoH increasing 48.22%
and down 15.06% year-on-year.

c. Protocol attacks: UDP and TCP attacks were the two main attack types in
the first half of 2022, accounting for 61.27 and 30.57% respectively.

d. Attack duration: 69.27% of attacks lasted less than 90 min, and the remaining
attacks lasted more than 90 min. 17.15% of the attacks lasted more than 1200
min.

From the above data, we can find that the target of DDoS attacks is not
only to affect the target website, but also to affect the normal operation of
services. The cost of DDoS attacks is relatively low, but large-scale DDoS attacks
have a huge impact on services. Because attackers often change the nature of
attacks, such sensitive characteristics make it difficult to detect DDoS attacks,
and therefore difficult to detect and mitigate the impact of attacks.

1.2 Main Contribution

Despite rapid advances in AI-based DDoS detection methods [11], existing solu-
tions are still very sensitive to small changes in the various characteristics of
network traffic. Specifically, because these techniques learn from the characteris-
tics of a single sample, training them on carefully designed features, inadvertently
mislabeled samples, or small subsets of unbalanced data sets negatively affects
their ability to generalize, thus making it very difficult to detect new DDoS
attacks.

Main contribution: We introduce a new clustering technique to learn clus-
tering centers that can be used to extend the characteristics of a given data
set.Based on the clustering results, we use the normalization method of softmax
to process the data set, which is convenient for lightGBM classifier to conduct
classification training. The statistical features and clustering features are joined
together, and then LightGBM algorithm is applied to classify the generated new
data set.Finally, in order to prove the effectiveness of our solution, we evalu-
ated the effectiveness of the AcLGB algorithm on the network traffic data set
of CIC-DDoS2019 [2], and it reached the accuracy of 99.98979% in the detec-
tion accuracy. In terms of detection time, 802s is better than the conventional
classification model.

2 Related Work

We briefly describe other test methods that are directly related to our test
method and highlight their shortcomings.
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2.1 DDoS Attack Detection Based On Deep Learning

Most deep learning-based detection methods attempt to match observed net-
work flow with previously learned patterns. Despite increasing adoption rates,
they produce unacceptably high false positive rates with relatively little improve-
ment in detection performance. This greatly limits their applicability in real life.
Autoencoders (AE) can learn potential representations of features and reduce
their dimensions to minimize memory consumption [3–5], which drives their use
for abnormal traffic detection. Tan et al. [6] applied convolutional neural net-
works (CNN) to learn the spatial representation of packets, and then used image
classification methods to identify malware traffic. Wang et al. [7] combined CNN
with long short-term memory (LSTM) structures to learn the spatial and tem-
poral correlations between features. As effective as these techniques are, they
completely ignore the time-based statistical characteristics that can be inferred
from the semantic relationships in packets and packet payloads. Min et al. [8]
used these ignored attributes and applied natural language processing techniques
to process the packet payload. This improves detection performance, but it still
has several important weaknesses, including ignoring data set imbalances and
showing very high processing times when working with large data sets.

2.2 DDoS Attack Detection Based On Machine Learning

Machine learning refers to the analysis of large amounts of data by machines and
the automatic learning of rules and patterns in the data, so as to achieve auto-
matic decision-making and control. In the field of DDoS attack detection, many
scholars carry out researches. Dong et al. [9] proposed the improved KNN (K-
Neighbors), which mainly focuses on adding a weight to the predicted samples.
The weight can make the samples that are closer to the predicted samples con-
tribute more to the model, and the algorithm can perform better in some specific
distributions. Due to the defects of KNN itself, its efficiency in processing large
samples will be insufficient. Li et al. [10] proposed a method of feature dimen-
sion reduction, which extracted 19-dimensional features from high-dimensional
network traffic and classified network traffic by combining clustering and sup-
port vector machine (SVM) algorithm. In the field of machine learning, feature
selection is often decided by humans. Once the feature selection is insufficient,
the training effect will be poor.

3 System Architecture

A lightweight AcLGB detection method based on LightGBM.
We propose a lightweight DDoS attack detection method based on Light-

GBM, which can maximize the detection efficiency of the model and reduce the
detection time. At the same time, multi-core cluster balancing detection perfor-
mance is introduced to ensure that the detection accuracy is not lost. It not only
reduces the false alarm rate, but also improves the detection efficiency.
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Feature extractor module: converts raw network packets into headers and
statistical feature vectors.

Adaptive clustering module: low dimensional embedding of network flow fea-
tures is constructed, and abstract attributes shared by a group of samples belong-
ing to the same traffic type are calculated.

Classification module: statistical features and clustering features are con-
nected together, and then LihgtGBM algorithm is applied to classify the gener-
ated new data set.

In the following sections, we describe in detail the specific operations of each
module and its related role in detecting DDoS attacks.

3.1 Feature Extractor Module

By processing the data features of the original data set, AcLGB extracts more
representative representation information from it to represent the data, which is
embodied in: deleting null and 0 values; Remove useless features including “Flow
ID”, “Source IP”, “Unnamed: 0”, etc. By reducing useless features and reducing
the training pressure of classifiers, the performance of clustering modules and
classifiers can be effectively improved, and the training reasoning time of AcLGB
can be greatly reduced.

3.2 Adaptive Clustering Module

Although the training speed of LightGBM is very fast and the memory usage
is very small, it is sensitive to the interference effect of noisy data. We need to
organize the data input effectively to reduce the impact of data on the classifica-
tion module. We propose a new model, AcLGB, which is based on a clustering
algorithm that generates clustering centers to be used as extensions of the input
features to be clustered. Because our adaptive clustering method is designed to
be end-to-end differentiable, the training is performed on small batches by which
the network learns the low-dimensional representation of the input and computes
the corresponding kernel center. This operation is performed online iteratively,
with the probability that the last layer of the kernel network produces each
sample among inputs belonging to all possible classes.

The clustering algorithm is to learn the similarity content of the data set
to group similar samples together. Through this process, the data is effectively
organized. By proposing multiple kernel clustering networks, each network may
learn one of the required classification clusters, and we use encoders to reduce
the original network traffic dimension to any required dimension. As shown in
the Fig. 2, we can use the encoder to reduce the dimensionality of the input
features to the desired feature dimension.

Let Kc be the set of features obtained from the cluster center of a given class
C. For any two samples i, j ∈ C.

distance (χi ∪ Kc, χj ∪ Kc) ≤ distance (χi, χj) (1)
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Fig. 2. Multiple kernel clustering process

Let i and j be n-dimensional real-valued vectors:

χi = {xi1, xi2, . . . , xin} ∈ R
n χj = {xj1, xj2, . . . , xjn} ∈ R

n (2)

When Xit and Xjt correspond to each feature of the sample data, t belongs
to [0, n], assuming that xi and xj are both C-class data, it is clear that we can
obtain the CTH cluster center Kc:

Kc = {kc1, kc2, . . . , kcm} ∈ R
m (3)

Finally we obtain the aggregated features:

χ′
i = {xi1, xi2, . . . , xin, kc1, kc2, . . . , kcm} ∈ R

n+m (4)

χ′
j = {xj1, xj2, . . . , xjn, kc1, kc2, . . . , kcm} ∈ R

n+m (5)

An intuitive way for us to calculate the clustering effect is to compare
the similarity between the original and aggregated feature vectors, namely Q1
and Q2,

Q1 = distance (χi, χj) and Q2 = distance
(
χ′

i, χ
′
j

)

Q1 =
1
n

n∑

α=1

(xiα − xjα)2 (6)

Q2 =
1

n + m

(
n∑

α=1

(xiα − xjα)2 +
m∑

α=1

(kcα − kcα)2
)

(7)

Q2 =
1

n + m

n∑

α=1

(xiα − xjα)2 (8)

Q1 − Q2 =
m

n + m
· Q1 ⇒ Q2 = β · Q1 (9)
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3.3 Classification Module

Finally, AcLGB uses classification module to process the combined extraction
features and clustering center of each sample, and outputs the inferred traffic
class to which the flow belongs. The training classification is carried out by Light-
GBM. 70% of the data set is taken as the training set and 30% is taken as the
verification set to judge and classify the input data. LightGBM is a classification
algorithm based on decision tree. First, it is a decision tree algorithm based on
Histogram. It discretized continuous floating point feature values into k integers,
constructs histogram with width of k, and performs statistics in the histogram
according to discretized values as indexes. Then, according to the discrete value
of the histogram, the optimal segmentation point is found by traversing. Light-
GBM conducts difference acceleration based on Histogram algorithm. Secondly,
LightGBM adopts a growth strategy based on the leaf-wise algorithm with depth
limitation. This strategy finds the Leaf with the largest splitting gain from all
current leaves each time, and then splits, and so on. On this basis, the maxi-
mum depth limit is added to prevent overfitting on the basis of ensuring high
efficiency.

Compared with traditional XGBoost, LightGBM has the advantages of faster
speed and smaller memory, so we choose this classification algorithm as the
design of our classification module.

3.4 AcLGB Detection Procedure

Lightgbm-based lightweight attack detection method mainly uses LightGBM’s
lightweight detection model to improve the overall detection speed and ensure
the memory overhead, and reduces the impact of noise data in the data set on the
training process through multi-core clustering to ensure the overall robustness.
As shown in the Fig. 3, the specific process is as follows:

Fig. 3. AcLGB detection procedure

Step 1 AcLGB processes very large volumes of traffic by processing the raw
network packet stream into a feature-based bidirectional stream representation.

Step 2 AcLGB is based on the clustering method. We extract a series of
features from the original data packet and extend these features using the learned
clustering center.
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Step 3 AcLGB uses softmax normalization method to process the input train-
ing data.

Step 4 AcLGB uses LightGBM classifier to detect DDoS attacks.

4 Specific Experiments

In this section, we introduce the specific process of the experiment.

4.1 Dataset

We evaluate the performance of our method on CIC-DDoS2019 dataset. CIC-
DDoS2019 contains benign, up-to-date common DDoS attacks that resemble
real real-world data. It also includes the results of network traffic analysis.
Using CICFlowMeter-V3, streams are marked according to timestamp, source
and destination ip, source and destination port, protocol, and attack. It is col-
lected by the Canadian Network Security Laboratory on January 12, 2019 and
March 11, 2019. The total data set is 28.9GB. The data set contains a variety
of DDoS attack classification labels. Make an experimental comparison. Finally,
we split the preprocessed dataset into a training set and a test set with a ratio
of 70 and 30%.

4.2 Preprocessing

Through Fig. 4, we can see that there are many data features that are useless
for our model training, so we remove null and zero values; Remove useless fea-
tures, including “Flow ID”, “Source IP”, “Unnamed: 0”, etc. By reducing useless
features and reducing the training pressure of the classifier, the performance of
the clustering module and classifier can be effectively improved, and we greatly
reduce the training inference time of AcLGB.

4.3 Experimental Parameter Selection

We implemented AcLGB in Python 3.7 using PyTorch [16] and LightGBM
libraries. For the AcLGB algorithm, we adopted a set of fully connected NN
encoders with 3 hidden layers containing 500, 200 and 50 neurons, respectively.
The number of neurons in the output layer is equal to the required dimension
of the kernel, which we set to 10 in our experiments with e−4 as the training
learning rate. We use the classification algorithm of LightGBM as our classifier,
and the parameters of LightGBM are shown in Table 1.

Next we evaluate the results of the overall DDoS attack detection, where
AcLGB extrapolates meaningful low-dimensional representations from headers
and statistical features extracted from raw network traffic data. Using these auto-
matically learned features, we determine different cluster centers and use them
to expand the title and statistical properties. With these additional features, we
expect our classifier to be more accurate and to easily distinguish even the most
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Fig. 4. Feature correlation graph

Table 1. Hyperparameter selection of LightGBM

Parameters Default values Meaning

boosting type gbdt Set the promotion type

num leaves 31 Number of leaf nodes

learning rate 0.1 Learning rate

feature fraction 0.9 Feature selection ratio

begging fraction 0.7 Sample sampling ratio

begging freq 5 Iterative execution cycle
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similar patterns. To verify our hypothesis, we perform multi-label classification
on the above CIC-DDoS2019 real dataset, as shown in Fig. 5a. Therein we dis-
tinguish between benign and malicious traffic and identify the type of each traffic
separately. And do the binary classification experiment without using multiple
kernel clustering to process the data, as shown in Fig. 5b.

(a) 4 Classification results (b) 2 Classification results

Fig. 5. Confusion matrix results

Table 2. Confusion matrix in classification task

Actual positive Actual negative

Predicted positive TP FP

Predicted negative FN TN

4.4 Evaluation Metrics

To measure the performance of our AcLGB, we use the held out testing set to
compute confusion matrices, based on which we calculate the number of True
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN)
inferences. The details are given in Table 2. With these, we derive a number of
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metrics that allow us to assess the quality of the classification results of AcLGB
and those produced by the benchmarks considered, namely:

Accuracy =
TP + TN

TP + FP + TN + FN
(10)

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

FAR =
FP

FP + TN
(13)

F1score = 2 · Precision*Recall
Precision+Recall

(14)

In the CIC-DDoS2019 real dataset, we also calculated the accuracy, precision,
recall, F1 score of AcLGB, which is similar to a two-stage classification process,
where the first stage corresponds to classifying DDoS traffic by clustering. The
second stage corrects misclassified samples by a further LightGBM classifier.
Finally, we compare the experimental performance of different methods on CIC-
DDoS2019 dataset in Table 3, We can find that our method has a detection
accuracy of 99.98%, a Recall value of 99.71% and a F1 score of 99.55%, which
is much higher than other detection methods.

Table 3. Performance comparison of different methods on CIC-DDoS2019 dataset

Thesis Methods Accuracy Precision Recall F1 score Training time

De Assis MOV [12] CNN+LSTM 96.34 95.71 95.49 95.60 1077

Javaid A [13] Regression 95.59 95.41 95.95 95.53 1245

Sadaf K [14] Isolasion Forest 91.49 90.28 90.74 90.51 1377

Wei Y [15] AE+MLP 97.76 97.74 97.63 97.68 1127

AE-XGBoost AE+XGBoost 98.92 98.96 98.94 98.95 1745

Our AcLGB 99.98 99.38 99.71 99.55 802

5 Conclusion and Prospect

Based on LightGBM, this paper proposes a lightweight DDoS attack detection
method AcLGB, which can maximize the detection efficiency of the model and
reduce the detection time. At the same time, multi-core clustering is introduced
to balance the detection performance and ensure that the detection accuracy is
not lost. It not only reduces the false positive rate, but also improves the detec-
tion efficiency. We verify the effectiveness of our method through experiments on
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CIC-DDoS2019 dataset, which can be deployed on devices with limited comput-
ing resources. At present, the abnormal flow of this data set is much higher than
the normal flow. In the future, the data set with more balanced distribution can
be found to verify the method.
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Abstract. In many deep learning tasks, feature extraction and fusion
in multivariate time series is an indispensable part of passenger flow pre-
diction. Because there is also a certain correlation between passenger
flow time series, it is very meaningful to successfully capture the time
characteristics of the series and the dependencies between each series.
Therefore, this study combined Residual Network (ResNet) and Atten-
tion Gated Recurrent Unit (Attention GRU) to build a ResGRU model
for predicting subway passenger flow data during peak hours. This study
has improved ResNet and attention GRU, then designed the ResGRU
model architecture. Among them, the subway network topology is con-
structed by graphs, ResNet is used to capture the hidden spatial fea-
tures between data, attention GRU captures the deep temporal features
between data. This study not only considered passenger flow data, but
also added subway network topology data, even weather and air pollu-
tion index data. Finally, three time solts of 10, 15 and 30 min were used
to forecast the peak passenger flow on the public dataset. The ResGRU
model was compared with the single model, the combined model and
an ablation experiment. The experimental results demonstrate the high
robustness and superiority of the model.

Keywords: Deep learning · Residual network · Gated Recurrent
unit · Prediction passenger flow

1 Introduction

The transportation system is one of the most important constructions in a
modern city, which is maintaining the normal travel of different groups of peo-
ple. In the development of intelligent transportation system (ITS), through the
consumption record of transportation toll system, traffic video monitoring and
the detection of the positioning system of smartphones, those can monitor the
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dynamic changes of traffic in real time. That helps the traffic management
department formulate scientific and reasonable management strategies to avoid
sudden traffic problems [1]. As an integral part of ITS, traffic flow forecasting
comprehensively considers historical traffic state data and other factors what
may affect traffic state. It can timely notice potential traffic changes for a period
of time in the future, which will improve the stability of the traffic system [2].
Traffic flow is predicted based on the traffic pattern in the past period of time,
the various traffic factors in the same period of time have an impact on the
future traffic volume [3].

At present, the subway is becoming the preferred way of people’s daily travel.
During the peak hours of weekdays, serious congestion often occurs at subway
stations. Compared with other traffic passenger flows, the subway passenger
flow is more cyclical, the passenger flow in the morning and evening peak peri-
ods shows a certain pattern. In order to relieve traffic pressure, in the mean-
time speeding up subway route design and urban network planning, research on
subway passenger flow forecasting during peak periods is worthy of attention.
Accurate and timely passenger flow forecasting methods will support plan indi-
vidual routes in advance and reduce commuting stress, even avoid accidents such
as stampedes. In previous work, traffic flow prediction involves multiple modes
of travel, but they don’t take into account external factors for instance traffic
routes, weather conditions, air quality, and holidays.

With the development of machine learning, a number of machine learning
models and hybrid prediction models have emerged for passenger flow forecast-
ing, such as back-propagation neural network (BPNN), random forest learning
and support vector machine (SVM) models. However, these methods only make
predictions based on the passenger flow time series data, without considering
the topology of the transportation network. Their improved prediction accuracy
is also limited.

Deep neural networks have achieved remarkable results in the field of traffic
flow forecasting. Short-term and long-term forecasting of traffic flow in traffic
applications have attracted more researchers, most of whom focus on construct-
ing new models for forecasting. Because of the multi-dimensional traffic data
information which involves a variety of dynamic data in some emergencies, the
traffic time series data prediction problem is more challenging than the predic-
tion problems in other application fields. Although many deep learning models
have been proposed in this field, a majority of the models are constructed based
on specific datasets, the generalization ability of the models is weak. When using
new datasets for prediction research, the model prediction performance degrades.
Moreover, the deep learning model still has some defects, for instance the inabil-
ity to reflect the advanced prediction performance when the raw data is small,
the inexplicability of the model itself.

Under this premise, this study combines ResNet and Attention GRU to con-
struct a “ResGRU” model, so that make short-term prediction of subway passen-
ger flow during peak hours. The model not only considers the dynamic temporal
and spatial characteristics between subway stations, but also adds a weather
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index to more comprehensively predict the subway passenger flow law in the
short term. It can be seen from the ablation experiments of the ResGRU model,
although the prediction results are not much different, the model prediction accu-
racy is improved after adding the subway network topology and weather and air
pollution indices. The rest of this paper is described as follows. In Sect. 2, the
existing work related to traffic flow prediction is depicted. In Sect. 3, the design
architecture of ResNet, Attention GRU and ResGRU models are introduced. In
Sect. 4, the experimental dataset and related evaluation metrics are discussed,
comparative experiments are carried out on the model to prove the effectiveness
of the model. Finally, it is concluded in Sect. 5.

2 Related Work

After decades of research, the development of the field of traffic flow predic-
tion is now in the fourth generation of deep neural networks (the application
of graph convolutional networks) . However, it is still the third generation of
technology (the fusion of CNN and RNN) is extensively used [4]. Among the
classical statistical models, the ARIMA model is relatively widely used in the
field of traffic forecasting. Jie et al. [5] employed ARIMA and various external
covariates to predict the daily passenger flow of the Taipei Metro. In [6], the
ARIMA model is used to detect the stationarity of the data set, in which the
data with large fluctuations are subjected to differential processing. Run et al.
[7] coupled with ARIMA and gray prediction model, then selected the data of
each subway entrance in a city to predict subway passenger flow. However, the
classical statistical models also have certain shortcomings. The nonlinear char-
acteristics of the data are ignored, more importantly the model must manipulate
relatively stable data.

In deep learning, CNN can capture the dynamic dependencies of spatial
regions of traffic and passenger flow data, RNN is more sensitive to perceive the
temporal information features of traffic and passenger flow data. The continuous
improvement of deep learning algorithms has led to significant improvements
in traffic flow prediction performance. Bai et al. [8] pointed out that learning
node-specific patterns is crucial for understanding related time series data. In
[9] adopting online learning (OL) technology, the advantages of transport and
online learning in traffic flow forecasting are clarified. In [10], a set of heuris-
tic indicators was proposed. Provide traffic managers with a more informative
decision-making process through the integration of index information. Shen et al.
[11] pointed out that most of the existing works use time series analysis to study
urban rail transit passenger forecasting. Fafoutellis et al. [12] combined extended
recurrent neural network(RNN) and long short-term memory network (LSTM)
for traffic prediction, they used network-wide data for traffic condition predic-
tion, but did not meditate the high dimensionality of the data. Zhao et al. [13]
introduced a memory time series network to solve the urban traffic forecasting
problem, while the forecasting effect was not ideal when dealing with complex
data features. Shih et al. [14] deal with related time series through filters and an
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improved attention mechanism, though the model will lose some data features
in long-term prediction. Based on long-range Transformers, Grigsby et al. [15]
recover the relations required to achieve competitive performance in prediction
tasks, yet the model performance gains are not high. Zhao et al. [16] combined
a graph evolution network and a bidirectional long-short-term memory network
with an attention mechanism. Although complex topological spatial features and
dynamic temporal features were extracted from temporal and spatial traffic data,
the model prediction performance was unstable.

Nowdays, in the field of road traffic prediction, researchers have also begun to
apply residual neural networks, such as taxi flow [17], traffic flow [18,19] and traf-
fic state [20] prediction. As far as current research is concerned, the application
of ResNet in traffic passenger flow prediction is relatively less, prediction per-
formance has not been better achieved. Long short-term memory networks have
achieved some results in time series prediction. Gated recurrent units (GRU)
and LSTM both contain gating mechanisms, while GRU uses hidden states to
transmit information. It is generally faster to train than LSTM.GRU has already
carried out relevant experiments in power anomaly forecasting [21], wind power
forecasting [22] and stock forecasting [23], but the research in the field of traffic
passenger flow forecasting is still comparatively lacking. Liu et al. [24] effec-
tively learned dynamic spatiotemporal features via ConvLSTM units. Wu et al.
[25] captured both temporal and spatial dependencies in traffic flow data, what
gets by extracting external knowledge such as relationships between variables
and variable attributes. In [26] established a new multi-step traffic prediction
model that dynamically captures the spatial correlation of traffic data. While
these models can capture traffic data spatial dependencies, they do not take into
account for other traffic external factors, for instance weather conditions, air
quality, or traffic accidents. When bad weather or poor air quality occur, peo-
ple may adjust their travel patterns even postpone their trips. Therefore, these
external factors are also crucial in predicting the outcome.

In conclusion, although some researchers have paid attention to the topol-
ogy information of traffic network in recent years, they have not make much of
other external factors in traffic. In the field of traffic passenger flow prediction,
in addition to traffic factors, other external factors also have a certain impact on
passenger flow. Therefore, the proposed model can not only capture the dynamic
temporal and spatial characteristics between subway stations, but also incorpo-
rate weather and air pollution index-related data to improve the performance of
subway passenger flow prediction.

3 Methodology

Our model was built by ResNet and attention GRU. Next, we will introduce the
components and ResGRU model architecture respectively.
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3.1 Residual Network

Previous studies have pointed out that models with more layers in the net-
work can capture more hidden features. However, deeper models are not always
more effective due to vanishing or exploding gradients. Residual network solves
the problem of gradient disappearance or explosion caused by increasing depth
in deep neural network through shortcut connection. This study adopts an
improved residual block, which contains 32 filters, as shown in Fig. 1. The resid-
ual network is mainly used to train the network output, as follows:

Xl+1 = F (X1) + Xl (1)

where Xl and Xl+1 represent the residual block input and output. In the resid-
ual block, “Conv” represents the convolutional layer, “BN” represents the batch
normalization layer, “ReLU” represents the activation layer. Among them, con-
volution is to extract features from data, the purpose of activation is to reduce
the dimension of feature maps, but important information is not discarded.

Fig. 1. Improved residual block

3.2 Attention GRU

RNN broadly adopts long short-term memory networks and gated recurrent
units to solve the facing vanishing/exploding gradient problem. Attention mech-
anism in the fields of image recognition and natural language processing, what
has extended sufficiently novel improvements and contributions. The related
research in the field of traffic prediction still needs to be further developed.
Therefore, in order to obtain different weights of features in different network
layers, this study adds attention GRU to the model. Different from traditional
weight assignment rules, since other factors for example weather conditions, net-
work topology, and working days have a certain influence on subway passenger
flow, instead of assigning weights based on timesteps, this study automatically
scores in the model via the weights captured by the GRU.
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The matrix output after GRU processing is DεRa×b,where a and b represent
each time step and the number of features. D represents the output from the
attention layer, which is obtained by

I = F(W ◦ D + b) (2)
D′ = I ◦ D (3)

where I is the weight matrix of the same shape as D, “◦” represents the Hadamard
product, F represents the fully connected layer (which can be activated by the
RELU activation function), W is the weight matrix of F, b is the bias.

3.3 ResGRU Model Architecture

Our model architecture is shown in Fig. 2, it consists of two major modules, a
feature extraction module and a feature fusion module. In the feature extraction
module, the corresponding processing is carried out according to the input data
category. The data are mainly divided into three types, passenger flow data,
network topology data and weather and air pollution index.

Fig. 2. ResGRU model architecture

Passenger Flow Data Historical passenger flow data is the most important
for predicting short-term passenger flow. Moreover, the station location is fixed
in the subway station network, the correlation between incoming and outgoing
passenger flow is small. Treating incoming and outgoing passenger flow data
separately does not affect the prediction accuracy of the model, while it could
increase the model running speed. Therefore, this study divides the passenger
flow data into inflow data and outflow data.
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The subway management system stores the real-time passenger flow data of
subway stations, this study has adopted three inflow modes based on the col-
lected data: real-time, daily and weekly modes. In order to predict the passenger
flow data of t+1, the passenger flow data of the three modes from t–4 to t are
respectively input into different channels. The passenger flow data input is given
by

K1 = (X r
(m,t),X

d
(m,t),X

w
(m,t)) (4)

where Xr, Xd and Xw represent the passenger flow data corresponding to the
current day, the previous day or the previous week, m represents the number of
subway stations, adjacent stations are located in adjacent rows according to the
train route, t represents the historical time step of the station .

The passenger flow data was fed into residual blocks containing 32 and 64
filters successively, then the data was flattened and fully connected with 276
neurons. The final output passenger flow will be input to the feature fusion
module.

Network Topology Data In the field of traffic and passenger flow prediction,
the addition of the subway network topology greatly improves the prediction
accuracy. In this study, this study uses the residual network to obtain the weights
of the subway network topology data as to the subway line and station composi-
tion. Since the subway network topology cannot be changed on the basis of the
subway line construction, thus this study only needs to consider the real-time
mode. The other processing methods are the same as the passenger flow data,
the input of network topology data is

K2 = ̂D− 1
2 ̂ÂD− 1

2 (X r
m,t) (5)

Weather and Air Pollution Index Till now, some studies have begun to
attach importance to the influence of weather on traffic passenger flow fore-
casting, but the impact of air quality on traffic passenger flow forecasting has
not been fully explored. When the weather is bad or the air is polluted, people
will adjust their travel plans and travel patterns. Therefore, this study incorpo-
rates weather and air quality forecasts for subway passenger flow. When making
related predictions in different time solt (TS), his study would select the weather
and air pollution index data in the same time period during recent days. The
input of weather-related data is given by the following formula:

K3 = (X(n,t−i),X(n,t)) (6)

where K3 is a two-dimensional matrix containing n rows and i columns, where n
is the number of weather correlation coefficients and i is the time step.

After the weather and air pollution index related data is input, the data is
first flattened and then fed into the fully connected layer to obtain the current
weighted index. Next it goes through two layers of GRU with stacks of 16 and 32
neurons. Finally the processed data will be input to the feature fusion module.
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Feature Fusion Module The data output by the feature extraction module
enters the feature fusion module, during which the weight vector is randomly
initialized compliance with the corresponding function before training, then it
will continuously updated during backpropagation. After the data information
features are fused, the data first passes through two GRU layers, the weights
captured by the GRU are automatically scored in the model, the weight vector
is continuously updated. It is then flattened after the attention layer, finally it
would into a fully connected layer consisting of 276 neurons to output short-
term passenger flow predictions. This study stipulates that the data format of
each branch output is the same, the feature fusion is performed according to the
following formula

Z = W1 ◦ D1 + W2 ◦ D2 + W3 ◦ D3 (7)

Among them, W is the weight vector of the degree of influence of different cap-
tured features on the prediction result. D1,D2, and D3 represent the three kinds
of data output by the feature extraction module. W has the same specification
as the output, and Z represents the data after feature fusion.

4 Experiments

4.1 Dataset Description

The peak subway passenger flow data used in this study is from the Beijing
Metro Public Data Set from February 29 to April 3. This study applies only 25
weekday peak passenger flow data, what covers 17 lines and 276 subway stations.
Only 3 hrs are selected for each peak period, the morning peak period is 7:30–
10:30, the evening peak period is 18:00–21:00. Each record contains the card
number, entrance station number, exit station number, entry Outbound Time,
Outbound Time, Outbound Outbound Name and Outbound Name. This study
uses TSs of 10, 15 and 30 min, then it compares the prediction performance of
different TSs depending on the evaluation metrics.

The weather and air pollution index includes 11 indicators, including real-
time temperature, dew point temperature, relative humidity , wind speed and
real-time air quality index (AQI), atmospheric particulate matter (PM2.5 and
PM10) and air pollutants (SO2,NO2, CO and O3), of which the weather data
was documented every half an hour once. Air Pollution Index was charted every
hour.

4.2 Model Settings

In this study, conducted with TensorFlow and Keras, this study used the first 20
days of peak passenger flow data to train the model and the last 5 days of data
for testing. This study sets a validation split rate of 0.2 to tune the model, the
optimization function is “Adam”, the learning rate is 0.001. This study repeat-
edly adjusts the model network time step to find the optimal prediction time
step, hoping to improve the operation efficiency while ensuring the prediction
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accuracy. Inside the model, the two residual blocks contain 32 and 64 filters
respectively, the convolution kernel size is 3*3, the two-layer GRU consists of 16
and 32 neurons. The attention GRU consists of 64 and 128 neurons, the fully
connected layer consists of 276 neurons.

4.3 Evaluation Indicators

The mean squared error (MSE) was used as the loss function in this study.
To better evaluate the performance of this model and other methods, four
metrics are used to quantify model performance: mean-absolute error (MAE),
weighted mean-absolute percent error (WMAPE), accuracy (ACC) and coeffi-
cient of determination (R2). Among them, the smaller the MAE and WMAPE
values, the better the prediction effect. On the contrary, the larger the ACC
value, the better the prediction effect. R2 calculates the correlation coefficient,
which measures the fitting ability of the prediction result to represent the actual
data. The larger the value, the better the prediction effect.

They are given by:

Loss = MSE =
1
n

n
∑

i=1

(Yt − ̂Yt)2 (8)
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R2 = 1 −
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∑n

i=1(Yt − Y )2
(13)

where Yt is the actual value, Ŷt is the predicted value, n is the number of samples,
and

∑n
i=1 Yt is the sum of the actual values.

4.4 Comparing Models

This study compares ResGRU with single-model LSTM and GRU, combined
model ResLSTM and employ an ablation study. These models all use the Res-
GRU architecture, only a few changes have been made inside the models. The
models are described in detail as follows:
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– LSTM: The data processing module uses two layers of LSTM with 16 and
32 neurons respectively, the data fusion module includes two layers of LSTM
with 64 and 128 neurons.

– GRU: The data processing module has two layers of GRU containing 16 and
32 neurons respectively, the data fusion module has two layers of GRU with
64 and 128 neurons.

– GCN-No w: Input only passenger flow and network topology data, the data
processing module has two layers of GCN, including 16 and 32 neurons respec-
tively, and the data fusion module has two layers of GCN with 64 and 128
neurons.

– TGCN-No w: Input only passenger flow and network topology data, the data
processing module adopts two layers including 32 and 64 GCNs, and the data
fusion module adds a GRU layer containing 128 neurons.

– GCN: Add weather related data based on GCN-No w.
– TGCN: Add weather related data on the basis of TGCN-No w.
– ResLSTM: The data processing module uses two layers of residual blocks

with 32 and 64 filters, the data fusion module adds an LSTM layer with 128
neurons.

– ResGRU-128: The GRU layers used by the data fusion module employ 128
and 276 neurons.

– ResGRU-No G: The network topology data is removed based on the ResGRU
model.

– ResGRU-No w: Weather and air pollution index data were removed from the
ResGRU model.

Table 1. The prediction results of each model

TS 10 min 15 min 30 min

Indicators MAE WMAPE ACC MAE WMAPE ACC MAE WMAPE ACC

GRU 21.534 8.38% 90.95% 27.975 7.32% 91.83% 40.324 5.25% 93.97%

LSTM 21.099 8.21% 90.88% 26.62 6.97% 92.07% 39.737 5.17% 93.87%

GCN-No w 27.318 12.85% 85.20% 36.375 11.93% 86.72% 44.962 9.71% 89.10%

TGCN-No w 25.641 11.42% 86.57% 34.712 10.75% 88.04% 42.841 8.93% 90.07%

GCN 21.652 8.40% 90.73% 28.102 7.44% 91.27% 41.355 5.38% 93.82%

TGCN 21.341 8.31% 90.90% 26.324 7.46% 92.22% 40.012 5.31% 94.10%

ResLSTM 20.095 7.81% 91.86% 25.914 6.78% 92.84% 41.392 5.39% 94.28%

ResGRU-128 20.628 8.02% 91.40% 26.795 7.01% 92.78% 39.958 5.20% 94.38%

ResGRU-No G 21.508 8.37% 91.19% 25.506 6.68% 92.92% 38.704 5.04% 94.59%

ResGRU-No w 20.407 7.94% 91.66% 25.144 6.58% 93.00% 38.253 4.98% 94.60%

ResGRU 18.389 6.84% 92.23% 23.663 6.05% 93.33% 36.853 4.53% 94.82%

4.5 Results and Discussion

The prediction results of each model are shown in Table 1. Almost all models
adopt the ResGRU model architecture, the prediction results of TS at 10, 15
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and 30 min are very good. It can be seen from the table that GCN and TGCN,
which do not take into account weather-related data, perform the worst among
all models. In the model that combines all data, when TS = 10 min, the MAE
and WMAPE of GRU model are the highest and the accuracy is the lowest
among all models. The relevant results of the LSTM model and GCN model are
about the same as the GRU, they are hardly comparable to the combined model.
As the forecast period increases, the gap between the forecast performance of
the single model and the combined model widens. However, the T-GCN model
with graph structure and GRU fusion has not achieved the expected results.
With the increase of TS, the law of passenger flow becomes more obvious, the
WMAPE of all models decreases accordingly. However, the prediction accuracy
of the single model is still the worst. It indicates the single model captures fewer
data features than the combined model, it has no ability to extract the deep
features of the data. At 10 min, the prediction performance of ResLSTM is still
relatively good, it is also the closest to ResGRU. With the increase of TS, the
performance of ResLSTM improves slowly. The prediction performance is not
effectively achieved, it gradually becomes the lowest prediction accuracy in the
combined model. Due to the internal complexity of ResLSTM, the model learn-
ing rate is reduced. At TS = 30, it achieves the highest MAE and WMAPE
among all models. In ResGRU and its variant models, the prediction perfor-
mance of the variant model is very similar in the process of TS growth, but
the accuracy of ResGRU is higher than that of both variants. It shows that the
subway network topology data and weather index data still have a certain influ-
ence on the prediction of passenger flow data. As the prediction time increases,
the prediction accuracy of ResGRU increases to 92.23, 93.33 and 94.82%, while
WMAPE decreases from 6.84% to 6.05% and 4.53%. In addition, after delet-
ing the network topology branch or the weather and air pollution index data,
although the prediction accuracy decreased, the prediction results did not differ
too much.That hints the model has high robustness.

In order to compare the prediction performance of composite models more
intuitively, Fig. 3 shows the MAE comparison chart of each model when TS =
10, 15 and 30 min. It can be seen from the figure that when TS = 10min, MAE
of all models is about 20. From TS = 10 min to TS = 15 min, MAE increased by
about 6, but from TS = 15 min to TS = 30 min, MAE increased by nearly 13.
When TS = 30min, the reduction of data leads to the increase of model error
During this period, the regularity of passenger flow is more prominent, which
improves the prediction accuracy of the model. In the whole process, the MAE
of ResGRU is always the lowest among all models, what proves the superiority
of the proposed ResGRU architecture.

ResGRU-128 adds a certain amount of hidden units on the basis of ResGRU.
Compared with ResGRU-128, it is found that the prediction accuracy between
the two is quite different. In addition, it can be seen in Table 2 that when TS = 10
min, the running time of the two models differs by 800s, then gradually differs by
2400 s. What is more, no matter which TS, the RMSE of ResGRU-128 is higher.
Its fitting effect is always inferior to ResGRU. This manifests that the increase
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Fig. 3. The MAE values of composite models

Table 2. The prediction results of each model

TS 10 min 15 min 30 min

Indicators RMSE R2 Time(s) RMSE R2 Time(s) RMSE R2 Time(s)

ResGRU-128 35.58 93.96% 3959.6 44.37 94.70% 3161.3 69.45 96.62% 4730.3

ResGRU 33.38 94.76% 3175.9 42.83 96.03% 2585.7 66.47 97.35% 2108.5

in model complexity does not help the prediction performance. In the case of less
data, the prediction performance of the model is worse. During the experiment,
the R2 of ResGRU gradually increased from 94.76% to 97.35%, which strongly
proved the success of the ResGRU model. In a series of ablation experiments,
the accuracy changes of ResGRU and its variant models during training are
shown in Fig. 4. At 10 min, the change in prediction accuracy for each model
from 160 to 200 epochs is shown. Among them, before 200epoch, the accuracy of
variant models began to decline, while ResGRU was still growing steadily. At 15
min, it shows the change in prediction accuracy from 200 to 240 epochs. In the
interim, ResGRU grew slowly, the accuracy of other models began to fluctuate
and gradually decline. At 30 min, the change in prediction accuracy from 370 to
410 epochs is presented. At 370 epoch, the ResGRU accuracy dropped, then it
continued to increase.

In addition, this study selected two typical stations to analyze the prediction
performance of different TS. The selected station 1 has more passenger flow,
while station 2 has less passenger flow. Figure 5 shows the prediction results of
station 1 when TS = 10, 15 and 30 min. Figure 6 shows the prediction results
of station 2 when TS = 10, 15 and 30 minutes. As shown in Figs. 4 and 5,
the passenger flow of the two stations fluctuates greatly at 10 minutes. Due to
the short time period selected at this time, the regularity of passenger flow is
difficult to find, so the low-peak passenger flow prediction effect is not good. At
30 min, the forecast time period increases, the regularity of passenger flow is more
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Fig. 4. The accuracy changes of models.

prominent. During the period, the low-peak passenger flow of the two stations
is relatively gentle, the model prediction performance is greatly improved. The
change trend of passenger flow is successfully captured. All in all, ResGRU has
achieved satisfactory results in the prediction of subway passenger flow during
peak hours, the model has strong stability, which promotes the development of
GRU in the field of traffic passenger flow prediction.

Fig. 5. The prediction results of station 1.

5 Conclusion

In this study, this study proposed a model named ResGRU, which is constructed
by ResNet and attention GRU. ResGRU takes into account the subway network
topology, the characteristics of subway passenger flow peak period, the spatial
characteristics of passenger flow data and the influence of weather index, what
achieved a higher accuracy rate of subway peak passenger flow prediction. In
order to verify the effectiveness of the model, this study conducts related exper-
iments on the Beijing subway dataset to demonstrate the superiority of the
proposed ResGRU. However, this experiment did not predict the low-peak pas-
senger flow data, the low-peak passenger flow data has poor regularity. What can
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Fig. 6. The prediction results of station 2.

better test the prediction performance of the model. This study will do a sepa-
rate study on the off-peak traffic data later. In the future, we will try to optimize
the framework by adding transfer learning methods and conduct experiments on
different traffic travel mode datasets. We would continue to explore in-depth in
the field of traffic and passenger flow prediction.
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Abstract. At present, many of the popular semantic segmentation networks focus
on accuracy and require a lot of computational overhead, which results in a very
slow inference speed and is difficult to deploy in practical application scenarios.
On the other hand, many works sacrifice the performance of segmentation net-
works in pursuit of real-time inference speed. Therefore, in semantic segmentation,
balancing accuracy and real-time performance becomes a formidable challenge.
For this challenge, we propose a lightweight semantic segmentation network that
takes into account both accuracy and real-time performance, named CCMFRNet.
The core components of CCMFRNet are the Context Cascade Module (CCM)
and the Multi-scale Feature Refinement Module (MFRM). CCM consists of three
Dense Cascade Dilated Convolution Modules (DCDM), which are cascaded in a
short-term dense cascade, aiming to obtain rich multi-scale context information
to enhance information representation. MFRM adopts the attention mechanism to
realize deep features to guide the captured shallow multi-scale spatial features. It
aims to capture high-quality and multi-scale shallow features to enrich the feature
space and more effectively refine the spatial details information. The proposed
method achieves an accuracy of 72.6% MIoU at speed of 32 fps on Cityscapes
test datasets.

Keywords: Lightweight semantic segmentation · Attention mechanism ·
Multi-scale context information · Feature refinement

1 Introduction

Semantic segmentation is a pixel-level classification task. Its goal is to correctly predict
and classify each pixel in the image, by applying different colors to different types of
pixels. As shown in Fig. 1, different colors represent Different category labels. Semantic
segmentation has excellent performance in parsing and understanding application sce-
narios, so it has become an indispensable core method in scene understanding, such as
autonomous driving [1], robot obstacle avoidance [2], and medical image analysis [3].
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Since the advent of the fully convolutional network FCN [4], it has brought semantic
segmentation to a new direction. Unlike the previous methods, the biggest change is to
replace the last fully connected layer of the original CNN with a convolutional layer
to achieve Pixel-level dense prediction, and greatly improves segmentation accuracy.
Since then, many semantic segmentation models have emerged, all of which use the
FCN architecture, such as U-Net [5], SegNet [6], DeepLab series [7–9], RefineNet [10],
PSPNet [11], etc. There are some models that focus on accuracy [12–15]. The above
segmentation models have achieved high accuracy on the CityScapes dataset [16]. These
semantic segmentation models all use large and complex backbone networks, there are
many operations with relatively large computational overhead. Although the features
in the image can be fully extracted, a large number of complex computing operations
also cause the inference speed of the network to be very slow, which cannot meet some
application scenarios that require real-time performance.

Fig. 1. Illustration of some urban scenes in Cityscapes dataset. From left to right: Image, Ground
Truth.

In view of the above problems, real-time semantic segmentation that can meet real-
time requirements is required. By comprehensively considering the parameters, compu-
tational complexity, accuracy, and inference speed in the segmentation network, a high
inference speed can be achieved with high accuracy, which has very important research
significance in the case of poor equipment resources. An important way to achieve real-
time semantic segmentation is to keep the segmentation model as lightweight as possi-
ble. So far, in the research on realizing the lightweight network model, the work done
is mainly divided into two categories, convolution factorization [17–23] and network
compression [24–26]. Convolution factorization is to decompose standard convolutions
by means of depth-wise separable convolution [20] and group convolution [22]. Depth-
wise separable convolutions [20] and group convolutions [22] can achieve considerable
accuracy while maintaining low computational complexity.

Network compression reduces computational complexity by compressing pretrained
networks, among which methods include pruning [24], hashing [25], and quantization
[26]. There are also some segmentation models [27–31] that focus on efficiency. Some
models use lightweight backbone networks as encoders, such as MobileNet V2 [20],
MobileNet V3 [21], these backbone networks all adopt a relatively shallow network
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structure design, which results in imperfect extraction of effective features. Some seg-
mentation models do not refine the shallow spatial detail information, and the above
mentioned reasons cause the poor accuracy of the current real-time semantic segmenta-
tion models. Therefore, it is of great research significance to design a real-time semantic
segmentation that achieves a better balance between accuracy and inference speed.

This paper proposes an efficient real-time semantic segmentation network with
context cascade and multi-scale feature refinement, named CCMFRNet, which can a-

chieve a better balance between accuracy and inference speed. We choose the
improved MobileNet V2 [35] as the backbone of CCMFRNet. The two core modules
of CCMFRNet are the Context Cascade Module (CCM) and the Multi-scale Feature
Refinement Module (MFRM). CCM cascades three Dense Cascade Dilated Convolu-
tionModules (DCDM)with different receptive fields through a short-term dense cascade
method, and fusion of multi-scale context information captured at all levels, aiming to
obtain richer multi-scale context information. Many works have shown that multi-scale
context information can improve the segmentation effect, and there are many functional
modules designed to capture multi-scale context information, such as ASP-P [9], PPM
[11], Vortex [33], FPA [34] et al. Compared with the above modules, our CCM occupies
less computing resources and achieves a considerable accuracy. Due to the successful
application of various attention mechanisms [36–42] in computer vision in recent years,
our MFRM also adopts an attention mechanism, MFRM first captures the multi-scale
spatial information of the shallow stage, and then uses SE attention [36] to realize the
deep features to guide the captured shallow multi-scale spatial features, and promote the
deep feature fusion of deep features and shallow features, and more effectively refine
the spatial details information. The segmentation network with symmetrical encoder-
decoder structure, such as U-Net [5], RefineNet [10], combines the semantic information
obtained in the encoding stage with the feature map of the corresponding size through
upsampling in the decoding stage. It can better refine the spatial details information,
but it increases the computational overhead to a large extent. In contrast, our MFRM
achieves considerable accuracy with a more lightweight structure.

The main contributions of this paper are mainly in three aspects:

(1) semantic segmentation network named CCMFRNet is proposed, which takes into
account both accuracy and real-time performance. Compared with some advanced
methods, CCMFRNet achieves a better balance between accuracy and real-time
performance.

(2) An efficient and lightweight Context Cascade Module (CCM) is proposed,whic-h
cascades three Dense Cascade Dilated ConvolutionModules(DCDM) with different
receptive fields through a short-term dense cascade method, on the basis of keeping
the amount of computation and parameters low, it captures rich multi-scale context
information and improves the segmentation performance.

(3) An efficient Multi-scale Feature Refinement Module (MFRM) is proposed, which
adopts the channel attentionmechanism to realize deep features to guide the captured
shallow multi-scale spatial features, enrich the feature space of the shallow stage,
and promote the deep feature fusion between shallow features and deep features to
effectively and efficiently refine spatial detail information.
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2 The Proposed Method

2.1 Overview

In this section, we mainly introduce our proposed efficient real-time semantic seg-
mentation network with context cascade and multi-scale feature refinement, named
CCMFRNet, which is mainly composed of Context Cascade Module (CCM) and Multi-
Scale Feature Refinement Module (MFRM). CCMFRNet can achieve a better balance
between accuracy and real-time performance. As shown in Fig. 2, we choose the modi-
fied MobileNetV2 [35] as the encoder of CCMFRNet, where the red box part represents
the MFRM.
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2.2 Context Cascade Module (CCM)

Previous studies have confirmed that multi-scale context information is helpful for
improving segmentation performance, such as ASPP [9], PPM [11], but ASPP and
PPM have a large amount of computation and parameters, and consume a large amount
of resources. Aiming at the above problems, inspired by the short-term dense cascade
module [32], we propose the Context Cascade Module (CCM), CCM captures multi-
scale context information through a novel single-branch cascade structure and takes up
low computational resources.

As shown in Fig. 4, the feature map of the input CCM is denoted as IH×W×Ci , CCM
has four level operations. The first level operation is 1 × 1 convolution, which is used to
compress the number of channels of the input feature map, aiming to reduce the amount
of computation. The number of compressed channels is recorded as, and the compressed
featuremap ismarked as I ′H×W×Cr . The aboveoperation canbe expressedbyEq. 1.Next,
enter three Dense Cascade Dilated Convolution Modules (DCDM), namely DCDM_A,
DCDM_B, DCDM_C, these DCDMs have different sets of dilation rates. Their average
dilation rate is {Da,Db,Dc},Da < Db < Dc, which aims to obtain multi-scale context
information. The set of output feature maps of each level in CCM is denoted as M ′,
the output of each level is M ′ = {I ′H×W×Cr ,m′H×W×Cr

a ,m′H×W×Cr
b ,m′H×W×Cr

c }, The
specific operation can be expressed by Eqs. 2, 3, 4.

I ′H×W×Cr = δ
(
w1×1 × IH×W×Ci + b

)
(1)

m′H×W×Cr
a = DCDM _A

(
I ′H×W×Cr

)
(2)

m
′H×W×Cr
b = DCDM _B(m

′H×W×Cr
a ) (3)

m
′H×W×Cr
c = DCDM _C(m

′H×W×Cr
b ) (4)

In Eq. 1, w1×1 means 1 × 1 convolution, b is the bias vector, δ(∗) denotes batch
normaization(BN) and activation function (PReLU).
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We cascades Y
′H×W×Cg with the output feature map of the last three level operation

of CCM, and the obtained feature map is denoted as FH×W×(3×Cr+Cg). Y
′H×W×Cg

indicates the global feature information after global average pooling.The above operation
can be expressed by Eq. 5.

FH×W×(3×Cr+Cg) = C
(
Y

′H×W×Cg ,m
′H×W×Cr
p4

)
(5)

where p4 = a, b, c.

2.3 Dense Cascade Dilated Convolution Module (DCDM)

We are inspired by short-term dense cascade modules [32], our Dense Cascade Dilated
Convolution Module (DCDM) has made some improvements on its basis. DCDM is the
core component of CCM.

Our DCDM adopts depth-wise separable convolution [20] and group convolu-
tion [22].The feature map I ′H×W×Cr after channel compression will enter the first
DCDM, which is DCDM_A, as shown in Fig. 3. Inside DCDM_A, four 3 × 3 depth-
wise separable convolutions with different dilation rates are performed,the set of dila-
tion rate is D = {d1, d2, d3, d4}, d1 < d2 < d3 < d4. We retain the channel decrement
operation in the short-term dense cascade module [32] with a decrement rate of 1/2.

M =
{
m
H×W× Cr

p2 ,dp1
p1

}
, p1 = 1, 2, 3, 4, p2 = 2, 4, 8, 8. M represents the output feature

map set of each level. The operation of the first level can be expressed by Eq. 6, the latter
three level operations can be expressed by Eq. 7.

m
H×W× Cr

2 ,d1
1 = DSCd1

(
I ′H×W×Cr

)
(6)

m
H×W× Cr

z ,dq+1

q+1 = DSCdq+1(m
H×W× Cr

j ,dq
q ) (7)

In Eqs. 6 and 7, DSCdt (∗) denotes a 3 × 3 depth-wise separable convolution with
dilation rate dt . In Eq. 7, q = 1,2,3, z = 4,8,8, j = 2,4,8.

In practical application scenarios, there are objects of different sizes. If the network
model learns from the receptive field of a single view, it is difficult to effectively extract
features for objects of different sizes. Therefore, it is necessary to use the receptive field
of multi-view to enable the network model to capture multi-scale context information
and improve segmentation performance.

As shown in Fig. 3, first, the four level operations in DCDM_A are all 3 ×
3 depth-wise separable convolutions with different dilation rates, dilation rate set
D = {d1, d2, d3, d4}, d1 < d2 < d3 < d4. Such a configuration is to make each level
of operation in DCDM have receptive fields of different views, and then cascade the
outputs of each level through short-term dense cascades. Specifically, the output feature
maps at all levels are cascaded through skip connections. Note that cascading here refers
to channel concatenation. The above operation can be expressed by Eq. 8. PH×W×Cr

a
represents the captured multi-scale context information.

PH×W×Cr
a = C

(
m
H×W× Cr

p2 ,dp1
p1

)
(8)
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where C(∗) represents channel concatenation.
Because DCDM is a single-branch cascade structure, the CCMcontaining 3DCDMs

is also a single-branch cascade structure, which deepens the depth of the network and
may lead to network degeneration. To prevent network degeneration, we add the above
PH×W×Cr
a to the original input feature map of DCDM_A through skip connections. The

above operation can be expressed by Eq. 9. The structures of DCDM_B, DCDM_C and
DCDM_A are the same, but the internal dilation rate is different, so I will not introduce
it here.

m
′H×W×Cr
a = I

′H×W×Cr ⊕ PH×W×Cr
a (9)

where ⊕ represents the element-wise sum.

2.4 Multi-scale Feature Refinement Module (MFRM)

Although the symmetrical encoder-decoder structure can well refine the spatial details
information and improve the model performance. However, since upsampling enlarges
the size of the featuremap, and there aremultiple feature fusion operations, these increase
the computational overhead and memory usage, resulting in slow inference speed.

Aiming at the above problems, inspired bypyramid split attention [40],we propose an
efficient Multi-Scale Feature Refinement Module(MFRM).Our MFRM can effectively
refine the spatial details information. In addition, MFRM uses channel splitting and
depth-wise separable convolution, so its computational complexity is low.

Although the shallow stage of the networkmodel has rich spatial details information,
it lacks multi-scale spatial information representation. As shown in the red box in Fig. 2.
First,adjust the number of output channels of CCM, and record the adjusted number
of channels as Cl . The output feature map of Stage 3 is denoted as FH×W×C3

stg3 . Next,

the channel splitting operation is performed, specifically, split Cl into 4 groups.Then

let FH×W×C3
stg3 enter the multi-branch parallel structure. These branches are depth-wise

separable convolutionswith different dilation rates, and the set of dilation rates is denoted
as R = {r1, r2, r3, r4}. As shown in Fig. 2a, the set of multi-scale spatial feature obtained
by the above operations is denoted as N = {nH×W×(Cl/4),ri

i }, where i = 1,2,3,4. The
operation can be expressed by Eq. 10. In this way,MFRMcaptures themulti-scale spatial
information of the shallow stage and enriches the feature space of the shallow stage.

nH×W×(Cl/4),ri
i = DSCri

(
FH×W×C3
stg3

)
(10)

where DSCri (∗) denotes depth-wise separable convolution with dilation rate ri.
The shallow stage of the network is full of a lot of noise information. If shallow

features and deep features are directly fused, these noise information will interfere with
the final prediction. So we obtain the attention vector set of CCM output feature map
through SE channel attention [36], which contains attention vectors. We use attention
to guide the above N, so that it can choose to suppress noise information autonomously,
so as to obtain high-quality and multi-scale spatial detail information. Specifically, split
into 4 groups, and then normalized by the softmax function according to the group
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dimension, denoted as Vl = {vp3l/4},where p3 = 0,1,2,3, multiply Vl and N according
to the corresponding number of groups, and finally perform channel concatenation to
obtain amulti-scale spatial featuremap guided by attention, denoted asFse, whichmeans
(b) in Fig. 2. The above operation can be expressed by Eq. 11.

Fse = C
(
vp3l/4 ⊗ nH×W×(Cl/4),ri

i

)
(11)

where ⊗ means element-wise multiplication.
The output feature map of the channel-adjusted CCM is denoted as FH×W×Cl

CCM . We

sum Fse and FH×W×Cl
CCM element-wise to achieve effective and efficient refinement of

spatial detail information and improve the segmentation performance. The resulting
feature map is denoted as FMFRM . The above operation can be expressed by Eq. 12.

FMFRM = Fse ⊕ FH×W×Cl
CCM (12)

3 Experimental Evaluation

3.1 Training Protocol

(1) Datasets. Cityscapes Dataset [16]: The cityscapes is a large-scale complex urban
street scene dataset that provides pixel-level dense annotation. It is mostly used in
semantic segmentation, instance segmentation, panoramic segmentation and video
segmentation application scenarios. It consists of 25,000 annotated images of 2048
× 1024 resolution. The finely annotated dataset contains 5000 images including
19 valid classes. The entire urban street scene dataset contains 5000 pixel-level
finely labeled images, of which 2975 are used for model training, 500 are used for
model validation, and the remaining 1525 are used for model testing. We randomly
subsample image resolution to 1024 × 512 patches for training.

Camvid dataset [44]: The Camvid dataset is the earliest urban road dataset applied
in the field of autonomous driving. Its dataset capacity is smaller than that of Cityscapes,
and the image resolution is only 960 × 720, including 12 classes in total. It consists of
367, 101 and 223 images for training, validation and testing, respectively. We randomly
sub-sample all images to 480 × 360 patches for training.

2. Evaluation Metrics. Segmentation accuracy: The Mean Intersection over Union
(MIoU) is commonly adopted for semantic segmentation accuracy.

Execution speed: The amount of forward pass time in millisecond (ms) that a network
takes to process an image, which is generally measured by frames per second (FPS).

Network parameters: The sum of the parameters of each layer of the network.

Computational complexity: Floating point operations (FLOPs) are used to evaluate
computational complexity.
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3. Training Details. We implement all experiments in Pytorch with NVIDIA 1080Ti
GPU cards. The training data for all ablation experiments on Cityscapes dataset is
the”train” set, and the ablation results are evaluated on the validation set. We employ
themean subtraction and add a random rotation operation from –3 to 3 degrees during
training process. We set initial learning rate to 0.005 and employ “Poly” learning rate
policy by 1 − (iter/max_iter)power with a power 0.9. In the end-to-end learning,
the network is trained by using Stochastic Gradient Descent (SGD) optimization
algorithm, of which the momentum is 0.9 and weight decay is 5e–4. In addition, the
pixel-wise cross-entropy error is employed as our loss function.

3.2 Ablation for Context Cascade Module

In this section, we evaluate the performance of our Context Cascade Module (CCM).
We take the improved MobileNet V2 [35] as our baseline network. The experimental
results are shown in Table 1, Note that FLOPs is estimated on 320 × 256 × 128 inputs,
A, B, C denote the three DCDMS of CCM, and GAP denotes the global average pooling.
The dilation rate in group a is all 1. In this case, no multi-scale context information is
obtained, resulting in an unsatisfactory segmentation effect. Let’s observe b,the dilation
rate of each DCDM of b is constant, and the dilation rate of the overall DCDM is C > B
> A. In this case, the multi-scale context information obtained by our CCM is not rich
enough, and Poor segmentation. Let’s observe c, The dilation rate span of eachDCDMof
c is larger, and the subsequent dilation rate is larger, Because of the sparsity of the dilated
convolution, it may not capture effective pixels, which seriously affects the correlation of
long-distance information, and the segmentation effect is not ideal. By observing d and
e, we found that the effect with global average pooling is the best, because global average
pooling can obtain global features and further enhance the information representation.
By contrast, we choose e as the best structure for CCM. In particular, group f is denoted
as CCM(R), which further compresses the number of channels on the basis of group e.

Table 1. Performance comparison of CCMs with different designs.

Model A B C Params
(M)

FLOPs
(G)

GAP MIoU
(%)

a {1,1,1,1} {1,1,1,1} {1,1,1,1} 0.18 5.9 69.83

b {1,1,1,1} {12,12,12,12} {20,20,20,20} 0.18 6 71.92

c {1,4,7,10} {12,15,18,21} {23,25,27,30} 0.18 6.02 70.67

d {1,2,3,5} {7,9,11,13} {15,17,19,21} 0.18 5.97 71.96

e {1,2,3,5} {7,9,11,13} {15,17,19,21} 0.18 5.18 ✓ 72.94

f {1,2,3,5} {7,9,11,13} {15,17,19,21} 0.14 3.73 ✓ 72.19

3.3 Ablation for Multi-scale Feature Refinement Module

In this section, we evaluate our Multi-scale Feature Refinement Module (MFRM), and
we use the modified MobileNet V2 [35] as our baseline network. In order to make
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the model as lightweight as possible, our context cascade module adopts the structural
design of the optimal CCM(R) determined above. As shown in the red box in Fig. 2,
MFRM is an abstraction module that includes context cascade module, so the ablation
experiments of MFRM are performed on “baseline + CCM(R)”.

The results are shown in Table 2, Note that FLOPs is estimated on the 3× 640× 360
input,DRStands for dilation rate, andASstands for attention spliting.Comparing a andb,
we found that adding attention mechanism can improve segmentation performance. This
shows that through the attentionmechanism, deep features provide constraints to shallow
features, thereby suppressing noisy information in multi-scale shallow spatial features.
Comparing b and c, we find that larger dilation rates achieves suboptimal segmentation
because it increases noisy information in multi-scale shallow spatial features. Looking
at d again, the span between the dilation rates in d is large, which weakens the degree of
correlation between multi-scale shallow spatial features, resulting in poor segmentation.
Through comprehensive comparison, we choose b as the best structure for MFRM.

Table 2. Performance comparison of different designs of MFRM

Model DR AS Params (M) FLOPs (G) MIoU (%)

Baseline – – 1.82 6.95 68.12

Baseline + CCM(R) – – 1.97 7.39 72.19

a {1,3,5,7} 2.21 8.24 72.87

b {1,3,5,7} ✓ 2.23 8.24 73.42

c {5,7,9,11} ✓ 2.23 8.24 72.6

d {3,7,11,15} ✓ 2.23 8.24 72.82

3.4 Evaluate in the Cityscapes Dataset

In this section, we will perform ablation experiments on the components of CCM(R)
and MFRM on the improved MobileNet V2. The experimental results are shown in
Table 3, Note that FLOPs is estimated on the 3× 640× 360 input. As mentioned above,
MFRM includes a context cascade module, so adding MFRM to the baseline network is
equivalent to our best model.We can see from Table 4 that when CCM and MFRM are
added to our baseline network, the accuracy is improved accordingly. In conclusion, both
qualitative and quantitative results verify that the proposed two modules can effectively
improve the network learning ability.

In addition to the above ablation experiments, we compare CCMFRNet with other
advanced methods on the Cityscapes test set. Our results are submitted to the official
Cityscapes server for evaluation. The comparison results are shown in Table 4. The
inference speed is the average of 100 runs on NVIDIA 1080Ti, and “–” means no corre-
sponding values have been published. Compared with methods that focus on efficiency,
such as Enet [27], FSSNet [45], our CCMFRNet, although inferior in inference speed,
improves the accuracy by at least 13%MIOU. Recently, relatively newmethods, such as
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Table 3. Ablation studies on the components of CCM(R) and MFRM

Baseline CCM (R) MFRM Params (M) FLOPs (G) MIoU (%)

✓ 1.82 6.95 68.12

✓ ✓ 1.97 7.39 72.19(+4.35)

✓ ✓ 2.23 8.24 73.42(+5.58)

CIFReNet [35], DSANet [50], our CCMFRNet has similar inference speed to them, and
the most valuable thing is that the accuracy of CCMFRNet is improved by 1.7% MIOU
and 1.21% MIOU, respectively. Compared with methods that focus on accuracy, such
as DeepLabV2 [7], CCMFRNet has about 24 times fewer FLOPs, about 20 times fewer
parameters, 2.2% MIOU higher accuracy,and inference speed is also greatly improved.
By comparison, it can be seen that our proposed method achieves a better balance
between accuracy and speed. Figure 5 shows some visual examples of the Cityscapes
validation set.

3.5 Evaluation on CamVid Dataset

In this section, we further evaluate the performance of CCMFRNet on the CamVid
dataset [44]. Compared with the CityScapes dataset, the image size of the Camvid
dataset is relatively small, so we set the dilation rate sets of the 3 DCDMs in the CCM to
{1,2,3,5},{7,9,11,13},{13,15,17,19}, which aim to capture multi-scale context informa-
tion in low resolution feature maps. Also change the dilation rate of the parallel branch
structure in MFRM to {1,2,3,5}.The comparison results are shown in Table 5. CCM-
FRNet achieves 65.8% MIOU accuracy using only 2.2M parameters. Compared with
methods focusing on accuracy (e.g. DeconvNet [55], DeepLab-LFOV [58]) andmethods
focusing on efficiency (e.g. Enet[27], Skip-Mobilenet [57], FC-DenseNet56 [12]), Our
CCMFRNet achieves a better balance between accuracy and efficiency.
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Table 4. Performance comparisons on Cityscapes test set

Method Backbone Resolution FPS FLOPs (G) Params (M) MIoU (%)

Segnet [6] – 640 × 360 16.7 286.0 29.5 56.1

Enet [27] – 640 × 360 135.4 3.8 0.4 58.3

FSSNet [45] – 1024 × 512 51.0 – 0.2 58.8

ERFNet [46] – 1024 × 512 14.7 53.5 2.1 68.0

Fast-SCNN
[47]

MobileNetV2 2048 × 512 123.5 – 0.1 68.0

CANet [48] MobileNetV2 1024 × 512 95.3 18.5 4.8 69.5

aESNet [49] MobileNetV2 1024 × 512 63.0 – 1.6 70.7

CIFReNet
[35]

MobileNetV2 1024 × 512 34.5 16.5 1.9 70.9

DSANet
[50]

– 1024 × 512 34.08 37.4 3.47 71.39

FCN [4] VGG16 1024 × 512 2.0 136.2 134.5 65.3

DRN [51] ResNet50 1024 × 512 – 355.2 20.6 67.3

DeepLabV2
[7]

ResNet101 1024 × 512 0.3 457.8 44 70.4

DLC [52] IRNet 1024 × 512 – 26.5 – 71.1

RefineNet
[10]

ResNet101 1024 × 512 0.9 118.1 – 73.6

DenseASPP
[13]

DenseNet121 1024 × 512 – 155.8 28.6 76.2

PSPNet [11] ResNet101 713 × 713 0.8 412.2 250.8 78.4

SFNet [53] ResNet101 1024 × 1024 – 417.5 50.3 81.8

HANet [54] ResNet101 768 × 768 – – 65.4 82.1

CCMFRNet MobileNetV2 640 × 360
512 × 512
713 × 713
1024 × 448
1024 × 512

66.7
62.5
30.4
35.7
32

8.2
9.4
18.5
16.4
18.7

2.2 72.6
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Fig. 5. Qualitative results on the cityscape validation dataset when using our best model. From
left to right: Image, Ground Truth, CCMFRNet.

Table 5. Performance comparisons on CamVid test set

Method Params (M) MIoU (%)

Segnet [6] 29.5 46.4

DeconvNet [55] 252 48.9

Enet [27] 0.4 51.3

LinkNet [56] 11.5 55.8

FCN [4] 134.5 57.0

Skip-Mobilenet [57] 3.4 58.8

FC-DenseNet56 [12] 1.5 58.9

DeepLab-LFOV [58] 37.5 61.6

CIFReNet [35] 1.9 64.5

CCMFRNet 2.2 65.8

4 Conclusion

This paper proposes an efficient real-time semantic segmentation network (CCMFR-
Net) with context cascade and multi-scale feature refinement. Our CCMFRNet has two
core components, the Context Cascade Module (CCM) and the Multi-scale Feature
Refinement Module (MFRM). CCM cascades three Dense Cascade Dilated Convolu-
tionModules (DCDM)with different receptive fields through a short-term dense cascade
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method, aiming to obtain richermulti-scale context information.MFRMadopts the atten-
tion mechanism to realize the deep features to guide the captured shallow multi-scale
spatial features, enrich the feature space of the shallow stage, and promote the deep
feature fusion of shallow features and deep features,and effective refinement of spatial
details information. Experiments show that the proposed CCMFRNet not only occupies
less computing resources, but also achieves a considerable prediction accuracy.
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Abstract. Named Entity Recognition, as one of the typical tasks of information
extraction, has a wide range of applications. However, the difficulty of data col-
lection and the lack of data annotation are common problems in real scenarios.
It is difficult for classical named entity recognition methods to fully obtain hid-
den information when the dataset and data labels are insufficient. In this case, the
recognition accuracy will drop significantly. In resource-poor scenarios, the use of
multi-task learning, data augmentation, and transfer learning methods can effec-
tively utilize limited data resources or introduce data from other fields to optimize
model performance. In this survey, firstly, we introduce the reader to the state of
research on named entity recognition, and outline the reasons for the survey and
the contribution of this paper. Then, we comprehensively describe the datasets and
evaluation methods included in named entity recognition, and propose a Classi-
fication of named entity recognition in the case of lack of resources. Finally, we
analyze the existing problems on the basis of the above, and further look forward
to the future development direction.

Keywords: Named entity recognition · Resource scarcity ·Multi-task learning ·
Data augmentation · Transfer learning

1 Introduction

Named Entity Recognition (NER) task is the process of detecting, locating and seg-
menting named entities in text, i.e. assigning named entity labels to words or words in
sentences that contain specific meanings. A named entity is an expression of a word or
wordwith a specificmeaning, such as a date, a person’s name, an institution, a geographic
location name, a domain proper name, etc. in the text. Accurate partitioning of entities
can provide a good foundation for many applications in natural language processing
(NLP).

Since the concept of “named entity” was first defined, NER has been widely studied
and applied. Many domain and task-specific entities are constantly being mentioned,
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the types of entities are constantly expanding, and scholars in different fields have also
shown strong interest inNER in solving various tasks. For example, in the construction of
knowledge base, the unsupervisedmethod combinedwith named entity extraction is used
to improve the recall rate of knowledge system [1]. In the question answering system,
the named entity recognizer is used as the core to help filter the question answering
content [2]. In the information retrieval task, NER is used to detect the named entities in
the retrieval [3]. In entity link, accurate entity division to eliminate entity ambiguity [4,
5]. In text understanding, entities are extracted from the text to help build a knowledge
map [6], or to increase attention to entity knowledge to help text understanding [7].

In the past, many scholars have sorted out and summarized the research on NER. For
example, early classification is based on different factors, model learning methods and
selected features [8], or classification is based on the importance of NER in field applica-
tion [9]. In specific fields such as biomedicine, there is also a summary of NER [10, 11].
With the emergence of deep learning, NER hasmademany new progress [12]. Yadav and
Bethard [13] compared the deep learning framework with the previous feature engineer-
ing. Gao and Zhang [14] classified NER according to different supervision methods in
cyberspace security systems. Although some researchers have investigated and reviewed
the work in this field in the past, according to the survey, there are very few research
reviews on NER in resource-poor fields, and there is also a lack of research reviews
on the classification of NER solutions in resource-poor environments. In response to
these problems, we investigate and summarize the representative and widely used deep
learning-based methods in named entity recognition in recent years, as well as related
datasets and general evaluation indicators, and propose a newNER classificationmethod
in low-resource environments. Finally, by summarizing and thinking about a large num-
ber of articles in this research direction, we briefly introduce the future development of
NER field to readers.

2 Background

In this section, we first outline the recent research status and representative articles of
deep learning methods for named entity recognition, then list the datasets widely used
by researchers in the field of NER, and finally introduce reasonable evaluation metrics
for NER.

2.1 Research Status of NER

The rapid development of deep learningmethods in the direction ofNERbenefits from its
ability to more easily discover hidden features in data. In NER, the role of the encoder
is generally to process character or word information and learn the feature semantic
information contained in it, and the role of the decoder is generally to receive semantic
representations and convert them into sequence labels. In recent years, for the research
and implementation of NER deep learning methods, different scholars usually choose
different encoders and decoders to combine according to different needs. In terms of
input representation of model architecture, it can be divided into character, word and
joint representation. This aspect will be discussed next.
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Word-level embeddings. Using the word-level representation (Word-level Representa-
tion) formmeans that the word is the smallest input unit, and it is represented in the form
of a vector throughword embedding,Word level representation is used,whichmeans that
words are used as the minimum input unit and are expressed in vector form after word
embedding. The dimensional representation of words in the vector space can express its
features in an implicit way, and similar words have more similar representations in the
vector space, which is more conducive to model learning.

Collober andWeston et al. [15] were the first to propose word embeddings as the first
layer input of neural network models in natural language tasks. After this, Passos and
Kumar et al. [16] introduced dictionaries to implement NER systems and demonstrated
that word embeddings can improve the performance of NER. Pennington and Socher
et al. [17] proposed the Global Vectors model in order to compensate for the lack of
representation method for word variables (such as not considering the word order or
distribution ofwords in sentences or paragraphs), which increased the global information
while improving the training speed of the model. Yao and Liu et al. [18] use the words
in the sliding window as model input and extract data features based on convolutional
neural network (CNN). After that, Huang and Xu et al. [19] applied the BiLSTM-
CRF network architecture to the sequence tagging task for the first time on the basis
of word-level representation, combining the forward sequence and backward sequence
features of sentences, and correspondingly reducing the dependence of the model on
word embedding.By contrast, Strubell andVerga [20] also useword-level representation,
but instead use Dilated Convolutional Neural Networks (ID-CNNs) as context encoders
to implement NER, because in the process of the implementation, the previous step of
RNN calculation The result produced has a significant impact on the calculation of the
latter step (calculated in sequence order), butCNNdoes not have this problem, so not only
can more non-local features in the text be extracted, but also the model can be improved
compared to using LSTM parallel computing power. For nested entity recognition, Shen
and Ma et al. [21] used coding to divide words, and then used boundary regression to
locate word boundaries. In this step-by-step process, entity types could be divided more
accurately.

Character-Level Embeddings. In some languages, tokens cannot be obtained directly
like english and other languages, and there is no natural separation symbol such as spaces
in the text. When using word-level representation, the performance of the final model
may be degraded due to the occurrence of word segmentation errors. For example, in the
use ofChinese, the “word” used to express semanticsmay be aChinese character,word or
idiom. In the research ofNER, the use of character-basedword embedding representation
can not only reduce the impact of word segmentation errors to a certain extent, but also
reduce the excessive dependence of the NER model on the word information in the
training data, which is more conducive to improving the generalization of the model.

The character-level embedding experiment shows its advantages in many languages
[25], especially in Chinese [22, 26, 27]. Gillick and Brunk et al. [23] take the read byte
sequence as input, resulting in a large vocabulary reduction. Kim and Jernite et al. [24]
verified the advantages of character-level input for language models based on the CNN-
LSTM network architecture, that is, they can achieve more advanced results with fewer
training parameters. In order to solve the lack of data in practical tasks, Petersh and
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Neumann et al. [28] used readily available unlabeled data to pre-train LM embeddings
using semi-supervised methods to enhance the originally limited semantic information
of words. Later, they [29] proposed a lexical representation method ELMo that simu-
lates multiple features and contextual changes of words, which not only improves the
performance of the language models, but also is easily added to the model. Zhu and
Wang et al. [30] in order to avoid using only character-level embedding model to learn
only limited information, integrated local attention into CNN to locate key feature infor-
mation, and proposed a CAN network structure to enhance the hidden information of
character sequences in context learning ability.

Hybrid Architecture. If we only pay attention to the character information or lexical
information in the sentence, it will have an omission effect on the acquisition of global
information. compared with using character level or word level representation alone,
combining the two or adding additional features has a significant effect on enhancing
the correlation between named entities in text, and is compared in Table 1. In addition,
the introduction of external dictionaries, shallow parsing, place names, spelling features,
radicals, parts of speech, etc. Will help improve the performance of NER. As shown in
Fig. 1.

Character level 
embedding

Word level 
embedding

Additional features:  
part of speech, pinyin, 
grammar, radicals, etc

+
Vector mixed 
representation

Fig. 1. Multi-feature mixed input representation.

Ma and Hovy et al. [31] combine word representation with character-level repre-
sentation generated by CNN, taking advantage of CNN’s ability to efficiently learn
characters or word morphological features. Lample and Ballesteros et al. [33] combined
supervised and unsupervised learning methods to learn character-level and word-level
representations in order to improve the dependence of NER model training on a large
amount of manually labeled data. In addition to the combination of these two embed-
ding types, many scholars have also done corresponding research on the introduction
of external knowledge and additional features [32, 37]. Bharadwaj and Mortensen et al.
[34] added phonetic character representation, which enables the model to adapt quickly
in cross-language/cross-domain applications because of its global representation. Later,
in response to the problems of NER in the social media field, such as the rapid devel-
opment of social media, the rapid increase of new named entity types in a large number
of generated texts, and the large amount of informal communication information con-
tained in the texts, Lin and Xu et al. [35]proposed a multi-channel model to generate a
more comprehensive representation of the words input into the sentence, such as syn-
tactic features. Gui and Zou et al. [36] used graph structure to improve the problem of
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sequence structure limitation in RNN, introduced dictionaries to obtain word and word
interactions, and designed relay nodes to obtain high-level information of entities, and
also to solve the purpose of ambiguous words. In order to prevent the phenomenon
of overfitting of the named entity recognition model. Compared with the introduction
of toponymic dictionaries as additional features, the use of lexical features can reduce
the restriction that some words brought by toponymic dictionaries can only be used as
specific types [38], and embed words and entity types into multi-dimensional space to
reflect the similarity from the dimension (Table 1).

Table 1. Comparison of advantages and disadvantages based on different distributed input
representations.

Distributed representation
of inputs

Advantage Deficiencies

Word level embedding The semantic information and
boundary information of words
that can be provided

Inaccurate segmentation will
lead to different meanings of
words in different contexts

Character level
embedding

Be able to infer the word
representation outside the
vocabulary

Lack of ability to capture
boundary information of words

Mixed input distributed
representation

It can provide more prior
knowledge for the model

It may reduce the
generalization ability of the
model

In the research and application of NER in the Chinese field, many scholars also
have attainments. Zhang and Yang [39] proposed an LSTM model of lattice structure in
the implementation of Chinese NER, which can fuse the potential lexical information
existing in the sentence, which not only avoids the error of entity boundary division
caused by word segmentation errors, but also integrates word sequence information. If a
fixed-size remote word information is added at each Chinese character connection [41],
it will be more conducive to batch training. Different from using a chain structure to fuse
words and word information, Ding and Xie et al. [42] use multi-dimensional automatic
learning dictionary to fuse feature information, complete the interaction between dic-
tionary and character information, and have the characteristics of disambiguation and
reducing error matching rate. It has the characteristics of disambiguation and reducing
the false matching rate. Later, in order to avoid the effect of no available dictionary, addi-
tional interference caused by introduced features, and out-of-vocabulary (OOV) words,
Zhu and Wang et al. [30] use convolutional attention layer to enhance the learning
and coding ability of the information and features contained in the character sequence,
and increase the global attention mechanism to improve the capture ability of sentence
context information [40]. Wu and Liu et al. [43] proposed a model that jointly trained
word segmentation and NER, shared the parameters of the word segmentation model to
improve the accuracy of word boundary segmentation, and used CNN to capture contex-
tual information in character embeddings, the number of training samples is increased
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by generating pseudo samples by synonymous replacement of entities in the text. Song
and Sehanobish et al. [44] added the idea of computer vision to encode Chinese character
image extraction features by processing images, and then used Chinese glyph semantic
information as additional information to help NER model training.

2.2 Dataset

Building reliable NER systems often requires task-specific annotated public corpora.
Labeled dataset documents often contain many different types of entities. The widely
used datasets in the NER field will be presented in Table 2. NER is usually regarded
as a sequence labeling task, that is, given a series of input sequences, the model learns
features, rules and relationships according to a series of data, and finally outputs a
sequence with labels according to the learned knowledge.

Table 2. Enumeration of commonly used datasets in NER.

Dataset name Language Named entity type Data source

CoNLL2003 English, German,
Spanish, Dutch

LOC, ORG, PER, MISC Reuters news

OntoNotes English, Arabic,
Chinese

7 types Weblogs, news,
broadcast, etc

MSRA NER Chinese LOC, ORG, PER –

People’s daily NER Chinese LOC, ORG, PER People’s daily
news corpus

Weibo NER Chinese LO, ORG, PER, GPE Chinese social
media (Weibo)

CLUENER 2020 – 10 types

MUC-6 English LOC, ORG, PER, Wall Street Journal

ACE Chinese, Arabic,
English

7 types Broadcast, news,
weblogs

KBP2017 English, Chinese,
Spanish

GPE, ORG, PER, LOC,
FAC

–

GENIA – DNA, RNA, Rrotein,
Cell line, Cell type
categories

Clinical text and
biology

WiNER – LOC, ORG, PER, MISC Wikipedia

Depending on the data set selected, the labeling schememay also have corresponding
differences. The labeling scheme is usually distinguished by BIO, BIOS and BIOES. B
(Begin) refers to the initial starting position of a named entity. I (Intermediate) refers to
the interior of the named entity. E (End) refers to the last end position of the named entity.
S (Single) means that only one word or character belongs to a single named entity. O
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(Other) means this is not an entity, refers to the outside of an entity. In addition, different
named entities also belong to different entity types. For example, LOC (ie location)
refers to a geographic location or building location, such as Qiaogori Peak, Jiuzhaigou.
PER (Person) refers to the formal or informal name, title and nickname of the real world
or virtual character, such as Zhang San, Li Hua, Iron Man, etc. ORG (Organization)
refers to the name of an organization with a management system, such as Ali, Baidu,
etc. GPE (Geo-political Entity) refers to the geographic name of the region containing
government agencies. MISC (Miscellaneous) refers to named entities other than those
explicitly specified. As another example, B-GPE indicates the starting location of a
geopolitical entity.

2.3 Evaluation Indicators

Judging an evolving NER system requires a comprehensive evaluation of the designed
system. Accurate detection of entity boundaries and correct identification of the entity
type are the essence of NER tasks. In NER, the F1 value is usually used as a comparison
and evaluation criterion. The F1 value refers to the harmonic average of the accuracy
(Represented by the letter P) and the recall rate (Represented by the letter R), that is, it
can balance the precision rate P and the recall rate R, and get rid of the insufficiency of
using only one of them.

P = TP

TP + FP
R = TP

TP + FN
F1 = 2× P × R

P + R
(1)

Among them, P represents the percentage of positive examples judged by the model
to be correct in all positive examples judged by the model. Discriminated as a correct
positive example means that the instance determined by the model as a positive example
is also a positive example in the comparison standard, all positive examples judged by
the model means that the instance is not necessarily a positive example, but the model
considers it to be a positive example. R indicates that the model discriminates as a
correct positive example, which accounts for the percentage of all positive examples in
fact. Actual all positive examples refer to all positive examples in the discrimination
criteria. TP (True Positive): it is recognized as a positive example by the model and is
also a positive example in the comparison standard; TN (True Negative): it is recognized
as a negative example by the model and is also a negative example in the comparison
standard; FP (False Positive): It is recognized by the model It is a positive example but is
a negative example in the comparison standard; FN (False Negative): It is recognized as
a negative example by the model but it is a positive example in the comparison standard.

3 Resource-Scarce NER

3.1 The Purpose of Studying Scarce Resource NER

In practical scenarios, there are various types of entities, and the corpus used for training
may not cover all of them. Collecting new language or new domain data, and manually
constructing labels for a large amount of data requires a lot of time, energy, financial
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resources and manpower, which is not a good way. Therefore, it is necessary to sort out
and adjust the model. At the same time, these existing problems have stimulated the
research enthusiasm of domestic and foreign scholars for low-resource NER.

3.2 Difficulties

Implementing NER in low-resource domains and languages is often difficult for the
following reasons. First, there may be a small number of labeled datasets available for
training. The NER model cannot fully learn enough feature information in the small
dataset, resulting in the final trained model can only recognize a small number of types
of entities, and the effect is far from ideal. Second, there may be problems with the low
quality of the data used for training, such as missing labels in the dataset, wrong entity
type labeling, etc.Wrong annotations will have a negative effect on the NER system, and
the lack of annotations may prevent the system from learning the feature information
of certain entity types, and treat them as negative examples during the training process.
Finally, there may also be cases where there is no labeled data at all.

3.3 Methods

According to the different ways of model learning and feature acquisition, the NER
method in low resource environment is divided into the following three different ways.

NERmethod based onmulti-task learning. When implementing the NERmethod, the
advantage of usingmulti-task learning to achieveNER is that by sharing the parameters of
the side tasks, introducing additional knowledge to the NERmodel may help it to extract
difficult-to-extract features, identify more types of entities, and learn to a wider variety
of text generic features. For Chinese NER, the high accuracy of word segmentation is
the core premise of the NER task, which is related to the accuracy of the word boundary
information judgment. For example, combining the Chinese word segmentation task
and integrating the word boundary label information into the NER model can improve
the sensitivity of word boundary recognition [45]. Using the explicit feedback strategy,
Zhao and Liu et al. [46], who studied in the medical field, processed the normalization
task in parallel while clearly dividing the entity boundary to realize the NER task. The
two tasks interact with each other, using each other’s output to achieve improvements.
Liu and Winata et al. [47] split the NER task into an entity discrimination task and
an entity type labeling task. The splitting of the task enhances the model’s sensitivity
to entity judgment. They share the feature extraction layer and add an expert hybrid
module. Expert weighted values are used as prediction benchmarks to solve the problem
of ambiguous entities that arise.

NER method based on data augmentation. Usually, the data augmentation method
can overcome the shortcomings of the model in the problem of few samples to a cer-
tain extent. For example, after the samples are screened and the weights are adjusted to
improve the quality of the data, the model performance will be improved. Data enhance-
ment methods are often divided into two categories. One is to use the original text with-
out introducing additional label types, and to achieve it by adding replacement words,
translation, adversarial enhancement, and syntactic exchange. The other is to introduce
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additional information, such as using methods such as pre-training of the model. Zhou
and Zhang et al. [48] proposed the DATNet method to improve the generalization ability
of the model with an adversarial training method. Zhang and Guo et al. [49] added GAN
on the basis of using the BiLSTM-Attention-CRF model. Compared with only using
the BiLSTM-CRF model, this method utilizes the characteristics of GAN and can filter
out the unremarkable ones that are consistent with the distribution of real labeled data
features. Label the data so that the training data can be augmented. Ding and Liu et al.
[50] took the annotation model and language model as the foothold, the linearization
of the sentence sequence can obtain the state distribution of words and their annotation
labels, and the language model is used to add available data to flexibly use labeled data
and unlabeled data. Zhou and He et al. [51] fine-tune theMLMby processing the labeled
data with a linearization operation, and combine the original data with the augmented
data generated with MLM to ensure that the augmented data entities match the original
data labels. Tsygankova and Marini et al. [52] recruited volunteers who were not profi-
cient in the target language application but proficient in the native language application,
and asked them to annotate the set target language to produce additional training data.
Liu and Ding et al. [53] used a simple placeholder method to translate the labeled source
language data into the target language, transfer its labels to generate new training data,
and apply it to the language model for training to generate diverse. The label data is
mixed with the original data to achieve the purpose of data expansion (Fig. 2).

NER methods in low-
resource environments

NER method based on 
multi-task learning

NER method based on data 
augmentation

NER method based on 
transfer learning

Sampling to obtain new 
data

Add noise data

Synonymous substitution 
or language translation

Task 
1

Task 
n

Parameter sharing layer
Source Domain/Source 

Language

Domain
knowledge

Target language/target 
domain

Target
NER
model

Fig. 2. Three NER methods in low-resource environments.

NER method based on transfer learning. Pang and Yang et al. [54] believe that using
the idea of transfer learning, the model can quickly adapt to the target task through
the knowledge of the source task that has been learned when dealing with different
target tasks. By transferring training modules or knowledge, the recognition of specific
entity categories in different domains can be enhanced. Extracting data information from
domains that are relevant to the target domain and transferring it into the target model
is an effective way to solve the problems of difficult, expensive and inaccessible data



A Survey of Low-Resource Named Entity 255

collection in the target domain. For the problem that both the source domain/language
and the target domain dataset contain labels, the types of labels in the two training data
are different, and the target domain data is scarce, the transfer learning method is a
good method. For example, Giorgi and Bader [55] migrated the knowledge in the easily
accessible silver corpus in the biomedical field where relevant literature and materials
were rapidly added, and obtained more reliable information resources (Table 3).

Table 3. Comparison of several different methods in low-resource environment.

Method Features Advantages Challenges

Multi-task
learning

Find and utilize relevant
information between
tasks

Prevention of
over-fitting

Poor task relevance will
bring negative impact

Based on data
augmentation

Can increase the amount
of available data

Simpler to use It is difficult to
guarantee the quality
and diversity of data

Based on
transfer learning

Utilize a large number of
existing resources to
assist in learning new
knowledge

Possesses the ability to
enhance model
robustness

How to grasp the
measure of migration

In cross-language tasks, domain data translation, projection, etc. can be used. Xie and
Yang et al. [56] proposed a method based on the combination of continuous embedding
and discrete dictionary to realize the relationship mapping between different languages,
and used the attention mechanism to solve the problem of the difference in the lexical
order between different languages in the cross-lingual NER task. Strengthen the cor-
respondence between synonyms in different languages. Johnson and Karanasou et al.
[57] took English as the source language and transferred their trained weights to the
target Japanese language. The projection-based method of Chaudhary and Xie et al. [58]
maps the label information of the source language into the target language to complete
the transfer of language knowledge, using only a small amount of human annotations.
Compared with the use of bilingual dictionaries, Bari and Joty et al. [59] achieved the
purpose of knowledge transfer through adversarial mapping between different languages
and data sharing through pseudo-label-guided training. Wu and Lin et al. [60] trained
a multi-corpus NER model, and predicted the target corpus to generate a probability
distribution value with rich information as additional auxiliary training information for
the target model. Chen and Jiang et al. [61] also used high-quality corpus to train a
high-performance model to generate pseudo-labels for the target model, but constructed
a discriminator to screen corpus independent of language features for use by the target
model, so as to reduce the impact of language features on the model.
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4 Development Direction

After the above discussion, it is found that although the research on low resources in
this field has been progressing in recent years, there are still many problems that need
to be considered and dealt with in practical applications. In this part, we will share and
discuss the main challenges in the NER field in low-resource settings and possible future
trends.

4.1 Named Entity Recognition Based on Image and Text Fusion

Considering that the domain entity dictionarywill help the current target application, it is
appropriate to accumulate, build and improve the relevant domain dictionary to improve
the performance of the model. It is the key to dig deep into relevant information and
embed it perfectly into the model. Make good use of the resources in the current large
amount of data, such as integrating the graphical representation of a large number of
words into the NERmodel as additional features to provide richer semantic information.

4.2 More General Named Entity Identification

When the current domain or language training resources are scarce, the data obtained
from multi-resource domain training can be used to achieve the required domain entity
recognition.Generally, in order to achieve better performance, data from similar domains
are often selected for resource data sharing, but this method will also reduce the general-
ity of the target task to a certain extent. How to make the target model not only identify
the unique model in the current domain or language according to the auxiliary resources,
but also make the model have the generalization ability and facilitate the iterative opti-
mization of the subordinate model when it is used as a subtask is a problem that should
be considered in the actual application process.

5 Summary

This survey introduces the basic situation of NER, the existing research results of NER
based on deep learning, and the existing implementation methods of NER in the case
of few training samples or data lacking labels, and some important opinions are drawn
through the analysis. It aims to help researchers quickly and comprehensively understand
the development trend of deep learning NER, how to improve NER performance under
low resource conditions, and future research trends. The combination of NER and related
parties can share relevant information, improve the generalization ability within a certain
range, and complement each other to achieve the purpose of improving performance.
The increase in the transformation of training samples can obtain more labeled data
on the basis of the existing limited labeled data. The transfer of training parameters in
similar domains is helpful to improve the performance of the target task and improve
the generalization ability.
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Abstract. With the expansion of population and the increase of infectious dis-
eases, more and more attention has been paid to the investment in public health. In
the context of big data, the medical industry has produced a large amount of struc-
tured and unstructured data, which is difficult to directly serve the public health
field. Visualization technology conveys and communicates information clearly,
quickly and effectively with the help of graphical means. At the same time, it
can also assist users to make corresponding judgments and better understand the
value behind the data. Therefore, this paper uses web crawler technology to collect
public health information of microblog as experimental data, uses visualization
technology to sort out and analyze the data, shows the real valuable data, and
completes the establishment of public health infectious disease prediction model.
Finally, it puts forward countermeasures and suggestions for the development of
public health, so as to improve the ability of public health managers to detect
early warning signals of infectious diseases, to track and respond to the epidemic
situation of infectious diseases, to manage the large-scale outbreak of infectious
diseases, and to complete the reasonable allocation of health and medical and
health resources.

Keywords: Public health system · Health big data · Data visualization ·
Prediction model · Disease early warning

1 Introduction

In recent 20 years, the total population of China continues to grow, which makes the
medical demand rise in recent years. The expansion of population has brought about
a high risk of infectious diseases, infectious diseases have the characteristics of wide
prevalence, high cost, long course of disease and high mortality, and they cause far
more medical needs than other diseases. The increasing medical needs has led to the
difficulty of seeing a doctor and the low efficiency of medical services. To cope with
these problems, efficient medical services need to be provided.

The use of heath big data can improve the efficiency ofmedical services.With the rise
of information technology such as Internet, Internet of Things and cloud computing, data
visualization technology has been widely applied in various fields, as an indispensable
means and tool for big data analysis, such as medicine, aerospace, basic physics and
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other subjects. The theory of visualization was introduced into China in the 1970s and
began to flourish in 2000 [1]. Visualization analysis is characterized by presenting big
data in an intuitive graphical way. It is an organic integration of human brain andmachine
intelligence to mine the hidden information behind data by using the perception ability
of human eyes and convert it into knowledge [2]. Among them, in the medical field,
the application prospect of visualization technology is very broad, which often leads to
intense research and discussion.

Under the influence of global scale, health big data has risen to become an important
strategic resource for the country. Visualization research on health big data can not only
improve medical efficiency and the overall level of medical treatment, but also better
improve the comprehensive national strength of a country.

In the era of big data, data visualization technology promotes the development of
many scientific fields and all walks of life, but also brings unprecedented challenges.
The generation and flow of information are changeable, it accumulates into an ocean
of redundant data, and humans generate more data than traditional processing tools can
handle [3]. At present, the application status of data visualization in medical field is not
optimistic and there are many problems to be solved urgently, such as the application
range needs to be expanded, the data is difficult to share, and the complete theoreti-
cal system has not been formed. The characteristics of health big data itself also pose
more urgent requirements and severe challenges to visualization analysis. Therefore,
the research on health big data visualization technology becomes particularly critical.
Health big data visualization is by far themost effective tool to solve the complexmedical
data and the increasing demand for medical treatment. With the help of this technology,
functions such as assisting clinical diagnosis, mining data value and predicting disease
development trend can be realized, thus promoting the continuous progress of modern
intelligent medical technology under the background of big data. This paper guides the
formulation of health policy or clinical practice by studying the application status of
data visualization technology in public health data and the analysis of potential health
influencing factors. It has important theoretical significance and application value for
health management and health monitoring.

2 Relevant Theoretical Analysis

The application of big data analysis technology in the health care field has promoted
the integration of medical big data, improved the medical level of hospitals and reduced
the medical risks of patients. Medical big data has become a strategic industry in many
countries and gradually developed into a national strategy.

Although the state strongly advocates and actively guides the use of technology
concept of health care big data to solve the key and difficult problems in the health
care field, there are still many bottleneck problems that are difficult to break through at
present. How to quickly acquire and structure the data is an urgent problem for public
health research at present [4].

Based on the urgency of health care big data research, in recent years, domestic and
foreign scholars have carried out extensive research on health care big data from mul-
tiple aspects. Wang Ruojia et al. from the computer technology level, comprehensively
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analyze the application status of datamining technology in assisting to completemedical
tasks, managing medical resources reasonably, improving health information services,
and put forward the cooperative development direction in the fields of diversified data
sources, semantic mining of electronic medical records, cloud computing and artificial
intelligence [5]. From the perspective of personal privacy security, Tong Feng et al. sort
out the current situation of personal information protection in China and relevant laws
in the United States and The European Union, and they put forward relevant suggestions
on the legislative protection of personal health care information in China [6].

In order to showhowhealth big data analysis can realize precisionmedicine,Wu et al.
provide two case studies, including identifying disease biomarkers from multiple sets
of data and incorporating basic data information into electronic medical records, which
provides support for the paradigm shift of precision medicine [7]. Rehman et al. discuss
the application of health big data analysis in the healthcare industry, mainly includ-
ing medical image analysis and image informatics, bioinformatics, clinical informatics,
public health informatics and medical signal analysis [8].

In addition, in the field of visualization of health big data, Ahlbrandt et al. ana-
lyzed based on visualization technology and proposed the balance between the need for
big data and patient data privacy—an IT infrastructure for a decentralized emergency
care research database [9]. Lupse et al. analyzed based on visualization technology and
elaborated the supporting diagnosis and treatment in medical care based on big data
processing [10].

Relatively speaking, the development history of health care big data in China is short,
lacking a continuous and systematic health data integration platform. As the research
on health care big data spans two disciplines of medicine and computer, it is necessary
to cultivate interdisciplinary talents. Moreover, health care data has many problems,
such as privacy security and information island, making it difficult to carry out further
research. At present, relevant work is mainly focused on theoretical research, including
the discussion on the characteristics and application scenarios of health care big data.
In terms of technological breakthroughs, most of the work is only in data collection and
storage, and there are still relatively few substantive researches on the basic aspects of
deep mining, data relationship analysis and visualization technology of health care big
data itself.

3 Health Big Data Acquisition of Infectious Diseases Based
on Crawlers

3.1 Data Analysis Process

Health big data analysis based on visualization technology can be divided into three
stages:

STEP1 Python crawler, firstly determine the collected data, give the keyword “infectious
disease”, use the articles about infectious disease information published by users on
microblog to analyze and predict the outbreak of infectious diseases.
STEP2 Clean the data that has been captured to make data format more standardized.
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STEP3 Use the data visualization related library pyecharts etc. to do data visualization
analysis. Through a series of analyses, the distribution of infectious diseases in Chi-
nese population can be found, which further provides data support for the public health
security prediction model below.

3.2 Data Preprocessing

Firstly, determine six statistical data of related tweets on microblog: blogger id, tweet
content, publication time, the number of transfers, the number of comments and the
number of like. The crawler technology was used to crawl the experimental data.

The data collected fromwebsites are usually inconsistent, incomplete and disorderly,
with many unnecessary spaces and some labels, which cannot be directly visualized for
data analysis. To improve data aesthetics and visual quality, we used pandas library to
filter web pages.

Firstly, call pd.read_csv() method to open info.csv file, and use for loop to iterate
through the data in the file in turn. The nested if() expression was used to determine
whether there are spaces, and the try except syntax was used to handle exceptions.
When it fails to work properly, the exception is caught and saved as an empty string. The
second time we used the for loop to count the numbers by field, and when the number
is less than 2 in if () expression, the loop ends and the data is discarded.

Then call dropna() method to delete the missing data. Finally, use info command
to check the number of non-null values and data types of each column. It can be seen
that the total number was 6492, after data cleaning, the data of publication time, author,
like, transfer and comments were reduced. Data statistics after data cleaning are shown
in Fig. 1.

Fig. 1. The figure of data cleaning analysis

It can be seen that the data is no longer messy, valuable data is extracted,
invalid numbers and letters are cleaned out, which is conducive to the following data
visualization.
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4 Visualization Analysis Based on Health Big Data

4.1 Experimental Data

This paper used the keyword “infectious disease” to filter the data, and after data repro-
cessing, 6492 data were included in total. The data were classified according to type,
Time, Author, Text, Like, Comments and Transfer lists, corresponding to the type
of infectious diseases, time, author, specific information, number of like, number of
comments and number of transfer respectively.

4.2 Visual Graphic Design

If we only do data crawling without visual processing, the real value of the data can-
not be played, and the data can be more intuitive and clearer after visual processing,
which is more conducive to data analysis. Four visualization analysis methods have
been designed: time series scatter chart and scatter chart.

On the basis of experimental data, we carried out data visualization analysis on the
distribution and prevention of infectious diseases. Numpy and pyecharts libraries were
used for data visualization.

4.2.1 Time Series Scatter Chart Analysis

Time trend linear graph visualizes the number of tweets for different diseases from time
dimension. The horizontal axis shows time, from 2012 to 2021, the vertical axis shows
the number of diseases during that time, and different colors show different types of
infectious diseases. The time trend of infectious diseases is shown in Fig. 2.

Fig. 2. Time series scatter chart

As we can see from the graph, the distribution of pneumonia first appeared in 2021
and was most discussed, we can infer that 2021 will be the year of a severe outbreak
of COVID-19. Rabies emerged in 2012 and has been a chronic infectious disease ever
since. Throughout history, people have a strong prevention awareness of AIDS. The
large-scale outbreak of infectious diseases in recent two years may be related to the poor
social living environment after the improvement of living standards.
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4.2.2 Scatter Chart Analysis

Use scatter chart to judge the relationship between the like and comments. Use data
values as x and y coordinates to plot points, and axes define areas of the chart. Different
colors represent different types of diseases, and graphs are drawn based on values. The
more data a scatter chart contains, the better the comparison. Scatter charts are especially
useful when there exist a large number of data points, allowing us to see the distribution
of the data and what problems might arise. As the x-coordinate is increasing, the y-
coordinate is increasing, so it’s a positive correlation, and we can probably see that the
scatter is on a straight line. The scatter chart is shown in Fig. 3.

Fig. 3. Scatter chart

4.2.3 Pie Chart Analysis

As can be seen from the pie chart of transfer distribution in Fig. 4, in microblog tweets
about infectious diseases, 62.57% of the users transfer the microblog about AIDS,
accounting for the largest proportion, indicating that the public has a strong prevention
awareness of AIDS. The users transfer the microblog about gonorrhoea topic accounts
for the least proportion, only 1.78%, indicating that the public attention to gonorrhoea
is low. The pie chart of comments distribution and the pie chart of like distribution can
be visualized in the same way.

5 Establishment of Public Health Infectious Disease Prediction
Model

5.1 Principles and Methods of the Model

There are thousands of machine learning methods. What type of model and method
should be usen is based on the size of the data set and the complexity of the problem itself.
For general complex problems, simple models may also obtain the optimal solution.
The machine learning methods involved in the comparison include: Naive Bayes, SVM,
GBDT, RF, KNN. Take GBDT as an example.
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Fig. 4. Pie chart of transfer distribution

GBDT, full name Gradient Boosting Decision Tree, is one of the best machine
learning algorithms for real distribution fitting effect. It adopts the addition model to
continuously reduce the difference generated in the training process, which can be used
for classification and regression. The training process of GBDT is shown in Fig. 5.

Fig. 5. Training process of GBDT

5.2 Model Construction

5.2.1 Design of Naive Bayes Model

Use Naive Bayes to train and verify, the design idea is to do the disease prediction by
randomly selecting a tweet on microblog, so as to get disease type results correctly. This
paper used sklearn library and called NB model to train and predict.

First load the sklearn library, use train_test_split to split the data into training sets
and test sets, use TfidfVectorizer to generate the TFIDF matrix of article words, and use
the NB model of MultinomialNB—sklearn.

Secondly, divide the data set. Read the article data set after word segmentation, load
the words and label list, and shred through train_test_split in a 4:1 ratio, that is 80%
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training set and20% test set. Feature extraction is carried out to facilitate the classification
of the later algorithm.

Next, vectorize the sliced training set and use TfidfVectorizer to find the tfidf of the
words in the article and construct the word vector. MultinomialNB model was then used
to train the vector data of the training set, and the TfidfVectorizer and MultinomialNB
model were saved.

Finally, read text data from the test set, use jieba to cut Chinese text into words.
Because Chinese word segmentation has great ambiguity in different contexts, word seg-
mentation is essential. Remove stop-words and separate the word segmentation results
with spaces. TfidfVectorizermodelwas used to construct the vector space of the test, then
put it intoMultinomialNBmodel to predict. Use the established model to make bayesian
prediction of species to see which category the disease mentioned in this microblog arti-
cle belongs to. Visualization through plt.show() function, the predicted result under the
operation of jupyter belonged to “pneumonia” category.

The construction and application of SVMmodel, GBDTmodel, RFmodel and KNN
model are similar to the principle of Naive Bayes model, which will not be described
one by one.

5.3 Model Results and Analysis

Establish a variety of models. Accuracy, precision, recall and F1 are commonly used to
measure the quality of a model.

Parameters are constantly adjusted to make the model as optimal as possible. The
comparative analysis of various models is shown in Fig. 6.

The final results are as follows: the accuracy of NB model is 0.861745, SVMmodel
is 0.954010, GBDTmodel is 0.961119, the accuracy is amazing, RF model is 0.951734,
KNNmodel is 0.747576. In terms of accuracy, GBDT has the best effect, while KNN has
the worst. In general, recall rate and accuracy rate are mutually restrictive, low accuracy
rate means high recall rate, low recall rate means high accuracy rate, and a balance
point should be found according to the actual application situation. In this paper, GBDT
model is recommended for disease prediction to improve recall rate under the condition
of ensuring accuracy.

The construction of public health security prediction GBDT model can give play to
the application of health big data in disease prediction and prevention, evidence-based
public health decision-making, healthmanagement, healthmonitoring and other aspects,
and better promote the positive guiding role of big data in the medical field.

6 Conclusion

In the era of big data, medical informatization develops rapidly. The generation and
flow of information are changeable, it accumulates into an ocean of redundant data. At
present, the application of data visualization in medical field is not optimistic and there
are many problems. In general, the following work has been completed: some data of
public health infectious diseases have been obtained through python web crawler, and
the obtained data have been analyzed visually; the obtained data and results have been
analyzed to build a public health security prediction model.
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Fig. 6. Comparative analysis of various models

This paper only makes a simple analysis of infectious disease data in public security,
and other factors threatening population health, such as chronic non-communicable
diseases, are not studied in depth,whichhas certain limitations. This paper uses infectious
disease information on microblog as experimental data, privacy information such as the
location of microblog users could not be obtained. Population location information is
helpful to understand the behavior of infectious diseases. Through spatial visualization
of case data, we can try to analyze the clues to the source of infectious diseases and
their geographical connections. However, the geographical location of microblog users
is difficult to parse, and JS mixed in HTML is not put out separately. In addition, the
publication of location information involves personal privacy security, so this experiment
is stopped here. Moreover, this paper only selects the distribution and prevention data of
infectious diseases to analyze public health security, and there are gaps in experimental
data and data analysis. With the development and improvement of Internet technology
and the interconnection of everything, it is reasonable to believe that the application
prospect of health big data in the medical industry is very broad and worthy of further
research.
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Abstract. With the popularization of the smart city and the explosion of vehicles,
the emergence of large amounts of data has boosted research. Distributed machine
learning (DML) is an effective solution to improve the accuracy and timeliness.
However, schemes based on traditional DML have the problems of high network
delay, vehicle privacy leakage, and falling to provide customized models for mul-
tiple users. To solve the above problems, this paper constructs a dual-layer feder-
ated learning and blockchain-empowered high-accuracy edge training (DFLB-ET)
framework for assisted driving. First of all, a dual-layer semi-asynchronous fed-
erated learning (FL) mechanism based on blockchain and local Directed Acyclic
Graph are proposed to improve the efficiency and accuracy of FL and achieve high-
accuracy model sharing among edge servers. Secondly, a regional node selection
algorithm is proposed based on the mobility and model accuracy of vehicles, so
as to better utilize the computational resources of Road-Side Units. Simulation
results show that the proposed DFLB-ET framework outperforms both the local
training and synchronous/asynchronous FL schemes in terms of the training delay
and model accuracy.

Keywords: Smart city · Machine learning · Blockchain · Federated learning

1 Introduction

In the smart city, machine learning (ML) is often used for providing intelligent and accu-
rate traffic services. Recently, a good number of researchers analyze and train driving
data to predict driving behavior [1]. Distributed machine learning (DML) uses multiple
computing nodes for model training and computes in parallel. Therefore, it can solve
the congestion problem of centralized training. With the increasing demand for com-
puting resources in smart cities, the traditional DML techniques require the frequent
exchange of gradients and model parameters, which leads to excessive network traffic
and high communication overhead [2].Actually, different types of vehicles have different
characteristics, such as prior right-of-way and maximum weight/height.

FL is designed to carry out efficient machine learning amongmulti-computing nodes
on the premise of guaranteeing the privacy of terminal data and personal data. Some
studies use mobile edge computing (MEC) to move cloud services to Road-Side Units
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(RSUs), providing communication, computing, storage, and data resources for vehicles
and ensuring high bandwidth connections. Furthermore, RSUs can help FL to perform
peer-to-peer model aggregation and improve the training efficiency.

There are two main types of FL mechanisms, including synchronous FL and asyn-
chronous FL. In synchronous FL, after the parameter server receives local models from
all data owners (workers), the coordinator aggregates these local models into an updated
global model. While in asynchronous FL, the coordinator performs a global update after
receiving the local model from any data owner, and then sends the updated global model
back to all workers.

At present, many FL researches mainly focus on improving security and efficiency.
Wu et al. [2] proposed a multi-layer FL protocol called HybridFL to design different
aggregation strategies for edge aggregation and cloud aggregation to improve the pro-
cess of federated learning training. VerifyNet [3] is a privacy-preserving and verifiable
FL framework that secures data through a double-masking protocol. Many schemes [4,
5] considered synchronous FL, which significantly increases the waiting time for the
nodes that finish training early before synchronous aggregation. While, some work has
investigated asynchronous learning mechanisms. For example, the author of [6] pro-
posed an asynchronous small-batch algorithm to address the issue of idle waiting for
heterogeneous terminals. Lu [7] proposed an asynchronous FL scheme to guarantee
user privacy while improving training efficiency. To further reduce the communication
cost and increase the accuracy of FL model, previous research has focused on FL per-
formance optimization though training node selection. Chen [8] jointly optimized the
wireless resource allocation and worker selection to minimize the FL loss function. Fed-
Trace [9] clustered the training traces to select nodes with similar data distribution, thus
to solve the problem of data heterogeneity at different nodes.

Besides, FL security issues during the transmission of model parameters also remain
unresolved. Lu et al. [10] considered a data-sharing scheme for asynchronous FL based
on Directed Acyclic Graph (DAG) and blockchain. A two-layer blockchain architec-
ture for FL is proposed to improve blockchain efficiency [11], which has two types of
blockchains: the local model update chain and the global model update chain. Therefore,
we use blockchain to store model parameters, and transmit model parameters through
consensus process.

Therefore, this paper designs a dual-layer federated learning and blockchain-
empowered high-accuracy edge training framework for assisted driving services, where
the local training data and training capability of each terminal are fully utilized. And the
security of data sharing can be ensured through blockchain.

2 System Model

2.1 Network Architecture

In Fig. 1, a dual-layer FL and blockchain-empowered high-accuracy edge training frame-
work is proposed, which uses a semi-asynchronous FL approach for training. In the
secondary layer, vehicles are divided into subregion sets by a regional node selection
algorithm. Each subregion has an RSU for local model training, and the local model is
transmitted between the RSU and vehicles via blockchain. In the primary layer, RSUs
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collect all the local aggregation model parameters through the blockchain and aggregate
them peer-to-peer to obtain a weighted global model according to trust values.

Fig. 1. Network architecture.

2.2 Delay Model

2.2.1 Initial Model Download Delay

When the vehicle is traveling at normal speed, the data transmission rate between vehicle
and RSU can be obtained by the Shannon formula:

Ui,j = ωi,jlog2

{
1 + pi,jgi,j(dn)−θ

σ 2

}
, (1)

dn =
√
h2n + (d/2 − li − vnt)2, (2)

where ωi,j and gi,j are the channel bandwidth and channel gain between vehicle i and
RSU j, respectively. pi,j represents the transmission power, σ 2 represents the background
noise power, dn is the distance between the vehicle and RSU, hn is the height of RSU,
li is the initial position of vehicle i, and d is the range length of RSU.



274 X. Wang et al.

Assuming that the initial model data volume downloaded by vehicle i from RSU j
via vehicle to roadside unit (V2R) communication is D mod el,j (in bits), the time taken
can be expressed as:

Tdownload ,i = D mod el,j

Ui,j
. (3)

(1) Local model training delay

Considering the delay of the local model training:

Ttrain,i = Dm,iX mod el

gi
, (4)

where Xmodel is the number of CPU cycles required to train model m on unit data, and
gi is the computing power of vehicle i.

Queuing delay

Queuing delay is waiting time for tasks in the task buffer before transmission. Assume
that the total number of CPU cycles to be processed is Qt

i . Then the queuing delay can
be calculated by the following formula:

Tqueue,i = Qt
i

gi
. (5)

Local model upload delay

Assuming that the amount ofmodel data fromvehicle i to RSU j viaV2R communication
is Di, mod el (in bits), the time spent can be expressed as:

Tupload ,i = Di, mod el

Ri,j
. (6)

Therefore, the total delay can be expressed as:

Ttot,i = Tdownload ,i + Ttrain,i + Tqueue,i + Tupload ,i

= D mod el,j

Ui,j
+ Dr

i X mod el

gi
+ Qt

i

gi
+ Di, mod el

Ui,j
.

(7)

3 Dual-Layer Semi-Asynchronous FL Based on DAG
and Blockchain

In the FL network, both the vehicle and edge server (RSU) participate in federated
learning training. The vehicle node is responsible for local model training and regional
model aggregation. The vehicle node transmits the local model to the RSU node in the
same region through the consensus mechanism, and the RSU node is responsible for
global model aggregation.
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3.1 Local Model Training Process

Vehicle nodes use the DAG structure to train local models, and each local model is
recorded as a TIP in the DAG. The vehicle node needs to verify the legitimacy of the
two TIPs in the DAG by computing the accuracy of its model, then it can add new
transactions and broadcast in DAG.

To speed up the aggregation process, the model parameters of vehicle nodes with
longer training time, more computing resources, and greater contribution to model
training are given higher weights.

The weight of each transaction is proportional to the vehicle computing resources
and the accuracy of the model. So, it can be expressed as:

ϒ(tri(t)) = |di| + ε · ∑
s dtrs∑N

i=1 |di| + ∑
s dtrs

· ei · Acc(tri(t)), (8)

where
∑

s dtrs indicates the size of the total data volume of the vehicles submitted to the
transaction for regional aggregation, ei is the duration of the training, and Acc(tri(t)) is
the model accuracy.

Then we calculate the cumulative weight of the transaction:

CW (tri(t)) = ϒ(tri(t)) + 1

L

L∑
l=1

�Acc(tri(l)) · ϒ(tri(l)), (9)

where �Acc(tri(l)) = Acc(tri(l)) − ϒ(tri(l)), and L is the number of transactions
submitted by other vehicles before the submission of transaction tri(t).

Assume that the regional aggregation model of the vehicle stored in the TIPs is
expressed as ω. Thus, the regional aggregation model trained by the vehicle Vi on the
round t can be expressed as ωt

i . For Vi in FL iteration starting from t0, we choose ϕ TIPs
(which have k local model). The vehicle uses its test data set to calculate the accuracy of
the model and then obtains the cumulative transaction weight. Vehicle Vi selects some
transactions whose number is lower than ϕ for aggregation and obtains a local model:

ωt0 =
ϕ∑
i=1

cw(tri(t))iw
ti
vi . (10)

3.2 Regional Model Aggregation

The overall process of semi-asynchronous federated learning mechanism is shown in
Fig. 2.

The vehicle i acquires the model parameters of other vehicle training through DAG
for regional aggregation. By using random gradient descents, the weight and gradient
of the model under the specified data can be calculated. The loss function of vehicle i
during local training is defined as the difference between its predicted value and actual
value on the sample data set dm,i, expressed as

Fm,i
(
ω′) � 1

dm,i
f
(
ω′; )

, (11)
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Fig. 2. Semi-asynchronous federated learning process.

where ω′ is a parameter vector and f (.) is a user-specified loss function such as linear
regression, logistic regression, and support vector machine.

The loss function of assisted driving model FL task of vem models on all datasets
can be defined as:

Fm(ω′) � 1

|Dm|
∑
i∈vem

f (ω′; dm,i). (12)

The goal of FL is to find the optimal parameter vector to minimize the loss function,
that is:

ω∗ = argmin
ω

Fm(ω′). (13)

After vehicle i trains the model based on local data Dm,i, the updates of the model
parameters can be expressed as:

ω′
k+1 = ω′

k − η∇F(ω′
k). (14)

3.3 Regional Node Selection Algorithm

The different number of regional aggregation rounds (i.e., Y) and the number of vehicles
involved in global aggregation (i.e., Z) can lead to a different performance in terms of
communication resource consumption and time consumption. Therefore, we need to
determine the optimal value of Y and Z to balance the total training delay and the final
accuracy of the model. The problem is expressed as follows:

P2 : min(χ
K∑

k=1

tk + δ(1 − Acc))

s.t C1 : Fm(ωψ) − Fm(ω∗) ≤ ε,

C2 : Y ∈ {1, 2, ...,Nm,r}
C3 : Z ∈ {1, 2, ...,Nm,r}

(15)
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where constraint C1 indicates that the global model converges after ψ rounds, and
constraints C2 and C3 ensure that the values of Y and Z are taken reasonably.

3.4 Delay-Accuracy-Balancing Factor-Based Aggregation Mechanism

The total delay consists of the local training time and regional aggregation time, due to
the global aggregation only contains linear operations, the training time can be ignored.
Therefore, the model preparation time Tp and regional aggregation time Ta are con-
sidered. Model preparation time is defined as the average duration from the time the
global model is distributed to vehicle i from RSU to the end of training and uploaded to
the DAG. We define regional aggregation time as the average duration between model
uploading to the DAG and uploading the regional aggregation model to the edge server,
consisting of the duration of DAG validation, regional model aggregation and regional
model uploading.

As shown in Fig. 3, supposing that the system contains four vehicles
ve1, ve2, ve3, ve4, the total training time of each selected vehicle is bi. It is assumed
that the model preparation time Tp is much larger than the regional aggregation time
Ta, so changes in the number of local aggregation rounds Y do not affect the vehicles
selected for each round. As the number of regional aggregation rounds Y increases, there
will be a training delay li in the local aggregation time of each vehicle tai , then the delay
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Fig. 3. Aggregation process.

of the global training model of this round is:

Lk = Max(l1, l2, l3, ..., l|Z |). (16)

The total delay of the round k is:

tk = tpi + tai + L(k)(tk ≥ bi)

= tpi + tai + Lk −
k−1∑
m

ti(tk ≤ bi),
(17)

where m is the number of initial training rounds of the model.
Therefore, through multiple iterations, on the premise of model accuracy reaches the

threshold, we let Y and Z satisfy the delay-accuracy-balancing factor:

min(χT + δ(1 − Acc)). (18)
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4 Simulation Results and Analysis

The algorithm was simulated using TensorFlow 2.5.0 on a Python 3.8-based simulator.
To ensure the accuracy of the results, 50 experiments were carried out and the average
was taken as the final result. The MNIST dataset is used as the training data, and we
set 10% nodes as malicious nodes to simulate the poor training quality of the vehicle.
Table 1 lists the relevant parameters in the simulations.

Table 1. Relevant parameters.

Parameter Value

ηa (Learning rate for the actor) 0.001

ηc (Learning rate for the critic) 0.01

D (Local dataset) [100, 2000]

Terminal kernel [10, 100%]

Local iterations 5

Convolution layer 2

Fully connected layers 4

Noise power density (N0) −174 dBm/Hz

Wireless bandwidth of each link (B) 100 kHz

Propagation and verification delay effect (Hdata/R + l) 0.1

To verify the performance of the proposed algorithm, we compared our algorithm
(proposed) with the following three different algorithms:

(1) LocalCNN: TheFLmechanism is not used, and themodel training is only performed
on the local device.

(2) SFL (Synchronous Federated learning): Using a synchronous FL mechanism, the
algorithm selects all vehicles for model aggregation in each iteration of FL training.

(3) ASFL (Asynchronous Federated learning): Using an asynchronous FL mecha-
nism, the algorithm updates the global model after receiving a local model from any
worker in each iteration of FL training.

(4) Proposed: Using a two-layer FL mechanism, the mechanism avoids excessive
waiting time caused by vehicle heterogeneity in synchronous FL, and the large
consumption of communication resources caused by frequent communication in
asynchronous FL, which balances the time delay and accuracy.

The experiments analyzed the algorithm from various perspectives: accuracy, loss
function, and time delay. Using the control variable method, the simulation is carried
out with a definite Z value.

We first evaluated the impact of different Y and Z values on the proposed algorithm.
The effect of different Y and Z values on the delay of the proposed algorithm is shown
in Fig. 6. After several rounds of training, we found that the model accuracy has almost
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completed convergence at 0.93, which can achieve the ideal training effect of FL. Finally,
on the premise of model accuracy ≥0.93, the optimal Y value is n/10, and the optimal
Z value is 3n/5 (n is the total number of vehicles).

As shown in Fig. 4, when the number of vehicles changes from 10 to 30–50, the time
taken by the proposed scheme does not change significantly. Therefore, the proposed
scheme is superior to other methods in terms of delay, which indicates that the proposed
algorithm has high efficiency.

Fig. 4. Time delay.

For FL accuracy, Fig. 5 shows the changes in the accuracy of the 4 algorithms when
there are 8 normal nodes and 2 bad nodes under MEC. It shows that the proposed mech-
anism has the fastest convergence and improves the accuracy by about 3.5% compared
to ASFL. This is because the proposed mechanism selects nodes to avoid the influence
of low-quality nodes on the training results, which shows that the proposed algorithm
can still maintain good training performance when dealing with malicious nodes and
differentiated data quality.

For FL loss function, Fig. 6 illustrates the changes in the loss functions of the three
algorithms when the number of bad nodes in MEC accounts for 10%. The proposed
algorithm converges the fastest and has the smallest loss function value. Because Local
CNN is trained locally, it can only obtain the local optimal solution, so the loss function
is high and always cannot converge.
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Fig. 5. Accuracy (Bad nodes in the MEC is 10%).

Fig. 6. Loss function (Bad nodes in the MEC is 10%).

5 Conclusion

This paper proposes a dual-layer federated learning and blockchain-empowered
high-accuracy edge training mechanism for assisted driving models based on semi-
asynchronous FL to provide both trust and efficiency in the assisted driving, which has
a dual-layer FL and blockchain networks. Furthermore, we propose a DRL-based node
selection algorithm and set a delay/accuracy impact factor to reduce total delay and
improve model accuracy. The simulation results show that the proposed mechanism
improves the FL delay and improves the ac-curacy by about 3.5% compared to ASFL.

Acknowledgment. This work is supported by the Self-funded technology project of the State
Grid Henan Information and Telecommunication Company: Blockchain sharing technology for
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Abstract. With the rapid development of various wireless access technologies,
there are various types of wireless communication networks in local converged
communication network, which can provide services for users together. Diverse
services on the network also require different communication, storage, and com-
puting resources and require the collaboration of multiple nodes. Aiming at the
problems of high complexity of three-dimensional resource cooperative alloca-
tion and difficulty in obtaining the optimal solution in a short time, this paper
proposes an integrated storage and computing resource allocation model of local
converged network, which converts communication resources into node delay
attribute, solves the problem of computing and storage resource allocation with
delay attribute, and converts three-dimensional resource allocation into two-
dimensional. In a short time, the solution of the resource allocation problem is
realized. The improved genetic algorithm is used to verify the effectiveness of the
model.

Keywords: Converged network · Resource allocation · Wireless network

1 Introduction

In recent years, a variety of wireless access technologies have developed rapidly. Differ-
ent types of wireless communication networks, such as 5G, Wi-Fi and wireless mesh,
are integrated with each other to provide communication services for users, forming
a local converged communication network. A local converged network that integrates
various heterogeneous communication networks has many advantages, such as stronger
network scalability, fuller network resources, and diversified service capabilities. It can
meet the diversified requirements of network users and improve network reliability and
anti-attack capability. At the same time, due to the features of dense networking and
multiple wireless networking modes, local converged networks usually contain a large
number of different types of terminals, and users have different requirements, resulting in
different service resource requirements in the network. On the other hand, network appli-
cations are also gradually developing towards diversification and personalization. The
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development of various networks brings about new service forms constantly emerging,
and typical application scenarios such as small-particle acquisition, large bandwidth,
real-time interaction and other services with differentiated QoS coexistence require-
ments [1]. However, the traditional local network can no longer guarantee the service
quality of users and diversified business requirements of users due to its shortcomings
such as low frequency band utilization rate and relatively simple function [2]. Due to the
complex and diverse network structure, resources of a single network node or terminal
are also limited in local converged networks. It is difficult for a single node to simul-
taneously meet the multi-dimensional resource requirements of various services, such
as communication, storage and computing, etc. In general, resource collaborative allo-
cation among multiple nodes is required [3]. At the same time, due to the dynamic and
organic unity of the network, The change of resources of one dimension in the network
will also affect the use of resources of other dimensions, so it is necessary to consider
the joint allocation of resources of multiple dimensions [4]. Therefore, it is necessary
to establish an integrated allocation model of general storage and computing resources
to realize the cooperative allocation of resources in the local converged communication
network.

To solve the above problems, there have been some researches on multidimensional
resource allocation models at home and abroad. Literature [1] establishes a communi-
cation computing resource joint allocation model aiming at minimizing user delay to
carry out two-dimensional resource allocation in multi-user mobile edge networks. In
literature [3], the author abstracts communication, computing and storage resources dig-
itally, and uses virtualization technology to establish a 3D resource scheduling model.
In literature [5], ICN cache and computing technology is used to establish a schedul-
ing model for the integration of three-dimensional network, computing and storage
resources, so as to realize dynamic resource scheduling in wireless networks. The author
of reference [6] established a communication and computing resource allocation model
with the goal of minimizing the total energy consumption of the system under speci-
fied delay limits, and designed a prioritization based solution to solve the problem. In
order to coordinate communication and computing resource allocation, literature [7]
established a communication and computing resource model with the goal of minimiz-
ing the total energy consumption of the system, and designed an iterative algorithm
based on successive convex approximation to solve the problem. However, most of the
existing multi-dimensional resource allocation algorithms only consider the allocation
problem of a certain one-dimensional resource, or in the allocation problem of multi-
dimensional resources, each one-dimensional resource involved is dealt with separately,
and the impact of three-dimensional resources on optimization objectives is not taken
into account jointly, and the complexity and dynamics of the system are ignored. There-
fore, the obtained resource allocation results cannot guarantee better performance of the
system [8]. In addition, simultaneous collaborative allocation of 3D resources has high
complexity, so there is no good efficient solution algorithm.

To solve the above problems, this paper proposes an integrated allocation method of
storage and computing resources in local converged network, establishes an integrated
allocation model of storage and computing resources in local converged network, and
transforms the problem of three-dimensional cooperative allocation of communication,
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storage and computing resources among multiple nodes into a collaborative allocation
problem of two-dimensional storage and computing resources among multiple nodes
with delay attribute. The solution complexity is reduced and the efficiency is improved.
The improved genetic algorithm is used to solve the problemmodel, and the effectiveness
of the resource cooperative allocation model is verified.

2 System Model

2.1 System Scenario

This paper considers the local converged communication network scenario where a
variety of wired and wireless communication networks coexist. As shown in Fig. 1, the
service terminal accesses the converged communication terminal through different gate-
ways, and the converged communication terminal accesses the power communication
transmission network through thewired/wireless private network, and finally connects to
the power communication service system to achieve various business functions. Nodes
in the same access network can be connected to each other, and fusion communication
terminals can be connected to each other. At present, there have been many studies on
cross-domain communication between heterogeneous networks through protocol con-
version [9–11]. Therefore, in the scenario of this paper, it is believed that there are
network nodes in different networks that can communicate cross-domain, and this node
can transmit service data to other networks.

Fig. 1. System scene diagram
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Fig. 2. Abstraction of resources

Services generated by terminals are scheduled and allocated resources at the access
layer between service terminals and converged communication terminals. In this paper,
virtualization technology is used to abstract network nodes in the access layer into nodes
with communication, storage and computing resources that are connected to each other,
forming a logical access layer, in which resources are allocated for services, as shown
in Fig. 2.

With G= {V, E} to indicate the current topology of network infrastructure, including
V in the network nodes, {vi ∈ V |i ∈ (1,m)}, E said set of communication links between
the nodes, {(vi, vj) ∈ E|vi, vj ∈ V }. Node attributes include node computing power
CN
i (cycles/bit) and storage capacity SNi (bits), link attributes include link communica-

tion bandwidth RN
ij (bps) and transmission distance DisNij (m). Set business requests with

T = {ti|i = 1, . . . , n}, service requests can be described by four parameters, namely,
amount of data transmitted DT

i (bits), amount of data stored DS
i (bits), amount of data

calculatedDC
i (cycles/bit), communication bandwidthRT

i (bps) andmaximum allowable
delay τi(s). To facilitate calculation, a network node is considered to provide computing
services for only one service at a time with all CPU resources.

This paper considers the cooperative allocation of communication, computing, and
storage resources among network nodes. Communication resources refer to the commu-
nication bandwidth between nodes, in bps; computing resources are defined in cycles/bit
of CPU; storage resources refer to thememory capacity of nodes, in bits. Local converged
networks provide a differentiated combination of communication, computing, and stor-
age resources to meet different service requirements. Therefore, resource allocation
policies that match services must be adopted to meet service requirements. However,
since communication, computing and storage resources belong to different resource cat-
egories and have different definitions and measurement forms, they need to be mapped
into the same one-dimensional space and adopt the same measurement form to estab-
lish the constraint and transformation relationship between multi-dimensional resources
and network performance. In this paper, the joint allocation of total storage and com-
puting resources is carried out with the goal of minimizing service delay. The system
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optimization objectives are as follows:

min
(R,S,C)

T (1)

s.t.

RT
i ≤ RN

ij (i, j) ∈ Pi (2)

DS
i ≤ SNj , j = Si (3)

T ≤ τi (4)

That is, under the condition that service requirements are met and network node
resources are not exceeded, function optimization is carried out with the goal of mini-
mizing service delay, where Pi is the path through which service i is transmitted in the
network.

2.2 Problem Transformation

Services in a local converged communication network have various types and require-
ments. In the process of resource allocation, it is found that a single node cannot meet
the resource requirements of all dimensions of the business during resource allocation,
so it is necessary to search for other nodes with sufficient resources in the network for
collaborative processing under the premise of not exceeding the service delay limit,
and conduct collaborative allocation of (R, S, C) three-dimensional resources in the
multi-node combination. However, due to the high complexity and difficulty of joint
allocation of 3D resources among non-directly connected multi-nodes, and the commu-
nication bandwidth is usually represented in the form of time delay generated during
data transmission between nodes, each node can be regarded as a block of storage and
computing resources with communication delay. Based on this characteristic, the (R,
S, C) three-dimensional resource cooperative allocation problem is transformed into
a (S, C) two-dimensional resource allocation strategy calculation problem with delay
attribute.

Therefore, the calculation model after transformation is as follows:

Communication Resource Model. The local converged communication network sup-
ports various networking modes, such as wireless mesh, Wi-Fi, and 5G. The commu-
nication resources in the network are communication bandwidth resources between
nodes. However, different networking modes support different communication band-
width resources. Because the service request bandwidth cannot be larger than the max-
imum bandwidth resource Rmax that can be provided by the current network node, the
communication bandwidth is subject to the following constraints:

RT
i ≤ RN

ij (i, j) ∈ Pi (5)
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On the one hand, service transmission from the current node needs to be carried out
after the previous service transmission through the current node is completed. Therefore,
the waiting time before service transmission from the current node is as follows:

T ij
w = max

{
0,T j

latest − T i
cur

}
, i ∈ [0, n], j ∈ [0,m] (6)

In the command, T j
latest indicates the time when the last task is transmitted or com-

puted on node j, and T i
cur indicates the total delay generated by the transmission of task

i to the current node.
On the other hand, according to the transmission rate of the service request in the

network, the transmission delay generatedwhen the request is transmitted between nodes
is also related to the amount of data transmitted by the service and the communication
bandwidth of the link between the sending node and the receiving node. The calculation
formula is as follows:

T ijk
t = Ds

i

RN
jk

, i ∈ [0, n], j, k ∈ [0,m], j �= k (7)

Therefore, the delay generated by the transmission of task i between nodes is as
follows:

T ijk
R = T ij

w + T ijk
t , i ∈ [0, n], j, k ∈ [0,m], j �= k (8)

Storage Resource Model. Storage resources refer to the memory resources owned by
each node. Considering that storage resources must at least meet the service storage
resource request Sl , storage resources for service requests must meet the following
constraints:

DS
i ≤ SNj , j = Si (9)

The storage delay of services is related to the amount of data to be stored for services
and the storage rate of nodes. Generally, the amount of data to be stored for services is
not too large. Therefore, the storage time of different devices is similar. Therefore, in
this paper, the differences in data storage rates between different devices are ignored,
and the storage rates of nodes are regarded as vNj . Therefore, the formula for calculating
the delay of service storage data is as follows:

T i
S = DS

i

vNj
, i ∈ [0, n], j ∈ [0,m] (10)

Computational Resource Model. Computing resources refer to CPU resources in this
article. CPU resources owned by each network node are represented by CN

i (cycles/bit).
Computing delay occurs when services are calculated on a node. The computing

delay is related to the amount of calculated data and CPU resources of the node. The
calculation formula is as follows:

T i
C = DT

i

CN
i

, i ∈ [0, n] (11)
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Then, the delay generated from the sending to the completion of a service request
consists of three parts: request transmission delay between nodes, storage delay and
calculation delay. The calculation formula is as follows:

Ti =
⎛
⎝ ∑

(j,k)∈Pi
T ijk
s

⎞
⎠ + T i

S + T i
C (12)

System Optimization Objectives. When a service request is generated, our goal is to
complete the request with minimum delay in the current local converged communica-
tion network, occupy as little unnecessary system resources as possible, and ensure the
maximization of system throughput. During service request forwarding, although com-
puting and storage resources of intermediate nodes are not occupied, communication
resources of nodes are occupied during service request forwarding. Other requests to
use the node resources cannot be answered, resulting in waste of system resources and
throughput reduction. Therefore, we want to minimize the number of intermediate nodes
in the process of service transmission. Therefore, the number of intermediate nodes is
punished in the optimization goal. The system optimization objectives and constraints
are as follows:

minf (x) = min

⎛
⎝

⎛
⎝ ∑

(j,k)∈Pi
T ijk
R

⎞
⎠ + T i

S + T i
C + λni

⎞
⎠ (13)

s.t.

RT
i ≤ RN

ij (i, j) ∈ Pi (14)

DS
i ≤ SNj , j = Si (15)

⎛
⎝ ∑

(j,k)∈Pi
T ijk
R

⎞
⎠ + T i

S + T i
C ≤ τi (16)

Of
∑

(j,k)∈Pi T
ijk
s for business i total transmission delay in transmission between each

node, Pi for business i offered by a path in the network transmission, T i
S for business

request i storage time delay, T i
C for business I computing time delay, λ for business

request i punish coefficient, the number of intermediate nodes ni indicates the number of
intermediate nodes in service request i. Restriction Condition (14) Ensure that the com-
munication bandwidth of the path through which services are transmitted can meet the
bandwidth requirements of services. Restriction Condition (15) Ensure that the storage
resources of the node where services are stored can meet the storage resource require-
ments of services. Equation (16) Ensure that the delay for completing service requests
does not exceed the maximum allowed delay specified by the service.
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2.3 Improved Genetic Algorithm

The solution of the above model is NP-hard, so intelligent algorithm can be used for
iterative optimization. Compared with other intelligent optimization algorithms, genetic
algorithm has advantages such as parallelism and fast convergence. Therefore, improved
genetic algorithm is used to solve the optimal resource allocation strategy when design-
ing the integrated joint allocation method of computing and storage resources in local
converged network communication [12].

The specific solving steps of this model are as follows:

Step1: The population G, population size M and iteration number N were initialized by
genetic algorithm.
Step2: Calculate the fitness value of each individual in the population U (x) = 1/f (x).
Step3: Select individuals from the population to iterate into the next generation
population, then cross and mutate them according to probability.
Step4: Calculate the fitness of the new population and select the optimal individual in
the new population.
Step5: Judging whether the fitness of the new optimal individual is greater than that of
the original optimal individual.
Step6: If yes, the current optimal solution will be updated, and the number of iterations
will be increased by one.
Step7: Judge whether the maximum number of iterations has been reached. If yes,
terminate the program; otherwise, perform Step3.

The flow chart of the algorithm is shown as follows (Fig. 3).

Fig. 3. Algorithm flow chart
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3 Simulation

In order to verify the performance of this scheme, the software MATLAB R2020b is
used to simulate the operation of the algorithm, in which the main data parameters are
as follows (Table 1).

Table 1. Simulation parameters

Parameter meaning Value

Communication bandwidth of wireless mesh, WiFi network R1, R2/Mbps 200

Communication bandwidth of 5G network R3/Mbps 1000

Communication bandwidth between different networks R4/Mbps 100

CPU frequency of a network node f /GHz 1–4

Storage resources of a network node D/GB 2–256

Maximum number of iterations I 500

The figure below shows the service delay sizes obtained under different iterations
with different population sizes for the model proposed in this paper. Populations with
sizes of 30, 100 and 300 are selected respectively for comparison.As can be seen from the
figure below, when the population size is 100, the algorithm obtains the optimal solution
around the 400th iteration, which is the optimal resource allocation scheme of the current
business. It can be seen that the allocation scheme has the minimum delay, which proves
the effectiveness of themodel. However, when the population size is too small, due to the
limited genotype in the population, it is difficult for interindividual hybridization in the
population to generate new and better genotypes, resulting in premature convergence
of the algorithm, which falls into the local optimal solution and fails to obtain the
optimal allocation scheme. However, when the population size is too large, although
the convergence speed is accelerated, the larger calculation amount will slow down the
algorithm running speed and waste computing resources. Thus, the validity of the model
proposed in this paper can be seen. Among them, the reasonable value of population
size is 100 (Fig. 4).

The following figure shows the time delay of the distribution strategy obtained by
each iteration number under different mutation probability value conditions in solving
the proposedmodel. As can be seen from the figure below, when themutation probability
is 0.1, the optimal solution can be obtained around the 400th iteration; while when the
mutation probability is 0.01, the probability of jumping out of the local optimal solution
decreases as the mutation probability is too small, resulting in the local optimal solution,
and the optimal solution cannot be obtained through further iteration. However, when
the mutation probability is too large, the mutation result will be uncontrollable, and it is
difficult to converge to get the optimal solution. It can be seen that the reasonable value
of variation probability in this method is 0.1 (Fig. 5).

The following figure shows the influence of different cross probability values on the
results during the solution of the proposed model. As can be seen from the figure below,
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Fig. 4. Average service delay

Fig. 5. Maximum service delay

when the mutation probability is 0.9, the current algorithm can iterate at a proper rate
and obtain the optimal solution around the 400th iteration. However, when the mutation
probability is too large, all the selected individuals will be mutated, which may destroy
the better genes and easily fall into the local optimal. When the mutation probability
is too small, the genotypes in the population cannot be updated effectively, which will
reduce the efficiency of population iteration and slow down the rate of obtaining the
optimal solution. It can be seen that the reasonable value of crossover probability in this
scheme is 0.9 (Fig. 6).

Fig. 6. Network resource utilization
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Abstract. With the continuous and rapid development of the Internet, high-
bandwidth services emerge gradually, which puts forward the requirement of
high bandwidth and large traffic on the network. High-bandwidth services usually
occupy a large amount of transmission bandwidth. However, due to the limited
resources of a single network node in the power local wireless communication
network, it cannot meet the multi-dimensional resource requirements of high-
bandwidth services. Therefore, resource coordination among multiple nodes is
required. To solve the above problems, this paper proposes an integrated alloca-
tion method of communication, storage and computing (CSC) resources oriented
to maximizing network throughput. Firstly, an integrated allocation model of stor-
age and computing resources oriented tomaximizing throughput is established.On
the basis of this model, an integrated allocation method of CSC resources aiming
at minimizing delay and maximizing network throughput is proposed. Solve the
resource allocation problem of large-bandwidth services in the local converged
network, increase network throughput, and improve the utilization of network
resources.

Keywords: Converged network · Resource allocation · Large bandwidth · Delay

1 Introduction

Multiple networking modes coexist in local converged networks, which contain a large
number of different types of terminals with different service requests. With the con-
tinuous and rapid development of the Internet, high-bandwidth services such as 4 K
ultra-HD, 3D, and cloud services continue to emerge, putting forward high bandwidth
and large traffic requirements such as 100 Mbit/s and gigabit. The most prominent
feature of the high-bandwidth service is the large amount of data transmission, which
occupies a large amount of bandwidth resources. In addition, the high-bandwidth service
requires high computing and storage resources, which occupies a large amount of net-
work resources. When resources are allocated on the network together with traditional
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services, how to meet the resource requirements of large-bandwidth services without
affecting the resource allocation of other services has become a key issue for service
resource allocation in local converged networks. However, the traditional local network
cannot guarantee the service quality and diversified business needs of users due to its
shortcomings such as low frequency utilization rate, resource waste and simple function
[1]. In addition, due to the complex and diverse network structure, the resources of a
single node or terminal in a local converged network are limited. Therefore, it is difficult
for a single node to meet the differentiated resource requirements of various services
at the same time. Therefore, coordinated resource allocation among multiple nodes is
usually required. In view of the above problems, in order to meet the resource allocation
requirements of large bandwidth services above 100 Mbps, but not affect the network
to allocate resources to other services, this paper proposes an integrated storage and
computing resource allocation method for large bandwidth services, which is oriented
to maximizing network throughput. Based on the characteristics of large bandwidth ser-
vices, a resource allocation method based on genetic annealing algorithm was designed
to maximize network throughput and minimize latency for large bandwidth services. It
improves network resource utilization, meets high-bandwidth service requirements, and
improves network differentiation service capability.

2 Related Work

With the development of communication technology and new applications, more and
more scholars at home and abroad have conducted researches on multi-dimensional
resource allocation. Literature [2] proposes a multi-dimensional resource allocation
method. In multi-user MEC network, through joint optimization of communication and
computing resources, the closed-form expression of optimal resource allocation under
special circumstances is deduced with the optimization goal of minimizing user delay.
In literature [3], the author proposes an architecture that integrates network, storage and
computing, combines ICN cache and computing technology, and dynamically schedules
network, storage and computing resources to meet the computing service requirements
in wireless networks. In literature [4], the author uses virtualization technology to share
communication, computing and cache resources amongusers, anduses an alternate direc-
tion method to relax the problem into a convex optimization problem for solving. The
authors of literature [5] jointly optimized communication resource allocation and com-
putational migration, minimized system energy consumption under certain time-delay
constraints, divided mobile devices into three types, and allocated wireless channels
to mobile devices iteratively according to their priorities, thus reducing the complexity
of solving the problem. Literature [6] designed an optimal computing task scheduling
scheme for theMECsystem.Firstly,Markovchain theorywasused to analyze the average
delay and average power consumption of tasks on the mobile device under the proposed
scheduling strategy, and the delay minimization problemwas established with the power
constraint. An efficient one-dimensional search algorithmwas used to derive the optimal
computing migration strategy. The authors of reference [7] jointly optimized commu-
nication resources and computing resources, and adopted an iterative algorithm based
on successive convex approximation to solve the constructed non-convex optimization
problem with the goal of minimizing total energy consumption.
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However, most of the existingmulti-dimensional resource allocation algorithms only
consider the allocation problem of a certain one-dimensional resource, or in the alloca-
tion problem of multi-dimensional resources, each one-dimensional resource involved
is dealt with separately, and the impact of three-dimensional resources on optimization
objectives is not taken into account jointly, and the complexity and dynamics of the
system are ignored. Therefore, the obtained resource allocation results cannot guarantee
better performance of the system [8]. In this paper, an integrated allocation method of
storage and computing resources for maximum throughput is proposed, considering the
cooperative allocation of communication, computing and storage resources among dif-
ferent nodes in local converged communication network, and considering the association
relationship between three-dimensional resources to realize the integrated allocation of
resources.

3 System Model

3.1 System Scenario

In this paper, resources are allocated in the local converged network for services with
large bandwidth and low delay, such as 4K ultra-HD, 3D and cloud services [9]. The sys-
tem scenario is shown in Fig. 1. For terminals such as video surveillance and inspection
robots, the characteristics of their services are that they require a large communication
bandwidth and a low delay. At the same time, they also need to ensure that resource
allocation of other services is not affected. Therefore, the goal of resource allocation for
high-bandwidth services is to minimize delay and maximize network throughput.

3.2 System Optimization Objectives

In this paper, the local converged network integrated storage and computing allocation
model is adopted to establish the system model. The goal is to complete the request
with the minimum delay in the current local converged communication network, while
occupying less unnecessary system resources as far as possible to ensure the maximum
system throughput. However, after a service request is generated, due to the large band-
width occupied by large bandwidth services, if too many nodes are forwarded, although
the computing and storage resources of these intermediate nodes are not occupied in
the forwarding process, the communication resources of the nodes are largely occupied
[10]. During this period, other requests to use the node resources cannot be answered,
resulting in a waste of network resources at that time. Reduces network throughput.
Therefore, in order to reduce the occupation of unnecessary network resources, we hope
to minimize the number of intermediate nodes in the process of service transmission.
Therefore, the number of intermediate nodes is punished in the optimization objective to
ensure that resources are allocated with as few forwarding times as possible. The system
optimization objectives and constraints are as follows:

minf (x) = min

⎛
⎝

⎛
⎝ ∑

(j,k)∈Pi
T ijk
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⎞
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⎞
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Fig. 1. System scene diagram
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Of
∑

(j,k)∈Pi T
ijk
s for business i total transmission delay in transmission between each

node, Pi for business i offered by a path in the network transmission, T i
S for business

request i storage time delay, T i
C for business I computing time delay, λ for business

request i punish coefficient, the number of intermediate nodes ni indicates the number of
intermediate nodes in service request i. Restriction Condition (2) Ensure that the com-
munication bandwidth of the path through which services are transmitted can meet the
bandwidth requirements of services. Restriction Condition (3) Ensure that the storage
resources of the node where services are stored can meet the storage resource require-
ments of services. Equation (4) Ensure that the delay for completing service requests
does not exceed the maximum allowed delay specified by the service.
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4 An Integrated Communication, Storage and Computing
Resource Allocation Algorithm for Maximum Throughput

Traditional resource allocation algorithms have high computational complexity and slow
convergence rate when solving multi-dimensional resource joint optimization problems.
In order to speed up the solution, intelligent algorithms can be used for iterative opti-
mization. Genetic algorithm has the advantages of parallelism and fast convergence,
but at the same time, it is easy to fall into the local optimal and cannot guarantee the
global optimal solution, so it needs to be improved. The simulated annealing algorithm
can expand the search range of the algorithm, improve the diversity of solutions, and
avoid falling into the problem of local optimal. But the convergence speed of simulated
annealing algorithm is slow, especially when the calculation involves a large number of
individuals, the efficiency is too low, and the time is too long. Therefore, in the design
of integrated joint allocation method of computing and storage resources in local fusion
network communication, the idea of simulated annealing algorithm is introduced on the
basis of improved genetic algorithm, and the two are combined to complement each
other’s advantages, so as to accelerate the convergence speed and improve the solving
accuracy. The core idea of this method is to accept a solution worse than the current
global optimal solution as the new global optimal solution with a certain probability,
rather than a full acceptance of probability 1, so as to avoid falling into the problem of
local optimal solution.

4.1 Chromosome Coding

In this scheme, binary coding is adopted, and each gene represents a node in the network.
0 on the gene locationmeans that the current service does not pass through this node, and
1 means that the current service will pass through this node. But it is worth noting that a
chromosome code does not just correspond to a resource allocation scheme, because the
transmission path of services is uncertain. Therefore, when initializing the population,
we can directly eliminate the individuals whose all possible path combinations do not
meet the business requirements (Fig. 2).

Fig. 2. Chromosome

4.2 Judge Individual Legitimacy

In the process of population initialization, heredity, variation and other operations, indi-
viduals with new genotypes will be generated, but not all of them meet the requirements
of the current business on resources. Therefore, before adding the newly generated indi-
viduals into the population, it is necessary to judge the legitimacy of the individuals and
eliminate thosewho do notmeet the requirements. There are two aspects to determine the
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validity of an individual: whether there are sufficient computing and storage resources,
and whether there are forwarding paths that meet service bandwidth requirements.

First, determine whether sufficient computing and storage resources exist. That is,
check whether two nodes of the current genotype 1 can meet the computing and storage
resource requirements. If yes, go to the next step. If no, the individual is invalid.

If a node that meets service computing and storage requirements is found, check
whether a forwarding path that meets bandwidth requirements exists. Services pass
through all nodes of genotype 1. Therefore, check whether the bandwidth of all network
nodes can meet the current service bandwidth requirements. If the bandwidth of nodes
cannot meet the current service bandwidth requirements, the individual node is invalid.

4.3 Fitness Function

In this scheme, individuals are evaluated using fitness functions, where U(x) = 1/f(x).
During the calculation of individual fitness function, since there is no one-to-one corre-
spondence between individual and resource allocation scheme, in order to simplify the
calculation, the flag bit array of optimal resource allocation scheme is added to each
chromosome during the calculation of fitness function, where the flag bit 0 indicates
that the node only carries out business forwarding, and the flag bit 1 indicates that the
node carries out business calculation. Flag bit 2 indicates the storage where services are
performed on the node. According to the flag bit, you can know the optimal resource
allocation scheme for the service (Fig. 3).

Fig. 3. Add marker sites to chromosomes

4.4 The Selection of Genetic Algorithms

Two individuals were selected from the original population to cross and mutate using
roulette. The probability of individual selection is related to the proportion of fitness
function in the sum of fitness of all individuals in the population. If the total number of
individuals in the population isM, then the probability of an individual xi being inherited
to the next generation population is:

p(xi) = f (xi)/(f (x1) + f (x2) + · · · + f (xM ))

The accumulation probability of this individual is:

q(xi) =
i∑

j=1

p(xj)



Maximum Throughput Oriented Integrated-CSC Resource 301

4.5 Algorithms

The specific solving steps of this model are as follows:

Step1: The population G, population size M and iteration number N were initialized by
genetic algorithm.
Step2: Calculate the fitness value of each individual in the population U (x) = 1/f (x).
Step3: Select individuals from the population to iterate into the next generation
population, then cross and mutate them according to probability.
Step4: Calculate the fitness of the new population and select the optimal individual in
the new population.
Step5: Judging whether the fitness of the new optimal individual is greater than that of
the original optimal individual.
Step6: If yes, the current optimal solution will be updated, and the number of iterations
will be increased by one.
Step7: Judge whether the maximum number of iterations has been reached. If yes,
terminate the program; otherwise, perform Step3.

The flow chart of the algorithm is shown as follows (Fig. 4).

Fig. 4. Algorithm flow chart

5 Simulation

In order to verify the performance of this scheme, the software MATLAB R2020b is
used to simulate the operation of the algorithm, in which the main data parameters are
as follows (Table 1).
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Table 1. Simulation parameters

Parameter meaning Value

Communication bandwidth of Wireless mesh, WiFi network R1, R2/Mbps 200

Communication bandwidth of 5G network R3/Mbps 1000

Communication bandwidth between different networks R4/Mbps 100

CPU frequency of a network node f /GHz 1–4

Storage resources of a network node D/GB 2–256

Population sizeM 100

Maximum number of iterations I 500

Probability of crossover Pc 0.9

Probability of mutation Pm 0.1

Initial temperature T0 1000

Cooling rate K 0.95

The figure below shows the average service delay of this scheme (MT-GSA) and the
other two schemes under different service quantities. It can be seen from the figure that
the average processing delay of the schemeproposed in this paper increases smoothly and
slowlywith the increase of large bandwidth service requests. In the internal resource allo-
cation scheme of the local network, service requests can only use the limited resources of
the local network nodes, and high-bandwidth services usually occupy a lot of resources.
As the number of service requests increases, the resources of small local network devices
are exhausted, and the average processing delay increases significantly and the growth
rate increases gradually. However, in the random resource allocation scheme, since the
resources of different nodes are randomly allocated, services need to be transmitted
between these nodes, occupying a large number of unnecessary resources. Although
there is a certain probability of responding to services with a small delay, due to unrea-
sonable resource allocation, as the number of services increases, the remaining resources
become less and less, which makes it difficult to meet subsequent service requests. As a
result, the service processing delay increases rapidly. It can be seen that this scheme can
efficiently implement resource allocation for large bandwidth services with small delay
(Fig. 5).

The following figure shows the average processing latency of other services when
large-bandwidth services exist together with other services on the network. In this sce-
nario, it is assumed that every other type of service generated will also generate a
large-bandwidth service request waiting to be processed, that is, when n other types
of services exist in the network, n high-bandwidth services will also exist. There are
2n services waiting to be processed on the network. As can be seen from the figure,
with the increase of the total number of services in the network, the average process-
ing delay of other types of services shows a slow rising trend. However, as the number
of services on the network increases, the other two resource allocation methods fail to
allocate resources for services within a specified time. As a result, requests are blocked
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Fig. 5. Average latency of large-bandwidth services

and network throughput decreases. It can be seen that this solution can allocate service
resources with low latency, maximize network throughput, and meet resource allocation
requirements of more services at the same time (Fig. 6).

Fig. 6. Average latency of other services

The following figure shows the bandwidth resource utilization of this scheme and
the other two schemes in different numbers of services. The following figure shows that
as the number of service requests increases, the utilization of bandwidth resources in
the network also increases. In the scheme proposed in this paper, the resource utilization
increases gently with the increase of the number of services. It shows that the scheme
proposed in this paper can efficiently utilize the idle bandwidth resources in the network,
while the other two resource allocation schemes cannot be properly allocated with the
increase of the number of services, and the service resource demand cannot be met,
resulting in no further increase of resource utilization. It also shows that this scheme
can achieve the maximum network throughput of service resource allocation. It can be
seen that this scheme can efficiently utilize network resources and maximize network
throughput (Fig. 7).
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Fig. 7. Bandwidth resource utilization

The following figure shows the delay of a service allocation scheme under different
iterations of this scheme and the other two intelligent solving algorithms. As can be seen
from the figure below, with the increase of the number of iterations, the three schemes
can get the optimal resource allocation scheme after reaching the specified number of
iterations. The scheme proposed in this paper can get a better allocation scheme at a faster
speed. Although the solution using only genetic algorithm is faster than this scheme,
the delay of the optimal allocation scheme obtained is higher than that of this scheme,
which reflects that although the genetic algorithm has faster iteration speed, it is easy
to fall into the local optimal solution. Although the scheme using only the simulated
annealing algorithm can get the optimal solution, it has a certain probability to jump out
of the current optimal solution, so the iteration speed is slower and it takes longer time
to calculate and solve. It also shows that among the two solving methods, the genetic
algorithm is more suitable for fast iteration, while the simulated annealing algorithm
is more suitable for small adjustment near the current optimal solution. It reflects the
rationality of genetic—simulated annealing algorithm. It can be seen that this scheme
can solve the problem quickly in a short time and obtain the resource allocation strategy
with the shortest delay, which verifies the correctness and effectiveness of the scheme
proposed in this paper (Fig. 8).

Fig. 8. Different algorithms solve the iterative process
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Abstract. Efficient fault management method in network virtualization environ-
ment has become an important research content. In order to solve the problem of
low fault management efficiency caused by large number of power terminals and
high network noise, this paper designs a virtual network service fault management
model based on network characteristics. The model is constructed based on net-
work features such as network mapping relationship, corresponding relationship
between faults and symptoms. The model includes five modules: underlying net-
work, virtual network, network alarm collection center, networkmappingmanage-
ment center, and network fault diagnosis center. Based on this model, this paper
proposes a virtual network service fault diagnosis mechanism. The mechanism
includes six steps: alarm information collection, alarm preprocessing, network
mapping, binary Bayesian model, fault diagnosis model optimization, and fault
location. Through performance analysis, it is verified that the fault management
model and diagnosis mechanism proposed in this paper have good performance
and application value.

Keywords: Network virtualization · Virtual network · Underlying layer
network · Fault diagnosis · Fault management

1 First Section

With the rapid development and application of 5G technology, the types and number
of new applications such as the Internet of Things and smart home have increased
rapidly. These new applications require the rapid increase of power communication
network resources,which puts forward higher requirements for power companies to build
power communication network. In order to meet the network demand and reduce the
investment in network construction, network virtualization technology has been adopted
by more and more network operators [1]. In the network virtualization environment, the
traditional infrastructure is divided into the underlying network and virtual network.
The underlying network and virtual network have their respective responsibilities and
focus on their own businesses, which has greatly improved the efficiency and resource
utilization of network construction. However, in the network virtualization environment,
the underlying network and virtual network are constructed and operated by different
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organizations or companies, resulting in the low efficiency of network service fault
diagnosis [2]. Therefore, efficient fault management method in network virtualization
environment has become an important research content.

To solve this problem, literature [3] takes key tasks and tasks with high real-time
requirements as the research object, proposes intelligent fault recovery mechanism, and
improves the quality of network service. Literature [4] takes the network characteris-
tics such as cell location and fault frequency in the mobile communication network
as model parameters, and constructs an automatic fault diagnosis algorithm based on
machine learning. Literature [5] extracts alarm feature data from alarm information and
proposes a communication network fault analysis algorithm based on alarm feature.
Literature [6] combines link fault prediction technology with network tomography tech-
nology to improve the performance of network link packet loss inference algorithm.
Literature [7] takes key links as the research object, and gives priority to inferring the
packet loss of key links in dynamic network environment, ensuring the reliability of key
services. Through the analysis of existing research, we can see that many research results
have been achieved in network fault diagnosis. However, under the background of the
vigorous development of the power Internet of Things and smart home, the number of
power terminals and the number of business types have increased rapidly, resulting in
complex faultmanagementmodels and large network noise during fault diagnosis, which
has posed a great challenge to existing research. In order to solve the problem of low
efficiency of fault management caused by large number of power terminals and large
network noise, this paper designs a virtual network service fault management model
based on network characteristics, and proposes a virtual network service fault diagnosis
mechanism based on this model. Through performance analysis, it is verified that the
fault management model and diagnosis mechanism proposed in this paper have good
performance and application value.

2 Fault Management Model

According to the characteristics of the network in the network virtualization environ-
ment, this paper designs a virtual network service fault management model, as shown in
Fig. 1. The model includes five modules: the underlying network, virtual network, net-
work alarm collection center, network mapping management center, and network fault
diagnosis center.

The underlying network module and virtual network module belong to the network
resource layer. The underlying network is responsible for building the underlying nodes
and links. The virtual network can quickly build a virtual network by renting the underly-
ing nodes and links, so as to carry various power services. The network alarm collection
center is responsible for collecting alarm information from the underlying network and
virtual network to provide data support for the network fault diagnosis center to quickly
infer network faults. Because the underlying network and virtual network contain differ-
ent network elements and realize different functions, the network alarm collection center
needs to collect alarm information according to the characteristics of the network.

For the underlying network, the network alarm collection center can collect equip-
ment alarm and link alarm. Device alarm refers to the alarm information generated by
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Fig. 1. Fault management model.

the phenomenon that the performance index of the device is lower than the threshold or
the port is abnormal. Link alarm refers to the alarm information generated by the high
packet loss rate or link disconnection. For virtual networks, the network alarm center
can collect software alarms. Software alarm refers to the alarm information generated
by the jamming and unavailability of services on the virtual network.

The network mapping management center is responsible for the resource alloca-
tion relationship management of the underlying network and virtual network. Because
the alarm information of the underlying network and virtual network collected by the
network alarm collection center is different. In order to locate and diagnose the virtual
network service fault, it is necessary to associate the alarm information of the under-
lying network with the alarm information of the virtual network, so as to further infer
the source of the fault. In order to achieve this goal, the network mapping management
center constructs the mapping management between the bottom node and the virtual
node, and the mapping relationship between the bottom link and the virtual link accord-
ing to the mapping relationship between the bottom network and the virtual network,
so as to associate the alarm information of the virtual network service with the alarm
information of the underlying network.

The network fault diagnosis center infers the cause of the fault according to the
alarm information and resource mapping relationship. This paper mainly addresses the
management and location of virtual network service faults. Therefore, the fault diagnosis
center first analyzes the virtual network service alarm information, then builds a fault
diagnosis model according to the mapping relationship between the underlying network
and the virtual network, and finally uses the fault inference model to diagnose the fault.
See the next section for specific fault diagnosis process.

3 Virtual Network Service Fault Diagnosis Mechanism

Based on the module composition and cooperation relationship of the fault management
model, this paper designs a fault diagnosis mechanism for virtual network services.
The mechanism includes six steps: alarm information collection, alarm preprocessing,
establishment of networkmapping relationship, establishment of binaryBayesianmodel,
optimization of fault diagnosis model, and fault location (Fig. 2).
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Fig. 2. Fault diagnosis mechanism of virtual network service.

In the alarm information collection step, the network alarm collection center collects
the underlying network alarm information and virtual network service alarm information
within each time period T. In terms of the underlying network alarm information, the
topology of the underlying network is represented by G = (N ,E), where ni ∈ N
represents the underlying network node information and ej ∈ E represents the underlying
link information. In terms of virtual network alarm information, the topology of virtual
network is represented by GV = (NV ,EV ), where nVi ∈ NV represents virtual network
node information and eVj ∈ EV represents virtual link information. In terms of virtual
network service description, end-to-end virtual network service is taken as the research
object. For example, end-to-end services are represented by Svij. Where, virtual nodes nvi
and nvj are the starting and ending nodes of the service respectively.

In the alarm pre-processing step, the network alarm collection center needs to pre-
process the collected alarm information to improve the efficiency and accuracy of fault
diagnosis. Among them, the pre-processing of the low-level network alarm information
refers to clearing the alarms that will not affect the upper-level business. For example,
dynamic migration or expansion of underlying resources. The pre-processing of virtual
network alarm information refers to clearing the alarms generated by virtual network or
virtual network layer services. For example, the alarm information caused by its own
software fault.

According to many years of network operation and maintenance experience, alarm
data is an important prerequisite for fault diagnosis. If the alarm data collected by the
network management system is timely, comprehensive and accurate, it will effectively
improve the performance of the fault diagnosis system.

In the aspect of timely acquisition of alarm data, this paper proposes an alarm data
acquisition strategy based on network characteristics. Generally speaking, different net-
work equipment alarms have different effects on the availability and reliability of virtual
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network services. For example, if there are many virtual network devices on the under-
lying network, the alarms of such underlying network devices will generate more vir-
tual network service exceptions. In order to avoid this situation, set different exception
information trigger thresholds for network devices according to their characteristics.
Based on this idea, the parameters triggered by the alarm of important underlying net-
work equipment can be adjusted lower to prevent the occurrence of major fault events.
Through the analysis of network equipment characteristics and virtual network service
resource management strategies, the following network characteristics of the underlying
network equipment are used as an important evaluation basis for triggering abnormal
alarms. These network features mainly include the number of virtual network resources,
resource utilization, and network centrality of resources. The number of virtual network
resources carried can reflect the degree of loss caused by the current underlying network
failure. When the number of virtual network resources carried by the underlying device
is large, the threshold for triggering the alarm is small. The resource utilization rate
of the underlying network equipment and the network centrality of the resources are
analyzed from the perspective of the correlation of the network equipment. When the
resource utilization rate of the underlying network equipment is too high, the probability
of network equipment failure is high. When the underlying network equipment belongs
to the central resource of the network, the network equipment is more likely to jointly
provide virtual network services for other network equipment. Therefore, when the vir-
tual network resources carried on the underlying network are determined, the resource
utilization rate and network centrality of the underlying network equipment are the key
factors that trigger the alarm.

In terms of comprehensive guarantee of alarm data acquisition, big data storage
technology is preferred to save alarm data and relevant parameters in recent years. With
the rapid development of computer technology, the software technology and hardware
equipment of data storage are rapidly maturing. In terms of software technology for
alarm data storage, distributed big data storage technology is preferred to meet the
requirements of large capacity and high reliability. In terms of hardware equipment for
alarm data storage, disk array equipment is preferred for storage, which can achieve high
reliability and scalability at the hardware level. In terms of accuracy assurance of alarm
data acquisition, data cleaning, normalization, active detection and other technologies
are mainly adopted. Incomplete and duplicate invalid data needs to be deleted in the
data cleaning stage. Considering that data cleaning will reduce alarm data and affect
the performance of network fault location algorithm. In this paper, active detection
technology is used as a supplementary technology for alarm data acquisition. Active
detection technology can effectively collect specific network operation data according to
the requirements of the fault management platform, and further improve the performance
of fault diagnosis.

In the step of establishing network mapping relationship, the network mapping man-
agement center associates the alarm information of the underlying network with the
alarm information of the virtual network according to the resource allocation relation-
ship between the underlying network and the virtual network. First, the networkmapping
management center builds the corresponding underlying network model according to
the underlying network alarm, and generates the underlying node set and link set that
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may fail. Secondly, the network mapping management center builds the corresponding
virtual network model according to the virtual network alarm, and generates the virtual
node set and virtual link set that may fail. Finally, the network mapping management
center associates the underlying network alarm information with the virtual network
alarm information according to the mapping relationship between the virtual network
and the underlying network.

The mapping relationship between low-level network G alarm information and vir-
tual network GV alarm information is represented by GV ↓ G. Accordingly, the rela-
tionship between underlying node ni and virtual node nvi is represented by nvi ↓ ni, and
the relationship between bottom path psj and virtual link evj is represented by evj ↓ psj .
The underlying path psj refers to an end-to-end underlying path carrying virtual link evj ,
which is composed of one or more underlying links.

In the process of building the dichotomy Bayesian model, it includes three sub-
processes: building the dichotomy Bayesian model of virtual network service and virtual
network, building the dichotomy Bayesian model of virtual network and underlying
network, and merging the two Bayesian models. When building a dichotomy Bayesian
model, it is necessary to build three steps: the upper node, the lower node, and the
connection between the upper and lower nodes. The upper node represents the symptom
node, the lower node represents the fault node, and the connection between the upper
and lower nodes represents the probability that the upper node is true when the lower
node is true. The symptom set composed of m symptom nodes is represented by So =
{s1, s2, ..., sm}, and the value of symptom s is 1 or 0. The suspected fault set composed
of n suspected faults f is represented by F = {f1, f2, ..., fn}, and the value of fault f is 1
or 0. The connection between the upper and lower nodes is indicated by P(sj|fi). Due
to the presence of noise in the network, the probability value generally belongs to the
[0,1].

Based on this analysis, in the dichotomy Bayesian model of virtual network service
and virtual network, the upper node refers to the alarm information of virtual network
service, and the lower node refers to the alarm information of virtual network resources.
In the dichotomy Bayesian model of the virtual network and the underlying network,
the upper node refers to the alarm information of the virtual network resources, and
the lower node refers to the alarm information of the underlying network resources.
In the sub-process of merging two Bayesian models, the strategy of node association
merging and probabilitymultiplication is adopted.Node associationmerging refers to the
virtual network in the dichotomy Bayesian model of virtual network service and virtual
network, and the underlying network resources in the dichotomy Bayesian model of
virtual network and underlying network, which are directly merged according to the
mapping relationship. Probability multiplication refers to the direct multiplication of the
probability value of the node and the probability value of the connection when the nodes
are connected, which represents the probability value after the occurrence of two events.

In the step of optimizing the fault diagnosis model, the fault diagnosis center needs
to optimize the binary Bayesian model established in the previous step. Because of the
large scale of the network and the large number and types of virtual network services, the
established dichotomy Bayesian model will have problems of large scale and complex
relationship. In this step, the method of fault set filtering is used to optimize the binary
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Bayesian model. Among them, the method of fault set filtering is to simplify the fault
set according to the ability of fault interpretation. When the fault can explain more
symptoms, the fault is considered as a valid fault. When the fault cannot explain the
symptoms or the ability to explain the symptoms is weak, the fault is regarded as invalid
and can be deleted from the fault set, thus simplifying the binary Bayesian model.

The simplified fault set can simplify the fault diagnosis model, but also lead to the
loss of some real faults. In order to avoid the problem of reducing the performance of
fault diagnosis due to the loss of real faults, it is necessary to confirm the alarm data
after simplifying the fault set. Alarm data confirmation means that each alarm must be
associated with at least one fault. The method of alarm data confirmation is to judge
whether at least one fault can be associated with it from the perspective of alarm. If
an alarm is found to have no corresponding fault, you need to select from the deleted
fault set and add its associated fault to the simplified fault set. After adding alarm data
confirmation, it can effectively reduce the false alarm rate of fault diagnosis algorithm
and improve the performance of fault diagnosis algorithm.

In the fault location step, according to the simplified dichotomy Bayesian model,
the number of symptoms that can be explained for each fault is first calculated, and
the fault with the largest number of symptoms that can be explained is regarded as
the confirmed fault. Iterative execution until all symptoms are explained. Through this
method, the implementation efficiency is high. After the fault diagnosis results are sent to
themaintenance personnel, themaintenance personnel can quickly identify andmaintain
the fault information based on the operation and maintenance experience and network
detection technology.

According to the operation and maintenance experience, the iterative algorithm is
used to calculate the fault interpretation ability and confirm the fault one by one, which
can significantly improve the accuracy of fault location. However, it takes a long time
to adopt iterative algorithm and calculate the interpretation ability of fault. For the time-
sensitive fault diagnosis problem, this fault location method will lead to the reduction of
network service quality. In order to solve the problem of time-sensitive virtual network
service fault location, this paper proposes to use the technology of knowledge map
to solve it. Because the knowledge map technology can use the strategy of association
graph to associate the anomaly of virtual network service with the result of fault location,
which greatly improves the efficiency of network fault location.

In order to apply the knowledge map to the time-sensitive virtual network service
fault diagnosis problem, it is necessary to perform five steps: exception symptom extrac-
tion and fault association, knowledge map database creation, virtual network service
exception symptom capture, exception symptom and fault matching, and return result
optimization. In the process of knowledge map database creation, this paper uses the
graphic database Node4j to create. The creation process mainly includes database field
design, data attribute association, data attribute graphical optimization and other pro-
cesses. The purpose of the return result optimization step is to process the knowledge in
the knowledge map in natural language, so that the operation andmaintenance personnel
can understand the operation results of the system and quickly apply it to the operation
and maintenance work. Therefore, this paper associates the faults and alarms confirmed
by the operation and maintenance personnel and stores them into the knowledge map,
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which can significantly improve the efficiency of fault location, and solve the problem
of long fault location time of time-sensitive virtual network services.

4 Performance Analysis

The performance analysis includes the feasibility of fault management model and the
performance of fault diagnosis mechanism.

The feasibility of fault management model can be divided into two aspects: the
feasibility of model construction and the feasibility of model fault management capa-
bility. In terms of the feasibility of the model construction, the five modules included
in the model can be realized from the technical and functional levels, and are necessary
functions. Among them, the underlying network and virtual network, as the managed
objects, are the necessary functional modules. The three modules of network alarm col-
lection center, network mapping management center and network fault diagnosis center
provide necessary elements and functions for fault management from three aspects of
alarm collection, resource mapping and fault diagnosis. As for the feasibility analysis
of the model’s fault management capability, the model effectively realizes the five fault
diagnosis processes of alarm collection, alarm optimization, fault diagnosis model con-
struction and optimization, and fault location through the cooperation of five modules.
It has strong environmental adaptability and can better achieve the fault management
capability.

In terms of the performance of the fault diagnosis mechanism, the accuracy and com-
plexity of the fault diagnosis mechanism can be analyzed. In terms of the accuracy of the
fault diagnosis mechanism, the fault diagnosis mechanism in this paper can construct
and combine the model from three aspects: the dichotomy Bayesian model of the virtual
network service and the virtual network, the dichotomy Bayesian model of the virtual
network and the underlying network, and the combination of the two Bayesian models,
so as to ensure the integrity and accuracy of the fault diagnosis data and provide relatively
complete data for the fault diagnosis mechanism. The accuracy of fault diagnosis mech-
anism is guaranteed. In terms of the complexity of fault diagnosis mechanism, this paper
adopts two processes of alarm information optimization and fault model optimization to
effectively reduce the complexity of fault diagnosis model. In addition, when optimizing
the model, the complexity of fault diagnosis algorithm is better reduced on the premise
that all abnormal symptoms can be located and the complexity of fault is reduced.

It can be seen from the above analysis that the fault managementmodel and diagnosis
mechanism proposed in this paper can better realize the fault management of virtual
network service, and has better accuracy and lower complexity in the performance of
fault diagnosis.

5 Conclusion

In order to improve the utilization of network resources and reduce the cost of network
construction, network virtualization technology has become a key technology of network
construction. In order to improve the service quality of virtual network, efficient fault
management methods in network virtualization environment have become an important
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research content. In order to solve the problem of low efficiency of fault management
caused by large number of power terminals and large network noise, this paper designs
a virtual network service fault management model based on network characteristics,
and proposes a virtual network service fault diagnosis mechanism based on this model.
Through performance analysis, it is verified that the fault management model and diag-
nosis mechanism proposed in this paper have good performance and application value.
With the increase of the number of underlying network providers, the virtual network
service fault management is facing problems such as the increase of the number of
network participants and the difficulty of obtaining network management data. In the
next work, based on the research results of this paper, we will further study the fault
management model and fault diagnosis mechanism under the environment of multiple
network providers.
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Abstract. Aiming at the deterministic delay problem of time-sensitive traffic in
large-scale deterministic networks, a joint routing and queue scheduling mecha-
nism for time-sensitive network traffic is proposed. In order to solve the defects
of the current scheduling mechanism, the scheduling mechanism proposed in this
paper designs the real-time online scheduling model of joint routing and circular
forwarding queue through the system architecture of the circular queue forward-
ing (CQF) mechanism based on the distributed SDN architecture and time sensi-
tive network (TSN). Based on the DDQN algorithm, the model comprehensively
considers the network status such as node queue, link capacity, feasible path, con-
gestion information, and other traffic factors such as different levels of bounded
delay requirements to achieve optimal scheduling of time-sensitive flows, aiming
to improve the scheduling success rate and reduce delay and packet loss. By com-
paring this mechanism with the shortest path algorithm based on CQFmechanism
and the DRL path selection algorithm based on CQF mechanism, the simulation
results show that the proposed mechanism can flexibly adjust the transmission
scale of traffic according to the resource usage of the network in the large-scale
scheduling scenario, effectively improve the scheduling performance, and reduce
the overall end-to-end delay.

Keywords: Deterministic Network · Deep Reinforcement Learning · Route
Selection

1 Introduction

With the advent of the 5G era, many emerging businesses appear, forcing the network to
upgrade in terms of delay and jitter. IEEE 802Working group andDeterministic network
(DetNet) working group of IETF have proposed the concept of time-sensitive network
(TSN) to guarantee deterministic delay at physical layer and link layer, and guarantee
network layer (L3) and higher level of wide area deterministic network technology [1].

TSN uses network-wide clock synchronization, time-aware shaper (TAS), and cyclic
queuing and forwarding (CQF). It realizes the common network transmission of time-
sensitive flows and non-real-time flows within the LAN [2]. The DetNet Working group
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proposes a cycle specified queuing and forwarding (CSQF) mechanism. Based on CQF,
CSQF relaxes synchronization constraints and allows packets to be routed and scheduled
using segment routing, withmultiple additional queues caching data. Based on the above
two mechanisms, a large number of studies have emerged on scheduling mechanisms
for deterministic delay problems.

Literature [3] proposes an integer linear programming (ILP) for routing and schedul-
ing, which takes end-to-end delay and scheduling success rate as indicators, accelerates
the solution through ILP solver, and reduces the size of the problem by deleting link-
independent mapping conditions. The gate control list (GCL) is generated based on the
ILP computational formula, and resources are optimally allocated to time-triggered traf-
fic by calculating global scheduling. Literature [4] proposes a topology pruning strategy
and a flow grouping strategy based on spectrum clustering to avoid the impact of the
sharp increase in network topology size and traffic size on the scheduling response speed
and improve the scheduling calculation efficiency. Literature [5] proposes a heuristic
scheduling algorithm based on genetic algorithm based on the joint constraint of routing
and scheduling of time-sensitive flows as a gene, which generates static global schedul-
ing, thus improving the scheduling performance, transmission efficiency and network
resource utilization of time-delay sensitive flows.

Literature [6] proposes that most of the traditional model-based network resource
allocation methods only aim at the optimal solution of the network snapshot and cannot
solve the problem of how to adjust or recalculate the resource allocation to adapt to
the highly time-varying communication network. It proposes to introduce the deep rein-
forcement learning (DRL) method to learn how to control the communication network
according to human experience, rather than the precise and mathematically solvable sys-
tem model (such as queuing model), so as to enhance the applicability in the complex
network with random and unpredictable behavior. Literature [7] deals with the online
flow allocation problem based on the method of deep reinforcement learning, which
relies on the asynchronous traffic shaper of the underlying TSN network and the ATS
performance model to check the feasibility of the actions sent by the agent, predefine
the number of hops, and give the action vector composed of the ATS priority of each
hop and the proportion of the total delay. Literature [8] proposes that the next hop node
can be selected in a node state to reach the next hop node to obtain a new state. It is very
suitable to use the deep reinforcement learningmethod tomodel, so that the transmission
path is not directly allocated for the data flow in advance, and the DRLmodel of the data
packet can flexibly forward according to the perceived dynamic changes of the network
during the transmission process and its own delay requirements.

In contrast, the scheduling mechanism based on DRL can adapt to the complex
network topology and real-time traffic scheduling, but the static global path of its output
cannot control the flow according to the change of future network status faster, so as
to avoid the resource contention problem caused by the subsequent traffic changes in
the transmission process. In order to solve the above problems, this paper studies the
scheduling problem of time-sensitive flows in large-scale deterministic networks. The
specific contributions are as follows.

A system architecture of joint routing and queuing is proposed. Based on the SDN
architecture and the CQF mechanism of TSN, the forwarding direction of the flow is
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constrained to reach the destination node through the reachable path. After that, the
scheduling action granularity is refined, from selecting the complete path to selecting
the next hop node, so that the flexible forwarding of time-sensitive flow can be realized
according to the real-time environment information.

The problem optimization model of routing queue joint scheduling is established.
Based on the Double Deep Q-network (DDQN) algorithm, the flow information and the
queue capacity and link capacity of the current node collected by the SDN controller,
as well as the cache information composition state of the neighboring nodes, and the
internal delay of the flow at the previous node and the congestion information related
to the queue processing in the current super cycle when the flow arrives at the node
constitute the reward value, Thus, network resources are fully utilized to reduce the
packet loss rate and delay of time-sensitive flows.

2 System Architecture

For large-scale time-sensitive flow networks, this section designs a scheduling mech-
anism of joint routing and periodic cyclic priority queue starting from the system
architecture. The system architecture is shown in Fig. 1.

Fig. 1. System architecture diagram

Because the scale of nodes is too complex and huge in the real large-scale network,
and the processing capacity of the centralized control platform is limited, the cost of
collecting a complete global view in real time is too high, which limits the network size
that can be applied.

Therefore, based on the distributed SDN architecture, the scheduling mechanism
divides the large-scale time-sensitive flow network into corresponding transmission
domains under the control of multiple SDN controllers.

The partition method of the transmission domain can refer to the topology partition
algorithm based on the minimum f-balanced edge cut proposed in literature [10], or
the controller deployment algorithm based on the correlation degree, or other relevant
documents on the distributed SDN deployment, and the partition deployment can be
carried out under the premise of balancing the effect and cost.
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Each SDN controller is responsible for collecting the nodal information and link
information of the local area network corresponding to the transport layer and processing
the scheduling of end-to-end time-sensitive flows in the region.

In addition, because the DRL model has a long learning process in an unknown
dynamic environment, it cannot meet the strict requirements of the system for delay.

Therefore, the DRLmodel trains the learning strategy offline, and then makes online
decisions in a short execution time according to the trained model.

The problem of cross-domain transmission between SDN controllers is solved
through the Border Gateway Protocol (BGP).

The SDN controller will specify the transmission node corresponding to the next
transmission domain as the temporary destination node for transmission.

Under the same SDN controller, each programmable switch, as a transmission node,
needs to maintain the queue to be processed and the multi-level priority queue based
on the CQF mechanism of TSN, monitor the node queue, link capacity and other envi-
ronmental conditions, and record the initial arrival time of each flow, and calculate the
nodal delay.

In each transmission cycle, the node will first allocate the recorded data flow in
the flow table to the transmission queue, and then upload the recorded delay data, the
snapshot of the current environment state and the remaining flow information of the
queue to the SDN controller for scheduling.

Each SDN controller is trained with a deep reinforcement learning model based on
the DDQN algorithm, which can train the optimization model through the collected
delay data as the reward of the environment feedback and output the scheduling action
including routing and priority queue for the node’s data packets to be processed through
the pre-calculated constraints and environment status.

Finally, the SDN controller will send the flow table of the scheduling action to the
programmable switch.

The switch allocates the flow to the priority queue of the corresponding routing port
according to the flow table and transmits the packet of the flow to the next hop in the
next cycle.

3 System Model

3.1 Problem Model

For the system architecture shown in Fig. 1, the network topology set is divided intoM
transmission domains in total, so the network topology set is G = {Gf = {V f ,Ef }|f ∈
M }. We can model the network topology corresponding to each SDN controller into the
corresponding undirected graph Gf . Where V f = {vf0, ..., vfn} represents the collection
of Nf switching nodes in the SDN controller, and Ef = {efij|i, j ∈ N , i �= j} represents
the collection of physical links. In addition, Af = Rnxn represents the adjacency matrix
of Gf , that is, the connection between the internal exchange node i and node j, when
efij ∈ Ef , afij = 1, when efij /∈ Ef , afij = 1, let the weight BWf

ij of the side e
f
ij represent

the bandwidth limit of the link.
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At the same time, each switch node i is required to have K ports, Pf
i = {pfi,0, ... pfi,0}.

At the same time, record the neighbor switching node Neighborfi = {nbrfi,0, ... nbrfi,0}
corresponding to node i port. If there is no neighbor node, set it to—1. In addition,
node i needs to maintain two kinds of virtual queues, one is the queue to be processed
queuef ,iproc, which collects all the stream data frames of all ports for scheduling.

The other is the pMax priority queues queuef ,iproc = {qf ,i,ppr |pr ∈ pMax, p ∈ K} used
by each port p of node i for periodic cyclic transmission.

Among them, the queue to be processed, queuef ,iproc will be scheduled for processing
according to the priority of data frames in the queue from high to low. The schedul-
ing method is to first find the set flow table, schedule the flow that finds the matching
item to the corresponding priority queue of the corresponding port, or the flow table
cannot find the corresponding information, and finally forward all the unmatched flow
information and the environment status to the SDN controller for decision, and then
issue the flow table according to the decision for processing. Priority queue queuef ,i,ptrans
determines the current sending queue according to the order of priority, and the data
frames in the same queue are sent according to the FCFS principle. In order to avoid
congestion, the maximum queue length procNum is uniformly set for queue to be pro-
cessed, queuef ,iproc, and the maximum value of the sum of the queue length of priority

queues,
∑K

p queuef ,i,ptrans = ∑K
p

∑pMax
pr qf ,i,ppr , is uniformly set to transNum. Assume that

the equal length over cycle duration of all nodes isC, and the unit is s. All priority queues
in each cycle are sent circularly, and the transmission rate of each link is vtrans, and the
unit is bps. In order to unify the different transmission cycle periods of time sensitive
flows, make the transmission set over cycle C equal to the least common multiple of all
time sensitive flows, as shown in formula (1).

C = LCM
(
period i

)
(1)

In order to ensure that the flow with successful bandwidth reservation can send the
subsequent data frames successfully, for the minimum data frame length of 64B, the
maximum value of the sum of the queue length of each priority queuef ,i,ptrans of each node
port p is shown in formula (2).

transNum = C/(64 ∗ 8/vtrans) = 512C/vtrans (2)

Related to this, the pending queue queuef ,iproc, which is scheduled to the priority queue
of each port, needs to cache all data frames of each node port for processing by the SDN
controller in the worst case, so the maximum queue length is shown in formula (3).

procNum = K ∗ transNum (3)

There are FT transport tasks on the entire transport layer, which are represented as
a set FL = {flow0, ..., flowft−1}.

Each task can be abstracted as a flow, which is represented as a tuple flowi =
{id i, nsrc,i, ndst,i, idxstart,i, idxend ,i, pri, di, ti, bwi, period i, donei}.

Where nsrc,i and ndst,i ∈ V f = {vf0, ..., vfn} are the source node and destination node
addresses of flowi respectively, and the value range is the address of any node in M
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transmission domains.id i indicates that the ID of the flow in a transmission domain Gf

is convenient for matching the flow table, and idxstart,i, idxend ,i indicate the subscript of
the start and end nodes of the flow in a transmission domainGf , which is convenient for
the corresponding SDN controller to find the corresponding reachable path set.

pri, di, ti, bwi, period i, donei represents the transmission priority of the flow, the
maximum delay allowed for transmission, the transmission start time, the bandwidth
required for transmission, the transmission period, and the symbol of the end of
transmission. Each priority will correspond to a delay upper limit.

And when donei is 1, it means that the transmission is over, and the occupied
bandwidth is released.

And before starting the transmission task, each SDN controller needs to solve the
reachable path setPathf ,prstart,end , f ∈ M , pr ∈ pMax, start, end ∈ Nf for any starting and
ending points idxstart,i, idxend ,i of the flowi with different priorities in the transmission
domainGf . Where, start, end denote the start and end subscripts, and the average delay
of any pathf ,prstart,end ∈ Pathf ,prstart,end should not be greater than the maximum delay of the
corresponding priority.

After that, based on Pathf ,prstart,end , each node calculates the next hop nodes set,

rnf ,pr,curstart,end that can make the flow reach ndst,i in time. Where cur represents the subscript

of the current node. The set of all reachable path nodes is RNf ,pr
start,end = {rnf ,pr,curstart,end , f ∈

M , pr ∈ pMax, start, end ∈ Nf }.
The goal of the schedulingmechanism in this paper through joint routing and queuing

operations is tomake full use of the fine-grained forwarding actions of network resources
and comprehensively consider the priority and delay constraints of traffic, reasonably
schedule low-priority traffic without affecting the delay certainty of high-priority time-
sensitive flow, and avoid the occurrence of timeout, so as to minimize the weighted delay
of FT transmission tasks with multi-priority traffic, Its objective function is shown in
formula (4).

∑ft
i pri∗Delayi
∑ft

i pri
(4)

where, Delayi refers to the end-to-end delay of flowi.

3.2 Mathematical Constraints

Transmission Delay Constraint. Obviously, each node should ensure that the time
delay experienced by flowi does not exceed its specified maximum time delay, as shown
in formula (5).

tnow − flowi.ti ≤ flowi.di (5)

Reservation Bandwidth Constraint. For any node a and b in any transmission domain,
the bandwidth BWf

ab of the link efab between the nodes a and b should not be less than
the sum of the reserved bandwidth of several flows on it, as shown in formula (6).

BWf
ab ≥ ∑

flow.bw (6)
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Reachable Path Node Set Constraint. Obviously, the scheduling mechanism of simply
selecting the next hop node for flowi at each node cannot guarantee that the next hop
must make the flowi close to the direction of ndst,i, and may also deviate. Therefore, an
explicit routing strategy is necessary.

Because the scheduling mechanism in this paper subdivides the large-scale trans-
mission network into M smaller transmission domains, which reduces the calcula-
tion scale, the SDN controller of each transmission domain can quickly and effi-
ciently solve the reachable path set Pathf ,prstart,end , f ∈ M , pr ∈ pMax at any start
and end of the transmission domain of each priority and the reachable path node set
RNf ,pr

start,end = {rnf ,pr,curstart,end , f ∈ M , pr ∈ pMax, start, end ∈ Nf }. At the same time, in
order to prevent link loopback, the reachable path set should not contain nodes that have
passed the flow.

Finally, the DRLmodel on the SDN controller outputs action actf ,xi,t for flowi at node

x. The k-th routing port pfx,k should meet the constraint shown in formula (7).

pfx,k ∈ rnf ,pr,curstart,end (7)

The routing port pfx,k is the corresponding port of the reachable path node that meets
the starting and ending point of start, end and priority of pr.

4 Algorithm Design

4.1 Algorithm Three Elements

State. In this scheduling mechanism, the state refers to the flow request information and
network information in the network parsed by the data analysis agent. For each time
slot T , the SDN controller in the corresponding region will collect the relevant network
status and the flow request information uploaded by the node. In order to prevent the
flow from being over centrally scheduled to a node, which causes the packet loss rate to
rise, the status factor should consider the priority queues capacity of K corresponding
ports of node i, and the processing queue capacity of K neighbor nodes, as shown in
formula (8) and (9).

Quf ,itrans =
{
queuef ,i,ptrans|p ∈ K

}
(8)

Quf ,iproc =
{

queue
f ,nbrf ,ip
proc |p ∈ K

}

(9)

And the links capacity of node i corresponding to neighbor nodes at time t, as shown
in formula (10).

EBWf ,i
t =

{

ebwf ,i

t,nbrf ,ip
|p ∈ K

}

(10)
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To sum up, the state representation of flowj on node i at time t is shown in formula
(11).

Sf ,ij,t =
{
prj, bwj,Qu

f ,i
proc,EBW

f ,i
t ,Quf ,iproc, rn

f ,pr,i
start,end

}
(11)

where prj, bwj are the priority of flowj and the reserved transmission bandwidth.

rnf ,pr,istart,end is to find all the neighbor nodes of the current node i in the reachable path set
of the corresponding flowj, remove the nodes that have experienced, avoid the loopback
of the link, and restrict the ports that may be forwarded, so that the flowj can reach the
specified target node.

Action. In this scheduling mechanism, the scheduling action is more fine-grained, from
selecting a path across a large-scale network to selecting the priority queue and the next
hop node to send, so that it can feel the fluctuations of the network in the environment,
use network resources as much as possible, and reduce the overall delay increase caused
by network congestion, etc.

Therefore, the action of flowj on node i represents actf ,ij,t as shown in formula (12)

Where, pfx,k ,pry respectively represent the x-th port of node i and the y-th priority queue
sent periodically by the port.

actf ,ij,t =
{
pfx,k , pry|x ∈ K, y ∈ pMax

}
(12)

Reward. The design of the reward value of the environment is the evaluation of the
benefits obtained from the selected actions. Where, the penalty value is the reward when
the restriction in Sect. 3.3 above is not valid, as shown in formula (13).

PV t = prj ∗
[

w1 ∗ (tnow − ti) + w2 ∗
(

bwj − ebwf ,i

t,nbrf ,ix

)

+ w3 ∗ Z

]

(13)

where, w1 = w2 = w3 = −1, when the corresponding constraint is not tenable, and
0 when it is tenable. Z is a positive integer, which is used to indicate the penalty for
selecting a non-reachable path node.

The reward value mainly considers two aspects: first, reduce the weighted delay of
the flow at the current node to avoid timeout; secondly, it is necessary to make full use
of network resources to reduce the increase of delay caused by network congestion, so
when it arrives at the next hop node, the packet congestion information that has been
processed or will be processed before itself will be used as a supplement to the reward
value.

Therefore, the positive return is shown in formula (14). Where, β,μ are the
corresponding weight values.

RV t = β ∗ prj ∗ (C − Dnode,j) + μ ∗ (procNum − queue
f ,nbrf ,ip
proc −

K∑

p

queuef ,nbr
f ,i
x ,p

trans )

(14)
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Therefore, the reward function of flowj on node i at time t is shown in formula (15).

rf ,ij,t = α ∗ PV t + (1 − α) ∗ RV t (15)

where, if penalty value is not zero, then α is 1, and the end flag of flowj,donej is 1. Or
the weighted delay of the current node and the congestion information of the next-hop
neighbor node nbrf ,ix jointly constitute rf ,ij,t . When the next hop is the destination node,
μ is considered as 0.

4.2 Joint Routing and Queuing Scheduling Algorithm Based on DDQN
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5 Simulation Experiment

5.1 Experimental Environment

This paper uses Python 3.9 networks module package to generate network topology and
uses Python to build DRLmodel and conduct training. Considering the complexity of the
integrated network environment, this paper randomly generates a large-scale network
scenario with 100 nodes. Among them, 10 nodes are selected as terminals, which are
the start and end nodes of flow transmission, and the remaining nodes are transmission
nodes. The capacity of each link is set to 10 Mbit/s, and the link delay is 1 ~ 10 ms.
Each node port has three CQF mechanisms with different priority queues for determin-
istic traffic transmission. The capacity of each queue is 1Mbit, and the cycle of cyclic
forwarding is C = 10 ms. According to the characteristics of time-sensitive flows, this
paper generates time-sensitive flows with random sources and destination nodes. All
flows are generated continuously. The generation time and bandwidth requirements are
subject to Poisson distribution. The maximum delay allowed is related to the shortest
path under the corresponding priority of the start-stop node. In this paper, 1000 streams
with three different priorities and periods are deployed in the network, which are 2 ms,
5 ms and 10 ms respectively. At the same time, the simulation time is set to be 100 s,
aiming at simulating the network environment of high strength receiving and sending
streams.

5.2 Results and Analysis

In order to evaluate the performance of the designed scheduling mechanism, this paper
collects the flow information and all node information as the state by combining it (RPJH-
CQF, ReachablePath-Jam-Hop-CQF), the shortest path scheduling mechanism based on
CQF mechanism (SP-CQF, ShortestPath-CQF), and the CQF mechanism, Compare the
schedulingmechanism of path selection (KSP-CQF, KShortestPath-DRL-CQF) through
DRLmodel. The indicators of scheduling performance evaluation are scheduling success
rate and average weighted delay.

The Impact of Traffic Size on Scheduling Performance. Figure 2 shows the change
of scheduling success rate of several strategies as the network traffic size increases.
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As can be seen from the figure, with the increase of the number of flows, the inten-
sity of resource competition intensifies, and the success rate of each strategy gradually
decreases. However, the scheduling success rate of RPJH-CQF strategy is higher than
that of other strategies. This is mainly because the algorithm forwards the flow to the
appropriate neighbor nodes according to the real-time link capacity and the congestion
degree of neighboring nodes, thus improving the scheduling success rate.

Fig. 2. The change of scheduling success rate with the number of flows

On the other hand, Fig. 3 shows the proportion of the actual average weighted delay
of each strategy to the theoretical average weighted delay. Among them, RPJH-CQF
strategy has a more stable proportion than other strategies. This is because according to
the real-time network status, the flow data frame is flexibly forwarded among nodes that
meet the constraints of feasible node set, thus reducing the averageweighted delay. How-
ever, after the KSP-CQF strategy and SP-CQF strategy select the path, the stream data
frame can only be forwarded to the specified node, resulting in excessive concentration
of some node data packets, and thus the weighted delay is too large.

Fig. 3. Variation of the ratio of actual average weighted delay to theoretical delay with the number
of time-sensitive flows
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The Impact of Network size on Scheduling Performance. In order to explore the
impact of different network sizes on scheduling strategies, this paper randomly generates
two networks of different sizes, including 50,100, and the number of time-sensitive flows
is 1000. Figure 4 shows the change of scheduling success rate of several strategies as
the network size increases. It can be seen from the figure that when the number of flows
remains unchanged, the performance of each strategy will improve with the increase
of the number of network nodes. RPJH-CQF strategy optimization is obvious. When
the number of network topologies is small, due to the constraints of feasible paths, the
transmission paths between flows overlap more, which leads to some link overloads
and large internal delay of corresponding nodes; When the network size increases and
feasible paths increase, for the RPJH-CQF strategy, the next hop can be selected from
more suitable feasible path nodes, thus effectively alleviating the above situation.

Fig. 4. The change of scheduling success rate under different network scales

As shown in Fig. 5, with the increase of network size, more alternative paths and
nodes can bring better performance, so the packet loss rate of various scheduling mech-
anisms has decreased slightly, among which, RPJH-CQF has a lower packet loss rate.
This is due to the RPJH-CQF policy, which relaxed the path constraints of the flow, so
that the flow of packets can experience more route hops in an acceptable degree, so as to
effectively utilize the resources of the surrounding nodes and avoid the overflow caused
by the concentration of packets on a certain node.

Fig. 5. The change of packet loss rate under different network scales
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6 Conclusion

According to the relevant technical concepts of TSN, aiming at the deterministic delay
problem of time-sensitive traffic in large-scale deterministic networks, this paper pro-
poses a scheduling mechanism for joint routing and queuing of time-sensitive network
flows to ensure the delay certainty and scheduling success rate of time-sensitive flows.
The mechanism proposed in this paper is to schedule and select the priority of the next
hop node and the sending queue, and realize flexible and reliable hop-by-hop forwarding
of time-sensitive flows through the constraints of the feasible path node set; At the same
time, considering the internal delay of the current node and the congestion information
in front of the next hop node as the reward value, the neural network is trained, so
that the scheduling mechanism can make full use of network resources to reduce the
packet loss rate and delay of time-sensitive flows. The simulation results show that, in
the large-scale time-sensitive network scenario, the scheduling mechanism of the joint
routing and queue in this paper can reduce the weighted delay and packet loss rate while
ensuring a certain scheduling success rate.
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Abstract. In order to solve the problem that massive server alarm management
of cloud data centers in electric power enterprises cannot adapt to the personal-
ized operation of cloud business and lean equipment management, we propose a
dynamic baseline generation method for cloud server alarms based on XGBoost
and alarm tolerability. Firstly, based on the historical data of each server operation
indicators, we apply XGBoost algorithm to predict the operation status value of a
performance indicator in a certain period range in the future. Then, by comprehen-
sively considering multi-dimensional factors such as the importance of operation
time interval, the levels of business systems, the number of historical alarms, and
the number of users as constraint parameters, we quantitatively calculate different
alarm tolerability ranges and generate the initial curve of alarm baseline. Finally,
we use the Savitzky-Golay filter method to smooth the threshold of initial alarm
baseline curve and dynamically generate post-processed alarmbaselines for differ-
ent servers. Through case analysis of the cloud servers operation data, this method
can effectively learn the historical operation data of different servers and obtain
the alarm threshold under their tolerability constraints, dynamically adapt to gen-
erate hierarchical alarm baseline of massive servers, and improve the efficiency
of large-scale cloud server monitoring alarms.

Keywords: Cloud Data Center · Cloud Server Alarm Management · Dynamic
Baseline · Alarm Tolerability · XGBoost · Baseline Threshold Smoothing

1 Introduction

Cloud data center is the key information infrastructure during the digital transformation
and development of Chinese power grid enterprises. Massive cloud server equipment
carries various business application systems, data and platform software, such as pro-
duction control and operation management information of enterprises, and their stable
and reliable operation is critical. With the construction and development of new power
systems and energy internet, the scale of cloud server equipment deployed is becoming
larger and larger, and the new business application systems supporting cloud service
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modes are becoming more and more complex. Meanwhile, with the massive adoption
of micro-service architecture for business systems, their requirements for operation and
maintenance capabilities are also increasing. Different business application systems usu-
ally have different user group behavior, operation cycle mode and adaptive diversified
resource allocation management. Therefore, in order to ensure the reliable and stable
operation of diversified power grid business systems at different levels, large-scale server
resources (including virtual resources) at the infrastructure level urgently need to provide
maintenance capabilities of personalized and lean operation.

In the operation and maintenance scenarios of information communication equip-
ment (such as cloud server, SDH equipment), power equipment (such as generator,
transformer), information system software (such as e-commerce platform, cloud plat-
form, database), alarmmanagement is an important research field of intelligent operation
and maintenance technology. Advanced baseline early warning technologies are applied
to achieve efficient alarm management. For example, for server monitoring scenarios,
probability and probability distribution algorithms are applied to alarm management
to generate baselines, thus to realize dynamic alarm management of servers and other
devices [1]. In terms of the operation status monitoring and alarm identification for other
important equipment, some researchers have adopted the multivariate state estimation
method. For example, Liu et al. [2] used the multivariate state estimation method to
realize the early warning of the fault for the wind turbine in the electric field. Li et al.
and Sun et al. [3, 4] respectively applied the multivariate state estimation technology
(MSET) to the non-independent variable early warning model of the wind turbine and
the abnormal judgment of variables in the reactor coolant system of nuclear power plant.
The above research mainly uses the fixed threshold mode to pre-judge the single charac-
teristic parameter to evaluate the equipment operation status. However, a single feature
parameter has the problem that it cannot reflect its complex state information as a whole.
In the field of communication operation and maintenance, Chen and Gong [5] adopted
neural network for alarm data in telecom network management, and proposed an expert
system of alarm correlation analysis for alarm analysis of performance indicators. For
the power equipment condition monitoring and alarm scenarios, Lu et al. [6] constructed
an alarm thresholdmodel of conditionmonitoring data for power transmission and trans-
formation equipment to solve the problem of low sensitivity of power transmission and
transformation information. The above methods have uncertainty for setting baseline
threshold, and there is a problem that the threshold is too large or too small. Secondly,
the time range and update frequency of historical operation data will affect threshold,
which may cause false alarms or missed alarms. In addition, the generation process of
alarm baseline has not fully explored key performance indicator (KPI) periodic pattern
of server alarm and the related attributes and operation constraints, so it is difficult to
achieve accurate personalized warning.

Nowadays, for the monitoring and operation of cloud servers, many electric power
enterprises usually adopt the traditional server management mode in their actual opera-
tion and maintenance work. Operation and maintenance personnel manually check the
recent historical KPI status curve of a server (for example, the previous week or month),
and then configure the server threshold for one week. This mode cannot meet the per-
sonalized and lean maintenance requirements of massive servers, and does not take into
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account the constraints such as the differences in the service systems and their business
importance level. Therefore, according to the intelligent development trend of cloud
server maintenance, it is necessary to make full use of KPI data and machine learning
methods to solve the problem of generating dynamic alarms baseline for large-scale
server device management.

This paper focuses on the key methods for generating dynamic baselines for server
alarms. In Sect. 2, we briefly summarize and analyze the front-line operation andmainte-
nance requirements of generating dynamic baseline. In Sect. 3, we propose a generating
method of server dynamic alarm baseline based on XGBoost [7] and tolerability. This
method integrates the constraints of the important operation characteristics of business
system during dynamic threshold calculation, and smooth the threshold of baseline curve
with a filtering algorithm. In Sect. 4, we show the results corresponding to a real word
data illustration. Finally, Sect. 5 shows the main conclusion and future works.

2 Alarm Baseline Management of Cloud Server

Cloud server operation and maintenance involves normalized patrol monitoring, equip-
ment parameter configuration, policymanagement, performance tuning, etc.Alarmman-
agementmainly involves threshold configuration of key operating indicators of the server
(such as disk IO, network throughput, CPU andmemory usage, etc.). Different threshold
levels will trigger different alarms. For different KPI, their threshold configurations are
also different.

The threshold configuration of alarm baseline has two modes: fixed threshold and
dynamic threshold, as shown in Fig. 1. The fixed threshold mode is more suitable for
the situation where the continuous change range of server KPI status data is small and
regular, but different thresholds need to be set for different servers according to their
specific situation. The dynamic threshold mode is suitable for the situation where the
status data of the key performance indicators of the server is relatively uncertain. The
dynamic threshold can dynamically adapt to the actual operation of server equipment
and improve the accuracy and effectiveness of tolerability value.

The dynamic baseline of server alarm [8] is composed of dynamic alarm thresholds
of a series of operation indicators within a period, and is a kind of time series data.
To realize the dynamic of personalized baseline, it is necessary to solve the dynamic
calculation and configuration of alarm threshold under different servers and different
operating indicators. During the process of alarm baseline calculation, on the one hand,
it is necessary to fully exploit and utilize the periodic mode characteristics in the histori-
cal data of operation indicators. Its performance state curve often has the patterns of day,
week and month, and the state curve fluctuates greatly in different periods. Therefore,
the traditional alarm mode based on fixed threshold cannot reflect the dynamic charac-
teristics. On the other hand, the alarm tolerability range of different servers should have
personalized characteristics, because they carry different levels of business systems with
different requirements for operation reliability.
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Fig. 1. Alarm baseline management mode

3 Intelligent Generation Method of Dynamic Alarm Baseline

3.1 Dynamic Baseline Calculation Process

Firstly, we collect the performance status data and historical alarm data from big data
sources, such as business system and server operation log, and preprocess these original
sample data. The processed KPI data samples are trained by the XGBoost algorithm in
the form of key-value pairs to generate a state prediction model. Secondly, according
to the historical data of different KPI, the future status data of the operation indicators
in a certain time range are predicted. Then, according to the operation requirements
of different business systems importance, the average number of users and the average
number of alarms in different periods and other constraint parameters, the alarm tol-
erability is separately calculated to obtain the basic tolerability value for a period in
the future. Finally, we use the filtering algorithm to process initial alarm baseline, and
generate smoothed dynamic baseline. The generation process of alarm baseline is shown
in Fig. 2.

3.2 KPI Status Prediction Based on XGBoost

Firstly, we select valid historical operation data, including operation KPI data, alarm
data, and user data. Then, we preprocess the original sample data and detect abnormal
sample data based on the found faults, holidays, major operation support events, and
other situations. Finally, we clean and exclude abnormal data, and retain typical data
that reflects the change modes of server operation status.

During the prediction generation, we input the processed sample data into the
XGBoost-based KPI prediction model in the form of key-value pairs (<time point,
performance data (CPU utilization), holiday identification (marked with 0, 1)>). We set
the number of decision trees to k [9–12]. According to the output results of different fk ,
we assume that the XGBoost-based performance state prediction model has k decision
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tree, the formula for predicting server performance indicators is expressed as follows.

ŷi =
K∑

k=1

fk(xi), fk ∈ F (1)

Its objective function is expressed as follows.

Obj(t) = Loss
(
y
∧(t−1)
i , yi + ft(xi)

)
+ �(ft) (2)

�(ft) = γM + 1

2
λ‖w‖2 (3)

where the Loss represents the loss function of the relationship between the real value
and the predicted value, �(ft) is a regular item, which is used to prevent over-fitting.M
represents the number of leaves, w represents the weight of leaves, γ and λ are super
parameters for tuning, and ŷ(t)

i = ŷ(t−1)
i + ft(xi).

After training the KPI prediction model, according to the time limit requirements
of the server alarm management, we input the time point of the future period into the
model, and calculate the KPI status data within a certain time range in the future.

3.3 Alarm Tolerability Calculation

For cloud server operation and maintenance management, server alarm level will be
determined and set according to the historical indicators status of equipment and the



Generation Method of Dynamic Alarm Baseline for Cloud Server 333

different tolerability ranges of alarm baseline. Therefore, the settings value of different
indicator levels are often different. In this paper, we assume the alarm level is three-
level mode, and the corresponding alarm coefficients are set as L1, L2, L3. The alarm
coefficient indicates the range within which the threshold of different alarm levels can
be floated upwards, usually determined by the experience and knowledge of operation
experts.

Alarm tolerance refers to the tolerance level that exceeds the reasonable operating
range of server KPI. For the requirements of server personalized operation and mainte-
nance, alarm tolerability calculation mainly considers such factors as business service
level, actual server operation performance and historical alarm conditions. Therefore, for
the alarm tolerability T , the number of users and alarms (including the number of faults),
business service level and other important factors of the corresponding business system
in different periods are used as constraints to build a tolerability calculation model under
multi-dimensional quantitative constraints. The formula is as follows:

T = f (user,warning)

= Wuser cos(Ruserπ/2) + Wwarning cos
(
Rwarningπ/2

)
(4)

Wuser andWwarning respectively represent the weight of the number of users and the
number of alarms on the alarm baseline, Wuser + Wwarning = 1. Figure 3 shows the
relationship between Ruser and T .

Fig. 3. The relationship between Ruser and T

In this paper, cosine function (cos) is used to solve the problem that the tolerability
shows a continuous downward trend with the increase ofRuser and Rwarning , which limits
the output range and outputs in the form of curve.

Ruser = nuser
Nuser

(5)

Rwarning = nwarning
Nwarning

(6)

Here, nuser represents the average number of users in different operating hours, Nuser

represents the maximum number of users in each hour of 24-hourday, nwarning represents
the average number of alarms in different operating hours, and Nwarning represents the
maximum number of alarms in each hour of 24-hour-day.



334 D. Gao et al.

Furthermore, the calculation formula of initial alarm dynamic baseline is as follows,

Linealarm = ypred + LiT (7)

Here, Ruser and Rwarning are calculated based on hourly samples, and ypred is predicted
based on samples sampled every two minutes, so T takes the same value every hour.

3.4 Smooth Baseline Threshold

For the smoothing of initial alarm dynamic baseline, we use Savitzky-Golay filtering
algorithm to process dynamic threshold, and calculate the weighted average value of
the center point in the window about its surrounding points by polynomial least squares
fitting of the threshold data in the moving window X ∗

i .

X ∗
i =

r∑
j=−r

Xi+jWj

r∑
j=−r

Wj

(8)

The Xi and X ∗
i are the data before and after smoothing,Wj is the weight factor in the

smoothing of the moving window, representing the importance of data in the moving
window, and r is the number of input data pairs.

4 Experimental Analysis

Weuse the CPU operation status data of the real-world servers in actual cloud data center
and the number of users, alarms and other information, including the running time, CPU
usage, and average number of users and the average number of alarms in each period in
the previous month. The CPU utilization dataset is the operation status data from 0:00
on October 20, 2020 to 0:00 on October 30, 2020, and the data collection frequency is
once every two minutes. Each dataset are randomly divided into training set, verification
set and test set according to the ratio of 8:1:1 for the model training, verification and
test.

In the data experiment, we adopt Python programming language and scikit-larn
algorithm library. The training and prediction of the model are performed on GeForce
RTX 2080 Ti 11G graphics card.

Firstly, we use the XGBoost-based prediction model to calculate the server KPI
performance state. We compare the prediction model based on XGBoost-based method
with the multiple perceptron method [13] and the random forest algorithm [14]. Figure 4
shows the calculation results of the three algorithmmodels on the CPU utilization index.
The CPU utilization broken line predicted by XGBoost-based algorithm is closest to the
true performance value of the performance state, and the gap between the other two
algorithms and the true value of the performance state is large.

Furthermore, Table 1 shows the comparison results of the three different methods in
terms of prediction accuracy and loss value. As a result, the XGBoost-based prediction
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Fig. 4. Comparison of the prediction result betweenXGBoostmodel and the other two algorithms

Table 1. Comparison of the prediction effect of XGBoost model and the other two algorithms

Algorithm name Accuracy (%) Loss Training time (s)

Multiple perceptron 71.41 0.033 10

Random forest 70.71 0.033 32

XGBoost 75.04 0.025 5

model is better than the multiple perceptron and random forest in terms of accuracy, loss
value and calculation efficiency.

Secondly, in the calculation of alarm tolerability, we take the number of online users
and the number of alarms as the key constraints. According to the practical experience
of operation and maintenance, the server daily operation periods are divided into three
intervals: 0–7, 7–19, 19–24, and the key interval of 7–19 is divided by hour.

Table 2 shows the average number of users in each interval and the average number
of alarms in each interval in the previous month for case calculation (Table 3).

The Wuser and Wwarning are set to 0.3 and 0.7 respectively, and k is set to 5. When
the CPU share is 20%, we set Li to 0.45. When the CPU share is 50%, we set Li to 0.35,
and when the CPU share is 60%, we set Li to 0.25.
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Table 2. Average number of users in each interval and average number of alarms in the previous
month

Serial number Operation
interval

Average user number Average number of alarms

1 0:00–7:00 0 0

2 7:00–8:00 35 2

3 8:00–9:00 190 6

4 9:00–10:00 557 29

5 10:00–11:00 670 36

6 11:00–12:00 512 12

7 12:00–13:00 421 7

8 13:00–14:00 480 4

9 14:00–15:00 780 11

10 15:00–16:00 865 39

11 16:00–17:00 823 15

12 17:00–18:00 468 5

13 18:00–19:00 79 2

14 19:00–24:00 0 0

Finally, we use Savitzky-Golay filtering algorithm [15] to smooth the threshold
fluctuation in the initial alarm baseline, and obtain the effective alarm dynamic baseline
in different intervals and under different conditions, as shown in Fig. 5.

The proposed method can dynamically calculate the tolerability value of each time
interval to generate a dynamic alarm baseline. Indeed, it solves the problem that the
time span of selected historical data and the update frequency of model data will affect
the setting of the alarm threshold, which causes false alarms or missed alarms of early
warning signals.
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Table 3. Tolerability value in each interval

Serial number Operation period Tolerability (%)

1 0:00–7:00 7.61

2 7:00–8:00 4.28

3 8:00–9:00 5.01

4 9:00–10:00 3.76

5 10:00–11:00 2.61

6 11:00–12:00 6.79

7 12:00–13:00 3.97

8 13:00–14:00 2.76

9 14:00–15:00 2.46

10 15:00–16:00 3.96

11 16:00–17:00 3.67

12 17:00–18:00 4.32

13 18:00–19:00 5.24

14 19:00–24:00 7.31

Fig. 5. Operation status curves and dynamic alarm baseline before and after smoothing

5 Conclusion

With the large-scale deployment of enterprise business systems to the cloud, cloud server
operation and maintenance is one of the core services for cloud data center equipment
life-cycle management. In order to meet the requirements of massive server personal-
ized and lean management, our paper proposes a dynamic baseline generation method
of server alarms based on XGBoost and tolerability. The method uses the performance
prediction model based on XGBoost to predict the KPI value in the future period.



338 D. Gao et al.

Then, through the multi-dimensional feature constraint of alarm tolerance, the base-
line threshold under different alarm scenarios is dynamically calculated and adjusted.
Finally, combined with the Savitzky-Golay filtering method, the server alarm baselines
are dynamically generated. From the case results, our approach can generate three-level
alarm prompts according to different business scenarios, realize hierarchical alarms of
server status and improve the efficiency and accuracy of server alarm management. In
the future, we will study the construction methods of multimodal operation knowledge
graph for server fault handling.
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Abstract. With the booming IoT industry in recent years, smart devices are carry-
ingmore computationally intensive tasks. In the scenario of using drones for smart
device inspection in the energy internet, it is often necessary to inspect towers,
wires and their surrounding artificial and natural environments along transmission
lines over long distances and take a lot of images and videos for inspection. How-
ever, the Unmanned Aerial Vehicle (UAV) has weak computing power and relies
on a small capacity battery for operation, which cannot take on too many comput-
ing tasks; and the geographical location and task requirements of the UAV change
from time to time, which easily leads to uneven load on the edge server nodes,
increasing equipment energy consumption and reducing network performance.
To solve the above problems, this paper investigates the cloud-edge collaborative
task offloading mechanism based on deep reinforcement learning. This paper first
constructs a three-layer system model of UAV-base station-cloud server for the
intelligent inspection scenario and establishes a mathematical model with system
power consumption as the optimization target and service processing delay and
load balance among base stations as the constraints based on different demands in
the actual scenario. Then, the deep reinforcement learning algorithm optimized by
proximal policy optimization (PPO) is used for simulation to solve the offloading
decision matrix in a given time and network environment, and the performance of
the model is verified. The simulation results show that the algorithm in this paper
can reduce the energy consumption of the system while ensuring the delay and
load balance.

Keywords: Edge Computing · Computation Offloading · Deep Reinforcement
Learning · Proximal Policy Optimization

1 Introduction

With the development of smart grid, the number of large-capacity and long-distance
EHV/UHV transmission lines has increased significantly, and the load density of dis-
tribution system has also increased significantly. The safe operation of power lines is
the key technology to ensure safe and reliable power supply. Due to the wide geospatial
distribution of equipment, the traditional manual inspection is dangerous and hard work,
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andUAV inspection gradually becomes an effective solution for the intelligent inspection
of power equipment. Compared with traditional manual inspection, UAV inspection is
less affected by external factors such as geographic environment andweather, and has the
advantages of low cost, high automation, short cycle time, high mobility, high efficiency
and convenient supervision [1].

Since the intelligent identification and detection of images is a computationally
intensive task, and the power reserve, storage space and processing capacity of the UAV
itself are insufficient to support such tasks, a cloud-based intelligent inspection system
for transmission lines was born. The drone transmits image data to a remote cloud server
for screening, which greatly enhances the degree of automation. However, this solution
has the following two problems: first, the distance from the network belonging to the
transmission tower perimeter to the cloud is generally long, and the transmission delay
is large and the connection is not stable enough to meet the real-time needs of users [2];
second, the original data of the inspection task itself is an image, and the data volume is
large, and the transmission to the cloud will consume a lot of network resources or even
cause congestion.

For the above problems, Moving Edge Computing (MEC) can be a proven solution.
Comparedwithmobile cloud computing,mobile edge computingmodel has great advan-
tages. First, instead of communicating directly with the geographically distant cloud,
the terminal device communicates directly with the edge server, which can effectively
reduce the latency and broaden the application scenario of latency-sensitive applica-
tions [3]. At the same time, mobile edge computing itself also has some advantages of
mobile cloud computing, for example, it can significantly reduce the average energy
consumption of user devices and extend the usage cycle.

In recent years, increasing attention has been paid to the study ofUAV task offloading.
The literature [4] used the Q-Learning reinforcement learning algorithm for computa-
tional task offloading, which achieves an appropriate balance between equipment energy
consumption and task processing latency. However, Q-Learning uses a value function
to guide individual behavior, which requires training to obtain a reliable Q-Table value
matrix with more demanding conditions and is only applicable to situations where the
state space and action space are small or highly discrete and is not well suited for more
complexUAV task offloading scenarios. The literature [5] uses convex optimizationwith
reinforcement learning and Lyapunov optimization methods, which have good results
for scenarios with tight or scarce computational resources. However, this study only
focused on the energy consumption optimization of the device and ignored the latency
factor, which tends to produce large fluctuations in the processing time of computa-
tional tasks and reduces the real-time and reliability of user experience. The literature
[6] uses deep reinforcement learning algorithms to reduce the communication power
consumption of drone clusters, and uses an optimized and improved deep reinforcement
learning algorithm for energy consumption control based on the Actor-Critic algorithm,
with the help of two independent neural networks to realize the algorithm, and improve
the communication reliability of the UAV cluster while optimizing power consumption.

Considering the limitations of the existing work, this paper conducts a research on
the design of computational offloading method for the application scenario of UAV
intelligent inspection among cloud-edge cooperative IoT, to achieve the minimization of



Cloud-Edge Collaborative Computing Offloading Method for IoT Terminals 341

system energy consumption under the condition of guaranteeing the delay demand and
the load balance of base stations. The main contributions of this research are as follows.

1. For the actual scenario of transmission line inspection tasks, a three-layer system
model of UAV-base station-cloud server is constructed, and the energy consumption
and delay conditions of each link of computing task generation, transmission and
completion are modeled. Based on this, an optimization problem model with system
power consumption as the optimization objective and service processing delay and
load balancing among base stations as the constraints is established

2. The above optimization problem model is transformed into a Markovian decision
process with defined states, actions and rewards, and a computational task offload-
ing algorithm based on proximal policy optimization (PPO) is designed. Simulation
results show that the algorithm in this paper can reduce the systemenergy consumption
with guaranteed delay and load balancing.

The rest of this paper is organized as follows: Part II presents the system model and
the optimization problemmodel. Based on the abovemodel, a PPO-based task offloading
algorithm is designed in the third part of this paper. The fourth part simulates the above
algorithm and analyzes the simulation results. The last part summarizes the work of this
paper.

2 System Model

2.1 Network Model

For the practical application scenario of UAV inspection of transmission line, this paper
constructs a three-tier system model, consisting of UAV, base station and cloud server,
as shown in Fig. 1. Their names and functions are as follows:

Fig. 1. Cloud-Edge Collaborative Computing Model
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1. User Terminal Layer: Contain user devices, exemplified by unmanned aerial vehicles
(UAVs) in this system. At initialization, UAVs will connect decide to connect to a
base station according to its geographic location and network quality. During patrol
inspection, UAVs will take images of production equipment and upload them for
detection. The generation of detection tasks obeys Poisson distribution. In realistic
scenarios, UAVs are likely to change their locations at any time, which results in the
delay, transmission power and transmission rate between adjacent base stations being
affected to a certain extent. For ease of calculation, our model simplifies the behavior
of a UAV by randomly selecting its initial location and connecting itself to a base
station, without subsequent movement.

The UAV does not carry any computing tasks but unloads them to the base station
unconditionally. This paper mainly considers the upstream data containing image and
video information from the UAV to the base station but ignores the downstream data
from the base station to theUAV, including control information, taskmeta-information
and positioning information.

2. Base Station Layer: Contain base stations and supporting computing and network
resources. Base stations are connected to each other, which incurs transmission costs
when transmitting data. Base stations can receive computing tasks offloaded by user
terminals and exchange taskswith other base stations.By collecting information about
themself and calculating their current performance, base stations can learn to make
offloading decisions and store historical experience data. With the accumulation of
business data processed by base stations, the offloading decision will be optimized
step by step.

3. Cloud Server Layer: Contain Sufficient computing resources. Each base station can
offload tasks to the cloud server, enabling tasks to be processed at a faster speed,
which consumes more transmission resources. It is worth noting that the end point
of the task should be the base station instead of cloud servers. If the task is sent to a
cloud server, the result of it should be returned to one of base stations.

The entire time span of the system is divided into a limited number of time slots. At
the beginning of each time slot, obeying the Poisson distribution, the UAV generate a
task that contains two parameters, the task size and the delay requirement, and offload
the task to base stations. It is assumed that each generated task can be uploaded to the
base station in the current time slot. After receiving all the tasks from UAVs, the base
station selects the action to offload the task to itself, another base station or the cloud
server. At the end of the current time slot, the base station calculates and processes the
task queue, and then proceeds to the next time slot.

Due to the limited computing power of base stations, it is possible that the task
queue is not computed after the end of the current time slot. There are two possible
ways to handle tasks that have already been executed but have not yet been completed
when processor resource is exhausted in the current slot: First, treat them as completed
tasks and pop them out of the task queue directly; Second, keep the current state as a
clipped task. The first scheme makes the processing easier and keeps the size of a single
task within a certain range in the implementation so that the task size is not too large
for a single base station. In the simulation, the second scheme is selected because it is
more suitable for application scenario. When slot switching, the base station checks the



Cloud-Edge Collaborative Computing Offloading Method for IoT Terminals 343

remaining task queue and subtracts the remaining time of the task from the length of the
slot in order. The remaining time going to zero means that the task exceeds the user’s
delay requirements and should be given a large penalty (Table 1).

Table 1. Parameters of the Model.

Notation Description

αt
k Total number of tasks owned by base station K before offloading in time slot T,

namely the sum of the remaining tasks at the end of the last time slot and the tasks
offloaded by the UAV at the beginning of the current time slot

δtkm The number of tasks offloaded from base station K to base station M. In particular,
the amount of computation offloaded from the base station K to the cloud server is

δtk0, the amount of computation processed by itself is δtkk

βt
k Total number of tasks owned by base station k after offloading in time slot T

μk Computing power of base station K

W Transmission bandwidth of a single base station

Pr0 Basic operating power of a single UAV

Pb0 Basic operating power of a single base station

Pc−min No-load power of a single base station processor

Pc−max Full-load power of a single base station processor

rtk Average transmission rate of base station K in time slot t

h0 Coefficient of the channel

σ 2 Noise power of the channel

Ptkc Computing power of base station K in time slot t

Ptkm Transmission power of base station K in time slot t

rqos Minimum transmission rate of QoS

2.2 Energy Consumption Model

All energy consumption is divided into the following parts:

(1) The operating energy consumption of the UAV. This item includes the basic con-
sumption to support the flight of mechanical equipment and the operation of elec-
tronic components. To simplify the calculation, themodel assumes that the UAVwill
not move after the initialization of the position. The operating energy consumption
fluctuates near a fixed value for a long time, which is regarded as the fixed value Pr0
in the model.

(2) The operating energy consumption of the base station. This item includes the basic
consumption of the reception and transmission of the signal and equipment other
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than processor. Similarly, the power consumption of the base station fluctuates near
a fixed value for a long time, which is regarded as Pb0 in the model.

(3) The computational consumption of the processor. According to the correlation anal-
ysis [7], the computational energy consumption is roughly linearly related to the
processor utilization. Based on the no-load power and full-load power of the CPU,
we can obtain

Pt
kc = Pc−min + β t

k
μk

(Pc−max − Pc−min) (1)

(4) The energy consumption of transmission during task offloading. It includes the
consumption of UAVs offloading tasks to base stations, base stations offloading tasks
to other base stations, and base stations offloading tasks to the cloud. In this model,
because the relative position between the UAV and base station and the transmission
power of each equipment during data transmission remains unchanged, and the
distance factor is not considered, according to Shannon’s second law, we have

rtk = Wlog2
(
1 + Pt

kmh0
σ 2

)
(2)

whereW is the channel bandwidth, h0 is the channel gain between the UAV and the
base station, and σ 2 is the noise power.

After deformation, we have

Pt
km =

(
2
rtk

/
W − 1

)
σ 2/h0 (3)

It is worth noting that in the actual scenario of UAV task offloading, data will not
be transferred in every time slot. For example, the UAV does not take any images or
videos when moving from one tower to another to perform tower inspection At this
time, if the control data is ignored and the task data is considered, rtk should be zero.
However, in the above system model, because the task generation of UAV follows
Poisson distribution and is properly trimmed, the probability of rtk equaling to 0 is
not large.

To sum up, for the energy consumption of base station K in time slot t Et
k , we

have

Et
k = t

(
Pr0 + Pb0 + Pt

kc + Pt
km

)
(4)

2.3 Time Delay Model

Delays in the process of task offloading and transmission can be roughly divided into
the following parts:

(1) Propagation delay: We assume that the linear distance between two wireless devices
(UAV to base station and base station to base station) is x and the speed of light is
c. Then we can obtain the propagation delay as

Dt
kx = x

c (5)

Since the distance between the devices in this study is relatively close, the
propagation delay has orders of magnitude that is smaller than other items, so the
propagation delay is ignored.
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(2) Transmission delay: Assuming that the packet size is d, the transmission delay can
be obtained as

Dt
kd = d

W (6)

(3) The queuing delay from UAV to base station: As mentioned above, the tasks gener-
ated by drones obey the Poisson distribution, and each drone is only connected to
one base station, so the task offloading process can be described using the M/M/1
queuing model. Suppose the QoS delay requirement of the user terminal is rqos, then
the queuing delay can be obtained by:

Dt
km = 1

rqos

(
1 + αt

k/rqos

2
(
1−αt

k/rqos
)
)

(7)

(4) Congestion delay from base station to base station and cloud: When the base station
transfers tasks to other base stations and cloud servers, it is a point-to-point trans-
mission, so certain congestion is unavoidable. Suppose the delay is when there is no
congestion, and the congestion delay can be obtained by using the M/M/1 queuing
model

Dt
kg = τ

1−τ�N
i=1(α

t
i−δtii−δti0)

(8)

(5) Queuing delay for task calculation at the base station: Each base station has a task
sequence to be processed, and takes out tasks from the head in turn for calculation.
The M/M/1 queuing model can be used to calculate the queuing delay

Dt
kc = 1

μk − β t
k

(9)

(6) The queuing delay for offloading the task to the cloud server and then transferring
the result back: As mentioned above, if the base station offloads the task to the cloud
server for a second time, the result needs to be transmitted back to the base station,
and this transmission process can also be described using theM/M/1 queuingmodel.
Assuming that the backhaul speed isρ times the transfer speed between base stations,
the backhaul queuing delay can be obtained using the M/M/1 queuing model

Dt
kb = τ/ρ

1−τ�N
i=1δ

t
i0/ρ

(10)

2.4 Formulation of Problem

The objective of this paper is to find the task offloading scheme that minimizes the
energy consumption of the UAV-base station-cloud server task processing system while
ensuring the delay and load balancing constraints. That is, to find the

min lim
T→∞

1
T

T−1∑
t=0

N∑
k=1

Ek
(
αt
k , β

t
k ,M

)
(11)

M = M0,M1 . . .MT−1 (12)
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Which make,

Dt
k

(
αt
k ,P t

k

) ≤ Dmax ∀t (13)

lim
T→∞

1
T

T−1∑
t=0

Et
k ≤ Emax (14)

√
N∑

k=1
(β t

k−β t)
2
/N ≤ σmax ∀t (15)

When the minimum energy consumption is obtained, the target output, i.e., the
decision sequence M, is obtained simultaneously. The length of the decision sequence
is T, and each elementM is a one-dimensional array of length the number of base stations,
where.

Mtk =
⎧
⎨
⎩
0,
1,
2,

represents base station k to process tasks locally
represents base station k offloads tasks to other base stations

represents base station k offloads takss to the cloud
(16)

The condition (3-13) restricts the time delay to be a QoS requirement. That is, at
each time slot, the time spent by s task processing cannot exceed the time limit requested
by the user.

Condition (3-14) restricts the average energy consumption of the system during
long-term operation.

Condition (3-15) limits the standard deviation of the task volume of each base station
at each time slot after offloading to meet the load balancing requirement.

3 Design and Implementation of Algorithm

Task offloading in edge networks usually involves a large number of terminal devices and
edge servers. When traditional heuristic algorithms deal with task offloading decision-
making problems, they often get local optimal solutions because they do not have the
ability to learn. Therefore, this paper designs a computing task offloading algorithm
based on PPO. The entire power inspection application scenario includes three parts:
environment, individual and action. Individuals interact with the environment, starting
from a state, choosing actions according to their own strategy distribution, and getting
rewards. The environment is composed of physical equipment in the power scene that is
inspected to provide individuals with environmental status information. Individuals can
take different actions according to their state, calculate the corresponding rewards, and
feed them back to the individual. Then, perform the uninstall operation.



Cloud-Edge Collaborative Computing Offloading Method for IoT Terminals 347

The main body of the algorithm training is the base station MEC, which acquires
tasks from the UAV and uses its own task queue to calculate the time slot state, then
selects the offloading action based on the state, performs the offloading and obtains
feedback. The base station adjusts the unloading strategy by the obtained feedback and
goes to the next time slot to repeat the above actions.

The individual state space S is a matrix of size 1 × 2, which represents the amount
of task and the delay requirements of the current time slot:

St,i = (
Dt,i,Tt,i

)
(17)

The size of the individual action space A is 3, which represents different unloading
positions of the task, expressed as:

At,i =
(
xlocalt,i , xmect,i , xcloudt,i

)
∈ {[1, 0, 0], [0, 1, 0], [0, 0, 1]} (18)

The offloading of vector At,i is the offloading decision made by the base station i in
the time slot t. When the value is [1, 0, 0], it means that the task is processed locally, and
when the value is [0, 1, 0], it means Unload to other base stations, [0, 0, 1] represents
uninstall to cloud server.

As mentioned above, this research is based on PPO near-end strategy optimization
for algorithm design. The objective function of PPO is:

maxE
[

π(st ,at)
πold (st ,at)

Âπold (st, at)
]

(19)

where πold is the probability that the policy function before the update takes action at
in the state st ; and π is the probability that the policy function takes action at in the
state st after the update; Âπold (st, at) is estimation of the advantage function. In order
to ensure that the new strategy is not too different from the old strategy, the value of

π(st ,at)
πold (st ,at)

should be constrained to be around 1 [8]. Here, the floating range is set to
[1− ∈, 1+ ∈], so the objective function can be rewritten as:

E
[
min

(
π(st ,at)

πold (st ,at)
Âπold (st, at), clip

(
π(st ,at)

πold (st ,at)
, 1− ∈, 1+ ∈

))]
(20)
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The computation of the offloading algorithm can be expressed as follows:

Input: the parameters of UAV, base station and cloud server, the distribution of UAV tasks over
time
Output: offloading strategy

Steps:
1: Initialize the drone, base station and cloud server
2: Random initialization strategy π and πold
3: for each episode in 1, N do
4: for each epsilon in 1, M do
5: Update the status of drones, base stations and cloud servers
6: Choose action according to status
7: Execute the action and calculate the reward value, update the critic network
8: Go to the next state
9: Temporarily store the previous status, actions and rewards
10: if reach the update step size do
11: Update the actor network with all temporary states, actions and rewards
12: Update strategy function
13: end if
14: end for
15: end for
16: Return to the offloading strategy

In each execution cycle, the individual performs multiple iterations and updates the
state and the resulting actions. Every few iterations will use the accumulated data to
trigger a strategy update. Assuming that the total number of cycles is m and the number
of iterations in each cycle is n, it is easy to get that the time complexity of this algorithm
is O(mn).

4 Simulations

The execution environment of this simulation program is Python 3.6.0 and TensorFlow
1.14.0. In this paper, we assume that the inspection scenario is a 50km × 50km square
area with 20 UAVs and 16 base stations working simultaneously, and the UAVs generate
tasks according to the Poisson process with arrival rates ranging from 0 to 10 tasks per
second. The data size of a unit task is 0.2 Mb. The data size of a task is a multiple of
the unit task. Thus, for a typical 100 Mb Ethernet LAN, the expected transmission time
delay per unit task is τ = 200 ms. The channel bandwidth is 20 M. The average value
of the channel gain h0 distribution is g0(1/100)4, where g0 = −30 dB is the path loss
constant of 1m. Assume that the noise power is σ2 = 10−10 W/Hz.

The first is the average energy consumption of the base station, which is the optimiza-
tion target of the problem. We can consider the optimization effective when the average
energy consumption can gradually decrease with the increase of training iterations and
converge to a smaller value; the second is the average delay of the task processing, which
is a hard constraint and leads to a high penalty for task timeout during the simulation.
Under the same task generation distribution, it is assumed that the decrease in power
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consumption will lead to the increase in delay, and vice versa, the decrease in delay will
cause the increase in power consumption, then it can be presumed that the optimization
for power consumption under ideal conditions will lead to the average delay gradually
approaching the upper bound of the set delay [9]; the third is the standard deviation of
the task load of each base station, which is similar to the delay indicator and is a hard
constraint, but in the simulation The third is the standard deviation of the task load of
each base station, which is similar to the delay index and is a hard constraint, but in the
simulation process, only a more relaxed limit is given considering the actual offloading
effect.

The following will compare the execution results of the PPO algorithm with the
randomized algorithm.

Firstly, we analyze the average energy consumption of the base station. As shown
in Fig. 2, the horizontal axis of the coordinate system represents the number of iter-
ation rounds and the vertical axis represents the average energy consumption of the
base station. It can be seen that, as the main performance index of the algorithm, this
algorithm can make significant optimization of energy consumption. At the beginning,
the average energy consumption of the improved algorithm is significantly higher than
that of the randomized algorithm; at the 200th iterations, the improved average energy
consumption starts to be lower than that of the randomized-based algorithm; and the
average energy consumption converges around the 250th iteration. In this sample, the
improved algorithm saves about 9% of the average energy expenditure relative to the
random unloading algorithm.

Fig. 2. The Average Energy Consumption of Base Stations

Analyze the average time delay of user tasks. As shown in Fig. 3, the algorithm
sacrifices some of the time delay to improve the energy consumption at the beginning of
the iteration because of the strong constraint imposed on the task demand time delay in
the improved algorithm. As the average time delay gradually increases and encounters
a penalty, it stabilizes at a level slightly below the time delay constraint. Even so, in this
sample the improved algorithm achieves a time delay savings of about 55% relative to
the random offloading algorithm.
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Fig. 3. Average Task Processing Latency

Figure 4 compares the load balancing of the two algorithms. In this study, the load
balancing is quantified using the standard deviation of the amount of tasks carried by
each base station after offloading for each time slot. As the number of iterations increases,
the load balancing metric tends to level off, but does not reveal a large difference from
the load balancing of the random algorithm. The conjecture is that the given time delay
constraint is tighter and the constraint for load balancing is weaker, so it becomes the
cost of optimizing the average energy consumption.

Fig. 4. Standard Deviation of Base Station Load

5 Conclusion

In order to make full use of UAVs for transmission line inspection, the system energy
consumption is reduced and the inspection efficiency is improved under the condition
of guaranteeing the time delay demand and the load balance of base stations. In this
paper, we study the cloud-side collaborative task offloading mechanism based on deep
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reinforcement learning. Firstly, a three-layer system model of UAV-base station-cloud
server is constructed for the intelligent inspection scenario, and an optimization problem
model with system power consumption as the optimization target and service processing
time delay and load balancing among base stations as the constraints is established based
on the different requirements in the actual scenario. Then, a deep reinforcement learning
algorithm for near-end policy optimization is simulated to solve the offloading decision
matrix for a given time and network environment with the processing time of the task
and the standard deviation of the load between each base station as constraints. The
simulation analysis shows that the near-segment policy optimization algorithm used in
this paper can reduce the system energy consumption by about 9% compared to the
random offloading algorithm with a given time delay constraint and base station load
balancing requirement guaranteed.
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