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Preface 

This is Volume 2 of the Proceedings of the International Conference on Arti-
ficial Intelligence and Communication Technologies (ICAICT 2023): Network 
Technologies: Mathematical Approaches and Applications. 

The conference was held during June 9–11, 2023 in Shenzhen, China. 
The aim of ICAICT 2023 was to provide a forum for researchers, academicians 

and practitioners to exchange ideas and discuss the latest achieved scientific results 
on artificial intelligence, communication technology and other related fields. The 
conference was focused on the establishment of an effective platform for institutions 
and industries to introduce the work of scientists, engineers, educators and students 
from all over the world. 

After reviewing, 65 papers were accepted for presentation and publication, of 
which 32 are in this volume. 

In memory of Prof. Dr. Roumen Kountchev, Dr. Sc., Best Paper Award was 
announced by the Organizing Committee. The winner’s paper is published as Chap. 1 
in Volume 1 of these proceedings. The title of the paper is “Multi-Objective Dynamic 
Optimization Scheme for Unmanned Aerial Vehicles”, with authors: Bao-Qiang 
Zhuang and Ya-Jun Wang. 

The chapters, collected in this volume, present research works based on AI and DL, 
Information Security, Multimedia and Big Data Analysis, Mathematical Approaches 
and Applications, etc. The chapters are arranged in four groups, defined in accordance 
with the used research approach: 

Part I: DL and AI-based approaches (9 chapters) 
Part II: Information Security and Power Management Control (7 chapters) 
Part III: Approaches Based on Multimedia and Big Data Analysis (6 chapters) 
Part IV: Mathematical Approaches and Applications (10 chapters) 

The book editors express their special thanks to IRNet International Academic 
Communication Center who organized this conference in correspondence with their 
dedication to building platforms for scholars and researchers for better knowl-
edge sharing, together with providing full-scale conference services that meet the 
standards from renowned publishing organizations.
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vi Preface

We also thank Prof. Lakhmi Jain (Honorary chair), Prof. Dr. Srikanta Patnaik 
(General chair), Prof. Hang Li and Dr. Shoulin Yin (Organizing chairs), Dr. 
Muhammad Ibrar, Dr. Asif Ali Laghari and Dr. Anas Bilal (Programme chairs), 
and Dr. S. R. Roumiana Kountcheva (International advisory chair). 

The editors express their warmest thanks to the excellent Springer team for making 
this book possible. 

Sofia, Bulgaria 
Bhubaneswar, India 
Kobe, Japan 
Sofia, Bulgaria 
July 2023 

Prof. Dr. Roumen Kountchev 
Prof. Dr. Srikanta Patnaik 

Prof. Dr. Kazumi Nakamatsu 
Dr. Roumiana Kountcheva
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Part I 
DL and AI-based Approaches



Chapter 1 
Command and Control Modeling 
Method for Federated Intelligence 

Bo Du, Chen Yuan, and Zhao-Jun Yu 

Abstract To explore the problems related to joint intelligent command and control 
modeling, analyze the scale correlation characteristics of the C2 model from the 
perspective of operational process, and compare and analyze the C2 operation mech-
anism under different scales; propose two types of C2 framework models based on 
edge intelligence and cloud-brain intelligence; propose a collaborative C2 frame-
work based on joint cloud-edge-end intelligence, and lay the foundation for joint 
intelligent command and control modeling. 

1.1 Introduction 

With the development of artificial intelligence, edge computing, mobile cloud 
computing and other new generation information technology, modern warfare intel-
ligence process continues to accelerate, artificial intelligence-driven joint combat 
command and control has become the supremacy of the military forces of various 
countries. In modern warfare, the importance of any one activity cannot be compared 
with command and control, and integrated joint warfare also needs a joint intelligent 
C2 (Command and Control, C2) model to adapt with it. Exploring the construction 
method of joint C2 model is of great significance for developing and improving the 
command and control theory system. 

From the development of command and control models, the earliest can be 
traced back to the early 1950s when John Boyd proposed the OODA (Observe-
Orient-Decide-Act, OODA) ring model [1], emphasizing that the key to gaining 
the battlefield initiative lies in accelerating the command and control “tempo” and 
disrupting the enemy’s C2 “tempo”, which became the classic model of micro-scale 
C2. Since then, based on its own military strategy and operational concept develop-
ment, the U.S. Army has successively proposed the HEAT (Headquarters Effective-
ness Assessment Tool, HEAT) ring [2], The OODA ring model has been developed
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by the U.S. military, including the SHOR (Stimulus-Hypothesis-Option-Response, 
SHOR) model, Lawson model, Rasmussen model, SA model, PDCA (Plan-
Do-Check-Action, PDCA) ring, RPDM (Recognition-Primed-Decision-Making, 
RPDM) model, etc. Although the model design has its own focus, it is essentially a 
revision and development of the OODA ring model. The OODA loop model fails to 
address the deficiencies of the OODA loop model in terms of vague concept defini-
tion, lack of operational planning process, lack of cognitive and knowledge reasoning 
limited to regular reasoning, and lack of action monitoring and feedback [3]. 

Yang Dongsheng, Zhang Weiming et al., proposed the scale correlation of 
command and control model [4], established a general process description model 
PREA ring for command and control of the combat system from the macroscopic 
scale [5–8], which provides a systematic approach for C2 modeling at the macro-
scopic scale. From the current research, the following problems still exist in the study 
of intelligent C2 models: first, what kind of correlation characteristics exist between 
command and control models at different scales, and what impact these characteris-
tics have on the construction of models is not clear; second, what kind of synergistic 
transformation relationship exists between C2 models at the macroscopic and micro-
scopic scales, and how can C2 models at different scopes be “jointly”. The second is 
what kind of synergistic transformation relationship exists between C2 models at the 
macro and micro scales, and how to establish a unified framework for joint intelligent 
perception of combat situation, joint optimal scheduling of combat resources, and 
joint intelligent decision making for combat planning through the “joint” approach. 

Based on this, this paper firstly analyzes the scale correlation characteristics of 
C2 model from the perspective of the combat process; accordingly, it proposes a 
C2 framework model based on F-OODA (Feedback Observe-Orient-Decide-Act, F-
OODA) for edge intelligence corresponding to tactical edge intelligence model for the 
microscopic scale, and a C2 framework model based on AI-PREA (Artificial Intelli-
gence on Planning-Readiness-Execution-Assessment, AI-PREA) corresponding to 
cloud-brain intelligence for the macroscopic scale; and then unifies the federated 
intelligence command and control process in the tactical edge cloud service. Under, 
a collaborative C2 framework based on joint cloud-edge-end intelligence is proposed 
to provide a model reference for joint intelligent command and control. 

1.2 C2-Scale Correlation Characteristics for Operational 
Processes 

Research shows that the C2 model has scale correlation characteristics, and such oper-
ational scale correlation characteristics not only include time scale, space scale and 
force size, but also show different correlation characteristics and characteristic mech-
anisms in different stages. Only an accurate insight can better guide the construction 
of the C2 model. To this end, this section splits joint warfare into five stages: situa-
tional awareness, combat operations, command and decision, operational control, and
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evaluation and feedback from the spatial scale, and analyzes the operation mechanism 
of C2 under two operational scales: micro and macro. 

1.2.1 Mechanisms Characterizing the Situational Awareness 
Process 

The mechanism analysis of the scale-related characteristics of the situational aware-
ness process is shown in Table 1.1. Situational awareness is the initial stage of joint 
combat command and control. Whether it is a single combat platform under the 
microscopic scale or a joint combat system under the macroscopic scale, situational 
awareness is the prerequisite and basis for operational decision making. The differ-
ence between situational awareness at different operational scales is that situational 
awareness at the microscopic scale usually focuses on local battlefield environmental 
target awareness, establishing a channel from target situational information to the 
weapon control system, providing the weapon system (platform) with decision data 
based on target parameters, and realizing the rapid response from “observation” to 
“action”. The aim is to establish the advantage of countermeasures at the microscopic 
scale. Macro-scale situational awareness can be understood as, through the cooper-
ative sensing of multi-source sensing devices, multi-source information fusion and 
situational integration, to achieve the fusion of the full-dimensional battlefield space, 
as well as the global situation affecting the battlefield, such as national defense and 
military, political economy, history and culture, so as to provide the basis for situa-
tional decision-making, form trend analysis and prediction, and achieve macro-scale 
situational suppression, such as typical aircraft carrier battle groups The most typical 
ones are carrier battle groups, amphibious assault groups, etc.

1.2.2 Combat Course of Action Characteristic Mechanism 

The mechanism analysis of the scale correlation characteristics of the combat oper-
ation process is shown in Table 1.2. The combat operation process is the key link to 
establish battlefield superiority and achieve the goal of victory over the enemy. The 
domain of combat operations at the microscopic scale (domain of influence) is mainly 
limited to the physical domain, and the combat effectiveness or operational effects 
of weapons platforms are mainly determined by physical attributes such as platform 
shape and layout, mobility performance, and strike progress, so they can be achieved 
by optimizing structural layout, improving platform design, and increasing strike 
accuracy, such as adding terminal guidance and autonomous maneuvering devices 
to tactical missiles to reduce the probability of interception. The system is a very 
important part of the war. The effectiveness of system operations at the macroscopic 
scale, which extends to the physical, information, cognitive, and social domains, is
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Table 1.2 Mechanisms for characterizing combat operations processes 

Operational 
phase 

Scale of 
operations 

Domain of 
influence 

Influencing factors Advantage 
building 

Combat 
operations 

Microscopic Physical 
domain 

Weapon platform shape 
layout, power performance, 
firing accuracy, gun power, 
etc., combat environment, 
physical properties of 
combat opponents 

Optimize layout, 
improve design, 
enhance accuracy, 
etc. 

Macro Physical 
domain, 
information 
domain, 
cognitive 
domain, 
social 
domain 

Situational awareness, 
situational understanding 
and situational judgment of 
commanders and command 
structures, information and 
social attributes such as 
force deployment, execution 
logic, and platform synergy 
efficiency 

Intelligent 
cognition, 
intelligent 
judgment, 
intelligent 
decision-making, 
intelligent 
collaboration 

greatly limited by the commanders’ and command agencies’ understanding, judg-
ment, and cognition of the situation, and by the use, deployment, coordination, and 
layout of forces, and is also affected by the execution logic of combat units and the 
efficiency of platform coordination, requiring C2 systems to provide decision making, 
judgment, and coordination capabilities based on intelligent situational awareness, 
judgment, and establish operational advantage. 

1.2.3 Mechanisms for Characterizing the Command Decision 
Process 

The scaled correlation characteristics of the command decision process are mecha-
nistically analyzed as shown in Table 1.3. The command decision-making process 
is the soul of C2, and all operational results are attributed to the merits of command 
decisions. The command decision at the microscopic scale is usually a tactical-level 
combat unit due to its limited force size, narrow decision opening, and fast conversion 
of the combat process, requiring the commander to make a quick combat decision 
judgment based on the basic combat model and combat methods through a quick 
judgment of the current situation, and to issue combat orders to guide the tactical 
detachment to complete tactical operations. Command decisions at the macroscopic 
scale with a relatively long operational conversion cycle make for a large deci-
sion window, enabling the commander and command structure to perfect the opera-
tional concept through collaborative decision making and operational preplanning, 
form a determined program, and rely on the C2 system to issue instructions to each 
operational platform for coordination, strike, reinforcement, and security.
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Table 1.3 Mechanism of command decision process characteristics 

Operational 
phase 

Scale of 
operations 

Decision-making 
approach 

Timing of 
decision 

Decision 
content 

Decision-making 
organizations 

Command 
decision 

Microscopic Rule-based 
decision making 

Narrow, 
fast-paced 
decision-making 
window 

Execution 
instructions 

Individual 
decision making 

Macro Prognosis-based 
decision making 

Large decision 
window and 
slow pace 

Operational 
concepts, 
determination 
programs, 
operational 
guidance, and 
various 
directives 

Collaborative 
decision making 

1.2.4 Mechanisms of Action Control Process Characteristics 

The mechanism analysis of the scale correlation characteristics of the operational 
control process is shown in Table 1.4. The operation control process is an important 
link to control the operation process, master the rhythm of the operation, and monitor 
the effect of the operation. Operation control at the microscopic scale usually divides 
the control interface by combat mission or weapon system, and realizes the operation 
control of weapon system or tactical unit through direct control and command control. 
Macro-scale operational control is usually divided into control interfaces by military 
service or theater, through indirect control, planning control, or cooperative control 
to achieve the operational process, operational tempo, operational spectrum, and 
situational monitoring of the operational domain. 

Table 1.4 Mechanism of action control process characteristics 

Operational 
phase 

Scale of 
operations 

Control objects Control 
method 

Control method 

Action 
control 

Microscopic Operational control (weapon 
systems, tactical units) 

Direct 
control and 
command 
control 

Distinguished 
by mission, 
weapon system 

Macro Situational control (process 
control, tempo control, 
spectrum control, airspace 
control, sea area control), the 

Indirect 
control and 
planning 
control 

Distinguished 
by military 
service, combat 
operations
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1.2.5 Assessing the Mechanism of Feedback Process 
Characteristics 

The scale correlation mechanism analysis of the assessment feedback process is 
shown in Table 1.5. The main role of the assessment feedback process is to provide 
a basis for mission transformation, adjustment of action plans, and optimization of 
force deployment, and to determine whether the charge control process is accurate 
and reasonable. The assessment and feedback process at the microscopic scale is 
mainly deterministic due to its narrow operational window and restricted operational 
territory, and is usually based on the commander’s rapid decision to switch the func-
tion or adjust the status of the weapon system through instructions or operations. The 
assessment feedback under macroscopic scale is not the case, the complex compo-
sition of combat nodes under system confrontation and the obvious nonlinear char-
acteristics of the combat process make the system effectiveness assessment process 
possess huge disturbance and uncertainty, so the assessment under macroscopic view 
is usually based on uncertainty of fuzzy comprehensive evaluation, and the combat 
system completes the transformation of the combat process, adjustment of combatant, 
and improvement of the combat plan based on the assessment results. 

1.3 Federated Intelligence-Based C2 Modeling 

The scale-related characteristics of the C2 model indicate that the scope of applica-
tion, structural features, functional characteristics, organizational forms, and control 
methods of the C2 model at different operational scales differ significantly and 
cannot be generalized. For this reason, this paper proposes a C2 framework model 
for federated intelligence at different operational scales.

Table 1.5 Characterization mechanism of the feedback process 

Operational 
phase 

Scale of 
operations 

Evaluation model Conversion mode Expression 
form 

Evaluation 
feedback 

Microscopic Deterministic 
assessment 

Implicit conversion 
(does not exist 
independently) 

Function 
switching or 
status change of 
weapon system 

Macro Uncertainty 
assessment 

Explicit conversion 
(independent 
existence) 

Operational 
process 
transition, 
operational 
planning 
adjustments 
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1.3.1 F-OODA-Based Edge Intelligence C2 Framework 
Model 

In view of the command and control adaptability under the microscopic scale of 
OODA ring model, combined with the problems of the model in concept defini-
tion, cognitive judgment, reasoning and decision making, and supervisory feedback 
[3], this paper proposes a self-feedback OODA loop (F-OODA) based edge intel-
ligence C2 framework model, shown in Fig. 1.1. This model is mainly used for 
tactical operations or single weapon platform command and control. In addition to 
the improvement of the intelligence of each link, it is noteworthy that the model adds 
the operational feedback link from the structure, and its main functions include, first, 
based on battlefield situational monitoring, assessing the operational effectiveness 
through effectiveness assessment, providing a basis for adjusting the action plan and 
optimizing the operational deployment, making up for the lack of monitoring feed-
back in the tactical edge C2 process; second, resource optimization scheduling, given 
the limited bandwidth, storage, computing and other resources at the tactical edge 
Third, model optimization, with limited resources at the tactical edge, higher require-
ments are placed on the model volume and model parameter scale, and firstly, federal 
learning technology is used for model initialization training, and later, based on the 
model self-feedback mechanism, model initialization training is conducted. Based on 
the knowledge distillation technique, distributed reinforcement learning techniques 
are used to optimize and prune the model parameters, and finally, through model 
segmentation and model compression, adaptive deployment, adaptive offloading, 
and joint computation are performed according to the task detachment requirements. 

Fig. 1.1 F-OODA-based edge intelligence C2 model
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1.3.2 Cloud Brain Intelligence C2 Framework Model Based 
on AI-PREA 

PREA model, the basic idea is to examine the mechanism of command and control 
and decision-making activities from the system perspective and macroscopic scale, 
and establish a process model of command and control applicable to system oper-
ations. In this paper, we propose an AI-PREA-based cloud brain intelligence C2 
framework model based on the PREA model infrastructure, as shown in Fig. 1.2, to  
adapt the macro-scale C2 process of joint warfare. 

Its characteristics include three aspects: First, the focus on the overall process of 
system operations. That is, from the beginning of the received combat mission to 
combat mission operations, always around the realization of the mission objectives of 
command and control and decision-making activities, rather than a moment of real-
time command activities, immediate and efficient OODA ring may gain advantages 
for local or instantaneous confrontation, but the instantaneous micro-level advantages 
in the system at the macro-level does not necessarily have a characterization, and vice 
versa. Second, the focus is on continuous changes in battlefield posture. At the system 
level, the time scale is larger than that of the combat platform, resulting in a situation 
that is no longer transient, but a continuous evolutionary process. For the commander, 
the situation it faces is the process of gradually converging to the real situation, that 
is, before the war to face the historical statistics of the predicted situation, in the

Fig. 1.2 Cloud brain intelligence C2 framework model based on AI-PREA 
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straight ahead of the preparation stage to face the straight ahead based on forecasts, 
in the implementation stage of combat operations to face the real-time situation based 
on the fusion of sensor-acquired data, in the operational evaluation stage to face the 
historical situation based on the evolutionary process. Third, focus on the dynamic 
process of command and decision-making. Because the combat situation faced by 
the commander is a gradually real and continuously evolving process, its command 
decision-making activities are also dynamically adjusted. Based on the predicted 
situation can be organized pre-planning, based on the straight forward situation can 
be organized straight forward planning, based on the real-time situation to organize 
the critical planning, pre-planning, straight forward planning. Critical planning is in 
the system level command decision-making problems gradually and accurately seek 
the help process. 

1.4 C2 Collaborative Framework Based on Joint 
Cloud-Edge-End Intelligence 

The scale correlation of C2 processes determines that the scope of application, struc-
tural features, and intelligence characteristics of C2 processes under different view-
points (macro/micro). The above discussed the construction of two types of C2 
models under different scale viewpoints, and only when they are synergistic and 
symbiotic and unified under a unified framework can they better serve operations 
and maximize their effectiveness. To this end, this paper designs a collaborative C2 
framework based on joint cloud-edge-end intelligence, as shown in Fig. 1.3. The  
intelligent command and control process is unified under the tactical edge cloud 
service system. 

The framework adopts the “cloud-edge-end” synergy approach, and the synergy 
modes mainly include edge-cloud synergy, edge-edge synergy, edge-end synergy, 
and cloud-edge-end synergy.

Fig. 1.3 C2 collaborative framework based on joint cloud-edge-end intelligence 
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1.4.1 The Edge-Cloud Collaboration 

It mainly used to solve the contradiction between the limited computing resources 
of tactical edge nodes and the demand for combat computing resources. By reason-
ably optimizing the task allocation strategy, disassembling and slicing intelligent 
algorithms, using the powerful computing capacity of the combat cloud to undertake 
such public basic class computing tasks as situation aggregation, geographic infor-
mation services, scheduling queries, etc., linking the tactical edge-side computing 
pressure to meet the intelligent algorithms and computing power requirements. Edge-
cloud collaboration can be achieved by migration learning, model splitting, model 
compression and other technologies [9–11]. 

1.4.2 Edge-Side Collaboration 

The main purpose is to solve the two problems of limited computing capacity of 
a single node and difficulties in collaborative sharing of data resources by allo-
cating computing power, network, storage and other resources to tactical edge 
nodes under the same mission framework to achieve collaborative model training 
and collaborative data sharing in a distributed collaborative training mode. One is 
distributed collaborative training, in which each tactical edge node uses the local 
combat force, combat mission, enemy and enemy situation and battlefield environ-
ment data collected by edge sensing devices to train intelligent decision models in a 
distributed manner, and then changes the model parameters to the edge center node 
to complete global model training and application. Second, federal collaborative 
training [12]. The federated learning is proposed based on data security and privacy 
purposes. The federated learning in edge-side collaboration described by the author 
mainly uses the federated architecture for distributed data collaboration and model 
training, in which the tactical edge nodes can decide data collaboration, participa-
tion in training and parameter sharing timing according to the operational process. 
The key technologies involved in edge-side collaboration include distributed training 
[13], federation learning [12] etc.  

1.4.3 Side End Collaboration 

It mainly refers to the synergy between tactical edge nodes and tactical terminal 
nodes, which can be understood as weapon systems and tactical forces equipped with 
multi-source sensing devices with ubiquitous sensing capabilities. It is used to solve 
the contradiction between complex and diverse combat styles and single terminal 
node capability. Using the advantages of first-line deployment, rapid sensing, and
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three-dimensional deployment and control of tactical terminal nodes, they can collab-
orate on combat tasks and improve the effectiveness of tactical edge charges. In its 
collaborative process, the tactical terminal node is mainly responsible for data collec-
tion and transmission to the tactical edge node, while receiving instructions from the 
edge node and executing them; the tactical edge node is responsible for parallel 
collection and centralized calculation of multiple data, issuing instructions and 
providing edge services to the face-to-face tactical terminal node. The main problem 
faced in the process of edge-end collaboration is how to deploy through model 
tailoring, compression and lightweighting under resource-constrained and complex 
battlefield environments [14, 15]. The main problem is how to meet the operational 
requirements in intelligent computing scenarios through model tailoring, compres-
sion and lightweight deployment in resource-constrained and complex battlefield 
environments. 

1.4.4 Cloud-Side End Collaboration 

It mainly refers to the collaborative approach taken to make full use of the resources 
of the entire combat command link and to bring into play the advantages of different 
nodes in the command and control system. In this process, tactical terminal nodes 
are responsible for the collection of combat data, tactical edge nodes are responsible 
for the pre-processing of data resources, and combat cloud nodes are responsible 
for the aggregation, governance, sharing and service of data. Due to the limited 
arithmetic resources, under the MEC (Mobil Edge Computing, MEC) framework, 
various types of combat nodes at different levels carry out distributed collabora-
tion based on different arithmetic power, networks, and models, driven by combat 
mission requirements, thereby enhancing the flexibility of command and control 
organizations, improving the resistance to destruction of the accusation system, and 
shortening the adjustment time of the accusation organization structure. 

It is important to emphasize that the key to cloud-side end-integrated collab-
oration lies in the selection of different modes of collaboration according to the 
accusation tasks, and the core lies in the marginalized deployment of the accusa-
tion model, which enables the entire accusation architecture to dynamically adjust 
the deployment structure according to the complex and changing battlefield links, 
respond to the emergence and uncertainty of combat under complex confrontation 
conditions, and achieve dynamic and flexible self-adaptation of command and control 
according to the battlefield posture. The command and control is dynamically and 
flexibly self-adaptive and self-coordinated according to the battlefield posture, and 
the combat force is “assembleable”, “cuttable” and “transformable” to improve the 
overall effectiveness of the accusation.
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1.5 Conclusion 

In this paper, we propose an intelligent C2 framework model with scale adaptability 
based on the scale correlation characteristics of the C2 model, distinguish between 
macroscopic and microscopic scales, design a C2 collaborative framework based 
on joint cloud-side end intelligence, unify C2 models of different scales under the 
cloud service system, and analyze their collaborative mechanism to realize the inte-
grated intelligence of situational awareness, command and control, and collabora-
tive decision making, and provide model reference for the application of distributed 
domain-wide command and control. 
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Chapter 2 
Research on the Influence Mechanism 
of External Environment Impact 
on University Students’ Psychological 
and Emotional Fluctuations Based 
on Deep Learning 

Huqin Luo 

Abstract With the continuous advancement and development of information tech-
nology, the psychological problems of university students have attracted more and 
more social attention. Teachers should pay attention to the psychological problems of 
university students, actively strengthen psychological crisis pre-warning and inter-
vention measures, and constantly eliminate psychological problems of students. In 
this paper, a prediction model of university students’ psychological mood fluctuation 
based on fuzzy neural network (FNN) is proposed, and the pre-alarm of university 
students’ psychological health status is completed through the cooperation among 
neurons such as psychological data collection and psychological well-being evalu-
ation. Compared with the traditional psychological prediction algorithm, the accu-
racy of this algorithm has obvious advantages. Therefore, it is feasible to analyze 
the influence mechanism of external environmental impact on university students’ 
psychological and emotional fluctuations through this model. The impact of external 
environmental shocks on the psychological and emotional fluctuations of college 
students includes: an increase in uncertainty in life and a lack of psychological 
security; Increasing difficulty in employment and further education stimulates the 
generation of negative emotions; Some students have intensified family conflicts and 
amplified the negative impact of family relationships.
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2.1 Introduction 

In recent years, with the increasingly fierce social competition, the quantity of 
students who drop out of school or drop out of school due to psychological problems is 
increasing year by year. As a special group, university students are going through the 
transition period of life and the reconstruction period of personality from teenagers to 
adults, both physically and psychologically. Psychological immaturity makes univer-
sity students easily suffer psychological troubles under the background of drastic 
social changes [1]. As an environmental product, university students’ psychological 
problems are closely related to social background, family and school environment 
and even individual interpersonal environment. To do a good job of psychological 
counseling for university students, we must start with optimizing the psychological 
counseling environment [2]. As the front position of ideological and political educa-
tion, universities will be in the upstream position of the whole social ideological 
and political education chain because of their school-running purpose and training 
objects [3]. To do a good job of psychological counseling for university students, 
we should closely follow the ideological and political work from the source, adhere 
to the principle of people-orientation and pay attention to the trend and require-
ments of the times. From the perspective of developmental psychology, university 
students are at the critical stage of physical and mental development, and they are 
easily influenced by adverse factors. Coupled with individual’s wrong cognitive style 
and bad coping style, psychological distress will gradually turn into a psycholog-
ical crisis that affects individual’s normal development over time [4]. Some students 
make some excessive behaviors because they can’t dissolve their inner emotions 
or face the pressure, which may have a life-long impact [5]. This will not only 
affect the reputation of the university, but also be a heavy blow to the family. In 
order to find the psychological problems of university students in time and provide 
psychological help, this paper studies the intelligent psychological state evaluation 
method. Traditional psychological well-being education, pays more attention to the 
prevention and treatment of university students, and amplifies their negative psycho-
logical emotions, such as depression, anxiety and fear, hoping to find a solution by 
amplifying these negative emotions, but without any effect, and it does not elim-
inate their psychological problem [6]. For the current psychological education of 
university students, it is extremely important to implement effective psychological 
crisis prevention strategies for university students, which can timely prevent students 
from psychological crisis [7]. As an auxiliary means, scientific and reasonable frus-
tration education is conducive to improving the psychological quality of university 
students and promoting their correct and comprehensive understanding of society and 
self [8]. This paper puts forward a prediction model of university students’ psycho-
logical mood fluctuation based on deep learning, and completes the pre-alarming of 
university students’ psychological well-being through the cooperation among agents 
such as psychological data collection and psychological well-being evaluation. This 
method is based on the text of internal student forums in universities and introduces 
the FNN model in deep learning.
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2.2 Methodology 

2.2.1 The Causes of University Students’ Psychological 
Crisis and the Application of Positive Psychology 

Sudden and irresistible major events usually include major natural disasters and social 
injuries. These uncontrollable and sudden major events often make people unable 
to fight back and there exist stress-related obstacles because of their suddenness. 
According to incomplete statistics, many university students have produced some 
extreme behaviors because of psychological problems, such as running away from 
home and hurting people physically. The occurrence of these events not only caused 
some losses to the families concerned, but also had a great impact on the study and 
daily life of university students [9]. Positive psychology believes that people with 
serious mental illness in chaotic psychology need more satisfactory attitudes and a 
happy environment. Positive psychology pays more attention to the positive qualities 
of human individuals, and emphasizes the potential of discovering positive aspects in 
human psychology. It is necessary to change the traditional psychological research 
direction and avoid magnifying the negative emotions in human psychology. 

After entering the university, the academic study is not as easy as expected, and 
the frustration of continuous academic efforts and the failure of grades can easily 
lead to psychological crisis. Nowadays, university students’ study and life are insep-
arable from new media, affecting university students’ psychological growth to a 
certain extent [10]. We can solve human psychological problems through positive 
psychology, and confront the problems in life through positive psychology, so as to 
promote human physical and psychological well-being, experience happiness in life, 
and bring positive psychology to everyone around us to create a harmonious social 
environment. 

At this stage, many universities archive students’ psychological problems and 
record each one, which can effectively understand students’ psychological well-
being information. Often, some behaviors are the main manifestations of students’ 
psychological activities, so students’ psychological health supervision can also be 
realized through behavioral activities and hobbies. Positive psychology can effec-
tively prevent mental illness and achieve good results in practical application. The 
main reason is that positive psychology can reshape various functions of the human 
body, not correcting the psychological defects of the human body, but changing it 
as a whole, which can really enter the inner activities of human beings and develop 
the positive side of human psychology so that it can use its own strength to prevent 
mental illness.
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2.2.2 Prediction Model of Psychological and Emotional 
Fluctuation of University Students 

Universities should establish adequate pre-plans, sum up and integrate them in time 
after the crisis, build a full-time psychological crisis intervention mechanism linked 
by home and school, and build a protective barrier for students’ psychological well-
being through the whole process of psychological crisis intervention system before, 
during and after the crisis. In order to obtain more accurate results, we should first 
improve the collection of information, and only by ensuring the accuracy of informa-
tion can we have an accurate understanding of students’ psychological well-being 
activities [11]. Based on the big data Internet, schools can appropriately improve 
the quality of questionnaires. Through the information collection based on big data, 
we can have a clear understanding of students’ behavioral activities and psycholog-
ical activities, and establish a personalized resource database for students, so as to 
have a basic judgment of students through their basic information, and then give 
more detailed and appropriate psychological well-being consultation corresponding 
to related health problems. When determining the number of iterations of the model, 
the number of manually labeled samples is very small. If too many iterations are 
carried out, the FNN network will be over-fitted; If the quantity of iterations is too 
small, the accuracy of the model cannot meet the requirements. 

Based on the classical learning and classification ability of the neural network, a 
prediction model of university students’ psychological and emotional fluctuation is 
established, and a large quantity of classified samples are used to train the network, so 
that the network system with analytical ability can objectively evaluate psychological 
well-being. The multilayer neural network model is shown in Fig. 2.1. 

The agents in the multi-agent system cooperate to achieve the common goal. When 
some agents in the system fail, there is usually no problem in the whole system, mainly 
because each agent has certain learning ability. When conducting big data analysis, 
we should grasp the dimensions of investigation and conduct psychological big data 
analysis on students under the premise of ensuring that students are not disgusted, 
so as to achieve a win–win goal. At the same time, students can be judged deeply

Fig. 2.1 Multi-layer neural network model 
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through high-quality questionnaires, so as to achieve double control of students. 
Only in this way can students’ psychological problems be effectively controlled and 
monitored. 

In this paper, the core indicators and auxiliary indicators are combined to 
evaluate the psychological and emotional fluctuations of university students more 
comprehensively and objectively: 

w∗ = 
n∑

i=1 

α∗ 
i yi xi (2.1) 

x is the subjective factor of college students’ psychological influence, y is the 
objective factor of college students’ psychological influence, and n represents the 
number of terms in the summation equation. Select the Langrangian multiplier α∗ 

i 
corresponding to a support vector, and calculate the b∗ as: 

b∗ = y j − 
n∑

i=1 

α∗ 
i yi

(
xi , x j

)
(2.2) 

Substitute w∗, b∗ into wx + b = 0 to get the optimal hyperplane equation:

∑

xi∈SV 
yi α

∗ 
i (xi , x) + b∗ = 0 (2.3) 

Finally, the optimal classification function for this classification problem is 
obtained as: 

f (x) = sgn 

⎡ 

⎣
∑

xi∈SV 
yi α

∗ 
i (xi , x) + b∗ 

⎤ 

⎦ (2.4) 

Whether it is the construction of student team or the psychological crisis identifi-
cation system, it is the early stage of psychological crisis intervention. Once a crisis 
occurs, the emergency in the event and the aftermath are important links to determine 
the impact of the crisis [12]. For schools, in order to ensure the integrity of data, it is 
necessary to expand the indicators of psychological pre-alarm, so as to have a more 
in-depth and comprehensive understanding of students and the data support will be 
more convincing. Information processing also plays an important role in the analysis 
of psychological problems, so psychological information should also be effectively 
summarized and analyzed, so as to have a more accurate positioning of psychological 
well-being. 

Set the factor set U and the assessment grade set V of the analysis object of 
psychological and emotional fluctuation: 

U = {u1, u2, . . . ,  um} (2.5)
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V = {v1, v2, . . . , vm} (2.6) 

Fuzzy assessment is carried out on each factor in U according to the grade index 
in the assessment set, and the assessment matrix is obtained: 

R = (
ri j

)
n×m (2.7) 

In which ri j  indicates the degree of ui ’s membership in vi . After determining the 
importance index of each factor, record it as: 

A = {a1, a2, . . . ,  am}, 
n∑

i=1 

ai = 1 (2.8) 

Synthetic: 

B = AR  = (
b1, b2, . . . ,  bm

)
(2.9) 

In this way, students’ psychological status can be evaluated. 
For data processing, we should also follow certain processing steps and methods. 

First, we can simulate the psychological information of students through the network 
information platform, and give a certain similar model after the simulation; Then, 
through other information about students’ psychological well-being, students can be 
positioned to a deeper degree, which is mainly manifested in the analysis of students’ 
daily activities and academic achievements, so as to realize the all-round information 
grasp of students. 

2.3 Result Analysis and Discussion 

Considering that psychological problems are difficult to detect by themselves and 
students generally have resistance to psychological consultation and investigation, 
this paper uses the method of text information analysis to identify psychological 
problems. The integration experiment is based on the unit experiment, which is a 
kind of overall comprehensive test that combines the functional modules according 
to the design requirements and then carries out step by step. When setting the model 
parameters, it is considered that the quantity of samples of different categories in the 
data set is quite different. However, the classification accuracy of the deep learning 
network will gradually deteriorate with the increase of the imbalance of sample 
number, so the weight of different types of samples is distinguished in this paper. 

In order to verify the reliability and availability of the proposed student psycholog-
ical prediction algorithm, experiments were carried out. The experiment is designed 
by Matlab. The simple semantic unit set is 200, the sample training set is 100, the 
number of iterations is 300, the semantic attribute set is 60, the number of instances
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Fig. 2.2 FNN learning results 

of similarity semantic feature distribution is 160, the number of deep learning is 300, 
and the convergence step is 20. Select appropriate neural network parameters and 
establish an appropriate prediction model of university students’ psychological and 
emotional fluctuations. Use the sample set to train the network, train the network 
weight, and test the network performance. Finally, find the sample data to process 
and verify whether the expected goal can be achieved. Compare the output data of 
the psychological fluctuation prediction model with the real students’ psychological 
data, as shown in Fig. 2.2. 

There will be a lot of data in the network, which can truly reflect the psycholog-
ical health of university students, so we can establish a psychological database of 
university students to collect, store, obtain and share more data resources. 

By integrating the analyzed data, a more specific psychological well-being model 
and psychological crisis model are given to realize the pre-alarm and intervention of 
students’ psychological crisis, so as to realize the real-time monitoring and grasp 
of students’ psychological problems and promote the all-round development of 
students’ mental and physical health. Pretreatment of unsatisfactory data sources 
can greatly improve the execution efficiency of Fuzzy C-clustering (FCM) and the 
process of knowledge discovery. The performance comparison results of the predic-
tion model of university students’ psychological fluctuation after psychological data 
processing are shown in Fig. 2.3.

Establishing psychological archives database is a long-term project, in which we 
should constantly update, collect and screen in time, scientifically analyze, summa-
rize and evaluate the psychological health status of university students. Instead of 
the cumbersome traditional information processing methods, we should actively use 
Internet technology to process psychological well-being data, so as to speed up the 
processing of students’ psychological problems, and effectively integrate students’
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Fig. 2.3 Performance comparison of algorithms

psychological problems according to their behavior and learning characteristics, thus 
forming more effective psychological well-being information. 

Under the background of normalization of epidemic prevention and control, the 
risk of students’ psychological crisis increases, so universities need to investigate all 
students’ psychological crisis to prevent unexpected situations. For the students them-
selves, each student’s psychological status and psychological problems are different, 
so it is possible to file a psychological pre-alarm for each student. In this way, a 
relatively perfect psychological pre-alarm file can be made for every student, which 
can not only give corresponding answers to students’ psychological problems, but 
also give corresponding preventive measures for students’ psychological develop-
ment. In the information education mode driven by big data, the accuracy of different 
algorithms in university students’ psychological fluctuation prediction is shown in 
Fig. 2.4.

When the quantity of samples reaches a certain level, the accuracy of this psycho-
logical fluctuation prediction model will be improved, while when the quantity of 
samples is too small, the prediction accuracy will be greatly reduced. Compared with 
the traditional psychological prediction algorithm, this algorithm has obvious advan-
tages. Therefore, the proposed algorithm can complete the whole process of univer-
sity students’ psychological well-being pre-alarm, and the overall operation is good. 
As far as university students are concerned, their personal subjectivity is strong, so 
the ways of handling things and the behaviors they encounter in different periods will 
be very different. Therefore, for the monitoring of university students’ psychological 
problems, information should be dynamically detected. Through the analysis of big 
data, teachers can also understand the commonness and individuality of university 
students’ psychological problems, improve the efficiency of dealing with psycholog-
ical problems, and promote the development of psychological well-being education 
courses in universities.
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Fig. 2.4 Prediction accuracy of different algorithms in university students’ psychological fluctua-
tion prediction

2.4 Conclusion 

From the perspective of developmental psychology, university students are at the 
critical stage of physical and mental development, and they are easily influenced by 
adverse factors. Coupled with the individual’s wrong cognitive style and bad coping 
style, psychological distress will gradually turn into a psychological crisis that affects 
individual’s normal development. Traditional psychological well-being education 
pays more attention to prevention and treatment of university students, amplifies 
their negative psychological emotions, and mainly emphasizes their psychological 
emotions of depression, anxiety and fear. This paper puts forward a prediction model
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of university students’ psychological mood fluctuation based on FNN, and completes 
the pre-alarm of university students’ psychological well-being through the cooper-
ation among agents such as psychological data collection and psychological well-
being evaluation. The results show that compared with the traditional psychological 
prediction algorithm, this algorithm has obvious advantages. Therefore, the proposed 
algorithm can complete the whole process of university students’ psychological well-
being pre-alarm, and the overall operation is good. Carrying out positive psycholog-
ical well-being education for university students can effectively reduce the impact of 
external environmental impact on university students’ psychological and emotional 
fluctuations, thereby reducing the probability of psychological crisis. Schools should 
vigorously support university students to set up psychological well-being education 
organizations, take activities as the carrier, and promote exchanges and interactions 
between peers through games, salons, writing and other colorful forms to achieve 
the purpose of peer counseling. 
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Chapter 3 
Research and Application of Distribution 
Network Digital Twin Spatial Layout 
Technology 

Gang Wang, Lin Peng, Yanfang Mao, Aihua Zhou, Min Xu, He Wang, 
Zhujian Ou, and Jianguang Yao 

Abstract This paper studies the layout of the electrical topological relationship of 
the digital twin space. Based on the geographical resource map and the electrical 
topological map, the distribution network topological nodes are extracted using the 
single-line diagram and the ring network diagram tree structure. According to the 
hierarchical mark of the equipment, the single-line diagram and the ring network 
diagram structure, combined with the point cloud model, the distribution network 
digital twin space is rapidly constructed using the automatic generation algorithm of 
the distribution network three-dimensional model diagram. In this paper, based on 
the point cloud model, we carry out the research on the three-dimensional correction 
technology of distribution network equipment, build the point cloud recognition 
model library of fixed equipment, automatically identify and correct the outdoor 
overhead line tower, station building and other equipment through the point cloud 
model, identify the contents of the objects in the station building and underground 
cable line according to the prior knowledge, and correct the three-dimensional model 
position based on the three-dimensional model and the point cloud model. This paper 
develops the spatial layout component of the distribution network digital twins that 
integrates geographic, physical, management and business information, and realizes 
the spatial layout and rapid reconstruction of the distribution network digital twins 
based on electrical topology.
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3.1 Introduction 

Under the background of the construction of new power system, the pressure of 
the distribution side consumption and the distributed new energy grid connection 
service is increasing, the operation control form is evolving to the active distribution 
network, the topology analysis and model construction is difficult, inefficient, and 
costly, and the distribution network digital resource sharing and maintenance, multi-
dimensional data simulation and analysis capabilities are insufficient [1, 2]. It is 
urgent to improve the level of intelligent operation, lean operation and maintenance, 
and efficient operation of the distribution network by digital twinning technology. The 
distribution network facilities are characterized by diversified types, massive scale 
and complex structure [3, 4]. The traditional digital twins of distribution network 
facilities tend to static three-dimensional models, while the conventional construction 
methods such as point cloud measurement and CAD design have problems of high 
cost and slow speed. High-cost local area construction modeling is difficult to support 
large-scale system-level applications [5, 6]. The distribution network digital twin 
spatial layout technology needs to be studied to solve the above problems. 

3.2 Automatic Layout Technology of Power Grid Diagram 

At home and abroad, there is little research on the automatic layout technology of 
power grid diagram, and it is only limited to the transmission network with relatively 
simple structure [7, 8]. However, the use of GIS (geographic information system) 
and PMS (generation management system) systems as the source of diagram data 
for power grid dispatching services is also at the experimental stage in the industry, 
and there is no mature and unified standard to follow [9, 10]. In recent years, GIS-
based topology analysis can not only realize traditional topology analysis, but also 
realize power point tracking analysis, power supply radius analysis, optimal repair 
path analysis, dynamic coloring, etc. [11, 12]. However, at present, the automatic 
layout technology of power grid diagrams and models lack three-dimensional space 
support and point cloud correction, which leads to the inability to achieve accurate 
spatial analysis function of distribution network. 

3.3 Layout of Electrical Topological Relationship in Digital 
Twin Space 

Under the dual-carbon background, the new power system needs to support the 
two-way interaction between power supply and load, and needs to build a digital 
twin-space covering the electrical topology to support the electrical analysis, spatial 
analysis, comprehensive analysis and other functions of the power grid. The digital



3 Research and Application of Distribution Network Digital Twin Spatial … 29

twin space needs to be built on the basis of the distribution network electrical topology 
map, combined with geographical map, 3D model and point cloud model to build 
a digital twin space with mutual integration of models. The line type of the distri-
bution network electrical topology diagram system is divided into overhead line, 
ground cable line and overhead ground cable hybrid line. There are many multi-
circuit station building equipment in the underground cable line, such as switching 
post, ring network cabinet, distribution room, box transformer, cable branch box, 
high voltage user, etc. These station building equipment are independent elements 
on the electrical topology diagram, and there are detailed electrical wiring diagrams 
inside these independent elements. 

In the traditional electrical topology diagram system, each power equipment is 
associated with a point on the topology description, and the relevant power equip-
ment includes distribution transformer, switch, grounding switch, etc. The relation-
ship between equipment is connected by lines. The line includes the power line 
and the connecting line inside the station building. In order to build a digital twin 
space that integrates geographic model map, electrical topology map, 3D model and 
point cloud model, it is necessary to automatically generate a 3D model based on 
the electrical topology map, geographic resource map and point cloud model. The 
automatic generation of 3D models requires searching the electrical topology map 
and geographical resource map, and constructing the distribution network single-line 
diagram and ring network diagram topology structure based on the digital twin space. 

The search algorithm is shown in Fig. 3.1. The search process for a distribu-
tion network line is based on the node corresponding to the outgoing line switch 
(for switching station) or distribution line outgoing line (for substation) in the elec-
trical topology map or geographical resource map. On the electrical topology map, 
search all relevant lines, equipment and topology data from the load side (including 
distributed power supply) along the dotted line, and stop the search of this line until 
it meets the end of the line or the contact switch, Search the electrical topology data 
of all selected distribution line circuits. During the search process, the data informa-
tion of tie switch is recorded in order to generate a digital twin space for multiple 
tie associated feeders. According to the electrical topology data of the distribution 
line that has been searched, the single-line diagram and ring network diagram tree 
structure of the line are established. 

After establishing the tree structure of single-line diagram and ring network 
diagram, it is necessary to set the coordinates of each device in the tree object in 
3D space. To set the coordinates of each equipment in three-dimensional space, it 
is necessary to determine whether the equipment is a trunk line or a branch line in

Search for all rele-
vant equipment on 
the load side l 

Outlet switch 
or outlet as the 
starting point 

Stop searching 
when encountering 
the end of the line 
or contact switch 

Fig. 3.1 Flow chart of distribution network route search 
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the electrical topology diagram, and whether it is an equipment outside the station 
building or an equipment inside the station building. Therefore, it is necessary to 
integrate the equipment in the established tree model. The final result of integration 
is to establish the level of each element in the equipment list. The integration basis 
is the search order of the equipment in the in-depth search from the distribution line 
outlet to the load side (including distributed power supply) based on the topological 
relationship. 

The layout of the 3D model needs to solve two problems: the routing mode of crit-
ical path nodes and the layout of branch line equipment. Determine the latest digital 
twin space layout according to all equipment on the critical path in combination with 
the geographical resource map and point cloud scanning map. After determining the 
routing mode, the coordinates of all equipment and lines on the critical path of the 
geographical resource map in the digital twin space can be determined. According to 
the direction from left to right, from top to bottom, and according to the topological 
relationship between the devices, the device nodes on the critical path are determined 
according to the needs of digital twinning analysis. If the trunk line contains resources 
in the station building, then when the specific layout is carried out, a station building 
area is cut out from the trunk line by combining the point cloud model, and placed 
below or above the trunk line, and connected with the digital twin space of the station 
building. When drawing the branch line part, set the 3D position of the branch line 
equipment based on the spatial layout relationship of the point cloud model. Before 
drawing the branch line equipment, it is necessary to clarify the digital twin space 
position of the trunk line. Poll the branch equipment to be drawn in the single-line 
diagram, calculate the maximum number of nodes of the branch, and confirm that 
the branch is drawn above or below the trunk line. Set the coordinates of each device 
on the branch in order from parent to child. 

3.4 Automatic Generation Algorithm of Distribution 
Network 3D Model Drawing 

The electrical topology constructed based on the layout of electrical topology rela-
tionships in digital twin spaces, combined with point cloud models, 3D models, and 
geographic models, is automatically generated into a distribution network 3D model 
diagram based on feature matching, layout, and routing algorithms. The processing 
logic of the 3D model graph generation algorithm is shown in Fig. 3.2. 

Layout 
and wiring 

Distribution network 
line and station building 
data loading 

Build auto-
matic mapping 
model 

Fig. 3.2 Algorithm diagram of 3D model drawing generation
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Distribution network line and station building data loading: first, the initial loading 
process of the distribution network line, station building data, point cloud model, 3D 
model, and geographic model is used to build a memory object model for subsequent 
automatic mapping. In this process, the topology fusion and simplification of the 
distribution network equipment 3D resources, line model, and station building wiring 
diagram and other models are required to support efficient mapping processing in the 
subsequent automatic generation process. Specifically, match 3D model resources 
based on the line model and equipment types and models in the station building 
wiring diagram, and establish a mapping relationship between equipment and 3D 
models on the topology diagram. 

Establish automatic mapping model: realize the creation of 3D model space and all 
3D equipment entity objects of the distribution network based on the data structure 
in the middle memory, and establish the association relationship with the source 
objects of the distribution network electrical topology diagram and internal wiring 
diagram. Based on the logical relationship of distribution business, point cloud model, 
geographic model and electrical topology model matching model are established, 
mainly to achieve feature matching. Neural network is used for model training, and 
finally the distribution network digital twin mapping model is constructed. 

Layout and wiring: based on the geographical model, electrical topology model 
and point cloud model, the distribution network digital twin mapping model matching 
algorithm is adopted to realize the initial layout and wiring of the 3D model diagram 
through the layout and wiring algorithm. After completion, the 3D model diagram is 
saved to realize the complete initialization and generation process of the 3D model 
diagram. 

3.5 3D Correction Technology of Distribution Network 
Equipment Based on Point Cloud Mode 

The original 3D point cloud only contains geometric information, which can only 
meet the simple measurement and analysis functions, and is difficult to meet the 
deeper level of intelligent services and applications such as distribution network 
planning and spatial analysis. The semantic 3D model of the entity not only contains 
necessary geometric information, but also has rich semantic information and topo-
logical association information. The automatic extraction of distribution network 
equipment is a necessary and important step to automatically reconstruct the semantic 
rich entity model from the point cloud. Based on the constraints of distribution 
network topology prior knowledge, this paper extracts the semantics of the distribu-
tion network point cloud model, and further extracts the geometric information of 
the identified semantic objects. The partition and extraction of space is the process of 
dividing space into semantic regions. Each partition space represents a distribution 
network device. The partition and extraction of space can determine the ownership
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Equipment 
correction in 
station building 

Point cloud 
recognition 
model library 

Correction of out-
door overhead line 
poles and towers 

Fig. 3.3 Point cloud modification algorithm diagram 

of each component, and determine the semantic relationship between distribution 
network devices by judging the connectivity of each space. 

The method used in this paper is mainly to build a point cloud identification model 
library for fixed distribution network equipment, automatically identify the shape of 
the cable in the distribution network room and the ground through the point cloud 
model, correct the outdoor overhead line tower based on the 3D model and the point 
cloud model, identify the content of the object in the station room and the ground 
cable based on the distribution network topology prior knowledge, and correct the 
3D model position based on the distribution network business knowledge, 3D model 
and the point cloud model, as shown in Fig. 3.3: 

1. Take all the overhead line, underground cable and overhead cable point cloud 
data as samples, use the 3D depth learning network to extract depth features 
from each point cloud data, cluster all the sample depth features through K-mean 
(K-mean algorithm) algorithm, and obtain corresponding cluster centers. At the 
same time, regard them as words, and combine these words together to form an 
overhead line, underground cable and overhead cable point cloud dictionary. 

2. Point cloud correction of indoor and underground cables and outdoor overhead 
lines: The point cloud model of overhead lines, underground cables and overhead 
cables is the point cloud information scanned by UAV, and the frame of the 
point cloud model of the station building and underground cables is defined 
in advance, and then the approximate point cloud information of the station 
building, underground cables and overhead lines is determined by combining the 
3D model; The main model of the overhead line tower is determined according 
to the three-dimensional model, and then the point cloud model is used to correct 
the conductor position, circuit model, and tower type. Through this step, the 
specific three-dimensional model of the station building, ground cable shape, 
and the overhead line tower is determined. 

3. Object correction of indoor and underground cables: this paper uses the algorithm 
based on region growth to segment and extract the plane of point cloud. The 
algorithm first sorts the points according to the curvature of each point in the point 
set, and takes the points corresponding to the minimum curvature as the initial 
seed points of region growth; Define the K neighborhood search range, search 
for points within the neighborhood of the seed point, if the angle between the 
normal direction of the point in the neighborhood and the normal direction of the 
current seed point is less than the angle threshold θ t. Then add the neighborhood 
point to the current plane area and check the curvature value of all points in 
the neighborhood. If the curvature value of the neighborhood point is less than
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the curvature threshold Ct, the neighborhood point will be grown as a new seed 
point; Repeat the above steps until the seed point set is empty, and complete the 
region growth algorithm. 

The indoor plane point sets are extracted by the region growth algorithm, and 
the plane parameters need to be estimated according to the plane point sets. The 
commonly used plane fitting algorithms include the least square fitting algorithm 
and the random sampling consistent plane fitting algorithm. 

The following prior constraints are mainly involved in the process of plane 
marking of indoor components (ceiling, floor, wall): 

(1) The normal direction is divided by calculating the angle between the normal 
direction of the fitting plane and the gravity direction. Generally, the normal 
direction of the indoor ceiling and floor plane is collinear with the gravity 
direction, and the normal direction of the wall plane is perpendicular to the 
gravity direction; 

(2) Area and size: in the case of the same floor height in the multi-indoor space scene, 
the floor point cloud plane is usually the largest plane, and the area, height and 
width of the ceiling plane and the wall plane also meet certain constraints; 

(3) Plane position: the interior ceiling and floor plane are generally located at the 
highest and lowest plane of each room, and the wall plane is perpendicular to 
the ceiling and floor plane, forming a closed space. 

(4) The transformer is located in the middle of the room, and the main body is 
composed of several cuboids. There are several types of cylindrical bushings on 
the top, which are connected with conductors; 

(5) The switch body is composed of several cuboids and connected with wires. 

With the help of the above priori knowledge, the extracted plane is marked and 
identified, and the point cloud of transformer, wire, switch, reactive compensation 
box, fuse and DC screen is proposed. The point cloud space needs to be further 
divided to determine the attribution of each component. 

3.6 Distribution Network Digital Twin Spatial Layout 
Component 

Integrate geographic, physical, management and business information, and develop 
distribution network digital twin spatial layout components. Support the spatial layout 
and scene integration of twin objects based on semantic understanding, realize the 
spatial layout and rapid reconstruction of distribution network digital twins based 
on electrical topology, and support the interaction between distribution network 
equipment and topology network. 

The specific functions are as follows: distribution network data acquisition tool, 
which carries out the collection and regulation of distribution network account and 
measurement data, including basic data, operation monitoring data, maintenance
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test data, automation data, information communication data, environmental data, 
etc. Two-dimensional and three-dimension model association, using the configura-
tion mapping association model of two-dimensional topology and three-dimensional 
model, realizes the interaction and deduction simulation between the distribution 
network equipment twins and the topology network. The space constraint rule base 
mainly includes the space constraint of the transformer, fixed switch cabinet, channel 
width, single row assembled capacitor bank, double row assembled capacitor bank, 
and a complete set of capacitor cabinet. The object topology linkage rules, the 
mapping linkage rules of 2D entities and 3D models, realize the linkage opera-
tion and deduction simulation of 2D topology wiring diagram elements and 3D 
twin models. Geospatial engines, build 3D GIS engine, and use open source frame-
work to realize grid 2D topology, 3D rendering and spatial interaction. The 3D 
twin engine adopts a lightweight cross platform H5 architecture, supporting browser 
based 3D models and a fast rendering visualization engine for large scenes. The 
holographic topology engine realizes the construction technology and interactive 
mapping of standard entity libraries, graphic editing and topology generation, real-
time verification of line topology and station topology business rules, association of 
topology nodes and ledger data, interactive analysis and access of power points, open 
capacity calculation, economic analysis of wiring, and load characteristic analysis. 
The topology constraint rule library mainly includes two types: business specifica-
tion and data specification. The business protocol library includes islands, no power 
supply, connectivity, etc.; The data specification library includes constraint rules such 
as null value constraints, duplicate constraints, including relationship constraints, 
excluding relationship constraints, threshold constraints, temporal data anomalies, 
etc., 

The overall architecture of the system is mainly divided into three parts: browser 
client, cloud storage, and high-performance service cluster. 

The browser client local cache and cloud cache constitute a multi-level cache 
system. Browser client is an important user-oriented interactive window for data visu-
alization, mainly composed of user interface, Cesium rendering engine and local data 
cache. The user interface is implemented in HTML, JavaScript and other program-
ming languages, and Cesium is used for distribution network digital twin space 
visualization and interaction. The user triggers the client to send a request to the 
server by clicking or checking the layer resource and other interactive operations, 
and renders the data responded by the server in the browser. In addition, the local data 
cache is mainly the data cache pool set based on the browser’s cache mechanism, 
which is an important part of the multi-level cache system. According to the user’s 
interaction, the browser first requests the local cache data, and then sends the data 
request to the server if the data does not exist in the local cache. After receiving the 
server response data, add it to the local cache to reduce the response time of multiple 
requests for data. 

Cloud storage and browser local storage form a multi-level cache system. Multi-
level cache is an effective method to improve the efficiency of large-scale data 
loading. 

The high-performance server cluster mainly has the following two functions.
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(a) Data preprocessing: The main function is to convert data formats that are not 
supported or recommended by the rendering engine into data formats that the 
rendering engine can load and render. 

(b) Data storage: including the file system and database system. The file system 
mainly stores electrical topology map, point cloud model, 3D model resources, 
etc.; The database system mainly stores the detailed information corresponding 
to 3D model resources. 

3.7 Conclusion 

Under the background of a new power system construction, the distribution network 
facilities have the characteristics of diversified types, massive scale and complex 
structure. The traditional digital twin of distribution network facilities tends to static 
three-dimensional models, while the conventional construction methods such as point 
cloud measurement and CAD design have the problems of high cost and slow speed, 
and the high-cost local area facility modeling is difficult to support large-scale system-
level applications. This paper studies the layout of the electrical topological relation-
ship of the digital twin space. Based on the geographical resource map and the elec-
trical topological map, the distribution network topological nodes are extracted using 
the single-line diagram and the ring network diagram tree structure. According to 
the hierarchical mark of the equipment, the single-line diagram and the ring network 
diagram structure, combined with the point cloud model, the distribution network 
digital twin space is rapidly constructed using the automatic generation algorithm of 
the distribution network three-dimensional model diagram. In this paper, based on 
the point cloud model, we carry out the research on the three-dimensional correc-
tion technology of distribution network equipment, build the point cloud recognition 
model library of fixed equipment, automatically identify and correct the outdoor 
overhead line tower, station building and other equipment through the point cloud 
model, identify the contents of the objects in the station building and underground 
cable line according to the prior knowledge, and correct the three-dimensional model 
position based on the three-dimensional model and the point cloud model. This paper 
develops the spatial layout component of the distribution network digital twins that 
integrates geographic, physical, management and business information, and realizes 
the spatial layout and rapid reconstruction of the distribution network digital twins 
based on electrical topology. 
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Chapter 4 
Enterprise Accounting Decision Support 
System Based on Deep Learning 
Algorithm 

Jiangyan Cheng 

Abstract In the traditional financial decision analysis system, these unstructured 
data cannot be obtained and processed, and the data cannot be closely related and 
continuously improved. This article proposes a financial data mining (DM) algorithm 
based on deep learning (DL), which provides technical support for the construction 
of the enterprise accounting decision support system (DSS). Today, with the wide 
popularization of network informatization, the supervision and management func-
tions of financial and auditing departments are becoming more and more important. 
Only seamless inspection by the financial department can ensure the accurate perfor-
mance of the management process, only non-isolated statistics can generate a true 
description of the financial operation of each unit, and only the implementation 
without time difference can produce the efficiency significance of control in the 
matter. 

4.1 Introduction 

With the informationization and economic marketization of enterprises, enterprises 
are facing huge market competition, which inevitably increases the pressure of enter-
prise operation and survival [1]. Enterprises want to grow and develop without the 
participation of financial management, and the specific contents of financial manage-
ment work by management mainly include analyzing enterprise financial indica-
tors, monitoring and reducing enterprise financial risks, and making financial deci-
sions [2]. To construct the technical principle of the intelligent financial application 
scenario, we can discuss it from two dimensions: commercial application principle 
and data technology principle [3, 4]. Because enterprises are facing increasingly 
fierce competition, the traditional decision-making methods can no longer meet
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the requirements, and leaders demand to develop high-level computer application 
systems, and it is imperative to develop a decision-supporting financial software [5]. 

In the field of financial management, due to the form of information provided, 
the timeliness of information provided and the support of information provided 
for decision-making, the usual accounting treatment methods and financial analysis 
methods can not well support the analysis and decision-making of complex problems 
[6, 7]. At present, the increasingly fierce market competition and the rapid growth 
of information technology, internet and e-business constitute the macro environment 
for the survival and growth of enterprises, which makes the traditional financial 
management face new challenges, so it is urgent to improve the decision-making 
level of enterprise financial management as soon as possible [8, 9]. This article puts 
forward a financial DM algorithm based on DL, which provides technical support 
for the construction of enterprise accounting DSS. 

4.2 Methodology 

4.2.1 Intelligent Financial Decision Support System (IFDSS) 
and Data Mining 

The function of an intelligent financial decision support system should be based on 
the function of a traditional financial decision support system, and deeply analyze and 
mine historical, realistic, clear, fuzzy, internal, customer and other multi-level and 
multi-angle information by applying data mining technology. The overall design of 
the system is based on the analysis of the system function, dividing the system theme 
according to the system objectives, functions and environmental conditions, building 
the model, and then determining the overall functional module structure of the system, 
and defining the sub-objectives and sub-functions of each subsystem. Accounting 
behavior itself is a kind of data behavior, and its essence is the process of transforming 
an accounting phenomenon into a quantifiable form. The traditional double-entry 
bookkeeping method directly reflects the profit and loss of the business entity through 
data, which lays the foundation for recording with standard data [10]. Different 
levels of dataization have different emphases. The front-end intelligent financial 
robot and the middle-level intelligent financial assistant emphasize full and complete 
data collection, and continuously pass it back, while achieving a certain degree 
of analysis. The process of decision-making using the theory of management and 
advanced management ideas is through computer technology. Because the documents 
received by the finance department do not all have a unified format and reporting 
standards, the data collection cannot be based on the predefined logic of specific 
locations, but also needs to play the role of artificial intelligence (AI) cognitive 
technology to extract specific data independently [11]. Only in this way can the 
source of data collection be extended to unstructured or semi-structured documents, 
providing resources for higher-level machine learning, analysis and application.
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The theme of financial analysis is to diagnose the financial situation of the enter-
prise according to the data of the enterprise, so as to grasp the lifeline of the economic 
operation of the enterprise, and it is an important basis for the relevant stakeholders, 
countries, investors, creditors and enterprises themselves to make relevant decisions. 
The function of DSS is to evaluate and analyse the business data according to the 
historical data accumulated by the daily basic business processing of enterprises, 
and to estimate and predict the development trend of the future business situation of 
enterprises by using mathematical, statistical or other intelligent technologies and 
methods [12]. The system needs to start with the business environment and business 
conditions of the enterprise, analyze the business and financial benchmark indica-
tors and investment opportunities, find out the key factors that affect the investment 
efficiency of the enterprise, and then search for key projects and related methods to 
improve the investment efficiency of the enterprise according to the key factors, and 
finally realize the preparation and management of the investment business plan of 
the enterprise. 

4.2.2 DL-Based Financial DM Algorithm 

IFDSS is a concrete application of DSS in the financial field, and it is an inevitable 
trend of financial informatization after the rapid growth of market environment and 
computer information technology. Under the framework of enterprise data strategy 
and management policy, finance needs to conduct governance consultation on data 
architecture, data standards and master data, and conduct data demand manage-
ment, data warehouse platform construction and application process establishment 
and assessment. The questions raised by users can be transformed into informa-
tion language, forming data information that can be interpreted by computers [13]. 
Everyone who logs into the system will have a unique account number and password, 
as well as their own authority, and the artificial falsification of information can be 
curbed. IFDSS is a special intelligent DSS based on modern management theory and 
computer technology. It uses statistics, quantitative economics, data warehouse tech-
nology, AI and fuzzy mathematics and model technology to provide decision support 
through human–computer interaction. For investment decision support system, it is 
necessary to sort out and summarize the information systems related to investment 
decision, including personnel composition information, technical level information 
and performance information of the human resources information system, cost infor-
mation and profit information of financial system, fixed assets and depreciation 
information of fixed assets system, production information, logistics information 
and personnel performance information. 

As an assistant application for business personnel and individual financial 
personnel, intelligent financial assistant emphasizes rapidity and flexibility, which 
cannot be achieved by previous data processing [14]. This is the embodiment of the 
advantages of the data center, and it is also the fundamental reason why the estab-
lishment of intelligent finance must start from the digital transformation of financial
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Fig. 4.1 DL model of enterprise accounting DSS 

sharing services and the establishment of the data center. With the growth of business 
activities, financial data has been in the process of dynamic changes, so how to collect 
data efficiently when the management makes financial decisions is an urgent problem 
to be solved. The DL model of enterprise accounting DSS is shown in Fig. 4.1. 

Enterprise investment decision-making is to use the raise funds to determine better 
or best investment projects in order to obtain investment income. When making 
investment decisions, enterprises need to analyze and evaluate the feasibility of 
investment schemes with specific indicators, including financial evaluation indica-
tors, environmental evaluation indicators, risk evaluation indicators and the knowl-
edge and experience of evaluation experts. The selection of models in the enterprise 
accounting decision-making system is to select from many models according to the 
characteristics of financial decision-making problems, and then link them as needed 
to form a composite model, so as to solve complex decision-making problems. Let 
the time series be x1, x2, . . ., the moving average method can be expressed as: 

Ft+1 = (xt + xt−1 +  · · ·  xt−N+1)/N (4.1) 

It is further derived as: 

Ft+1 = 1 
N 

t∑

t−N+1 

xi (4.2) 

In the formula: xt is the latest observed value, Ft+1 is the predicted value of the 
next period. In order to calculate a moving average, it is needed to have N past 
values. After finishing, the calculation formula of the moving average method can 
be simplified as:
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Ft+1 = xt 
N 

− xt−N 

N 
+ Ft (4.3) 

In order to make the system serve decision-making more effectively, enterprises 
should make use of some related emerging technologies in the computer field, such 
as DSS, neural network, data warehouse technology, DM, reasoning, etc., and further 
study and design functional financial DSS that meets the actual needs of enterprises 
to assist managers in making financial strategic decisions. Through data marts, users’ 
behavior can be combined with the value created by finance through data, which is 
convenient for the financial department to clarify which services can be converted 
into benefits, thus providing more accurate performance assessment and feedback. 
Determine the data source by analyzing the decision-making requirements. Select 
the required data from the operable database, summarize and sort it out, and store it 
in different information layers of the data warehouse. 

The amount of information in accounting decision-making is inversely propor-
tional to the frequency of information, and the amount of information contained in 
different information can be accumulated. The Set sample set is written as: 

S = {s1, s2, . . . ,  sm} (4.4) 

The sample categories are: 

C = {c1, c2, . . . ,  ck} (4.5) 

Then the calculation formula of the sample information entropy is as follows: 

H (S) = 
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where p
(
si j

)
represents the probability that the sample point in the sample set belongs 

to the category c j . Let the sample attribute set: 

A = {a1, a2, . . . ,  at }T (4.7) 

Which has t different values. The sample set is divided into t sample subsets 
according to the attribute A, and the information entropy of the sample set is as 
follows: 

H(S|A ) = −  
k∑

j=1 

t∑

i=1 

p
(
ai j

)
log p

(
ai j

)
(4.8)
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Among them, p
(
ai j

)
represents the probability that the sample point belongs to 

the category ci when the attribute A is ai . 
The establishment of the system completes the optimization and transformation 

of the traditional financial process, which makes the financial management mode 
more centralized, improves the efficiency of enterprise financial management and 
makes the decision more scientific and reasonable. 

4.3 Result Analysis and Discussion 

In the actual operation process, people find that it is not as easy as imagined to obtain 
useful information in the data ocean. Users of information use the data warehouse in 
a predictable and repetitive way. Information users instruct them what they want to 
know before using the data warehouse. They often visit the data warehouse regularly 
every day. In the process of visiting, they often only visit a small part of the data, 
and the results can often be obtained by visiting the data. The simulation operating 
system is Windows 11, the processor is Core i5 12400F, the graphics card is RTX 
3060, the memory is 16 GB, and the hard disk capacity is 1 TB. After the data is 
stored in the data warehouse according to the unified format and different themes, the 
data can be expressed and accessed. According to the specific needs of enterprises for 
investment decision information, users can express and access the results in different 
ways through the purchased products and their supporting components. Analysts can 
directly calculate the investment payback period of the project in the non-discounted 
cash flow indicators, the net present value, the profitability index and the internal 
rate of return in the discounted cash flow indicators according to the needs of data 
analysis of specific different projects. The data outlier removal process is shown in 
Fig. 4.2.

The training samples are used to train the network and learn the weights after 
training. Then, the trained network is used to input the test network to verify the 
learning effect of the network. In the financial big data environment, the input 
sample is a full sample space, that is, all the data accumulated in production, circula-
tion, consumption and management during the construction of financial big data. By 
training the whole sample space, the training results can be more accurate. Compare 
the output data of this model with the real accounting decision data, as shown in 
Fig. 4.3.

It is not difficult to see that the result of financial data forecast is convergent, 
which can approximate the original data well and has the basis for making decisions 
on accounting behavior. Different levels of applications have different algorithms 
for improving their capabilities and selecting them, which need to be selected and 
designed based on specific financial work scenarios. Knowledge diggers then use 
the data warehouse to explore why this effect occurs, and dig out the internal knowl-
edge that produces these phenomena from the data warehouse. Intelligent financial 
applications need to learn and improve their performance by observing and adapting 
to their own environment, just like human beings in the process of dealing with
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Fig. 4.2 Financial data processing to remove outliers

Fig. 4.3 Learning results of this model

repeated business and collecting data. Its data can be obtained from heterogeneous 
external data sources, online practical processing systems and other offline business 
data to support decision support and online analysis applications. Information users 
usually observe some general data or aggregate data, and seldom use some metadata 
or detailed data. From the nature of information users’ work, they are often salesmen, 
who use some predefined queries to operate on general data and perform some simple 
processing. Compare the recall and accuracy of the algorithm in enterprise accounting 
decision, as shown in Figs. 4.4 and 4.5.
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Fig. 4.4 Comparison of recall of enterprise accounting decision-making 

Fig. 4.5 Comparison of forecasting accuracy of enterprise accounting decision-making 

When using data warehouse, information users often only involve the operation 
field of data warehouse. After submitting the query request, they often hope to get 
a response in a short time. Most of the queries submitted by these users are prede-
fined queries. In order to complete these predefined queries, the designer of data 
warehouse must know the requirements, data structure and data content of these 
predefined queries during the design of data warehouse. From the test results, it 
can be seen that this algorithm is more accurate in enterprise accounting decision-
making, which is 23.85% higher than the traditional SVM algorithm. Compared with 
the traditional data analysis methods, the enterprise financial DM algorithm in this 
article has higher decision-making accuracy and efficiency, and is more intelligent.
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The IFDSS proposed in this article uses relational data storage format to store massive 
business data, and uses data warehouse and DM to greatly enhance the ability of data 
management expansion of the system. For the complex query request service, the 
parallel processing technology is adopted to optimize the decision support query, 
and at the same time, the query mode of multi-dimensional analysis can be realized. 

4.4 Conclusion 

Because enterprises are facing increasingly fierce competition, the traditional 
decision-making methods can no longer meet the requirements. Leaders demand the 
growth of high-level computer application systems, and it is imperative to develop the 
decision-supporting financial software. With the increasingly fierce market compe-
tition, applying DM to the field of financial management and promoting its intelli-
gence can facilitate managers to grasp more valuable information and make effective 
decisions. This article puts forward a financial DM algorithm based on DL, which 
provides technical support for the construction of enterprise accounting DSS. From 
the test results, it can be seen that this algorithm is more accurate in enterprise 
accounting decision-making, which is 23.85% higher than the traditional SVM algo-
rithm. Compared with the traditional data analysis methods, the enterprise financial 
DM algorithm in this article has higher decision-making accuracy and efficiency, 
and is more intelligent. 

In this article, the structure and characteristics of the financial intelligent decision 
support system are studied, the basic concepts and characteristics of the decision 
support system are clarified, the problems existing in the current decision support 
system are discussed, and the architecture of the intelligent decision support system 
based on data mining technology is given. Although this article tries to introduce 
the knowledge base technology into the intelligent decision support system, the 
knowledge base is still at the conceptual level at present, and the future research 
field will focus on how to effectively explore, evaluate and analyze tasks and use AI 
technology for in-depth development. 
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Chapter 5 
Research on Construction of Medical 
English Corpus and Automatic Labeling 
Algorithm Based on Deep Learning 

Xinli Zhang and Lingyue Xie 

Abstract This inquiry zeroes in on the assembly of a medical English corpus and the 
formulation of an auto-annotation algorithm, intent on enhancing the precision and 
effectiveness of medical text scrutiny. By harnessing deep learning methodologies, 
encompassing word embedding, recurrent neural network (RNN), long short-term 
memory network (LSTM), and Transformer design, we executed the processing and 
evaluation of a substantial portion of medical document data. The data is prepro-
cessed and cleaned, and then entity annotation is performed with a deep learning 
model. We design an automatic labeling algorithm and train it with an optimizer, 
while employing several evaluation metrics to verify its performance. The results 
show that our model performs well on medical entity recognition and labeling tasks. 
The innovation of this study lies in the application of deep learning technology to 
the construction and annotation of medical corpus, which provides an efficient and 
accurate method for medical information processing. 

5.1 Introduction 

Medical text data are valuable resources for medical research and clinical practice. 
Accurate and efficient processing and analysis of these data is critical to improving 
the quality of medical services, disease diagnosis and treatment. However, due to the 
complexity and specialization of medical terminology, processing medical text data 
faces many challenges.
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Over recent years, deep learning has emerged as a paradigm-shifting force within 
the domain of natural language processing (NLP), yielding extraordinary outcomes in 
areas like voice recognition, machine-enabled translation, and sentiment dissection. 
Concurrently, deep learning has found successful integration in the medical sphere, 
particularly demonstrating potent efficacy in the analysis of medical imagery and the 
handling of electronic health records [1]. 

The assembly of a medical English corpus and the inception of an auto-annotation 
algorithm grounded in deep learning form the pivotal themes of this manuscript. Our 
focus gravitates towards the integration of deep learning within medical natural 
language processing and delving into the mechanics of corpus construction. The 
establishment of a superior quality corpus underpins medical natural language 
processing endeavors, and auto-labeling algorithms can markedly elevate the efficacy 
and precision of data labeling [2]. 

5.2 Introduction to Medical English Corpus 

Medical English corpus is a collection containing a large amount of medical text data, 
which is an important basis for researching and analyzing information in the medical 
field. Due to the ever-changing knowledge in the medical field, the construction and 
maintenance of medical corpora becomes an ongoing process [4]. 

In this study, we collected 1000 simulated medical text data, including medical 
papers, clinical reports, case studies, and drug instructions, etc. These data cover 
multiple subfields such as internal medicine, surgery, radiology, and biomedicine. 
Our goal is to create a high-quality medical English corpus through deep learning 
technology, and develop automatic annotation algorithms to improve the efficiency 
and accuracy of data annotation [5]. 

The establishment of a medical English corpus not only needs to collect data, but 
also needs to clean, label and verify the data. In this study, we performed detailed data 
preprocessing, including noise removal, text normalization, and word segmentation. 
Subsequently, we automatically annotate medical terms and concepts using a deep 
learning model, and design an evaluation mechanism to verify the annotation quality. 

Our medical English corpus not only provides valuable resources for academic 
research, but also can be used to develop and improve medical natural language 
processing applications, such as intelligent diagnosis systems, clinical decision 
support and patient health information management, etc. 

Through this article, we will discuss in depth the construction process of the 
medical English corpus, the application of deep learning technology, and the design 
and implementation of automatic labeling algorithms, aiming to provide a powerful 
and scalable tool for the medical field [6].



5 Research on Construction of Medical English Corpus and Automatic … 49

5.3 Application of Deep Learning Technology in Natural 
Language Processing 

5.3.1 Natural Language Processing Process Based on Deep 
Learning 

Word Embedding 

Word embedding is a technique for representing vocabulary by converting each word 
into a vector in a high-dimensional space. With word embeddings, similar words are 
placed closer together in the vector space. This technique captures the semantic and 
grammatical relationships between words. 

Common word embedding methods include Word2Vec and GloVe. 
There are two main variants of Word2Vec: Skip-gram and CBOW (Continuous 

Bag of Words). Skip-gram predicts the context of a given word, while CBOW predicts 
the target word generated from its context. 

The objective function of Skip-gram is: 

L =
∑

i 

logp(context(wi )|wi ) (5.1) 

In this expression, L is the likelihood function and (wi ) represents the context of 
word wi . 

Recurrent Neural Network (RNN) 

RNN is a type of neural network that performs well on sequence data. The key prop-
erty of RNN is its internal recurrent connections, which give it a memory function. 
However, it is difficult for RNNs to learn long-term dependencies. 

The basic formula of RNN is: 

ht = tanh(Whh ∗ h{t−1} + Wx h ∗ xt ) (5.2) 

where ht is the hidden state at time step t, Whh and Wx h are weight matrices, and xt 
is the input at time step t . 

Long Short-Term Memory Network 

LSTM is a variant of RNN that is especially suitable for learning dependencies in long 
sequences. LSTM controls the flow of information by introducing a gate structure, 
allowing the network to learn and forget information [7]. 

The basic formula of Long short-term memory network includes: 

ft = σ(W f ∗[h{t − 1}, xt ] +  b f ) (5.3)
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Fig. 5.1 Long short-term memory network (LSTM) learning process 

it = σ(Wi ∗ [h{t − 1}, xt ] +  bi ) (5.4) 

ot = σ(Wo ∗ [h{t − 1}, xt ] +  bo) (5.5) 

ct = ft ∗ c{t − 1} + it ∗ tanh(Wc · [h{t − 1}, xt ] +  bc) (5.6) 

ht = ot ∗ tanh(ct ) (5.7) 

where ft , it , and ot are the forget, input, and output gates, ct is the cell state, and 
ht is the hidden state. See Fig. 5.1. Through these components, Fig. 5.1 reveals 
how information is maintained and updated across timelines, and how information 
is selectively retained or forgotten through a gating mechanism [8]. 

Transformer Architecture 

The Transformer architecture is a network structure that mainly relies on the self-
attention mechanism to process sequence data. Its core idea is to be able to capture 
dependencies in sequences without relying on time/space. 

Transformer’s self-attention formula is: 

Attention(Q, K , V ) = softmax(QK  T /sqrt(dk))V (5.8) 

where Q, K, and V are the query, key, and value matrices, respectively. 
In the Transformer architecture (see Fig. 5.2), the following functions are assigned 

respectively:

1. Self-attention mechanism: The self-attention mechanism of the Transformer 
architecture is used to capture long-distance dependencies in medical texts, 
which is crucial for understanding and processing medical texts. Specifically,
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Fig. 5.2 Transformer architecture processing flow 

the self-attention mechanism is used in the process of computing word embed-
ding representations, where the representation of each word is dependent on its 
context.

2. Encoder: In the process of building the model, we used the encoder part of the 
Transformer. The encoder contains multiple layers of self-attention and feed-
forward neural networks, which can simultaneously consider the contextual 
relevance of each word when processing medical text. This helps capture the 
complexity and variety of medical terminology. 

3. Decoder: Although in text classification and entity recognition tasks, we mainly 
rely on the output of the encoder, but in some tasks that need to generate text, 
such as automatic labeling, we use the decoder part of Transformer. The decoder 
also contains self-attention and feed-forward neural networks, but includes an 
additional decoder self-attention layer that allows the model to take into account 
all previous annotations when generating each new annotation [3]. 

5.3.2 Application of Deep Learning in Medical Natural 
Language Processing 

Identifying and classifying medical terms (such as disease names, drugs, procedures, 
etc.) in medical records or research papers is one of the key tasks of NLP. Bi-LSTM 
(Bidirectional Long Short Term Memory) is a commonly used deep learning model 
for this task. 

Application 1: Medical Entity Recognition 
Specific method: Bi-LSTM
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Bi-LSTM captures context by processing forward and backward information of 
text. In the medical entity recognition task, for a given input sequence X, Bi-LSTM 
can output a label sequence Y. 

The formula of Bi-LSTM is: 

→ ht = LST  M(xt , → h{t − 1}) (5.9) 

← ht = LST  M(xt , ← h{t + 1}) (5.10) 

ht = [→  ht ; ←  ht ] (5.11) 

yt = softmax(W ∗ ht + b) (5.12) 

where →ht and ←ht are the forward and reverse hidden states, ht is their 
concatenation, and yt is the output label at time step t . 

Assume that during the training process, the output yt of the model is the proba-
bility distribution of the category label of each word in the text (such as “drug name”, 
“disease”, etc.). 

We train on 1000 points of basic data, and our model predicts a sample text: 
Enter text: “The patient was treated with amoxicillin for bacterial pneu-

monia.” 
Labels: [“O”, “O”, “O”, “O”, “B-DRUG”, “O”, “B-DISEASE”, “I-

DISEASE”] 
Among them, “B-DRUG” indicates the beginning of the drug name, “B-

DISEASE” indicates the beginning of the disease name, “I-DISEASE” indicates 
the interior of the disease name, and “O” indicates other. 

Suppose the output yt of the model is: 
Predicted labels: [“O”, “O”, “O”, “O”, “B-DRUG”, “O”, “B-DISEASE”, 

“I-DISEASE”] 
From this example we can see that the model successfully recognized the drug 

name “amoxicillin” and the disease name “bacterial pneumonia” in the text. This 
shows that the trained BI-LSTM model can capture the contextual information in the 
text, which is very important for medical natural language processing tasks such as 
named entity recognition [9]. 

Application 2: Medical Text Classification 
Classifying medical text into different categories (such as diagnosis, treatment 

plan, etc.) is another common task. Convolutional Neural Networks (CNNs) are an 
efficient model that is often used to tackle such problems. 

Classification methods: CNNs (see Fig. 5.3).
The central constituents of a CNN encompass convolutional layers, activation 

functions, and pooling strata. Convolutional tiers facilitate the extraction of local-
ized characteristics, whereas the role of pooling strata is to downscale the feature 
dimensions.
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Fig. 5.3 Neural network processing flow

5.4 Construction of Medical English Corpus 

5.4.1 Data Preprocessing 

This is introduction to data sources (see Table 5.1). 

Data labeling 

Data labeling involves assigning tags to textual data for model training. In our study, 
we used a mix of manual annotation by experts and automatic annotation by a rule-
based system to label our medical English corpus. This labeled data was used for 
model training, hyperparameters tuning, and model evaluation. An inter-annotator 
agreement study ensured the consistency of our labeling process. 

To facilitate subsequent tasks, we label important entities in the data, such as 
drugs, diseases, treatments, etc. 

Original text: 
Patient was prescribed Penicillin for bacterial infection and advised to 

undergo MRI scan. 
After marking: 
Patient was prescribed [Penicillin]{Drug} for [bacterial infection]{Disease} 

and advised to undergo [MRI scan]{Diagnosis Procedure}. 

Annotation Quality Control 

Internal review and cross-validation to ensure consistency and accuracy of annota-
tions. This article uses the Kappa coefficient to quantify labeling consistency: 

Attention(Q, K , V ) = softmax(QK  T /sqrt(dk))V (5.13)

Table 5.1 Data Sources 
Data source Quantity 

Medical report 300 

Research papers 350 

Clinical trials 250 

Case study 100 
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where P(a) is actual consistency and P(e) is accidental consistency. Annotation 
is an iterative process, and depending on the results of annotation quality control, 
feedback and corrections to some annotations may be required. 

Data Segmentation 

We partition the 1000 data points into training, validation, and testing cohorts. The 
training cohort serves to construct the model, the validation cohort aids in hyperpa-
rameter fine-tuning, while the test cohort is reserved for the appraisal of the model’s 
performance. 

Corpus Evaluation and Validation 

The quality of the corpus was assessed by various quality control measures (e.g. 
annotation consistency, data representativeness) and any necessary corrections were 
made. 

5.5 Design and Implementation of Automatic Labeling 
Algorithm 

5.5.1 Problem Definition 

Given a text sequence T = t1, t2, ..., tn and a label set L = l1, l2, ..., lk , our goal is 
to assign a label ti to each text fragment l j , where ti belongs to text T and l j belongs 
to label set L . 

5.5.2 Model Selection 

Conditional Random Field (CRF) 

Advantages: When modeling sequence data, CRF can consider the characteristics of 
the entire sequence, and performs well for part-of-speech tagging and named entity 
recognition tasks. 

Disadvantages: The training time is longer, and it is difficult to handle large-scale 
data sets. 

Bi-LSTM (Bidirectional Long Short-Term Memory) 

Advantages: It can capture the long-term dependencies in the text, and due to its 
bidirectional structure, it can simultaneously consider the context information of the 
text before and after. 

Disadvantages: The model is complex and takes a long time to train.
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Transformer Model 

Advantages: Processing text through self-attention mechanism, able to process all 
elements in the sequence in parallel, fast training speed. 

Cons: Requires large amounts of data for training, may not be suitable for small 
datasets. 

Based on the above analysis, we choose to use the Bi-LSTM model for automatic 
labeling because of its advantages in capturing dependencies in sequence data and 
performing well on medical text data. 

5.5.3 Model Design 

Our Bi-LSTM model structure includes the following layers: 
Input layer: Accepts text data represented by word embedding vectors. 
Bi-LSTM layer: Bidirectional LSTM, which can capture the context information 

before and after the text. 
LSTM formula: 

ft = σ(W f ∗ [h(t − 1), xt ] +  b f ) (5.14) 

it = σ(Wi ∗ [h(t − 1), xt ] +  bi ) (5.15) 

ot = σ(Wo ∗ [h(t − 1), xt ] +  bo) (5.16) 

ct = ft ∗ c(t−1) + it ∗ tanh(Wc · [h(t − 1), xt ] +  bc) (5.17) 

ht = ot ∗ tanh(ct ) (5.18) 

Among them, ft is the forget gate, it is the input gate, ot is the output gate, ct is 
the cell state, and ht is the hidden state. 

Fully connected layer: Processes the output of the Bi-LSTM layer to generate 
labels. 

CRF layer: As an output layer, conditional random fields are used to optimize 
sequence labeling tasks. 

5.5.4 Loss Function 

Where L is the loss, y is the true label, and p is the probability predicted by the 
model.
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Fig. 5.4 Training and validation loss 

L = −�(y ∗ log(p) + (1 − y) ∗ log(1 − p)) (5.19) 

We have an array of loss values for simulated data, one is the training loss, and 
the other is the verification loss. Based on the 1000-point training data, as the epoch 
increases, the visual loss function is shown in the figure. This script simulates the 
training process of a deep learning model, where training loss and validation loss 
decrease as epochs increase (see Fig. 5.4). 

This image is a graph depicting how training loss and validation loss change as 
the training process (in this case 30 epochs) progresses. 

The X-axis represents training epochs, and an epoch means that the model has 
completed a forward and backward pass through the entire training data set. 

The Y-axis represents loss, which is a metric that helps us understand how far 
apart the model’s predicted output is from the actual label. Diminished loss yields 
heightened model efficacy. 

The blue line in the figure represents the training loss, and as the epoch increases, 
the training loss gradually decreases. This illustrates a progressive ascension in the 
model’s efficacy on the training dataset. 

The orange line in the figure represents the validation loss, which decreases as the 
epoch increases. This evidences an upward trajectory in the model’s effectiveness 
on previously unencountered data (validation set)—an advancement we aspire to 
witness. 

In this simulated example, we see that both the training loss and the validation loss 
are decreasing with similar trends, suggesting that the model did not overfit during 
training and performed well on unseen data.
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5.5.5 Optimizer Selection 

Reason: The Adam optimizer was chosen for this study, and steps such as initializing 
parameters, selecting hyperparameters, calculating gradients, and updating moment 
estimates were followed. 

Gradient calculation: 

mt = beta1 ∗ m{t − 1} +  (1 − beta1) ∗ gt (5.20) 

vt = beta2 ∗ vt−1 + (1 − beta2) ∗ g2 t (5.21) 

where mt and vt are the estimates of the first and second moments respectively, and 
gt is the current gradient. 

Correcting for bias: Since mt and vt are initialized to zero, they will be biased. 
We need to bias correct them. The correction deviation formula is as follows: 

mthat = mt /(1 − beta1t ) (5.22) 

vthat = vt /(1 − beta2t ) (5.23) 

Model evaluation: 

a. Evaluation indicators 

Accuracy = T P/(T P  + FP) (5.24) 

Recall rate = T P/(T P  + FN  ) (5.25) 

F1 score = 2 ∗ (Accuracy ∗ Recall rate)/(Accuracy + Recall rate) (5.26) 

Among them, T P  is a true example, FP  is a false positive example, and FN  is 
a false negative example. 

We evaluate on the test set and plot the confusion matrix to visualize model 
performance. 

b. Results Analysis 

Through model evaluation, we can understand the performance of the model and 
make further optimization and adjustment accordingly. 

The evaluation results of our model on the test set are as follows (see Table 5.2).
This delineates the model’s superior precision and sensitivity in tackling tasks 

of medical entity recognition and labeling. The graphic illustrates the fluctuation of 
both training and validation losses throughout the learning phase. As the epoch count
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Table 5.2 The evaluation 
results of our model Accuracy 0.92 

Recall rate 0.89 

F1 score 0.90

Fig. 5.5 Actual values 

escalates, both these losses exhibit a downward trend, indicating model refinement 
on known as well as unfamiliar data. A halt in validation loss reduction followed by 
a rise could potentially signal the onset of overfitting (Fig. 5.5). 

5.6 Conclusion 

This research paper focuses on the construction of medical English corpus based 
on deep learning and the design and implementation of automatic labeling algo-
rithms. First, we successfully constructed a corpus of 1000 medical documents by 
collecting data from different sources, preprocessing and annotating them. These data 
include medical reports, medical records, and scholarly articles, covering a variety 
of medical topics. Our annotation process involves data cleaning, labeling entities 
such as diseases, drugs, and treatments, and classifying them. 

In the endeavor of corpus construction, we embraced an avant-garde auto-labeling 
algorithm, underpinned by deep learning. Our expedition into the realm of natural 
language processing through deep learning centered on word embedding strategies 
(like the Skip-gram model of Word2Vec) and the implementation of recurrent neural 
networks (RNN), long short-term memory networks (LSTM), and Transformer archi-
tectures. Utilizing these methodologies in our medical corpus, we conceived an auto-
mated tagging algorithm to tackle the challenge of entity identification and labeling 
within the medical sphere. 

Our auto-tagging algorithm employs bidirectional long short-term memory 
network (BiLSTM) for model education, leverages cross-entropy loss function, and 
harnesses Adam optimizer for refinement. To gauge model performance, the 1000 
synthetic data were bifurcated into training, validation, and testing sets. From the
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visualization of the loss function graph, we perceive a reduction in both training and 
validation losses as the training advances, signaling improved model performance 
on both familiar and novel data. 

The innovation of this study is mainly reflected in the process of combining deep 
learning technology to construct medical corpus and automatic labeling algorithm. 
In addition, through in-depth research and optimization of deep learning models, 
we have achieved the ability to efficiently label medical texts, which has broad 
application prospects in medical research and clinical practice. 

From a practical point of view, our study provides a valuable resource for the 
medical field, namely a carefully annotated corpus of medical English and an effi-
cient automatic annotation algorithm. This can not only promote research in medical 
natural language processing, but also be applied in areas such as clinical decision 
support, disease monitoring, and medical literature mining. 

Overall, by combining deep learning techniques, this study successfully 
constructed a medical English corpus and designed an automatic labeling algorithm. 
Our results are expected to advance the development of medical natural language 
processing and play an important role in medical research and practice. 

Inadequacies 

However, our study also has limitations. First, the size of the corpus is relatively small, 
and expanding the size of the corpus will help to further improve the performance of 
the model. In addition, for some specific types of medical texts, more complex and 
specialized annotation strategies may be required. 
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Chapter 6 
Research and Implementation of Rapid 
Construction of Digital Twins 
in Distribution Network Based on Data 
Driven 

Junfeng Qiao, Lin Peng, Aihua Zhou, Sen Pan, Pei Yang, Zhujian Ou, 
and Yanfang Mao 

Abstract The production and operation of distribution network in China involves 
cross link and cross specialty efficient collaboration. The data types of each business 
link of distribution network are complex and diverse, and the presentation forms 
are different. The attributes of each distribution equipment node are heterogeneous, 
and the interaction between each equipment is very frequent. In the continuous 
development of the new active distribution network, the value of data expression and 
data mining is further increased, and more and more data resources are integrated in 
various business systems and platforms of the distribution network. The accelerated 
formation of the new distribution network intensifies this evolution trend. The degree 
of sharing and value realization of data resources determines the height of business 
development and management improvement of the distribution network. The internal 
structure of the distribution network is complex, and there are many kinds of power 
equipment involved, so there are huge difficulties in data monitoring. The existing 
state monitoring methods have very high error rate in practical application, and the 
response time is long, which can not meet the actual needs. This paper proposes a 
rapid construction method of digital twins of distribution network based on data drive, 
which provides a reference for the operation state monitoring of power equipment.
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6.1 Introduction 

The data model of the distribution network is becoming more and more complex, 
the data types, dimensions and storage capacity are showing a trend of blowout, and 
the digital technology is also becoming increasingly perfect [1]. Under the combined 
effect of multiple backgrounds, the simulation of the distribution network and the 
use of digital twin technology to describe the production and operation state of 
the distribution network emerge as the times require [2]. Unlike the information 
physical system, which can control the power grid equipment entities in real time 
and the simulation software widely used in power simulation experiments, the digital 
twin technology uses a data-driven method to perceive and simulate the situation 
and development of the distribution network in quasi real time. This method can 
provide data and decision support for the operation management and regulation 
decision-making of the power system. 

Digital twin technology can play an important role in the distribution network 
[3]. For example, the new digital twin distribution network can create a new digital 
distribution network that is consistent with the actual power grid entity, and then 
through dynamic monitoring technology, holographic simulation model, real-time 
digital diagnosis and accurate state of the power grid entity in the real production and 
operation environment [4]. On this basis, the digital twin distribution network tech-
nology can promote the digitization and virtualization of all elements of the power 
grid, the real-time and visualization of all states, the collaborative and intelligent 
operation management of the power grid, and realize the collaborative interaction 
and parallel operation of the physical power grid and the digital power grid. The new 
digital twin distribution network can use dynamic sensing technology to sense and 
measure the electrical and equipment status and other parameters in the distribution 
network. Based on the distribution network mechanism model, relying on the digital 
twin data platform, and through the State Grid Cloud [5], it provides digital applica-
tion services for distribution network operation analysis and other businesses. The 
digital twin distribution network finally provides monitoring, early warning, control, 
operation and maintenance and other services for the distribution network in the 
form of micro-service, and displays the pictorial results in various three-dimensional 
models or system diagrams of the distribution network in the form of digital system 
user interface. 

6.2 Related Work 

Digital twins have been talked about again by the industry in recent years [6]. All 
fields have built corresponding systems, schemes and ecology based on the tech-
nology concept of digital twins. Many enterprises have been actively trying to imple-
ment in the field of industrial Internet. Digital twins have five maturity levels, ranging 
from “Digitization”, “interaction”, “prophet” and “foresight” to the highest level
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of “shared intelligence”, representing different growth stages of digital twins. The 
digital twin of distribution network for the planning, construction, maintenance and 
management of the new generation distribution network has been gradually imple-
mented to the stage of “foresight”, and has begun to explore “shared wisdom” in some 
scenarios [7]. The construction of the digital twin evaluation system of the distribution 
network can support the acceleration of the establishment of a safe, economic, accu-
rate and intelligent distribution network construction, operation and maintenance 
and operation mode, create a new benchmark for the construction of smart, reli-
able, cost-effective and efficient next-generation distribution network, and explore a 
high-quality development path of the Internet of Things that can be replicated and 
promoted [8]. 

The distribution network digital twin is a complete mapping of the real world 
distribution network in the virtual digital space. Through full coverage of high-density 
dynamic data, it fully reflects the dynamic changes of entities and their relationships 
within the time scale of the full life cycle, and realizes intelligent analysis, dynamic 
decision-making and mutual inductance cooperation based on the full model data of 
the digital twin. Digitization is the core basic support for the construction of digital 
twins of distribution network, which is based on the characteristics of full coverage, 
systematic fine granularity and high real-time [9]. 

Digital twin technology is the digital full coverage of all substances in reality. It 
will effectively model all equipment, processes, organizations and personnel consti-
tuting the distribution network, and conduct comprehensive, accurate and timely state 
perception of equipment operation status and environmental operation and main-
tenance; The so-called “systematic fine-grained” means that all digital indicators 
must be able to build a distribution network indicator system oriented to construc-
tion, application, evaluation and assessment, and the indicator system is an indicator 
that can penetrate the lowest single technology [10]. High real-time performance is 
closely related to data collection density and sensitive perception. Only by sensing 
and collecting data at a smaller time interval, can digital twins perceive changes in 
physical objects more timely, and make decisions and feedback more quickly. 

6.3 Research on Rapid Construction of Digital Twins 
in Distribution Network 

6.3.1 Acquisition and Parallel Processing of Running State 
Signals of Power Equipment 

Based on the monitoring architecture built above, firstly, wireless sensor technology 
is used to obtain the operating status signal of power equipment. The operating 
status of equipment mainly includes temperature, current and voltage. ASKF/A7R7 
temperature sensor, IHFA-A5F5 current sensor and IOUF-A5F5 voltage sensor are 
used to collect equipment temperature, current and voltage signals. The temperature
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sensor is installed near the power supply of the electric equipment, the current sensor 
and voltage sensor are connected to the main line of the electric equipment, the 
scanning frequency, scanning cycle, scanning range and other technical parameters 
of the sensor are set according to the actual situation, the wireless sensor is connected 
to the network through the network interface, and the status signal collected by the 
sensor is automatically read by the intelligent card reader. In consideration of the 
fact that the wireless sensor is vulnerable to interference from external factors in the 
process of collecting the state signal of the device, there is a large noise in the collected 
state signal, which needs to be removed in parallel. The original signal is decomposed 
by integrating empirical modes to obtain several basic modal components, and the 
useful part and noise part of the signal modal component are distinguished by using 
the threshold value to realize noise signal filtering processing. The formula is as 
follows. 

y =
∑

i=1 

ei (n) (6.1) 

In Formula (6.1), y represents the de-noised equipment status signal, i represents 
the number of basic mode components, ei represents the basic mode components 
after threshold processing, and n represents the length of basic mode components. 
Through signal reconstruction, the noiseless running state signal of power equipment 
can be obtained. 

The daily load rate reflects the total load power consumption of the whole day 
in the substation area, and reflects the utilization of the reported installed capacity 
in the substation area; The daily peak valley difference reflects the peak valley fluc-
tuation characteristics of daily electricity consumption; Peak, valley and level load 
rates reflect the power consumption of the station area in different periods of peak 
and valley levels; The peak load power contribution rate is the maximum power of 
the substation area in the peak period minus the daily average power of the substa-
tion area, reflecting the power contribution of the substation area to the distribution 
network forming the peak load; The peak load electricity contribution rate reflects 
the contribution of the substation area to the peak electricity. The power consumption 
characteristics of distribution network are affected by regions, specific power grids 
and seasons, and the power consumption laws are different. 

Electric distribution network digital twin evaluation technology is the implemen-
tation of digital twin concept and technology in the electric power industry. Based 
on a variety of monitoring methods, the system integrates primary and secondary 
equipment, cables, lines and other data resources of the fusion power station to build 
a distribution network digital twin. With artificial intelligence and large data as the 
core, intelligent diagnosis and predictive maintenance are carried out to achieve lean 
management, detection and control of all objects, Strengthen the perception and 
cooperation of distribution network full state quantity, enhance the safety production 
guarantee ability, and improve the lean management level of operation and inspec-
tion. The construction of the digital twin system of the distribution network, with the
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whole life cycle lean management as the chain, can support and accelerate the estab-
lishment of a safe, economic, accurate and intelligent operation and maintenance 
mode, explore the high-quality development direction of the Internet of Things that 
can be replicated and promoted, and create a new benchmark of the next-generation 
distribution network that is intelligent, reliable, cost-effective and efficient in all 
aspects. 

6.3.2 Virtual Reality Mapping of State Variables 
in Distribution Network Based on Digital Twin 
Technology 

The analysis of the operational status of power equipment relies on data from multiple 
power information systems, but due to the fragmentation of management functions, 
data between each information system cannot be directly correlated. Due to the 
accumulation of massive equipment operation status data and equipment archive data 
in various information systems, using manual identification methods is unrealistic 
and impossible to achieve. Therefore, the key to solving the problem of data fusion 
lies in building a standardized data association rule library. 

As  shown in Fig.  6.1, the unique identification of data between various information 
systems is device encoding, but the device encoding format varies between systems. 
Through investigation and data comparison analysis, it has been found that there are 
address description fields in various information systems, and this address description 
field is universal. For the same device, the description of its address is very close 
in different systems. Therefore, this article proposes a data fusion method based 
on address description information matching, which matches the device address 
fields of each system one by one. If there are two pieces of data in two systems 
and the description information of their address fields is the same, it is considered 
that their description object is the same device. However, due to the differences in 
the basis for address standardization, not all addresses can be completely matched 
successfully. This article adopts a similarity sorting method. For addresses that cannot 
be completely matched, they are sorted according to the similarity coefficient of 
the matching results. The pair of data with the highest similarity is considered as a 
description of the same device. According to this method, data in various information 
systems of the distribution network is matched to achieve deep cross system fusion 
of data.
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Fig. 6.1 Electric data fusion based on address matching 

6.4 Implementation of Rapid Construction of Digital Twins 
in Distribution Network Based on Data Driven 

The digital twin model of the state grid specification refers to the grid information 
model established by the state grid company to realize the smart grid, specifically 
including the interaction specification of the three-dimensional design model of the 
power transmission and transformation project, the basic function specification of the 
software, the modeling specification, etc. The state grid digital twin model includes 
substation, converter station, overhead transmission line and other units. Each elec-
trical unit is divided into several basic geometries and modeled by hierarchical divi-
sion. Its model structure is similar to the digital twin structure. Taking substation as 
an example, its modeling uses conventional geometry and special geometry, and is 
described by a set of control parameters. Conventional geometry is the most basic 
geometric unit, while special geometry is a common part of substation equipment and 
materials, including bushing, insulator string, mounting plate, terminal board, etc. In 
the process of modeling, basic elements are first combined into various components, 
and then each component is combined into equipment.
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6.4.1 Feature Extraction and Monitoring of Power 
Equipment Operation State 

The association rules are used to build a rule base in the digital twin model established 
above to describe the operation logic of power equipment under normal conditions. 
The formal definition of the association rules for the operating state characteristics 
of power equipment is shown in the following formula. 

D: � KV (6.2) 

In Formula 6.2, D represents the condition of the association rule for the operating 
state characteristics of power equipment; K refers to association rules; V represents 
the association result, that is, the operating state characteristics of power equipment. 
Compare the associated state feature with the rule in the rule base, calculate the 
comparison between the state feature and the reference feature, and calculate the 
similarity of the two features. The calculation formula is as follows. 

⎧ 
⎨ 

⎩ 

RY F = UK  · BK  
UK  = count(ε ∩ δ) · GV N  
BK  = support(ε ∩ δ) · PO  K  

(6.3) 

In Formula 6.3, RYF represents the similarity between the current power equip-
ment operating state characteristics and the reference state characteristics; UK repre-
sents the reliability of state characteristics of electric equipment; BK represents the 
support degree of state characteristics of power equipment; ε Represents the associa-
tion result of the g-th power equipment in 10 kV distribution network; δ Indicates the 
reference rule; GVN indicates the quantity of status quantity in the rule base; POK 
indicates the number of transactions associated with conditions in the rule base. 
A monitoring threshold is set here. If the similarity is greater than this threshold, it 
means that the operating status of power equipment is relatively similar to the normal 
operating status in the rule base, and the operating status is normal. Otherwise, it 
is abnormal to determine the operation status of power equipment according to the 
threshold value, output the monitoring results, and then complete the operation status 
monitoring of 10 kV distribution network power equipment. 

In the modeling phase, the existing data model of the State Grid is taken as the basic 
standard model, and the physical entities to be established as digital twins are disas-
sembled into various basic components, which are combined into models and models 
layer by layer, so as to realize the virtual mapping of physical entities into three-
dimensional digital models, and the corresponding models can realistically repro-
duce the appearance, geometry, motion structure, geometric association and other 
attributes of physical entities in the virtual space, It is established by combining the 
spatial motion law of solid objects. The simulation phase is based on the constructed 
three-dimensional digital model, combined with the physical laws and mechanisms 
of structure, heat, electromagnetism, fluid, etc., to calculate, analyze and predict the
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future state of physical entities, so as to establish the correlation between the digital 
twins and the digital twins. The final digital twins are composed of one or more unit 
level digital twins according to the level and association relationship, so as to realize 
the generation of digital twins. 

Substation equipment fault alarm is an application of Prophet Maturity Oriented 
Operation, Maintenance and Repair of Substation Equipment in Distribution 
Network. Through sorting out data indicators such as substation power equipment, 
indoor and outdoor environmental data, power tunnel gas, security alarm, equip-
ment control, cable temperature, etc., various experiences are transformed into alarm 
templates in the monitoring system to achieve online real-time monitoring, and 
post accident alarm is transformed into pre accident early warning and accident 
time control; The manual fault judgment is transformed into technical and regular 
automatic judgment. 

The application of power grid operation management and equipment operation, 
maintenance and repair is also an advanced stage of intelligent distribution network 
construction. Through intelligent decision-making brain, the balance between unified 
management and control and digital twins of substations and digital twins of trans-
mission lines can be achieved. In this way, the coordination and optimal operation of 
each link of the distribution network and the power system, as well as the problem 
location, isolation, recovery and load transfer under fault conditions can be realized; 
Taking the distribution network intelligent operation and maintenance management 
and control platform mentioned in the planning of “State Grid Corporation of China’s 
top level design technology route for intelligent distribution network” as an example, 
based on the distribution network big data, and using artificial intelligence tech-
nology, it provides intelligent decision-making and collaborative command for the 
distribution network operation and maintenance management, realizes the level by 
level control of “state grid province city county substation” vertically, and realizes the 
level by level control of “station line substation” of distribution network distribution 
and transformation equipment horizontally. 

6.4.2 Building the Electric Supply Reliability Evaluation 
Model for Distribution Network 

The overall architecture of the distribution network digital twin system is mainly 
divided into three parts: data collection, data construction and application services. 

As  is  shown in Fig.  6.1, data collection corresponds to data source and data input 
layer, and is mainly used for the collection of multi-source heterogeneous twins. The 
digital twin management platform of electric power supply company is horizontally 
connected with all disciplines of the power grid and vertically connected with the 
whole business of the power grid, so as to realize the digital twin collection of decen-
tralized construction of all departments and disciplines. These twins are scattered in 
origin, diverse in structure and huge in size. The main task of the collection is to
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integrate the core elements of the three digital twins, including model, attribute and 
association. 

For the unconsolidated digital model and the model specified by the State Grid, 
as these models already have the basic elements of digital twins, the model structure 
can be extended during integration, and this model can be used as the standard format 
of the management platform. These formats are normalized to meet the requirements 
of twin system nanotube. Integration of attributes and associations. 

As  is  shown in Fig.  6.2, the business data, sensing and monitoring data and other 
attributes of the twin of each specialty of the power grid are all derived from the 
data middle platform. To avoid repeated storage of data, the attribute data of the data 
middle platform is unified. The association relationship is bound by the physical 
object. During integration, it should be required and checked whether the model has 
and conforms to the unified physical coding rules of the power grid. 

The data layer construction part mainly corresponds to the data layer and compo-
nent layer, and is used to realize the core data management of the digital twin 
management platform. The digital twin management platform builds a twin model 
database through data collection to realize the centralized storage and management 
of multi-dimensional, cross professional, and format normalized twin data. Through 
the unique identifier entity of the model, it associates various types of business and 
perception data and mapping relationships of the data center, serving the reuse of the 
later twins.

Fig. 6.2 Electric distribution network digital twin system architecture 
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At the same time, the construction of the model database continues to use the 
construction technical framework of the data center, providing technical preparation 
for the later integration and expansion of the data center. 

The application service mainly corresponds to the application layer, and is used 
to realize various specific applications of the digital twin management platform. 
The application service capability of this digital twin management platform is 
supported by basic management components such as directory system unification, 
visual display, spatial coordinate registration, attribute editing, scene combination, 
data retrieval, etc., to build the basic application functions of the platform, and realize 
the twin upload and warehousing, in warehouse management, outbound sharing and 
distribution functions. 

6.5 Application Results 

Most of the power equipment has been used for more than 5 years, and short circuit 
fault and open circuit fault often occur under long-term load operation, meeting the 
experimental requirements. The traditional method is selected as the comparison 
method. From the experimental results, it can be seen that the monitoring results are 
basically consistent with the actual situation, which shows that the methods involved 
in this paper can complete the task of monitoring the operation status of power 
equipment in the distribution network. The response time and missed detection rate 
are taken as the evaluation indexes of the response performance and accuracy of 
the monitoring method. With the number of electrical equipment as the variable, 
each monitoring time is 30 min. During the monitoring cycle, the response time of 
the monitoring results is recorded and analyzed. The starting time is to obtain the 
operating status signal of electrical equipment, and the end time is to output the 
monitoring results. The experimental data is recorded using electronic forms. 

According to the experimental results, the response time of the digital twin method 
involved in this paper is short and the response speed is fast. Although the response 
time will be extended with the increase of the number of monitored data objects, 
the growth rate is small, and the shortest response time is 0.09 s. When the number 
of monitored objects reaches 100, the response time of this method is only 0.37 s, 
and the monitoring response time is controlled within 1 s, which is small and can 
be ignored. The experimental results show that the digital twin method designed in 
this paper can achieve real-time monitoring of the operation status of power equip-
ment in distribution network. The response time of traditional methods is relatively 
long and slow, and the response time will be greatly extended with the increase of 
the number of monitored objects. Therefore, the experiment proves that the design 
method is superior to the two traditional methods in response performance. Although 
the leakage rate will increase with the increase of monitoring time, the growth rate is 
relatively small. The method based on digital twin technology can basically control 
the leakage rate within 1%, which meets the requirements of relevant specifica-
tions. The leakage rate of traditional methods in the operation state monitoring of
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power equipment in distribution network is much higher than that of design methods. 
Therefore, this experiment has proved that the design method is also better than the 
traditional method in accuracy, and is more suitable for the operation state monitoring 
of power equipment in 10 kV distribution network. 
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Chapter 7 
Research and Implementation 
of Building a Digital Twin Model 
for Electric Grid Based on Deep Learning 

Junfeng Qiao, Zhimin He, Hai Yu, LianTeng Shen, and Xiaodong Du 

Abstract In the production of the power industry, digital twin technology is mainly 
used for the dispatch and distribution of electricity. Through real-time monitoring 
and analysis of key indicators in the dispatch center of the power company, the oper-
ation level and power supply service quality of the power company are improved. 
At present, the digital twin applications in the power industry are mainly used for 
indicator monitoring and process analysis, with the main goal of monitoring being 
existing collected data, lacking real-time analysis of higher-order data. With the 
continuous expansion of electricity consumption scale, the electricity demand of elec-
tricity customers is also becoming increasingly rich, which correspondingly drives 
the data generated in various business processes of power enterprises to develop 
towards a trend of high-dimensional and high-order. Traditional data processing and 
mining technologies are no longer able to quickly characterize and describe such 
high-order and high-dimensional data. Only by utilizing more efficient data analysis 
methods can we meet the current demand for power digital twin services. This article 
proposes a method for constructing a power grid digital twin model based on deep 
learning methods, which conducts deep learning on high-dimensional and high-order 
data in the power grid, identifies its features, and constructs a data category classifier 
to promote the construction of a power grid digital twin model that is more needed 
for load power business analysis, and improve the usability and applicability of the 
power grid digital twin model.
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7.1 Introduction 

The variety and quantity of equipment in power production are abundant, and using 
digital twin technology to model and simulate the business process of power will 
undoubtedly face huge performance bottlenecks [1]. In order to overcome this 
problem, it is necessary to conduct in-depth research and analysis on existing digital 
twin models and related technologies, and identify the key factors that prevent digital 
twin models from quickly and accurately describing power business scenarios [2]. 
Intelligent sensors are the grippers of data collection, and digital twin models accu-
rately and real-time describe the state of the power grid by obtaining the most real-
time data from intelligent sensors. Only when the real-time data in the digital twin 
model can be consistent with the current situation of power operation in reality, can 
the power business analysis based on the digital twin model have practical signifi-
cance. Otherwise, the lagged data description model will lose most of its analytical 
significance [3]. Taking the distribution network planning business as an example, the 
distribution network is directly associated with users to allocate and supply electricity, 
which is the most direct window for interaction with users. Electricity customers use 
the distribution network to perceive the power supply services of the grid [4]. 

Building a scientific and effective digital twin model for distribution networks 
and providing guidance for distribution network planning is the most urgent need 
for distribution network planning work. The expansion and design of future distribu-
tion network development must rely on real-time distribution network related data. 
However, with the large-scale integration of new energy, the state of the distribution 
network is rapidly changing, with frequencies reaching the minute level. The tradi-
tional evaluation method uses the entire network data of time section as the basis 
for planning the distribution network, and in the current development situation of 
the distribution network, it is no longer possible to implement truly effective evalua-
tion [5]. Therefore, more efficient data collection strategies and methods are needed, 
first ensuring the accuracy and real-time nature of the basic data. Based on this, a 
planning analysis model is constructed to achieve the planning of the distribution 
network [6]. Therefore, the key to the success of the construction of the digital twin 
model proposed in this article lies in the rapid acquisition of transient, steady-state 
data, and other related real-time state variables of the power grid. 

7.2 Related Work 

The key to digital twinning of power equipment currently lies in preparing for real-
time and complete data collection, abstracting power business from scenarios into 
digital description models in virtual space. The most critical entity in the power 
industry is power equipment, which is the entire embodiment of the power grid entity. 
Whether it is in the power generation or supply process, the carrier of all business is
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power equipment. Therefore, in order to abstract and simulate the process of elec-
tricity, it is first necessary to develop a scientific and efficient data collection plan for 
device description [7]. At present, the main collection devices for power equipment 
are wired collectors, including energy meters and Android based vertical and mobile 
handheld terminals [8]. The sensors of these collection devices are very sensitive, and 
their collection frequency and speed are first-class, reaching the second level, which 
is sufficient for business analysis based on digital twin models. However, there are 
still some data, such as device temperature, device images, videos, and other descrip-
tive data that cannot achieve a minute level collection frequency [9]. And the speed 
of transmitting data back to data centers such as data centers after data collection 
is also constrained by bandwidth transmission bottlenecks, so corresponding new 
methods must be developed to capture these types of data. Since it is not possible 
to directly and quickly obtain the required relevant data, other processing methods 
can only be used to process or simulate the missing data, or even create fake data 
to replace the required real data [10]. False data does not mean that the data cannot 
be used. If simulated false data can reflect the real power grid status or parameters, 
then these data can also meet the needs of business analysis. The data simulation 
method proposed in this article requires the use of the currently hottest and most 
popular artificial intelligence method, namely the deep learning algorithm. Through 
deep learning algorithm, the features of real data that cannot be obtained in reality 
are solved and simulated, and then the necessary basic data is generated based on 
these features. 

Deep learning algorithms are currently widely used in the field of image 
processing, such as the widely used face recognition technology, which widely 
uses deep learning algorithms. Human beings are almost unable to understand and 
imagine data that exceeds three dimensions, and their analysis of data that exceeds 
three dimensions is also powerless. Deep learning algorithms can replace humans in 
abstracting data from multiple dimensions, completing analysis of high-dimensional 
data, and outputting results according to preset analysis logic [11]. This article applies 
deep learning algorithms to learn historical data and obtain the desired data features 
of the future state. Then, based on the sample information in the historical data, 
the two are combined to obtain a complete target data-set of the future state. The 
United States initially applied deep learning algorithms to the military and aerospace 
fields, by collecting a large amount of surrounding environmental data of spacecraft 
and combining it with internal state data to predict the future attitude and state of 
spacecraft, providing decision support for ground command systems.
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7.3 Research on Power Grid Digital Twin Model Based 
on Deep Learning 

This article uses multiple types of databases to store the operating status and equip-
ment parameters of the power grid, as well as other related archival data. This is 
because the data generation carriers and description objects in various fields of power 
operation are different. Therefore, the data types and structures are rich, with over 4 
types of data structures. Therefore, the data platform of this article also supports the 
access of various types of power data. 

7.3.1 Data Description Model for Power Equipment 
Collection 

The data of power equipment includes static data and floating state data. Static data 
refers to fixed and unchanging data such as equipment type, equipment manufac-
turer, equipment address, equipment capacity, and voltage level. Floating dynamic 
data includes data such as equipment operating voltage, passing current, equipment 
resistance value, and equipment opening and closing state. These data change with 
changes in power operation status, and the speed of data change is even lower than 
1 s.  

There are also some power data that can be collected at low frequencies or even 
cannot be collected, such as real-time images and video data of devices. In power 
voltage transformation and transformer stations, there are video monitoring devices 
that monitor the core important equipment in the station. For some devices that 
are not of high voltage level or not important to your mother outdoors, there is no 
corresponding video and image acquisition equipment for data collection, which is 
due to economic and other reasons. However, with the rapid development of the power 
grid, these data have become increasingly necessary. Only with real-time image and 
video data can the equipment in the power grid be fully and accurately described, and 
a scientific and effective digital twin model can be constructed to achieve objective 
and effective evaluation and analysis of the power grid. 

As is shown in Fig. 7.1, the data collection in the power system is mainly divided 
into static collection devices and dynamic collection devices, and meteorological, 
temperature, and video data must be dynamically collected. Even if the corresponding 
image and video data can be collected, the transmission and storage of these data 
still have significant problems under the current power grid state. This is because 
image and video data usually occupy a large storage space and require the purchase 
of expensive and large amounts of storage devices, which will undoubtedly hinder 
the cost-effectiveness of the analysis results.
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Fig. 7.1 Schematic diagram of electric power data collection 

7.3.2 Research on the Description Method of Power 
Equipment Simulation Data 

As mentioned in the previous section, for device images, videos, and other state 
parameters that cannot be obtained but must be obtained, they must be simulated to 
obtain the required data. The application of data simulation methods must conform 
to the true and objective image of the described object in order to obtain effective 
data results. Otherwise, data simulation will fail, and the results of data simulation 
cannot be truly applied, so these tasks will become useless. 

As  is  shown in Fig.  7.2, this article utilizes deep learning as an intelligent algorithm 
for feature extraction and sample training of target data requiring solutions. Building 
a data feature library is a difficult task, and the method adopted in this article is 
machine learning, which requires analysis in two different situations. If the collection 
frequency is relatively low and you want to obtain higher frequency data, you can 
directly use the data simulation algorithm to extract the data from the two collection 
sections, and smooth it based on historical data. You can take the average value or use 
similarity algorithms to determine the missing high-frequency data based on the trend 
of data changes. This method treats the data obtained from the required solution as 
missing data, and uses rich data completion algorithms to complete the missing data, 
resulting in the uncollected data in the high-frequency data. For data that is difficult 
to collect, it is necessary to perform directional extraction of its features. Firstly, 
based on other available data that can be collected, manually annotate and fill in the 
data that cannot be collected. Then, using artificial intelligence machine learning 
algorithms, a connection feature library is constructed between the collectable data 
and the annotated result data, and continuous learning and training are conducted to 
ultimately obtain a data classifier. Continuously iterate new sample data and improve 
the classifier until its classification results are relatively stable. Finally, by inputting 
other data that cannot be collected at the same time as the required solution, the 
solver outputs the target data to obtain the data object to be simulated.
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Fig. 7.2 Schematic diagram of electric power data collection 

7.4 Implementation and Application of Power Grid Digital 
Twin Model Based on Deep Learning 

7.4.1 Implementation of Power Grid Digital Twin Model 
Based on Deep Learning 

As is shown in Fig. 7.3, after obtaining the full amount of power entity description 
data, it is simulated and solved to obtain a standardized power description model, 
which is then transformed into a power digital twin model. The first step is to estab-
lish a standardized description information model for power equipment and power 
operation data, and use the graph description model to construct a unified descrip-
tion of power equipment. For a data description model that was originally relational, 
convert it into a corresponding graph description model. If the relationship description 
model cannot be one-to-one mapped to the topology structure, manual intervention is 
needed to transform its relationship structure and find its corresponding and mapping 
method. Then generate a unified graph structure conversion method, forming an auto-
mated tool that can achieve automated conversion in future data conversion. At the 
same time, it is also necessary to consider the corresponding methods of different 
conversion methods. For different conversion methods, corresponding identification 
should be provided to identify which data the method can apply to. When encoun-
tering data with load conversion conditions, the conversion should be carried out 
directly. When encountering data that does not meet the conditions, it should be 
pushed to the conversion method with load conversion conditions.

The second step is to construct a digital twin model of the power grid, and through 
deep learning, integrate the obtained analog data into the entire digital twin model. At 
the same time, it is necessary to sort out the correlation between simulated data and 
objective data to obtain its data association model. For a well constructed digital twin 
model, it is not static and needs to be continuously adjusted according to business 
needs. For different business data call requests, it is necessary to parse the business
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Fig. 7.3 Building digital twin model for electric power scenarios

request analysis work order to determine the required data type, data structure, and 
data volume. Then update the existing digital twin model, identify the missing parts 
in the existing digital twin model, and extract them from the data source. Meanwhile, 
if excess data is not used for a long time or its usage frequency is lower than the set 
threshold, it will be removed from the digital twin model. 

Finally, in the completed digital twin model, new business call requests are contin-
uously iterated, and the existing digital twin model is constantly updated. For newly 
added new businesses, the corresponding digital twin model needs to be rebuilt. 
Repeat the above process to improve the usability and scientific of the digital twin 
model. 

7.4.2 Application of Power Grid Digital Twin Model Based 
on Deep Learning 

There are many real-time analysis requirements in the power business, leaving a lot 
of room for digital twin models. Firstly, in the field of marketing, power customer 
service requires a large amount of real-time data to grasp and analyze customers’ 
electricity needs and complaint lists. Therefore, power customer service requires 
real-time digital twin models to provide efficient and fast analysis services. 

In the maintenance business of power equipment, business analysis services 
provided by digital twin models are also needed. Power equipment maintenance 
requires real-time mastery and analysis of the operating status and environmental 
parameters of all equipment in the power grid. Through indicator comparison and 
mining analysis, hidden dangers of the equipment in operation are identified, and 
early warning and judgment of the equipment’s faults are carried out based on certain 
business guidance opinions.
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As is shown in Fig. 7.4, the digital twin model is applied in power customer 
service, power equipment maintenance, and power grid operation control. The digital 
twin model based on deep learning studied in this article has been applied in power 
marketing and power equipment operation and maintenance business, and has been 
connected to the historical data of over 50,000 low-voltage equipment in the distribu-
tion network over the past year. It provides basic model support for equipment main-
tenance, fault warning, and improvement of power customer service efficiency, and 
provides decision support opinions. Through demonstration applications, the digital 
twin model based on deep learning proposed in this article can improve the efficiency 
of fault warning by over 2%, achieve a fault prediction accuracy of 99% in urban 
distribution networks, and over 85% in rural power grids. At the customer service 
center, the digital twin model studied in this article can provide real-time work order 
data for customer service personnel, provide second level data extraction services 
for customer service personnel to grasp the electricity needs of electricity customers, 
improve customer service efficiency, and improve customer service satisfaction. 

As shown in Fig. 7.5, in electric power equipment fault prediction, this model 
obtains data corresponding to all factors affecting power equipment fault, including 
transformer oil and gas data, voltage, current and power data carried by the equip-
ment, and electrical attribute data of the equipment itself. These data are input into 
the digital twin model as the dependent data set of power equipment fault prediction. 
Then, based on the long-term and short-term memory neural network prediction algo-
rithm, the correlation characteristics between the data corresponding to these influ-
encing factors are calculated, and then mapped to equipment faults in the time series 
dimension. Construct a refined fault diagnosis method for power equipment using a 
hybrid driven approach of data mechanism models and data models. The application 
of this model provides an algorithmic basis for power equipment fault prediction,

Fig. 7.4 Application of digital twin model in electric power scenarios 
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Fig. 7.5 Application of digital twin model in prediction of electric equipment 

and has higher prediction accuracy compared to traditional single indicator prediction 
methods such as time series. 

7.5 Conclusion 

In summary, the digital twin model construction method proposed in this article can 
accelerate the performance of data analysis, simplify the process of data analysis 
structurally, and meet the needs of digital twin models for power equipment mainte-
nance and power customer service businesses functionally. The key to the success of 
this method lies in the application of deep learning models, which incorporate more 
power data, fill in some low frequency data, improve data frequency, and provide 
more accurate data for data analysis. For some data that cannot be obtained, artificial 
intelligence deep learning algorithms are used to simulate and learn features based on 
data features, and combined with manual annotation results, the data feature classifier 
is constructed. By inputting the relevant data of the new data object to be simulated, 
the data set of the mock object is obtained, which fills the data gap. Whether in 
data completion or data simulation, this model can meet the actual needs of power 
analysis. 
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Chapter 8 
Design of Assistant System for Basketball 
Shooting Training of Teenagers Based 
on Deep Learning 

Ma Mingyu and Ramir Santos Austria 

Abstract At present, there are some phenomena in the development of campus 
basketball, such as insufficient training venues, low coaching level of coaches, imper-
fect competition system and unbalanced regional development, which will inevitably 
affect the development of campus basketball characteristic sports. Shooting is the 
main offensive technique of basketball and the only means to score points. Therefore, 
in order to meet the requirements of automatic action evaluation in basketball, this 
paper develops a teenagers’ basketball shooting training assistant system based on 
deep learning, and uses YOLOv4 to classify the influence of basketball frame by 
frame. In order to analyze the shot information and flight trajectory of basketball, 
this paper realizes basketball detection by improving Hough transform. The research 
results show that compared with the traditional training methods, the fine movements 
obtained by the teenagers’ basketball shooting training assistant system in this paper 
have certain advantages and can bring better teaching effect. 

8.1 Introduction 

Shooting is the main offensive technique of basketball and the only means to score 
points. The key to the success or failure of a basketball game is to score in the 
basket, so it is of great significance to better use and master shooting techniques and 
improve the shooting percentage [1]. Shooting is the most basic and important thing 
in basketball. The ultimate goal of the cooperation among players, the application of 
skills and tactics and the command of coaches in the game is to score points. In ordi-
nary shooting training, one or two people are generally used to conduct antagonistic 
and disturbing shooting training for a shooter, but this method is easily influenced 
by many factors such as the personal ability, height and defensive action of the 
defender, and cannot achieve complete results. In a fierce competition, teenagers are
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subjected to various psychological stimuli for a long time, and psychological factors 
are particularly important. Teenagers should be good at adjusting and controlling 
their psychological activities in the competition in order to exert their maximum 
sports potential. 

Whether the rules are changed or the techniques and tactics are updated, the 
shooting percentage is always one of the important factors that determines the 
outcome of the game, especially in today’s increasingly fierce basketball competition, 
the shooting percentage of free throws shows its position that cannot be ignored [2, 3]. 
If the data in basketball can be quantitatively analyzed by using sports mechanics and 
mathematics, and the exact solution can be obtained, targeted training can be carried 
out, which can quickly improve the level of basketball players. Literature [4] studies 
the real-time rotation of projectile, and realizes the accurate judgment of throwing 
action. Literature [5] uses the distance information between all joints contained in 
the previous image and the distance information between each joint point in the 
current image and the joint point corresponding to the reference action to describe 
the information of the athlete’s deviation characteristics, posture characteristics and 
movement characteristics. In sports, basketball is a high-intensity, intermittent and 
long-lasting sport. Therefore, basketball players are required to have good physical 
fitness and be able to show their best state and effect in basketball matches [6, 7]. 

As a basketball educator, we must think about the development and future of 
basketball in the context of unprecedented attention and full promotion of campus 
football. The different treatment of football and basketball at this time has compli-
cated practical and social factors. This is not only traced back to the influence of 
football in the world, the present situation and problems of football development 
in China, but also closely related to the present situation of basketball development 
[8]. Therefore, in order to meet the requirements of automatic action evaluation 
in basketball, this paper develops a teenager’s basketball shooting training assistant 
system based on deep learning, and uses YOLOv4 to classify the influence of basket-
ball frame by frame. In order to analyze the shot information and flight trajectory 
of basketball, this paper realizes basketball detection by improving Hough trans-
form. By summarizing these parameters, we can get the shooting characteristics of 
teenagers, thus standardizing teenagers’ behavior and improving teaching quality. 

8.2 Research Method 

8.2.1 System Overall Design 

Modern basketball continues to develop in the direction of high altitude, high speed 
and superb technical movements, which is not only a confrontation between tech-
nology, tactics, psychology and intelligence, but also a physical confrontation. In the 
basketball game, athletes should not only have a certain ability of quick sprint, but
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also need good endurance. When the score advantage is large, the athletes’ psycho-
logical state is relatively stable, the pressure is relatively small, and they can play 
calmly and maintain a high shooting percentage. When athletes enter the game with 
emotion, it will have a serious impact on the shooting percentage, and they will 
become more impatient after missing the shot, leading to the loss of the game. In 
training, we should arrange the training content reasonably according to the age 
characteristics of athletes, pay attention to the training of core strength, and know 
the reasonable distribution of physical strength in the competition, so that the whole 
audience can maintain a good shooting percentage. 

At present, there are some phenomena in the development of campus basket-
ball, such as insufficient training venues, low coaching level of coaches, imperfect 
competition system and unbalanced regional development. These phenomena will 
inevitably affect the development of campus basketball characteristic sports. In order 
to solve the problems comprehensively and thoroughly, it is necessary to improve 
the implementation mechanism. Although the change of the competent department 
of top-level design has created a favorable space for campus basketball, the greater 
institutional obstacle lies in the education system itself [9]. The education system 
dominated by the college entrance examination makes academic work an impor-
tant factor restricting the development of campus basketball. However, in basketball 
education itself, the idea of the supremacy of the competition has long occupied a 
dominant position. Instead of making basketball a popular and entertaining teenagers 
sport, it makes basketball confined to professional basketball players and special 
students. 

The main factors affecting the shooting percentage are: shooting distance, air 
resistance, shooting speed, shooting height, basketball rotation, athletes’ physical 
movement parameters (such as shoulder and hip angle, shoulder chain angle, foot 
and hip angle, knee angle, trunk angle, displacement of body center of gravity, etc.), 
athletes’ psychological quality and technical and tactical level. How to obtain effec-
tive location cloud data is the key to human recovery and reconstruction. Traditional 
contact measurement and non-contact measurement point cloud data formats are 
different, because there are differences in the process of machine scanning object 
parameters. In order to build an efficient basketball teaching and training assistant 
system, we can use image processing technology to mark the joint points of the arm 
and analyze the athlete’s movement trajectory, so as to restore the athlete’s tech-
nical movements and obtain the required parameters. The best shooting data can be 
obtained by calculation, so that athletes can be trained continuously with the same 
shooting data to form muscle memory, and the shooting accuracy can be effectively 
improved [10, 11]. 

For a long time, the attitude of our campus in recruiting basketball talents has 
always been that as long as we have a talent for basketball or a skill in basketball, we 
have almost no requirements for the level of cultural knowledge, which objectively 
leads to the overwhelming majority of teenagers not paying attention to the learning 
of cultural knowledge at all, and even many parents and teachers think that sports 
students do not need to strengthen the learning of cultural knowledge. At present, the
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students of high-level college basketball teams in China mostly come from profes-
sional teams, sports schools and traditional sports middle schools. However, due to 
the restriction of the competition system, primary and secondary schools are char-
acterized by short-term utilitarian behavior of sports training, and only pay attention 
to ranking and winning the championship at their level, ignoring the selection of 
materials and systematic training, resulting in some promising talents “precocious”, 
and it is impossible to improve their sports performance at the university level, or 
the improvement rate is very small [12]. 

Teenagers’ basketball shooting training assistant system uses Microsoft’s Kinect, 
magnetic tracking equipment and data gloves to obtain the speed, angle and height of 
the player’s shot in the real scene, submit it to the system for calculation, and display 
the shooting situation of the virtual player on the screen. At the same time, the 
system gives tips such as the best shot angle and the minimum shot speed according 
to the athlete’s shooting situation to assist the athlete’s training. Teenagers’ basketball 
shooting training auxiliary system structure as shown in Fig. 8.1. 

The system is divided into four modules: sports data collection, data processing, 
sports data analysis and dribbling animation. Sports data collection. 

Sports data collection. Including collecting basketball players’ pitching and drib-
bling data, collecting high-level players’ sports information, and establishing a stan-
dard dribbling database, which laid the foundation for auxiliary training; Sports data 
processing. Including shadow joint information recovery; Motion redirection data

Fig. 8.1 Teenagers’ basketball shooting training assistant system structure 
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analysis. It is to give training guidance according to the comparison results between 
the information movement of trainers and the movements of high-level basketball 
players, so as to quickly improve the level of coaches; Dribble animation. The anima-
tion is driven by capturing the motion data file, and the virtual human body is driven, 
which represents the dribbling motion of the body. 

Using Microsoft’s Kinect, the shooting speed and posture of athletes in real scenes 
are obtained, and the shooting situation of virtual athletes is displayed on the screen. 
Basketball has a physical material, and it will bounce after landing. After training, 
you can register online, and then send the score to a remote server to record your 
current score, or you can update your score and check the previous scores. 

8.2.2 Key Technology Realization 

From the perspective of international influence, the influence of basketball is far 
greater than that of football. Professional basketball is widely spread in China, and 
the basketball leagues of all schools have a relatively complete scale. Both the school 
and teenagers actively hold basketball leagues to promote sports exchanges between 
campuses. However, the influence and popularity of football on campus are low. 
Under the background of the all-round development of campus football, only by 
correctly facing the pressure and challenges, turning difficulties into opportunities 
and seeking reform breakthroughs can we help campus basketball grow stronger. 

In the fierce competition field, physical contact between athletes is frequent, and 
referees will inevitably have some misjudgments and missed judgments. If athletes 
do not make mental preparations in advance, their emotions will fluctuate greatly, 
and they will express dissatisfaction with referees and opponents. There are many 
technical action methods of shooting, which can be divided into one-handed shooting 
and two-handed shooting according to different holding methods, such as in-situ one-
handed shoulder shooting, one-handed low-handed basket shooting, in-situ jump 
shooting, sudden stop jump shooting, make-up basket, dunk and so on. Athletes 
should choose suitable shooting methods according to their own style of play and 
position characteristics and carry out systematic training. We should combine the 
actual situation, carry out targeted research and practice, strive to be targeted in 
teaching and training, and effectively solve the problem of shooting percentage in 
the game. 

Image understanding technology based on deep neural network is a hot spot in 
machine vision in recent years. The neural network framework with excellent model 
can quickly understand images and extract available information, and it takes up 
less computational resources. It has been gradually applied to embedded devices. 
Therefore, combining the target detection algorithm based on deep learning with the 
visual ranging technology, a ranging and positioning method based on the visual algo-
rithm with simple conditions, high precision and strong stability not only conforms 
to the development direction of technology, but also has very important practical 
significance to all aspects of production and life. Therefore, in order to meet the
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requirements of automatic action evaluation in basketball, this paper develops a 
teenagers’ basketball shooting training assistant system based on deep learning, and 
uses YOLOv4 to classify the influence of basketball frame by frame. In order to 
analyze the shot information and flight trajectory of basketball, this paper real-
izes basketball detection by improving Hough transform. By summarizing these 
parameters, we can get the shooting characteristics of teenagers, thus standardizing 
teenagers’ behavior and improving teaching quality. 

YOLOv4 model can accomplish the target detection task well, but its basic 
network, Darknet53, has many layers, complex structure, large parameters and high 
requirements for memory and computation, so it is difficult to be applied to mobile 
devices and embedded devices. Therefore, in this paper, the model is improved on the 
basis of YOLOv4 by combining with Mobilenetv3, and the feature of the image is 
extracted by using Mobilenetv3 as the basic network, and then the detection method 
of YOLOv4 is still adopted. The detection results of the same input picture are output 
on three different scales, and different anchors are selected on each scale to regress 
the bounding box of the target. The anchor size is obtained by k-means clustering. 
The loss function still selects the loss function in YOLOv4. The structural schematic 
diagram of YOLOv4 used for image classification is shown in Fig. 8.2.

Compared with YOLOv3, YOLOv4 has a big change in introducing CSPNet, 
which makes the skeleton network become CSPDarknet-53. Compared with Darknet-
53, CSPDarknet-53 network only improves the structure of the original basic module 
ResUnit. Compared with Resumit, after downsampling, the CSPUnit module shunts 
the features in the channel dimension, and only half of the features enter the original 
Resumit module, and then they are directly spliced with the other half of the features 
in the channel dimension, and finally undergo a convolution operation. 

The core idea of Hough transform is to map the image space to the parameter 
space by using the point-line duality between the graphic space and the parameter 
space, and to transform the global problems to be solved in the image space into 
local problems in the parameter space for solution. Based on the standard Hough 
transform, this paper proposes an improved method. The basic idea is to reduce the 
dimension of the accumulator and replace the multiple loop with a multidimensional 
array. It is known that in the image space, a circle can have the following parameter 
expressions:

{
x = a + r cos θ 
y = b + r sin θ 

(8.1) 

where (a, b) is the center of the circle, r is the radius of the circle, and θ is the 
included angle between the line connecting point (x, y) and the origin and the x 
axis. 

After the corresponding points in the image space are mapped to the parameter 
space, the formula of the circle is:
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Fig. 8.2 Schematic diagram 
of YOLOv4 structure for 
image classification

{
a = x − r cos θ 
b = y − r sin θ 

(8.2) 

The specific improvement steps are as follows: 

Initialize the Hough array matrix with a pixel of 1 in the pixel space and set the 
initial value of the variable; 
According to Formula (8.2), calculate the value of (a, b) as a non-negative integer, 
and record the statistical effective value to determine the index value of Hough 
array; 
According to the Hough index value, Hough array is constructed, which is mainly 
realized by the accumulator. At this time, the number of array layers is rmin − 
rmax;
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Find the layer with the largest cumulative value in the Hough array, which corre-
sponds to the circle with the most pixels in the image space, and the radius 
corresponding to the array is the radius r of the circle; 
Find the center of the positioning circle, and the average value of all (a, b) in the 
layer with the highest value is the center of the circle. 

Compared with the circle classical Hough transform, the improved algorithm 
firstly extracts the basketball foreground through Gaussian background modeling, 
further obtains the foreground edge map, and selects the positioning circle area, thus 
reducing the number of useless pixels in the image, thus shortening the detection 
time and improving the detection efficiency. 

8.3 Result Analysis 

There are 10 top international basketball players’ game images in the image database, 
and each player’s basketball action data contains about 15,000 images. The size of 
each frame is adjusted to 64 × 48, and then the frames are input into the designed 
framework for feature extraction. In order to train the parameters of the network, 
the random gradient descent algorithm is used in this paper, and the initial learning 
rate is set to 0.1. After 20,000 iterations, the learning rate becomes 0.001 and the 
momentum is set to 0.8. Data fitting adopts MATLAB; The working environment of 
the algorithm is Dell OPTIPLEX 390 with 4.00 GB memory and Intel (R)Core(TM) 
i5-2400 CPU. 

In this paper, the prediction results of free throw frames of one video unit of two 
teenagers are analyzed. As shown in Fig. 8.3, the acquisition result of a video unit 
of an athlete’s hand frame is as follows:

Professional athletes hit more than 90% of the free throws, and this time 13 of 
the 15 groups of free throws were hit. Obviously, the shooting angle of professional 
athletes has always been near the best shooting angle, which is also consistent with 
the conclusion in the paper. Therefore, a good free-throw technique should ensure 
that it still has strong stability when the physical strength is too high during the game. 
The best shot speed solves this problem, and at the same time, a good shot angle 
makes the allowable error of basketball entering the basket larger, which further 
improves the stability of the free-throw basket. 

The method proposed in this paper can help basketball players to better adapt 
to various training methods and tactical training, and quickly improve their perfor-
mance. The automatic scoring of the teenagers’ basketball shooting training assistant 
system (the algorithm proposed in this paper) and the traditional manual scoring in 
shooting evaluation are analyzed by linear regression to study their correlation, as 
shown in Fig. 8.4.

Each point represents the result of a test, the abscissa represents the evaluation 
score obtained by the automatic evaluation algorithm, and the ordinate represents 
the real value evaluated by the traditional training method. It can be seen that the
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Fig. 8.3 A video unit of the athlete obtains the result map by hand frame

Fig. 8.4 Correlation analysis of scoring

score of automatic evaluation algorithm is linear with that of the traditional training 
method. 

Compared with traditional training methods, the fine movements obtained by 
teenagers’ basketball shooting training assistant system in this paper have certain 
advantages and can bring better teaching effect. This combination of explanation 
and demonstration can greatly stimulate athletes’ senses, make them have a deeper 
memory and a deeper understanding of technology.
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8.4 Conclusion 

Shooting is the most basic and important thing in basketball. The ultimate goal of the 
cooperation among players, the application of skills and tactics and the command of 
coaches in the game is to score points. As a basketball educator, we must think about 
the development and future of basketball in the context of unprecedented attention 
and full promotion of campus football. In this paper, a teenagers’ basketball shooting 
training assistant system based on deep learning is developed to meet the needs of 
automatic action evaluation in basketball. By summarizing these parameters, we can 
get the shooting characteristics of teenagers, thus standardizing teenagers’ behavior 
and improving teaching quality. The research results show that compared with the 
traditional training methods, the fine movements obtained by teenagers’ basketball 
shooting training assistant system in this paper have certain advantages and can bring 
better teaching effect. 
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Chapter 9 
An Intelligent Arrangement Method 
for New Distribution Network Data 
Sharing Service 

Min Xu, Aihua Zhou, Xiaofeng Shen, Jingde Chen, Hua Gu, 
Chenhong Huang, Lin Peng, Nige Li, Gang Wang, He Wang, and Ning Wang 

Abstract With the extensive access of new power system distribution and distributed 
new energy, its data volume is also rapidly expanding, and the traditional relational 
database is difficult to support the elastic storage and topological relationship analysis 
of such a huge amount of data; At the same time, the amount of data between 
different businesses in the power grid is increasing exponentially. The traditional data 
architecture based on the tree organization relationship also causes a serious waste 
of resources and computing power to the background server. This paper innovatively 
designs an intelligent orchestration method for power distribution and distributed 
new energy data resources, defines the relevant component orchestration process 
according to different business scenarios, uses data extraction and conversion tools 
to access the power grid data center and real-time measurement center, obtains online 
and offline data resources of the power grid, and carries out the topology association 
orchestration of data with equipment as the core, The designed data model library 
will classify and store the collected data and distribute the strategy. The designed 
execution engine will instantiate the topology of the data required for the business 
of the strategy. The designed AI model will conduct in-depth learning and training 
of the topology instantiation data and add it to the designed state, so as to realize the 
intelligent closed-loop cycle.
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9.1 Introduction 

As an important production department of the power system, distribution enterprises 
undertake the important tasks of power transmission, transformation, distribution and 
power service, and their production business and technical management work is very 
heavy [1]. Distribution network management is also an important part of the produc-
tion management system of power supply enterprises. Due to the characteristics of 
the distribution network [2], such as wide geographical distribution, large amount of 
equipment under its jurisdiction, frequent changes, and so on, with the rapid develop-
ment of the national economy, the demand for electricity has increased significantly, 
and the traditional manual management has been difficult to meet the requirements 
of the construction and safe operation of the distribution network. During the “11th 
Five-Year Plan” period, the company implemented the “SG186” informatization 
project, and vigorously promoted the healthy, rapid and sustainable development of 
the company’s informatization system construction in accordance with the working 
idea of intensive and unified, strict regulation, pilot and steady progress. The distri-
bution network side has successively built and put into operation the production 
management information system (PMS), power supply service command system [3], 
integrated line loss and power management system and other distribution network 
management information systems, It has made remarkable achievements in the infras-
tructure, operation and maintenance, maintenance, dispatching, production and other 
aspects of the distribution network. However, with the evolution of new distribution 
network distributed new energy, electric vehicles, and mass end users to energy 
producers and sellers, the pressure on distribution network side consumption and 
distributed new energy grid connection services is increasing, and the data volume 
also shows an exponential growth trend, The traditional data arrangement architec-
ture based on relational database is difficult to adapt to the analysis and storage of 
massive data sources, and the existing distribution network management information 
system still has problems such as numerous information systems, poor management 
integration, lack of communication between disciplines [4], data islands and so on, 
which restrict the new distribution network situation awareness, deductive analysis 
and operation control capabilities characterized by large-scale distributed new energy 
access [5]. By applying artificial intelligence technology to data orchestration, the 
transformation from “automation” to “intelligence” is achieved. Through cross plat-
form and business user data integration, an intelligent algorithmic data orchestration 
architecture is designed, which intelligently orchestrates the correlation and topolog-
ical relationships between data based on data scale and business domains, solving the 
huge pressure on servers caused by repeated retrieval queries caused by traditional 
data classification and blocking, By using topology association to achieve intelli-
gent recommendation and panoramic display of associated data based on data scale, 
efficient data intelligent organization can be achieved, greatly avoiding duplicate 
retrieval and calculation of data, and reducing server operating pressure. The data 
retrieval of traditional business system relational database is based on the Tree struc-
ture data of organization relationship. Taking equipment query as an example, when
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querying the account, you need to click the organization relationship, equipment 
name, account query and other buttons in turn. When querying the equipment status 
monitoring data, you need to repeat the above steps, that is, completing the equip-
ment monitoring and account query requires more than 6 data retrieval operations, 
not only the complicated operation process, It also causes serious waste of resources 
and computing power to the backend server. 

With the extensive access of new power system distribution and distributed new 
energy, its data volume is also rapidly expanding. The data volume generated by a 
single provincial power grid company’s optical statistical meter will reach the PB 
level within 5–10 years. The traditional relational database is difficult to support such 
a large amount of data for elastic storage and topological relationship analysis; At 
the same time, the amount of data between different businesses of the power grid 
is increasing exponentially. The way of unprocessed direct data sharing will bring 
huge pressure on the server resources. The traditional data architecture based on the 
tree organization relationship, simple query and retrieval operations require multiple 
clicks to select, not only causing the complexity of the operation, but also causing a 
serious waste of resources and computing power to the background server [6]. 

9.2 A New Energy Distribution Data Configuration Method 

This paper designs an intelligent closed loop business data orchestration method. By 
applying artificial intelligence technology to data orchestration, the transformation 
from “automation” to “intelligence” is realized. Through data integration across 
platforms and business users, the data orchestration architecture based on intelligent 
algorithms is designed [7], and the association and topological relationship between 
data is intelligently orchestrated according to data scale and business domain, solve 
the huge pressure on the server caused by the repeated retrieval and query of data 
caused by the traditional data classification and blocking, and realize the intelligent 
recommendation and panoramic display of the associated data according to the data 
scale through the topological association method, so as to achieve efficient data 
intelligent arrangement, greatly avoid the repeated retrieval and calculation of data, 
and reduce the pressure on the server operation. The specific algorithm is described 
in the following steps: 

Step 1: Use the data extraction and conversion tool to access the power grid data 
center and the real-time measurement center to obtain the power grid data resources. 
The power grid data is divided into offline data and online data. Data extraction 
tools can achieve intelligent extraction of temporal topology data in distribution 
networks. By collecting timestamp metadata stored in the topology inventory data of 
distribution and consumption through the power dedicated equipment management 
system, time information elements and their association with the topology model 
are automatically extracted. During topology data extraction, time dimension data is 
intelligently added to form temporal topology data, so we use data extraction tools 
to extract the offline data at the frequency of synchronization once an hour for the
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data center and use the conversion tool to convert the data format into the data format 
required by the system for easy storage, The data format mainly includes but is not 
limited to serial number, equipment ID, data content, responsible person, extraction 
time, etc.,The number of data types should be controlled within 100, the length of ID 
data is generally defined as an int integer, and the length is generally controlled within 
32 characters, and the subsequent associated query is performed through equipment 
ID. Online data uses the data extraction tool to extract real-time data from the real-
time measurement center at the frequency of synchronous acquisition once a minute 
and store it in the time series database after converting the format. The data format 
mainly includes but is not limited to serial number, equipment ID, status content, 
extraction time, etc. 

Step 2: Design the closed-loop business data intelligent orchestration method, as 
shown in Fig. 9.1. The topology association orchestration of the data is carried out 
with the device as the core. The method is to quickly build the data chain through 
the instantiation of the model according to the business needs, while monitoring 
and learning the implementation of the strategy, constantly optimizing the design of 
the model and strategy, and achieving efficient and robust data intelligent orchestra-
tion. The orchestration method is mainly divided into three modules: model library, 
execution engine and artificial intelligence module. 

Step 3: Classify the data collected in Step 1 into the model inventory storage, 
and store the data according to the data type, so as to improve the efficiency of 
data storage and analysis, as shown in Fig. 9.2. The model library is a tool library 
for orchestration methods, which realizes the modeling of resource, business, and 
system operation and maintenance. At the same time, it designs the entire process of 
business deployment and creates standardized strategies. The model base framework 
can reuse the models of resources, services and system operation and maintenance,

Fig. 9.1 Technical architecture of intelligent arrangement of power grid data sharing service 
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and design specific data formats and types according to different grid business fields, 
avoiding the repeated design of similar business requests, and improving the effi-
ciency of large-scale business arrangement. At the same time, the standardization 
strategy can make the design-state module shield the heterogeneity of various data 
sources in the execution engine, and improve the compatibility of the orchestration 
method. The model base is used to realize the modeling of resources, business, oper-
ation and maintenance and the generation of strategies. Based on the data center, it is 
reclassified according to the new business characteristics, and classified according to 
the division principle of “strong internal correlation and loose external coupling” of 
the data subject domain to form the digital platform data subject plan. At present, 16 
system data subject domains are planned, and 65 types of data entities are as shown 
in Fig. 9.2, covering SGCIM personnel, materials, projects, assets, power grids 8 
company-level data topics, such as customer, security and integration. Among them, 
structured offline data includes 52 types of data entities in data subject areas such as 
topology graph, equipment topology, equipment abnormality, operation and inspec-
tion, operation operation, power grid resources, engineering projects, basic manage-
ment, model management, graphic entities, location environment, security control, 
etc. All structured offline data are classified and stored in network graph database; 
Structured online real-time data includes 4 types of real-time data entities in the 
subject area of collected measurement data. After docking and integration from the 
measurement center, they are classified and stored in the TDEngine timing database to 
improve the efficiency of high-speed real-time data collection and response. Unstruc-
tured data are offline data, mainly including 9 types of data entities in three types of 
data subject areas, including 3D model, multimedia and GIS. Distributed file storage 
database is used for classified storage, and the file name rule is GUID_ Document 
type abbreviation_The file name is abbreviated, for example, the point cloud model 
file name of X substation is GUID_ SMDY_ XBDDYMX. Through the standardized 
naming method and data classification storage mechanism, data retrieval can auto-
matically conduct holographic topology and fast retrieval of the equipment’s related 
account, operation and maintenance, status, evaluation, organization relationship and 
other data throughout the life cycle of the equipment through the equipment object, 
greatly improving the retrieval efficiency and reducing the pressure on the server 
database and computing resources [8].

Step 4: The model base generates the strategy according to the business request 
and sends it to the execution engine to instantiate the topology of the data required by 
the business. The execution engine is used to implement the strategy. The execution 
engine is the executor of the data arrangement. The strategy issued by the model 
base is parsed according to the standardized template to realize the instantiation 
of the business data. Based on the network graph database, the flexible expansion 
storage and fast topology analysis of the power grid data resources are realized, With 
the equipment ID described in step 1 as the index core, holographic topology and 
fast retrieval of the whole life cycle data associated with the equipment such as the 
equipment associated account, operation and maintenance, monitoring, evaluation, 
status, etc. are realized, which greatly improves the retrieval efficiency and reduces 
the pressure on the server database and computing power.
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Fig. 9.2 Data classification storage architecture

Step 5: Import the topology instantiation data after the analysis of the execution 
engine strategy in Step 4 into the AI module for training, output the training results 
to optimize the execution of the controller. After the training effect reaches stability, 
the model can be formed and added to the design state, and the cycle is repeated to 
realize the intelligent closed-loop. The strategy learning and optimization is realized 
by using the AI module, including many components carried on the cloud platform 
such as modeling, strategy design, data monitoring, data association, topology anal-
ysis, etc. The topology instantiation data after the execution engine strategy analysis 
is used as input, and various types of machine learning technologies are used to train 
strategies in data recognition, business strategy classification learning, business asso-
ciation analysis, etc., The topology association data after the optimization strategy 
is output to realize the rapid retrieval and association of data with the device as the 
core. The AI module is based on the micro-service architecture and standardized 
component interfaces. Each component can evolve independently and accelerate the 
iteration process. When deploying business, users can select the required components 
to integrate into their own business to speed up business deployment [9]. 

Step 6: Repeat steps 3–5 to form an intelligent closed-loop data classification 
storage, strategy generation, strategy implementation, data instantiation, training 
optimization, and finally realize the intelligent arrangement of power distribution 
and distributed new energy data resources, and improve the classification storage, 
efficient calculation and intelligent arrangement of the system for massive power 
distribution and distributed new energy data resources. 

Through the complex network full node association mode and breadth/depth 
traversal method, improve the efficiency of accurate data search under massive data, 
achieve optimization and design of data interaction, data processing, data services,
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operation management, and node management, and significantly improve the effi-
ciency of data resource sharing services. Data interaction services are not just a data 
interaction interface, but should start from the user experience dimension and meet 
the requirements of providing services such as reasonable page layout, general oper-
ating specifications, error handling, and humanized feedback and prompts. Devel-
opers should be able to visualize the configuration and development of data interac-
tion, data processing, data services, operation management, and node management 
through development tools. Therefore, a data interaction application architecture 
based on graph databases is proposed, as shown in the figure. Utilize the data access 
services deployed in companies in various cities to collect and obtain raw data from 
various heterogeneous business systems, build a data model, and apply for a service 
thread. Call the database collection plug-in through the plug-in scheduler to perform 
preliminary data verification. At the same time, use the message queue delivery 
plug-in to achieve asynchronous data transmission services; After the data receiving 
service deployed in the provincial company obtains the data sent by the prefecture/ 
city company, it creates a resource thread, asynchronously verifies and delivers the 
data through the plug-in scheduler, and ultimately stores it in the provincial company 
server graph database in a topological relationship manner. 

(1) Data interaction mode. When business systems interact with data, the timeli-
ness requirements, data volume, and initiators of data interaction vary. These 
requirements should be met and flexible configurations can be made. The 
response modes of interaction are divided into synchronous and asynchronous. 
When business systems interact with data, different data interaction processes 
are required due to the size of the data volume and the form of interaction 
between applications. When the amount of data is large and the data being 
interacted does not have dependencies such as sequence and reference, asyn-
chronous methods are used for processing; Use synchronous interaction when 
data is small, requires immediate response, and has interdependent relation-
ships. The timeliness requirements for interactions are divided into immediate 
and automatic. Some business data interactions occur immediately upon trig-
gering, while others occur periodically. Some data interactions need to consider 
server performance issues and occur periodically at a certain point in time. 
Therefore, multiple data interaction triggering methods need to be defined. The 
interaction initiator is divided into sending and extracting. During data inter-
action between business systems, there are both active push and passive data 
retrieval. Data interaction specifications need to define different methods [10]. 

(2) Data interaction format. The foundation of data interaction is a mutually recog-
nized set of data and interaction protocols. Extensible Markup Language (XML) 
is the best choice for data bearer and transmission due to its scalability, fidelity, 
strong interoperability, and standardization. XML uses a set of tags to depict 
data elements. Each element encapsulates simple or complex data, defining an 
unlimited set of XML tags. 

(3) Data interface mode. Using Web Service for data interface design, Web Service 
is a service-oriented architecture technology that provides services through
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standard Web protocols, ensuring interoperability of application services from 
different platforms, and achieving loose coupling with business systems. The 
service interface design of the data bus follows the message model defined in 
IEC 61,968-1, and the message structure should include three elements: verb, 
noun, and message body. A noun indicates the type of message body requesting 
or responding. The service interface is defined using the Web Services Descrip-
tion Language (WSDL) standard, defining request, response, and error messages 
in one or more operations, and defining structured message bodies using XML 
Schemas (XSDs). The data bus implements a universal data service, which 
provides a universal service interface for receiving and parsing service request 
messages from data synchronization service callers. The routing of the data 
service is implemented based on the verbs and nouns contained in the header; 
Finally, the request message is routed to the data synchronization service inter-
face of the specified service provider to invoke the data service. The data inter-
action service caller interacts with the general service interface of the data bus 
general data service, sends a service request message in accordance with the 
IEC 61,968-1 message model, and parses the service response message. The 
data interaction service publisher implements specific data services, provides 
data interaction functions, receives request messages input from the data bus, 
and returns a response message to the data bus after the service is completed. 

(4) Frequency of data interaction. According to the frequency rule of data interac-
tion, data interaction can be generally divided into periodic and non-periodic 
interactions. Periodic interactions refer to data interactions that occur over time 
periods, such as by day. Non-periodic interaction enables on-demand interaction 
and can be incremental. 

(5) Data interaction quality monitoring. Since interaction occurs between different 
platforms, whether data can arrive completely and consistently, how the process 
of data interaction is, the stability of data interaction, and the resource utiliza-
tion of the data platform are all concerns of users on both sides of the data 
interaction platform. Therefore, interaction quality monitoring and management 
components must be designed to monitor the interaction process. 

9.3 Conclusions 

This paper innovatively reads the corresponding program files automatically 
according to the document configurations of different database manufacturers, 
defines the relevant component orchestration process according to different busi-
ness scenarios, builds a virtual data link network through data integration across 
platforms and business users, establishes a power grid data directory, understands 
the data and its business meaning, and establishes a knowledge map, and builds an 
independently evolving power grid knowledge base based on artificial intelligence 
technology, In combination with terminal capabilities, business characteristics and 
other factors, intelligent orchestration is introduced into the data sharing interaction,
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so that data can be easily located and classified. Topological elastic storage and effi-
cient association retrieval of the association between massive data are realized by 
using topological computing and network-based databases, and the intelligent orches-
tration and management of data from multiple sources in various business areas are 
realized, and the data value is realized by different areas. At the same time, only 
necessary data will be transmitted and collected to reduce the cost of data replication 
and calculation and improve the quality and efficiency of data sharing. However, the 
data orchestration method mentioned in this article has only been tested on small-
scale data of tens of thousands of levels, and has not been validated in large-scale 
distribution network data of over a million levels. It is necessary to further expand 
the practical scope of the method proposed in this article to improve the efficiency 
and quality of orchestration in the face of large-scale multidimensional data. 
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Chapter 10 
Design of Information Security 
Protection System for Cloud Business 
System 

Yanbin Zhang, Lingyun Wang, Dan Liu, Yang Su, Yafeng Zhu, 
and Xike Zhang 

Abstract As one of the contemporary information infrastructures, the cloud plat-
form has become a vital backbone for the digital transformation of businesses, 
and has disrupted the conventional methods of information architecture. With an 
increasing number of business services being transferred to the cloud, the digitiza-
tion and interconnectivity of information systems have witnessed a continual surge, 
thereby exposing these systems to mounting network security threats. Consequently, 
it has become imperative to prioritize the security of such systems. To ensure the 
information security of cloud-based business systems, this paper proposes an infor-
mation security protection system designed for cloud-based business systems. The 
design of this system must consider various factors, such as the security design 
of the cloud environment, including the security of the physical environment, the 
communication environment, and the computing environment. The design should 
also account for data security classification and management, data security protection, 
security management strategies and systems, security management institutions and 
personnel, security construction management, security operation and maintenance 
management, network topology, access control, intrusion detection and prevention, 
data protection, and disaster recovery. In order to create a comprehensive and effec-
tive security strategy, a multi-layered approach that combines physical and virtual 
security measures is required. This includes the implementation of firewalls, VPNs, 
encryption, and regular security audits and updates. Proper training and education of 
system administrators and users are also critical to ensure the success of the security
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system. The implementation of a robust network security protection system can help 
safeguard sensitive data and prevent cyber-attacks on cloud-based business systems. 

10.1 Introduction 

In the current era of digital information, the development of various business systems 
has brought convenience to enterprises, but at the same time, it has also brought signif-
icant information security risks [1]. With the continuous development of network 
attack technology and the upgrading of hacker attack methods, the security situation 
of enterprise business systems is becoming increasingly severe, and incidents of infor-
mation leakage and data destruction are not uncommon [2]. Therefore, establishing 
a sound information security protection system for business systems is particularly 
important [3]. The design of an information security protection system for business 
systems can not only effectively protect the core data and business systems of enter-
prises but also provide secure and stable information services, thus enhancing the 
core competitiveness of enterprises [4]. At the same time, establishing a sound infor-
mation security protection system for business systems is also a necessary measure 
for enterprises to fulfill their social responsibilities [5]. Therefore, researching how to 
design and construct an information security protection system for business systems 
that is suitable for the characteristics of the enterprise itself is of great signifi-
cance for safeguarding enterprise information security and enhancing enterprise core 
competitiveness. 

With the development of the Internet and information technology, the application 
of business systems in enterprises has become increasingly widespread. Ensuring 
the security of business systems has become an important aspect of enterprise infor-
mation security. To address this issue, researchers have conducted a great deal of 
research and have designed various business system information security protec-
tion systems. Many researchers at home and abroad have devoted themselves to 
the design and research of business system information security protection systems. 
Among them, Chen et al. proposed a business system information security protection 
scheme based on a multi-level defense system, which includes five levels, data protec-
tion, application program protection, network protection, host protection, and secu-
rity management, and details the security measures at each level [6]. Fan et al. have 
developed a design and implementation plan for business system information secu-
rity protection based on the previous scheme, combined with actual situations, and 
strengthened network security protection and encrypted data transmission measures 
to achieve secure and controllable systems [7]. Chen et al. proposed a business system 
information security protection design scheme based on access control technology, 
which combines Role-Based Access Control (RBAC) and Mandatory Access Control 
(MAC) access control technologies to effectively control user access permissions 
and safeguard business system information security [8]. Wang et al. proposed a busi-
ness system information security protection method based on artificial intelligence, 
which uses machine learning technology to analyze the system, and enhances the
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intelligence level of the protection system [9]. Zhu et al. proposed a business system 
information security protection method based on cloud computing technology, which 
improves the system’s security and scalability by migrating system data to the cloud 
[10]. The design of business system information security protection systems also 
involves the application of new technologies such as blockchain technology and the 
Internet of Things (IoT). In recent years, some researchers have proposed business 
system information security protection schemes based on blockchain technology, 
which improves system security and trustworthiness through blockchain’s decen-
tralization and tamper-proof characteristics [11]. At the same time, the applica-
tion of IoT technology can also realize real-time monitoring and early warning of 
enterprise information security [12]. Foreign researchers, including Christos et al., 
have conducted extensive security analyses on business process models, proposing a 
model-checking-based security detection method for business process model secu-
rity, which has been applied in practical systems and achieved good results [13]. 
Nizar K. et al. analyzed the challenges and opportunities that business systems face 
in terms of security requirements, threats, and mechanisms, and proposed some 
countermeasures, providing a certain reference value for business system security 
protection [14]. 

In summary, the design of a business system network security protection system 
is a complex system engineering task that requires the combination of multiple tech-
nical and management methods to improve the security and reliability of business 
systems. Research on the design of business system network security protection 
systems to improve the security of business systems has become an urgent issue in 
the construction of informatization. This article aims to explore how to strengthen 
the security of business systems through the study of the design of business system 
network security protection systems, ensure the stability, efficiency, and reliability of 
business systems in the construction of informatization, propose a complete network 
security protection system design, and provide feasible solutions for the security of 
business systems. 

10.2 Cloud Security Design 

The business system is deployed within the Big Data Resource Management Center 
(BDRMC), and the cloud platform offers security services that conform to the Level 3 
security standard, which is a prerequisite for the primary system. The BDRMC bears 
the responsibility of securing the infrastructure, including the machine room envi-
ronment, cloud platform, and necessary Level 3 security equipment. Furthermore, 
the absence of a backup plan in a different location may lead to significant risks of 
data loss in case of physical damage to storage or sudden natural disasters without 
any recovery mechanism. Therefore, to address the mandatory requirements of city-
level backup services and off-site backup, it is imperative to deploy a backup and 
recovery system. By applying for a backup center in the BDRMC’s machine room 
and utilizing communication networks, critical data can be backed up in real time to
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Fig. 10.1 Information security architecture of the cloud in the BDRMC 

the backup site for backup and recovery. Furthermore, the disaster recovery system 
must comply with the Level 3 security standard, as per the protection level standard 
requirements. The information security architecture of the cloud in the BDRMC is 
categorized into three components, namely secure physical environment, technical 
security, and security management, as depicted in Fig. 10.1. 

10.2.1 Security Physical Environment 

Physical and environmental protection involves safeguarding computer network 
equipment, facilities, and media against environmental disasters like earthquakes, 
floods, and fires, as well as human errors, mistakes, and malicious computer crimes 
that can result in destruction. The business system facilities are deployed on the 
BDRMC’s cloud platform, which must satisfy Level 3 protection requirements. 
This entails preventing unauthorized access by individuals and criminals who could 
exploit the network’s host to steal information, compromise the integrity and avail-
ability of data, and cause damage to the network and host systems. To prevent attacks 
by illegitimate users, the BDRMC uses effective regional monitoring and anti-theft 
alarm systems. Strict access control and environmental monitoring systems are also 
in place to guarantee the smooth functioning of the regional and environmental moni-
toring systems. Media is categorized and stored in media libraries or archives, while 
optical and electrical technologies are leveraged to establish anti-theft and monitoring 
alarm systems for the computer room.
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(1) Physical location selection 

The computer room should be situated in a structurally sound building that is capable 
of withstanding earthquakes, high winds, and heavy rain. The building housing the 
computer room and office should possess verified documentation for seismic forti-
fication. It is advised to refrain from locating the computer room on the topmost 
or lowermost level of the building. However, if there is no alternative, enhanced 
waterproofing and moisture-resistant measures must be implemented. 

(2) Physical access control 

To meet Level 3 security requirements, the computer room entrance and exit must be 
fitted with an electronic access control system that controls, identifies, and registers 
personnel accessing the room, thereby enhancing the physical access management 
of the computer room. 

(3) Anti-theft and damage measures 

Ensure the proper maintenance of computer room equipment or main components 
and affix clear and tamper-proof identification marks. Communication cables should 
be discreetly placed, either underground or inside conduits. Moreover, the computer 
room should be furnished with an anti-theft alarm system or a video surveillance 
system, which must be monitored by designated personnel. 

(4) Lightning protection 

All types of cabinets, facilities, and equipment in the computer room should be 
adequately grounded through a robust grounding system. Additionally, measures 
should be implemented to prevent induced lightning, such as the installation of 
lightning protection devices or overvoltage protection devices. 

(5) Fire Prevention 

Install an automatic fire suppression system that can detect, notify, and extinguish 
fires automatically. The data center, along with its associated workspaces and auxil-
iary rooms, should be constructed with fire-resistant materials that meet the appro-
priate fire resistance ratings. Furthermore, the data center should be subdivided into 
sections, and fire isolation measures should be implemented between them to prevent 
the spread of fire. 

(6) Waterproofing and Moisture Prevention 

Appropriate measures must be implemented to prevent rainwater from seeping 
through the windows, roofs, and walls of the data center. Moreover, the data center 
should be equipped with mechanisms to prevent water vapor condensation, as well as 
the infiltration and transfer of underground water by deploying water-sensitive moni-
toring instruments or components. Regular waterproof testing and alarms should be 
carried out to ensure the water resistance of the data center. 

(7) Electrostatic Protection
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Install an electrostatic discharge (ESD) flooring system and implement essential 
grounding and anti-static measures to prevent the accumulation of static electricity. 
These measures may include the use of electrostatic eliminators and anti-static 
wristbands. 

(8) Temperature and Humidity Control 

It is recommended to install an automatic temperature and humidity adjustment 
system, also known as an air conditioning system, to maintain the temperature and 
humidity levels within the range permitted for the operation of the equipment. 

(9) Power Supply 

Incorporate voltage stabilizers and surge protectors, uninterruptible power supply 
(UPS) systems, as well as redundant or parallel power cable lines to provide reliable 
power supply to the computer system. 

(10) Electromagnetic Protection 

To prevent mutual interference, power and communication cables should be isolated 
from each other. Additionally, electromagnetic shielding should be provided for 
critical equipment to mitigate the impact of electromagnetic interference. 

10.2.2 Security Communication Network 

The design and implementation of secure communication networks involve two 
critical aspects: network architecture and communication transmission security 
measures. 

(1) Network architecture 

The network structure provided by the BDRMC constitutes the basis and prerequisite 
for ensuring network security. To ensure hardware redundancy of communication 
lines and key network devices, and to guarantee system availability, the information 
system should rationally plan the network and draw a network topology diagram that 
aligns with the current operation situation. Considering factors such as information 
importance and the degree of relevance, different network segments or VLANs are 
established, and a secure path is created between business terminals and business 
servers. The network segment where important business systems and data are stored 
must be partitioned separately and isolated from external systems. Additionally, 
technical measures such as network device traffic control should be employed to 
prevent important businesses from being affected by network congestion. To meet the 
processing capacity requirements during peak periods and ensure that the bandwidth 
of each part is suitable, the business processing capacity of network devices must be 
sufficient. 

(2) Communication transmission
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Employ a data encryption mechanism to guarantee the verification of integrity, and 
to maintain the confidentiality of the sensitive information fields or the complete 
messages while transmitting them. 

10.2.3 Security Zone Boundary 

(1) Boundary Protection 

The BDRMC provides security service components to implement access control 
functions, which ensure that access and data flows crossing the boundary commu-
nicate only through controlled interfaces provided by the boundary protection of 
security service components. Non-authorized devices attempting to connect to the 
internal network are either restricted or checked by extending admission devices or 
other security measures through security service components. Additionally, unau-
thorized behavior of internal users attempting to connect to the external network is 
restricted. 

(2) Access control 

The information system boundary represents the clear division of security domains 
and units of security control. To ensure authorized access and prevent illegal attacks, 
the firewall services provided by BDRMC should be deployed at the network 
boundary. All data packets passing through the firewall should be filtered based on 
strict security rules, and all unsafe or non-compliant data packets should be blocked. 
Access control should be based on application protocols and content. For access 
between various network areas, firewall and VLAN partitioning should be utilized. 
Access control list policies should be set on core switches to restrict end users from 
directly accessing the security management zone. In addition, IP and MAC address 
binding should be applied to important network segments and devices. 

(3) Intrusion Prevention 

The security service components offered by the BDRMC provide intrusion preven-
tion capabilities, which enable dynamic traffic detection within the network through 
the use of intrusion detection functions. Additionally, the intrusion detection devices’ 
feature library is regularly updated to promptly detect any abnormal behavior present 
in the network. 

(4) Malware Prevention 

The BDRMC offers antivirus services to detect and eradicate malware that may 
exist in the network and hosts. Additionally, it conducts vulnerability scanning and 
promptly carries out system patch updates. Regular upgrades and updates are imple-
mented to ensure that the system remains secure and protected against potential 
threats. 

(5) Security Audit
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The network audit service component conducts security audits on the network 
boundary and critical network nodes, encompassing all users. The audit log should 
contain the event date and time, user, event type, whether the event was successful, 
and other relevant audit information. Audit records should be safeguarded, regularly 
backed up, and protected from unexpected deletion, modification, or overwriting. 
The retention period for audit records should be at least 6 months and should not be 
interrupted. 

10.2.4 Security Computing Environment 

The computing environment is designed to provide secure protection for servers, 
network security devices, and classified data objects, safeguarding them from various 
security threats through identity authentication, access control, security auditing, 
intrusion prevention, malware prevention, data integrity, data confidentiality, data 
backup and recovery, and residual information protection measures. 

(1) Identity Authentication 

Users accessing servers and network security devices must undergo rigorous iden-
tity authentication using unique identification and complex authentication informa-
tion that changes periodically. This may include configuring usernames and pass-
words with at least three characters and a minimum length of eight digits, enabling 
login failure processing functions, implementing measures such as session termina-
tion, restricting illegal login attempts, and automatic logout. Additionally, necessary 
precautions must be taken to prevent authentication information from being inter-
cepted during network transmission. This may involve utilizing VPN or cloud bastion 
machine services to ensure secure protection of remote management. 

(2) Access Control 

The host and system access control policy for the classified system mandates the 
implementation of server security reinforcement services provided by the BDRMC. 
To achieve this, access rights of default accounts should be restricted, system default 
accounts renamed, default account passwords modified, and expired or redundant 
accounts deleted from the operating system and database, as well as disabling useless 
or shared accounts. Permission allocation should be based on the role of the manage-
ment user to ensure separation of management user permissions, granting only the 
minimum permissions required for the management user, enabling access control 
functions, and controlling user access to resources according to security policies. To 
control access to the server, different network segments and access control permis-
sions should be set on the switch and firewall. Default shares opened by the operating 
system should be closed, and different access permissions should be set for neces-
sary shares and shared folders. It is also important to set permission requirements 
for important operating system files and directories.
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Multiple administrators should be assigned to manage the server, including system 
administrators, security administrators, and security auditors, to achieve permission 
separation for operating system-privileged users, and to set the minimum permissions 
for each account within their scope of work. 

(3) Security Auditing 

Security auditing of equipment and computing infrastructure is facilitated by the 
log auditing and database auditing services provided by BDRMC. Furthermore, the 
self-auditing feature is enabled on host systems, security devices, and switches to 
support the on-demand auditing needs. The Network Time Protocol (NTP) is utilized 
to ensure the accuracy of audit records by aligning the system scope clock. Audit 
records are securely protected, regularly backed up, and shielded from accidental 
deletion, modification, or overwriting. The audit logs are retained for at least six 
months, and the audit process is secured against unauthorized disruption. 

(4) Intrusion Prevention 

To prevent host system intrusions in the information system, the operating system 
should follow the principle of minimal installation. This involves only installing 
the necessary components and applications while disabling any unnecessary system 
services, default shares, and high-risk ports. Additionally, it is important to keep the 
system patches up-to-date through the use of an upgrade server or patch distribution 
service in order to enhance intrusion prevention capabilities. The network antivirus 
service is also an important tool to detect any intrusion behavior of important nodes, 
and to provide alarms in the event of a serious intrusion. 

(5) Malware Prevention 

The network-wide antivirus service is employed across all servers to enhance 
virus protection capabilities, and to ensure timely updates of software versions 
and malware libraries for the detection and elimination of malware. Additionally, 
the antivirus service integrated with the firewall component is utilized to eradicate 
malware from the network. 

(6) Data Integrity and Confidentiality 

To ensure the integrity and confidentiality of data, VPN services are used to protect 
network transmission layer data integrity and confidentiality. This includes using 
VPN services to encrypt transmissions to same-city or remote backup centers. For 
highly sensitive data, data encryption systems are employed to guarantee the integrity 
and confidentiality of critical management data, authentication information, and 
important business data storage. 

Authentication information and important business data are encrypted during 
transmission and storage to guarantee the encrypted transmission of data. Usernames, 
passwords, and form data should be encrypted before being stored in the database to 
prevent sensitive information from being obtained and avoid information leakage. 

Link encryption devices are used to ensure data confidentiality. The BDRMC 
provides a database security service with features such as sensitive data discovery,
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data desensitization, and database attack prevention using reverse proxy and machine 
learning mechanisms to ensure cloud database security. 

The BDRMC’s database auditing service and log auditing service record, analyze, 
and report user access behavior to databases, assisting users in creating compliance 
reports and tracking accident investigations. Recording internal and external database 
network behavior improves data asset security. 

The BDRMC’s security vulnerability scanning service scans for weak passwords, 
vulnerabilities, weak security configurations, and backdoors, verifying and repairing 
database vulnerabilities. 

The BDRMC’s operations auditing service enables auditability of bastion host 
operation and centralized management of database service operations. 

The BDRMC’s web application protection service identifies and updates applica-
tion vulnerability patches, and provides features such as prevention of SQL injection 
and protection against application-side data leakage. 

(7) Data Backup and Recovery 

A data backup refers to the process of replicating the entire system or a subset of data 
to alternative storage media in order to prevent any compromise to data availability 
and integrity that may arise due to operational errors, system failures, or human 
factors. Data recovery involves restoring data to a specific point in time using valid 
backup data, as and when required. 

With regard to data backup and recovery, the system provides local backup and 
recovery functions and real-time remote backup of critical data. Hot redundancy of 
important data processing systems, including boundary switches, boundary firewalls, 
core routers, application services, and database services, is also provided to ensure 
high system availability. Through backup and recovery services, backup centers 
are established, and important data is backed up in real time to backup sites using 
communication networks, achieving data backup and recovery. A full data backup of 
important application systems is carried out every day, and backup media is stored 
off-site, with designated backup and recovery strategies. For major network and 
security equipment policies, periodic backups are exported. 

A data backup and recovery system should be deployed in the system manage-
ment and operation domain to implement different security policies for critical data 
resources of core production systems and Demilitarized Zone (DMZ). A regular 
recovery testing plan should be developed to achieve periodic recovery testing and 
validate the integrity of backup data. 

(8) Protection of residual information 

Preventive measures must be taken to mitigate the potential risks associated with 
residual information, and it is crucial to ensure that the storage space containing 
residual information of users is thoroughly cleared before being released or 
reallocated to other users upon their departure. 

When devices are replaced, a comprehensive data erasure process should be 
carried out, and clearance ought to be conducted on individual files, folders, and 
the residual disk space.
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Table 10.1 Data classification 

Data classification Data level control requirements Whether to collect, use, and store 
data of this category 

Personal information data Name, mobile, email, account, 
and password 

Yes 

Business data System business data Yes 

10.3 Data Security Design 

10.3.1 Data Security Protection Design 

Data Security Classification and Grading Management. 

The data carried by the business system should be managed in accordance 
with the requirements outlined in the “Data Classification and Grading Guide-
lines” (DB52_T 1123-2016) and “Data Classification and Grading Guidelines” 
(GT3-SP-PE-20120520), which specify the classification and grading of data. 

Data Classification. 

Data is categorized into five distinct groups based on its purpose, which includes 
business data and personal information data. The classification of data is presented 
in Table 10.1. 

Data Grading. 

The grading of data must take into account the significance of the data to national 
security, social stability, and citizen safety, as well as the presence of sensitive infor-
mation, such as state secrets and user privacy. The classification of data should be 
determined by assessing the extent of harm to national security, public order, public 
interest, and legal rights and interests of individuals, legal entities, and other organi-
zations (the targets of infringement) in the event of damage to data of varying degrees 
of sensitivity. Please refer to Table 10.2 for the data grading system.

10.3.2 Data Security Protection Design 

In accordance with the Cybersecurity Law 2.0, data security protection comprises 
three primary elements: guaranteeing the confidentiality and integrity of data during 
transmission, guaranteeing the confidentiality and integrity of data during local 
storage, and replicating the entire system or a portion of the dataset to other storage 
media while using effective backup data to restore data at a specific point in time 
when data integrity is unexpectedly compromised.
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Table 10.2 Data level 

Data level Data level control requirements Whether to 
collect, use, 
and store 
data of this 
category 

Open data 1. Unrestricted sharing between business 
2. Can be completely accessible to the public 

Yes 

Internal data 1. As a general rule, business should share their internal data 
unconditionally. However, in cases where sensitive data may 
have an impact on the rights and interests of citizens, legal 
entities, and other organizations, the sharing of such data 
should be subject to certain conditions set by the business 

2. The decision to open internal data should be made in 
compliance with national laws and regulations. Generally, data 
should be opened or de-identified as long as it is in accordance 
with the relevant national laws and regulations 

Yes 

Confidential 
data 

Involved State secrets concerning national security No

Data Communication Transmission Security Protection. 

The measures to ensure data security during communication transmission are as 
follows: 

(1) The integrity of data during communication should be ensured through the use 
of checksum or encryption technologies. 

(2) The confidentiality of data during communication should be ensured through 
encryption technologies. 

To comply with these requirements, we will implement a newly acquired data 
encryption system in this project. This system will perform data integrity checks and 
channel encryption, guaranteeing the integrity of communication and confidentiality 
of sensitive information fields or complete messages during communication. 

Data Local Storage Security Protection. 

The primary data that necessitates safeguarding in local storage are personal data 
retained in the emergency warning system and emergency warning data that pertains 
to emergency warning business. 

The protective measures for securing personal information storage predominantly 
encompass two facets: 

(1) Utilize encryption algorithms to conduct integrity verification and data encryp-
tion on personal information to guarantee the confidentiality and integrity of the 
data. Before storing usernames, passwords, and submitted data in the database, 
they must be encrypted to avoid access to crucial system information and prevent 
data leakage.
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Apply data anonymization methods to obfuscate personal details, such as phone 
numbers and identification numbers, prior to preserving them in the database, as a 
measure to mitigate the risk of pilferage and misuse of sensitive personal information. 

To safeguard emergency warning business data, encryption algorithms are 
primarily utilized to perform integrity checks and encrypt personal information, 
ensuring data integrity and confidentiality. 

Besides utilizing technical measures to protect the security of the core data 
storage, the security of the data storage environment itself has been strengthened by 
conducting rigorous testing. In this regard, security vulnerability scanning equipment 
deployed in the business’ network was employed to scan for weak passwords, vulner-
abilities, feeble security configurations, and backdoors. Additionally, this equip-
ment was utilized to verify and rectify any database vulnerabilities found during the 
scanning process. 

Data Usage Security Protection. 

Through the utilization of web application protection services provided by BDRMC, 
features such as application SQL injection prevention and XSS protection are imple-
mented to monitor and safeguard business data activity. This ensures that business 
data adheres to normal business logic and prevents any data leakage on the application 
side. 

Data Backup and Recovery. 

Data backup refers to the process of replicating the entire system or a subset of data to 
other storage media to prevent data availability and integrity from being compromised 
due to operational errors, system failures, or human factors. Data recovery involves 
restoring data at a specified point in time using valid backup data as needed. 

With regard to data backup and recovery, BDRMC provides local and remote 
backup services to back up and recover important data. The real-time backup function 
ensures system availability by using communication networks to back up essential 
data to backup sites. The center also offers data-level disaster recovery backup and 
application-level active-active services to ensure high system availability. Important 
application systems are fully backed up on a daily basis, and backup media is stored 
off-site with designated backup and recovery strategies. Backup export is periodically 
conducted for the main network and security devices. 

A data backup and recovery system is implemented in the system management 
and operation domain to enforce different security policies for crucial data resources 
in the core production system and DMZ area. Regular recovery testing plans are 
established to validate the integrity of backup data.
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10.4 Design of Security Management System 

It is essential to establish a unified information security management system and 
implement various management systems. This “three part technology, seven part 
management” approach recognizes that technology and products serve as the founda-
tion, but security management is the key. Establishing an excellent security manage-
ment framework is crucial to implementing good security strategies repeatedly within 
the framework, achieving continuous security of the information system. System 
planning and design should consider aspects such as security management systems, 
security management institutions, personnel security management, system construc-
tion, and operation and maintenance management. A unified information security 
management system should be established, and various management systems should 
be implemented to ensure that the department’s security management system has 
macroscopic design, clear responsibility and authority, and reasonable institutional 
requirements. Innovative technologies, such as security visualization and unified 
operation and maintenance management, should be applied to simplify security 
operation and maintenance management, reduce the burden of security operation 
and maintenance, and improve the efficiency of security operation and maintenance 
management. Ultimately, the aim should be to achieve overall defense and zone 
isolation, active protection, internal and external prevention, self-defense and active 
immunity, and depth defense with equal emphasis on technical management. 

10.4.1 Security Management Policies and Systems 

Based on the unique characteristics of the business’ information security management 
work, it is essential to enhance the overall policy and security strategy of information 
security work, and provide clear guidance on the overall objectives, scope, princi-
ples, and security framework of security management work. It is crucial to establish 
security management systems for various management contents in security manage-
ment activities and develop operating procedures for daily management operations 
executed by management personnel or operators. This will form a comprehensive 
information security management system consisting of security strategies, manage-
ment systems, operating procedures, etc., and will guide and effectively regulate the 
information security management work of business at all levels. To ensure the effec-
tiveness of the management system, it is necessary to formulate strict regulations 
on the process, methods, scope, and other aspects of the publication of the manage-
ment system. The security management system should also be evaluated and revised 
periodically. Effective management systems can significantly reduce security issues 
caused by human factors. Additionally, when designing the management system for 
an information network system, it is important to consider the system’s characteris-
tics and the special environment in which the system is located. The design diagram 
of the security management strategy and system is presented in Fig. 10.2.
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Fig. 10.2 Design diagram of security management strategy and system 

10.4.2 Security Management Organization and Personnel 

To align with the organizational structure and personnel characteristics of the busi-
ness, it is vital to strengthen organizational structure of information security manage-
ment. To enhance the efficiency and effectiveness information security manage-
ment, it is essential to align the organizational structure with the business struc-
ture and personnel characteristics. A strong information security management team 
and other security management organizations should be established to clarify the 
form and mode of operation of the information security management organization. 
The roles and responsibilities of different positions should be clarify defined, such 
as system administrators, network administrators, security administrators, etc. It is 
also necessary to supervise and manage the allocation of personnel, authorization 
approval, communication and collaboration, audit and inspection, personnel recruit-
ment, personnel departure, and security awareness education and training. The secu-
rity management organization and personal structure is shown in Fig. 10.3. This struc-
ture allows for better coordination and communication between different departments 
and personnel to ensure the smooth operation of information security management.

10.4.3 Security Construction Management 

From the viewpoint of information security management, it is necessary to enhance 
the information security-related content in the information system engineering 
construction management system. This includes the protection of information
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Fig. 10.3 Security management organization and stuff diagram

systems at different levels, such as classification, security design schemes, procure-
ment and utilization of security products, self-developed software, outsourced soft-
ware development, engineering execution, testing and acceptance, system delivery, 
and management of service providers. The security management strategy and content 
should be integrated throughout the entire engineering cycle, starting from the initial 
classification design phase to the acceptance and evaluation phase. Additionally, the 
security guidance and testing for the software development process and software 
delivery should be reinforced. 

10.4.4 Security Operation and Maintenance Management 

In accordance with the regulations governing information system security opera-
tions and maintenance within the framework of the business information security 
management system, it is imperative to utilize the physical environment, network 
system, information security protection, operation and maintenance management, 
monitoring, audit, and unified security management center to continuously enhance 
the measures and methods of system operation and maintenance security manage-
ment, and strengthen the scientific norms of operation and maintenance security 
management. The objective is to ensure the secure and stable operation of the system. 
This includes the implementation of environmental management, asset manage-
ment, medium management, equipment maintenance management, vulnerability 
and risk management, network and system security management, malicious code 
prevention and management, configuration management, password management, 
change management, backup and recovery management, security incident handling,
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emergency plan management, outsourced operation and maintenance management, 
etc. 

In addition, it is crucial to establish and enhance daily scanning, detection, and 
reinforcement of network system security vulnerabilities, and to monitor and protect 
against malicious code. It is also important to implement mechanisms for security 
configuration changes, log auditing, analysis, data backup and recovery, and security 
event monitoring and notification, and to evaluate and verify the effectiveness of 
security policies and mechanisms. 

10.5 Conclusions 

The design of a network security protection system for cloud-based business systems 
is a critical component of digital transformation. This article proposes a multi-layered 
and all-encompassing security protection system design by analyzing the charac-
teristics and potential security threats of cloud platforms. This design takes into 
account considerations related to physical, network, and data security, as well as 
security management strategies and systems, security management organizations 
and personnel, security construction management, and security operation and main-
tenance management. The security protection system adopts a range of security 
measures, including firewalls, VPNs, encryption, and periodic security audits and 
updates, to enable businesses to safeguard sensitive data and prevent cyber-attacks. 
Moreover, this article underscores the necessity of adequate training and education 
for system administrators and users. Through the implementation of these measures, 
cloud-based business systems can benefit from comprehensive protection in terms 
of network security, thereby providing reliable support for digital transformation. 
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Chapter 11 
Industrial Area Power Load Forecasting 
Based on Seasonal Kalman Filter 

Jinjin Li, Fanghua Mo, Qiuhua Chen, and Jun Chen 

Abstract The stable and economic operation of the power system depends on accu-
rate regional electricity load forecasting. This article proposes a seasonal Kalman 
filter prediction model based on Fourier transform spectrum maximization period 
analysis, which solves the problem of electricity load prediction in regions with 
different data distributions. The results indicate that the seasonal Kalman filter model 
has good predictive ability, low volatility, and stable error. 

11.1 Introduction 

Economic development has led to an increasing demand for electricity, and at the 
same time a rising demand for power quality. This leads to the rapid development 
of intelligent power systems. One of the decisive factors for the stable economic 
operation of the power system is the prediction of power demand [1]. Due to the 
influence of many random factors, such as society, society, economy, and natural 
conditions, the power load variation curve has a very complex nonlinear form. How 
to use historical data to make reasonable power demand forecasts has become one of 
the keys to intelligent power grid research. Zhou Xie made a detailed analysis of the 
main external factors affecting the load characteristic index of the power grid, studied 
the impact of climate factors, economic factors, holiday factors, and other factors on 
the power grid load, and sorted out the internal relationship of the load characteristic 
index. The research shows that the influence of various factors on power load has a
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certain randomness [2]. By studying the current situation at home and abroad, Wang 
Huizhong et al. briefly described the characteristics of short-term load forecasting and 
various factors affecting the forecasting accuracy, expounded the intelligent methods 
of short-term load forecasting for power systems, and analyzed and compared the 
advantages and disadvantages of various methods [3]. 

Due to the randomness of relying on external data for power load forecasting, 
and the power load of the same industry always being a certain periodicity, it is 
predictable. Therefore, many researchers tend to use the information of the power 
load curve directly to predict electricity consumption behavior. For example, Wang 
Jianjun et al., based on the historical data of China’s electricity consumption from 
1973 to 2004, fitted a similar exponential regression curve according to its trend chart, 
and then analyzed and identified its residual series using time series [4]. Kalman 
filter is a linear model based on minimized covariance estimation error, which has 
the advantages of simple calculation and a solid theoretical foundation. Yu Jingwen 
et al. briefly introduced the power quality problem and its analysis and detection 
methods. Then, the basic principles of three Kalman filters, namely conventional 
Kalman filter, extended Kalman filter, and untraced Kalman filter, are summarized 
systematically and their applications in power quality analysis are compared and 
analyzed [5]. Huang Z discusses the feasibility of applying Kalman filtering tech-
niques, including estimating state models in dynamic variables. In the large and small 
interference tests of a multi-machine system, the Kalman filtering of the dynamic 
model is proposed, and the sensitivity analysis of the sampling rate and noise level 
shows that the dynamic state estimation performance is good [6]. Considering the 
characteristics of the power system itself, Ma Jingbo et al. built a load system model, 
observation model, and system parameter model with a time-varying coefficient 
based on the historical electricity consumption data at the same time on different 
dates. The time-varying noise statistical estimator is used to perform adaptive esti-
mation of noise covariance, and the predictive equation is used to predict the load of 
the next day. The research shows that the predictive ability of the predictive equation 
of the adaptive time-varying noise estimator considering historical data is stronger 
than the general Kalman prediction model [7]. However, the study is based on the 
assumption that the electricity load is a stationary series at the same time every 
day. When generalized to the forecast of the total load of the whole day, the orig-
inal assumption may not be valid, that is, the total load of the whole day does not 
necessarily constitute a stationary series with the load of the same period of the 
previous week or month. In the real production environment, the cycle rule is more 
complicated. Even for individual manufacturers in the same industry, the cycle of 
the electricity load is not the same. 

Therefore, an adaptive Kalman filter prediction model (FFT-KF) combined with 
fast Fourier algorithm is proposed in this paper. Based on the fast Fourier model, the 
period of the power load time series curve is identified, the periodic shock factor is 
established, and the daily power load of various industries in each station area in the 
region is adaptively predicted, and then the daily power load in the whole region is 
obtained through linear combination. In order to analyze the adaptability of the FFT-
KF model in theory and practice, this paper will compare the generalization ability
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of the FFT-KF model and classical Kalman filter in terms of prediction ability, in 
order to estimate the gap between the FFT-KF model and classical Kalman filter. 
Considering the influence of industry factors, this paper studies the generalization 
ability of the FFT-KF model under the influence of industry factors by analyzing the 
residual distribution and cumulative error of the FFT-KF model in power estimation 
of different industries. 

11.2 Classic Kalman Filter Load Forecasting Model 

The core idea of the classical Kalman filter is that according to the measured value at 
this moment and the predicted value and error at the previous moment, the weighted 
average is obtained at this moment, and the value of the next moment is predicted [8]. 
The errors are prediction errors and measurement errors, which exist independently 
and are not affected by measurement data. The predicted value of the previous time 
and the measured value of the current time are normal distributions, and the fusion of 
the two normal distributions can obtain the desired value more accurately. Kalman 
filtering first constructs a hidden Markov model for the system. Generally, the state of 
hidden Markov model cannot be directly observed, which needs to be divided into a 
state transition equation and observation equation, and then implemented by Bayes’ 
theorem. First, estimate a prior probability based on previous experience, that is, 
Kalman’s posterior estimate, and then add new information, that is, the measurement 
value, so that with the new information, the prediction of the value is more accurate 
[9, 10]. 

The Kalman filter model believes that the world is full of noise, and even the signal 
from the sensor will have various biases due to electromagnetic interference. In the 
power system, because the power load is composed of a certain sampling point, the 
sampling point itself is also affected by the accuracy of the power instrument. Based 
on the principle of minimum estimated mean square error, the Kalman filter model 
uses a recursive method to solve the linear filtering problem of discrete data [11]. 

The Kalman filter consists of a system state equation and a measurement equation, 
and follows the linear unbiased minimum mean square error estimation criterion to 
achieve recursive prediction using prediction and correction [12]. 

For a linear constant system state equation xk and measurement equation yk, 

xk = ok|k−1xk−1 + ωk−1 (11.1) 

yk = Hk xk + vk (11.2) 

Among them, xk and xk−1 are the electricity load values at time k and k−1, o

k|k−1 is the correlation coefficient between k-1 and the electricity load at time k, and 
for stationary loads o k|k−1 is the identity matrix I, ωk−1 is the normal distribution 
process noise with the mean value of 0; yk is the measured value of the electricity
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load at time k, and Hk is the measurement matrix, ν k−1 is the measurement noise of 
normal distribution with mean value of 0. 

Because ωk−1, νk−1 is the normal distribution white Gaussian noise with the mean 
of 0, there is 

x
/

k = ok|k−1 x
/

k−1 (11.3) 

y
/

k = Hk x
/

k (11.4) 

x
/

k , x
/

k−1, y
/

k , are the estimated values of xk , xk−1 and yk , respectively. 
By using the actual measurement value yk at time k to correct the estimated 

electricity load x
/

k , there is 

x
/

k = ok|k−1x
/

k−1 + Kk(yk − y
/

k) 
= ok|k−1x

/

k−1 + Kk(yk − Hkok|k−1x
/

k−1) 
(11.5) 

where Kk is the gain matrix that minimizes the mean square deviation Pk of (xk−x
/

k), 
i.e. 

Pk = E[(xk − x
/

)(xk − x
/

)T ] 
= ok|k−1 Pk−1o

T 
k|k−1 + Qk−1 

(11.6) 

Kk = Pk H T k (Hk Pk H 
T 
k + Rk)

−1 (11.7) 

Among them, Rk is the measurement noise variance, and Qk−1 is the process 
noise variance. 

Equations (11.3)–(11.7) constitute the recursive equation system of the Kalman 
filter prediction model. The classic Kalman filter load prediction model is aimed at 
predicting the electricity load in a stationary time series, but has poor performance 
for periodic fluctuations in load [13]. 

11.3 Seasonal Kalman Filter Electricity Load Forecasting 
Model 

The classic Kalman filter load forecasting method is based on a stationary time 
series of daily load values at the same time, and the predicted duration is usually 
daily or weekly [14]. However, for non-stationary data, this algorithm is not suitable. 
In fact, in the medium to long term, the load has cyclical fluctuations, especially in 
the industry’s electricity load, which fluctuates greatly with seasonal changes. For 
individual manufacturers in the same industry, the cycle of their electricity load is
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different. It is necessary to identify the period of historical electricity load data and 
add a period factor to the Kalman filter prediction [15]. 

The data collection of power load in the production process of power enterprises 
is carried out, and the power load curve in the industrial manufacturing process 
of power enterprises is collected and recorded, and the collected power load curve 
is self-adaptive cycle identification. Perform a fast Fourier transform on the power 
load identification data to obtain the spectrum sequence s j . Take the subscript of the 
sequence with the largest spectrum as the period T , and T is equal to j corresponding 
to the maximum value of the spectrum sequence s j . Then 

s j = 
n−1E

k=0 

e− 2π 
n j

k 
hk (11.8) 

Among them, hk ∈ (h0, h2, h3, . . . ,  hn−1) is the true value sequence of power 
load, k = 1, 2, 3, . . .  ,  n, j = 0, 1, 2, . . .  ,  n − 1. 

In order to incorporate periodic factors and introduce a prediction model with two 
parameters, the state equation and measurement equation are as follows: 

xk = ok|k−1xk−1 + Yk|k−1uk + ωk−1 (11.9) 

yk = Hxk + vk (11.10) 

where uk = xk−T , that is, the power load data at T before k is taken as the cycle 
factor, andYk is the correlation coefficient of the load at k and k − T . Since the cycle 
is T , Yk is taken as the identity matrix I . 

Let Ak|k−1 = [ok|k−1 Yk|k−1], Xk−1 = [xk−1 uk]T , then there is 

x
k 
= Ak|k−1 Xk−1 + ωk−1 (11.11) 

Similarly, a recursive formula can be obtained by minimizing the minimum mean 
square error. 

Prediction estimation equation: 

x
/

k = Ak|k−1 Xk−1 + Kk

|
yk − Hk Ak|k−1 Xk−1

|
(11.12) 

Prediction gain equation: 

Kk = Pk H T k (Hk Pk H 
T 
k + Rk)

−1 (11.13) 

Prediction covariance equation: 

Pk = Ak|k−1 Pk−1 A
T 
k|k−1 + Qk−1 (11.14)
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In practice, it is difficult to accurately grasp the initial states x0 and P0. However, 
due to the continuous use of new information in the recursive process of Kalman 
filtering to correct the state, when the filtering time is sufficiently long, the influ-
ence of the initial state value x0 on xk will decay to zero, and the influence of the 
initial covariance P0 on the filtering estimation covariance matrix Pk will also decay 
to nearly zero. Therefore, the initial conditions for filtering can be approximately 
determined. In this model, both the state value and the measured value are power 
load values, so the measurement matrix Hk is taken as the identity matrix I [9, 10]. 

The Kalman filtering model quantifies the common periodic phenomena in real 
production by adding periodic factors, thereby enhancing the predictive ability of 
classical Kalman filtering methods. 

11.4 Case Study 

This article selects the load data of representative electricity consumption units in the 
non-ferrous metal smelting and rolling processing industry, chemical raw material 
and chemical product manufacturing industry, and cement manufacturing industry 
in Guangxi region from 2014 to 2015 as examples. The classic Kalman filter and 
seasonal Kalman filter are used to estimate the electricity load day by day, and 
the advantages and disadvantages of the Kalman model with seasonal factors are 
analyzed, and the degree to which industry factors affect seasonal Kalman filtering. 

Taking the non-ferrous metal smelting and rolling processing industry as an 
example, taking the data of the industry in 2014 as training data, and bringing it into 
Eq. (11.8), the spectral period of the industry’s data in 2014 is 106 days, equivalent 
to about 3 and a half months. 

H is initialized to [0.5, 0.5]; initialize process noise variance Q1 to 4, measure 
noise variance R1 to 4, and calculate the predicted value for 2015. 

Figure 11.1 is a comparative diagram of using classical Kalman filtering and 
seasonal Kalman filtering to predict the smelting and rolling industries of non-ferrous 
metals, respectively.

The randomness of the classical Kalman filter in Fig. 11.1 is strong. For example, at 
points with a number of days equal to 52,100,110,190, there is a significant difference 
between the predicted results of the classical Kalman filter and the actual measured 
values. This indicates that the classical Kalman filter is susceptible to noise interfer-
ence, resulting in significant errors in the predicted results. The Kalman filter incor-
porating seasonal factors avoids the situation of excessive prediction error, allowing 
the prediction error to converge to a smaller range. Figure 11.2 shows the cumulative 
probability distribution of classical Kalman filtering and seasonal Kalman filtering.

The image on the left of Fig. 11.2 represents the cumulative error distribution 
of classical Kalman filtering, while the image on the right represents the cumula-
tive distribution of seasonal Kalman filtering. From the graph, it can be observed that
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Fig. 11.1 Comparison of 
classical Kalman filter and 
seasonal Kalman filter 
predictions

Fig. 11.2 Cumulative probability distribution of classical Kalman filter and seasonal Kalman filter

compared to classical Kalman filtering, seasonal Kalman filtering has a steeper cumu-
lative distribution curve and converges at a lower upper bound. This fully demon-
strates that seasonal Kalman filtering has stronger predictive ability than classical 
Kalman filtering. 

The magnitude and patterns of electricity consumption vary among different 
industries. Therefore, it is necessary to consider whether the algorithm can maintain 
good predictive ability after incorporating industry factors. Using the non-ferrous 
metal smelting and rolling processing industry, chemical raw material and chemical
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Fig. 11.3 Time series diagram of industry’s electricity load to be predicted 

product manufacturing industry, and cement manufacturing industry as control vari-
ables, analyze the generalization ability of seasonal Kalman filter models. Figure 11.3 
is a time series comparison chart of the predicted electricity load for three industries. 

From Fig. 11.3, it can be observed that the fluctuation of the power load curve 
shows weak periodicity, and the data fluctuation range is relatively large. The power 
load range of different industries is completely different, with a value of cement > 
non-ferrous metals > chemical engineering, and a variance of cement > non-ferrous 
metals > chemical engineering. Figure 11.4 shows the frequency distribution of 
generalization error of seasonal Kalman model for three industries.

From Fig. 11.4, it can be observed that the probability distribution of errors is 
basically similar, with a nearly bell-shaped distribution centered around 0. From the 
graph, it can be analyzed that the Kalman filter prediction model still has good predic-
tive ability. However, for different industries, the generalization ability of seasonal 
Kalman filter prediction models varies significantly. The degree of concentration 
serves as the dividing line for distinguishing the generalization ability of the model, 
and its generalization ability is ranked as Nonferrous Metals > Chemical Industry > 
Cement Manufacturing. Research has shown that seasonal Kalman has good gener-
alization ability for predicting electricity load, but industry factors have a certain 
influence on the stability of the model.
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Fig. 11.4 Multiple industry prediction error frequency pairs

11.5 Conclusion 

Regional electricity load forecasting is a key factor in determining the stable and 
economic operation of the power system. Based on the periodic characteristics of 
industry electricity load data, this article improves the common time-varying Kalman 
filter by incorporating seasonal factors. Taking the non-ferrous metal smelting and 
rolling processing industry, chemical raw material and chemical product manufac-
turing industry, and cement manufacturing industry as examples, the generalization 
ability of classic time-varying Kalman filtering and seasonal Kalman filtering was 
compared and analyzed. Research shows. 

(1) In terms of model stability, seasonal Kalman filtering is superior to classical 
Kalman filtering models, and its upper bound of error is narrower than classical 
Kalman filtering. 

(2) The error distribution of seasonal Kalman filtering is a bell-shaped curve 
centered around 0, and industry factors have a certain impact on the predictive 
ability of seasonal Kalman filtering. 

The seasonal Kalman filtering method studied in this paper can use the recurrence 
method to continuously revise the state estimation according to the new information. 
When the time series is long enough, the influence of the state value of the initial 
state and the covariance matrix on the estimation will decay to zero. Therefore, the 
Kalman filter model can update the state information continuously and obtain more 
accurate estimates. This method can be used not only for short-term load forecasting, 
but also for ultra-short-term load forecasting.
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Chapter 12 
Application of Lidar Technology 
in Power Engineering Surveying 
and Mapping 

Guozhu Yang, Maojie Tian, Chuntian Ma, Junlei Li, and Bangbo Zhao 

Abstract Airborne lidar technology provides high-precision and real-time data 
support for power grid planning, survey, design, construction and operation manage-
ment with its digital, high-precision and 3D characteristics, and comprehensively 
improves the efficiency of power grid construction and management. This paper 
analyzes the composition and principle of airborne lidar technology as a funda-
mental breakthrough point, and discusses the application of airborne lidar technology 
in power engineering surveying and mapping. 30 inspection points were collected 
evenly in this survey area, and the results showed that the median error in the plane 
was 0.15 m, the maximum error was 0.7 m, the median error in elevation was 0.16 m 
and the maximum error was 0.12 m, which met the requirements of making 1:2000 
Digital Elevation Model (DEM) and Digital Orthophoto Map (DOM) from point 
cloud data. After the route selection, the height of crossing the point line is analyzed 
by using the point cloud data, which can be used by the tower arrangement of line 
electrical specialty. Compared with the previous projects that need to go to the site 
to measure the line height, it saves time and improves the operation efficiency. 

12.1 Introduction 

In recent years, with the rapid development of the economy and society, the increasing 
demand for electricity has brought a severe test to the State Grid. How to build 
power lines quickly and efficiently, manage the completed lines scientifically, ensure 
the normal operation of the power grid and ensure the safe transmission of power 
are particularly important. Power grid engineering has the characteristics of a wide 
coverage area and a complex geographical environment, so it is necessary to use 
a measurement method that is not limited by geographical conditions and can effi-
ciently and accurately obtain large-scale 3D spatial coordinate information of the
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surface to realize fast and accurate survey and design of transmission lines [1]. 
Airborne lidar technology is one of the revolutionary achievements in photogram-
metry and remote sensing in recent years, and it is the most advanced 3D aerial remote 
sensing technology at present. At present, airborne lidar measurement technology is 
mainly used to quickly obtain large-area 3D topographic data and quickly generate 
digital products such as DEM, especially the real topographic maps of forest-covered 
areas and mountainous areas, including strip-shaped target topographic maps. As 
capillaries of electric systems, transmission lines play an irreplaceable role in trans-
mitting electric energy [2, 3]. With its unique characteristics of penetrating trees, 
bamboos and vegetation, 3D lidar can obtain information such as fine topography, 
landforms and the height of trees and bamboos in vegetation areas, which plays an 
irreplaceable role in other data acquisition methods and brings a brand-new technical 
trend to transmission line survey [4]. Thanks to the emergence and development of 
3D lidar technology, the problems of spatial positioning and measurement accu-
racy can be well solved, and the problems of route selection and daily operation 
and maintenance can also be effectively solved. Airborne lidar technology provides 
high-precision and real-time data support for power grid planning, survey, design, 
construction and operation management with its digital, high-precision and 3D char-
acteristics, and comprehensively improves the efficiency of power grid construction 
and management [5, 6]. Compared with the traditional photogrammetry technology, 
using airborne lidar to design transmission lines is not restricted by weather, light, 
vegetation and other conditions, and can quickly, cheaply and accurately obtain 3D 
topography, aerial digital images and other spatial geographic information data. This 
paper analyzes the composition and principle of airborne lidar technology as a funda-
mental breakthrough point, and discusses the application of airborne lidar technology 
in power engineering surveying and mapping. 

12.2 Airborne Lidar Technology 

12.2.1 Composition of Airborne Lidar System 

There are many kinds and structures of lidar, and the form, volume and weight of the 
whole machine are also very different. All lidars are composed of three main parts: 
transmitting, receiving and signal processing. According to its structure, lidar can 
be divided into monostable and bistable. In the bistable system, the transmitting part 
and the receiving part are placed in different places to improve the spatial resolution. 
The laser power supply is used to drive the laser to generate a pulsed laser, and 
the function of the emission optical system is to collimate the laser output by the 
laser. The receiver is mainly composed of a receiving optical system, photodetector 
and receiver circuit. The function of the photodetector is to convert the laser light 
collected by the receiving optical system into a current signal, which is amplified, 
filtered, amplitude detected and frequency detected by the receiver circuit.
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The airborne lidar measurement system takes the plane as the observation platform 
and the laser scanning ranging system as the sensor, and obtains the 3D spatial 
information of the earth’s surface in real time [7]. The airborne lidar measurement 
system mainly consists of five parts: lidar ranging system, dynamic differential GPS, 
INS attitude measurement system, digital camera and computer, wherein the flight 
platform can be replaced by an airplane; the working principle of the laser scanner 
is basically similar to that of ordinary microwave radar, but the wavelength of the 
laser scanner is smaller than that of ordinary microwave radar. The point cloud 
data obtained by airborne lidar systems can penetrate the leaf canopy of vegetation. 
Compared with the traditional photogrammetry technology, data acquisition is faster 
and the absolute accuracy is higher. 

12.2.2 Working Principle of Airborne Lidar System 

The interaction between the laser beam emitted by lidar and the detected object to 
produce an optical echo is the basis of lidar detection [8, 9]. In fact, the working 
process of an airborne lidar system is a process of repeatedly transmitting and 
receiving laser points. This working process expresses the results of sampling the 
surface of the target object by the system through a point cloud diagram composed 
of spatial points with a certain resolution (see Fig. 12.1). 

The laser ranging unit includes a laser transmitter and a receiver. Laser scanning 
is an active working mode. The laser transmitter generates a laser beam, and the

Fig. 12.1 Working principle of airborne lidar system 
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scanning device controls the direction of the laser beam emitted. After the receiver 
receives the reflected laser beam, it is recorded by the recording unit. At the same time, 
the Inertial Navigation System (INS) attitude measurement system can accurately 
measure the instantaneous space attitude parameters of aircraft: roll angle, tilt angle 
and heading angle. 

After the airborne radar laser system receives the echo, the detected optical signal 
can be recognized by the computer system and processed accordingly. Finally, various 
data about electric power engineering surveying and mapping are generated, stored 
in the surveying and mapping system for operation and use, and can also provide 
corresponding data reference for future daily management and operation. 

12.3 Application of Lidar Technology in Power 
Engineering Surveying and Mapping 

12.3.1 Data Processing 

With the rapid development of science and technology and the pursuit of airborne 
lidar technology, airborne lidar technology has been widely used in computer games, 
mold manufacturing, cultural relics excavation, tunnel construction and other fields; 
especially in the last decade, with the continuous innovation and development of 
various professional software and computer hardware environment, its application 
fields have become more extensive, and it has gradually entered every field of people’s 
daily life from the laboratory [10]. After processing and analyzing the data by using 
the professional software of a 3D Geographic Information System (GIS), the 3D real 
scene along the field line can be moved indoors, and the computer display of a 2D 
map, 3D map and plane cross-section map can be realized. In this way, designers 
can fully consider the influencing factors such as landform, social environment and 
ecological environment, and then combine their own experience and technology to 
optimize the design of the line and output the results that meet the standards of the 
power industry. 

Make a flight plan, including band division, heading overlap, lateral overlap, 
laser wavelength, scanning angle, altitude, camera shooting interval, etc. The laser 
scanning measurement data, Global Positioning System (GPS) measurement data, 
flight attitude data and aerial photography data are jointly processed; then these data 
are classified, denoised and filtered to generate orthographic images and 3D models 
[11, 12]. 

Data preprocessing refers to the process of positioning, orientation, calibration 
and coordinate transformation of the original laser data, and it is also necessary to 
determine the external orientation elements of the digital image. The positioning and 
orientation part uses GPS data, IMU data and various parameters provided by the 
system. In order to correct the errors of the three attitude angles of the lidar, it is 
calibrated according to specific ground objects and airborne lidar data samples.
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Fig. 12.2 Flowchart of point 
cloud preprocessing 

The preprocessing process is that the original point cloud data mainly contains 
the angle and time information of laser emission, and the data with distance and 
angle is processed by software, and the corrected data is fused with the integrated 
navigation data to generate point cloud data with errors. The operation flow is shown 
in Fig. 12.2: 

In order to correct the roll value, the height difference (d1, d2) and the distance 
between two points on two opposite flight routes are measured. Calculate the 
correction value �r of the roll angle according to the following formula:

�r = d 

swath width 
(12.1) 

By using the calibration parameters, the cross sections of the point cloud data 
of two opposite routes in the scanning direction are finally adjusted to overlap each 
other. 

Pitch angle of system integration is mainly reflected in the deviation of laser point 
cloud in the vertical direction of laser scanning line (flight direction of aircraft). The 
comparison method of pitch angle is that we use two flight belts to fly back and forth, 
which are perpendicular to the roof line of the house and fly over the spire house at 
the same time. Pitch angle is calculated by trigonometric geometry:

�P = 
D 

2H 
(12.2)
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where D represents the distance between planes flying back and forth to obtain the 
same position information. H stands for flying altitude. 

The error of heading direction will change the position of the center of the scanned 
object and deform the object, so it is relatively difficult to check the heading angle 
error. The length of the calibration baseline (the distance from the nadir of the route 
to the center of the target object) is short, and the object offset is small, which makes 
the calibration error large. 

According to the error influence law of heading, the formula for calculating 
heading error can be obtained as

�p = arctan 
√
D 

S 
(12.3) 

where S is the plane distance from the target center to the intersection of the routes. 

12.3.2 Selection of Key Parameters of the System at Different 
Flight Altitudes 

With the support of airborne LIDAR technology, power enterprises can quickly scan 
and recover the accurate 3D spatial positions of terrain and objects in line corri-
dors by using laser lidar measurement technology, and can record the information 
of environmental variables during operation in real time. The geographical environ-
ment and other conditions around lines and equipment are displayed perfectly and 
intuitively by means of stereoscopic simulated images, thus providing clearer and 
more accurate information reference for the management and decision-making of 
power enterprises. 

In the application of airborne lidar to ground mapping, according to different 
mission objectives, the flying height of the aircraft is usually between 1000 and 
6000 m. At the flying height of 3000 m, the radar system should work in the 
near-saturation imaging mode, in which the root mean square error of ranging first 
decreases and then increases with the fringe width, and there is an optimal fringe 
width to minimize the ranging error. 

In the airborne surveying and mapping system, the number of sampling units N in 
each sampling channel is set to 1200. In order to ensure that the distance gate width 
is enough to cover the depth of field of the measured object, the time slot width 
tbin = 1.26 ns of the system is the corresponding distance gate width Gate = 172 m 
at this time. 

In the mapping experiment of fixed targets, the position of fringe image in the 
sampling channel can usually be changed by adjusting the delay between detector 
and laser. That is to say, if the depth of field of the measured object is not particularly 
large, we can ignore the influence of fringe bending on ranging accuracy. However, 
in the application of airborne mapping to the ground, we usually can’t know the
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Fig. 12.3 Bending of fringe images at different positions 

elevation information of the measured object in advance, and the fringe image may 
appear at any position of the sampling channel, so the distance deviation caused by 
fringe bending must be considered at this time. 

From Fig. 12.3, we can see that when the fringe image is at the edge of the 
sampling channel, the distance extraction result is obviously curved; when the fringe 
image is in the center of the sampling channel, the distance extraction results are 
basically the same. 

According to the calculation result of the signal centroid, the distance value corre-
sponding to the centroid position can be queried in the calibration matrix, so that 
more accurate distance extraction results can be obtained. By changing the time delay 
between the detector and the laser, the fringe images move in the whole time-resolved 
channel, and the fringe images at different positions are stored at certain intervals, 
interpolating the distance values at all centroid coordinates to obtain the distance 
calibration matrix of all charge coupled device (CCD) pixels. 

12.3.3 Accuracy Analysis 

Strong wind, snow and ice weather may cause conductor dancing, change the distance 
between conductors and split conductors, and easily cause short-circuit discharge. 
Lidar can accurately measure the distance between each split sub-conductor under 
the condition that the line is live and not in contact with the line, and provide guidance 
for making spacer bars.
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Based on the 3D scene processed by lidar measurement technology, the real situ-
ation in the field is displayed on the computer, and the whole line can be understood 
from the global to the microscopic, as shown in Fig. 12.4. 

See Fig. 12.5 for the accuracy requirements of lidar data processing: 
The accuracy of classified point clouds is checked by stereo image pairs, that is, 

the obvious corner points of ground objects are collected on stereo image pairs, and 
the same corner points are collected on the point cloud model, and then the plane and 
elevation are compared to check their accuracy. 30 inspection points were collected

Fig. 12.4 Line 3D laser point cloud obtained by lidar measurement technology 

Fig. 12.5 Required precision 
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Fig. 12.6 Statistics of elevation difference in overlapping areas 

evenly in this survey area, and the results showed that the median error in the plane 
was 0.15 m, the maximum error was 0.7 m, the median error in elevation was 0.16 m 
and the maximum error was 0.12 m, which met the requirements of making 1:2000 
DEM and DOM from point cloud data. 

After band adjustment, the internal accuracy (relative consistency) of point cloud 
data must be evaluated. It is usually realized by checking the consistency of lidar 
points in overlapping zones. In addition to zonal mapping, airborne lidar data usually 
have overlapping areas between different routes. Figure 12.6 shows the statistical 
results between five parallel routes in a small area. 

The first line indicates that the difference of most points in the overlapping area of 
route 2 and route 3 is within the range of -0.007 ± 0.094. For areas with large slopes, 
this index of elevation difference also reflects the accuracy of the plane, because the 
error of the plane will bring the error of elevation. It is difficult to distinguish the plane 
difference of laser point cloud data because of its discontinuity. The plane difference 
can be realized by comparing the plane differences of the same name points of the 
feature objects directly extracted from the original data. 

The better point cloud data of the laser reflection surface of the conductor can fit 
the outgoing line type. For many years, the reflection surface of the wire has been 
poor, so it is difficult to return to the pulsed laser and obtain continuous point clouds. 
For power lines of 10 kV and below, the conductor section of communication lines 
on the ground is small, so it is impossible to return a pulsed laser, and it cannot 
be identified in the aerial survey industry. The identifiable power line elevations are 
shown in Table 12.1.

After calculation, the mean error between the fitting elevation of power line point 
cloud and the measured elevation in this project is 0.17 m, which can meet the 
requirements of power line selection accuracy. After the route selection, the height
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Table 12.1 Line height 
measurement Circuit Approximate difference/m 

1 −0.042 

2 −0.157 

3 −0.141 

4 −0.144 

5 −0.161

of crossing the point line is analyzed by using the point cloud data, which can be used 
by the tower arrangement of line electrical specialty. Compared with the previous 
projects that need to go to the site to measure the line height, it saves time and 
improves the operation efficiency. 

12.4 Conclusion 

At present, airborne lidar measurement technology is mainly used to quickly obtain 
large-area 3D topographic data and quickly generate digital products such as DEM, 
especially the real topographic maps of forest-covered areas and mountainous areas, 
including strip-shaped target topographic maps. As capillaries of electric systems, 
transmission lines play an irreplaceable role in transmitting electric energy. Using 
an airborne lidar system to design power lines, only a few ground control points and 
field mapping work are needed to obtain high-precision 3D coordinates of ground 
points. Using airborne lidar technology to obtain terrain data has high accuracy 
and high speed, which can greatly reduce or even avoid the field survey work of 
surveyors and greatly improve work efficiency. Laser can penetrate the canopy of 
vegetation to reach the surface, and at the same time obtain information on the 
ground and vegetation, which is more abundant than that obtained by traditional 
aerial photogrammetry, and can also reduce the layout of ground control points. 
Based on the above characteristics, airborne lidar technology will play an increasingly 
important role in the construction and maintenance of the national power grid. 
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Chapter 13 
Research on Smart Car Safety Based 
on YOLOv3 Target Detection Algorithm 

Yanxia Liu 

Abstract In recent years, smart cars have achieved rapid development. Environ-
mental awareness technology is the basis of behavior prediction, decision-making 
and control of moving targets around smart cars, which largely determines the intel-
ligence level of cars. In the complicated and changeable road traffic environment, the 
negligence and inattention of vehicle drivers may cause irreversible losses. Real-time 
classification and location of surrounding objects is a key link to ensure road traffic 
safety during vehicle driving. Among them, the lane line detection and lane departure 
warning system based on vision is a hot topic in the research of smart cars at present, 
and it is also one of the key technologies to realize the safe driving assistance function 
of automobiles. Therefore, this article combines the improved YOLOv3 algorithm 
with target object detection and distance measurement. The program outputs 6 cate-
gories of target object classification and location information and 4 categories of 
longitudinal distance between the target object and the camera. The video detec-
tion speed reaches 29.8 frames per second, meeting the real-time requirements. This 
method can provide a reference for vehicle-assisted driving in natural road traffic 
scenarios. 

13.1 Introduction 

With the rapid development of China’s economy, the living standards of Chinese 
residents have gradually improved. Compared with trains and airplanes, automobiles, 
as a more flexible and convenient means of transportation, have become an important 
part of social life and production, and their number has increased rapidly [1]. With 
the huge number of cars and the accelerating pace of life in modern society, it 
is not uncommon that drivers’ behaviors such as running red lights, speeding and 
overloading caused by fatigue driving, and information such as vehicles, pedestrians
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and traffic signs on both sides or above the road in front of them are not found in 
time [2]. 

In China, according to statistical data from the Traffic Management Bureau of the 
Ministry of Public Security, there were 3,906,164 road traffic accidents nationwide 
in 2010, a year-on-year increase of 35.9%. 65,223 people were killed and 251,103 
injured, resulting in a direct property loss of 930 million yuan [3]. According to 
the analysis of accidents, more than 90% of traffic accidents are caused by drivers’ 
untimely response and operational errors when encountering dangerous situations. 
These factors objectively reflect the following aspects: (1) drivers’ distraction when 
driving; (2) driver’s long-term fatigue driving; (3) drivers fail to handle the vehicle in 
a timely and correct manner at dangerous times due to overspeed and overload; (4) 
drivers misjudged the road conditions and mismanipulate the vehicle [4]. However, 
due to the variety of targets to be detected in driving scenes and the complexity of 
the environmental background, target detection algorithms for autonomous driving 
scenes still have great challenges, and some efforts still need to be made in terms 
of accuracy and real-time performance. Therefore, how to improve vehicle safety 
performance and the accuracy and speed of traffic target category detection is the 
key to achieving autonomous or unmanned driving [5]. 

In recent years, with the progress of on-board chip technology, target recogni-
tion, sensor technology, artificial intelligence, computer communication technology 
and decision algorithms of self-driving cars, self-driving cars have achieved great 
development. Self-driving cars integrate environmental awareness, dynamic deci-
sion planning, intelligent control and execution, so that they can collect surrounding 
information in real time through sensors, make analysis and decisions according to 
surrounding road conditions, plan driving routes, control the acceleration and decel-
eration of cars, and turn left and right [6]. In order to improve the increasingly serious 
traffic problems, alleviate the increasingly congested traffic environment and better 
configure traffic resources, the system of intelligent transportation systems has also 
been established. With the advent of the 5G era, intelligent transportation will play 
an increasingly important role in the future of intelligent life. It is a close connec-
tion between advanced science and technology and transportation manufacturing, 
transportation, and services, combining users, vehicles, and roads, A data-driven, 
accurate, safe, energy-saving, and comprehensive modern transportation system has 
been formed [7]. However, if only a fixed number of sliding window templates are 
applied, unsatisfactory areas may result. In order to identify different objects, we need 
to extract visual features. Feature extraction is an important step in the target detec-
tion process, and the quality of feature extraction directly affects the effectiveness of 
target detection [8]. 

This article mainly studies object detection algorithms from two aspects: theo-
retical innovation and practical application value. Finally, a target detection system 
is implemented based on the improved YOLOv3 algorithm. In order to increase the 
robustness of the system, the model is trained by data set expansion. Users can upload 
videos or pictures, complete the labeling of target detection, and return the results to 
users. Tests and experiments show that the system is robust.
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13.2 Overview of Research on Target Detection of Smart 
Car Safety 

13.2.1 Vision-Based Target Detection 

Visual sensor is one of the most important sensors in intelligent vehicle systems, with 
advantages such as low cost, high frame rate, rich information, and long observation 
distance. However, it is susceptible to environmental impact and lacks in-depth infor-
mation. In the field of intelligent driving assistance, the advantage of cameras lies 
in their ability to effectively detect and classify obstacles in front of them [9]. The 
detection algorithm based on deep learning needs to be trained for large-scale data 
sets, so it has a certain generalization ability. The more similar the characteristics of 
the detected images and the targets in the training set, the higher the accuracy of the 
model. Therefore, in order to be able to achieve detection targets in different weather 
conditions such as sunny days, cloudy days, rainy days, and different scenes such 
as urban streets, gas stations, parking lots, and highways, the image data collected 
from a real driving platform is required for deep neural network training [10]. 

First of all, YOLOv3 uses Darknet-53 as the basic network structure, which was 
originally designed to detect and identify 80 kinds of general targets, but this paper 
only needs to detect 4 kinds of automobile targets, so there are many redundant 
structures in the basic network that can be optimized. However, because only four 
types of vehicles need to be detected in this paper, the depth and width of the Darknet-
53 basic network are somewhat redundant. The whole data set production process is 
shown in Fig. 13.1.

The whole process is mainly divided into five parts, which are determining the 
acquisition object, shooting the video on the spot, framing and cleaning the video, 
and manually expanding the data set samples and labeling. 

The purpose of vehicle and pedestrian target detection algorithms is to detect the 
location and type confidence information of vehicles and pedestrians in images. They 
are generally divided into single-stage and dual-stage-based algorithms. Compared 
to a single-stage detector, a dual-stage detector separates location and classification, 
requiring the generation of a region suggestion box for location, which consumes a 
lot of time. The input layer of a conventional neural network is the input quantity. 
Each node in the hidden layer has a weight and deviation, which are calculated and 
transferred to the next node. Finally, the calculation result is output through the output 
layer. In conventional neural networks, every node between layers is fully connected, 
and different nodes in the same layer are completely independent. For ramp signals 
and step signals, the input and output signals can be guaranteed to be the same.
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Fig. 13.1 Flowchart of data set making

13.2.2 Lane Line Detection and Feature Extraction 

The image captured by the camera is a two-dimensional image, while the actual 
scene is a three-dimensional space. Therefore, it is necessary to calibrate the camera 
and determine the geometric relationship between the three-dimensional scene and 
the two-dimensional image based on the imaging model of the camera. An ideal 
camera model is a pinhole model composed of the optical center, imaging surface, 
and optical axis of the camera. Objects in space are projected onto the imaging 
plane through the optical axis. The actual camera imaging model needs to consider 
projection distortion. In fact, when the camera is shooting images, the ideal installa-
tion position of the camera is perpendicular to the shooting plane, which can ensure 
that the image maintains its original scale without distortion. Compared to tradi-
tional target detection algorithms, deep learning target detection algorithms not only 
have a breakthrough in detection accuracy, but also have improved detection speed. 
However, in autonomous driving scenarios, target detection based on deep learning 
has significant shortcomings in terms of real-time detection and detection accuracy. 
Even if a large number of feature factors and feature weights can be extracted, the 
description of the obstacles in front is still limited, resulting in the robustness of the 
detection model not being high. Moreover, in the face of complex scenes, high-order
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images are even more stretched. Therefore, the difficulty of traditional target detec-
tion is limited, not only the detection accuracy can not be greatly improved, but also 
the detection speed can not achieve real-time performance. 

Target detection algorithms have gradually developed from traditional algorithms 
to deep learning algorithms. Traditional table detection algorithms have low detection 
accuracy, cannot meet real-time requirements for detection speed, and are less robust 
to complex scenarios. This makes it more difficult to apply such target detection in 
the engineering field. In practical projects, it is difficult to find enough image data to 
complete training tasks. In order to ensure the completion of the project, in addition 
to searching for more data, we also need to conduct data augmentation operations on 
the collected data through relevant means. This is to make up for the shortcomings of 
insufficient data collected by ourselves, and to simulate the characteristics presented 
by targets in different environments. Therefore, the development of deep learning 
technology simplifies the setting of parameters in traditional target detection, reduces 
the use of experience by people, and converts human experience into data form. At 
the same time, deep learning exhibits learning ability for a large number of sample 
sets through a non-linear network structure relationship, which can achieve good 
results in automatic driving target detection. 

13.3 Research on Intelligent Vehicle Safety Based 
on YOLOv3 Target Detection Algorithm 

13.3.1 YOLOv3 Target Detection Algorithm Model 

Because in practical engineering applications, technicians pay great attention to the 
reasoning performance of the model; the less computational power the model needs 
and the higher its accuracy, the more it can play a role in engineering. The smaller the 
parameters of the model, the smaller the storage space, and the smaller the running 
space required for reasoning. Compared with the original model, it can also provide a 
higher ability to process simultaneous input data, increase the number of pictures for 
simultaneous reasoning, and can be used for multi-channel reasoning. The methods 
of model compression are generally divided into model pruning, model quantization, 
and neural architecture search. In practical application, model pruning and quanti-
zation are post-processing methods based on trained models. Neural architecture 
search is a model preprocessing method, which requires high time consumption. 

In order to be able to detect fine-grained features, it further uses three feature maps 
with different scales for object detection based on YOLOv2’s passthrough structure; 
YOLOv3 still uses the YOLOv2 method to obtain anchors using K-means clustering, 
increasing the number to 9, and assigning 3 different anchors to each scale feature 
graph, which greatly improves the ability of the network to detect small-size objects. 
In addition, it also changes the softmax function of the prediction layer to a logistic
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Fig. 13.2 YOLOv3 network structure 

function, which can support the output of multiple label objects. The overall network 
structure of YOLOv3 is shown in Fig. 13.2. 

In recent years, the vision-based object detection method using a convolutional 
neural network (CNN) has been very successful, such as YOLOv3 in this paper. 
Darknet-mini changed the feature map from 416*416*3 to 26*26*128 after four 
times of down-sampling, and obtained abundant feature information. In order to 
extract more local features, the feature map filter was reduced to 64 through three 
DBL convolution modules before input. Definition si zepool × si zepool indicates the 
size of the sliding window, and si ze f map  × si ze f map  indicates the size of the feature 
map, which can be obtained as follows: 

si zepool =
[
si ze f map/ni

]
(13.1) 

Due to the absence of a fully connected layer in YOLOv3, it is not necessary to 
adjust the size of the feature map to a fixed-size feature vector. In order to obtain 
more feature information and improve accuracy, three feature maps with a size of 
26 * 26 * 64 are concatenated with the input feature maps of the SPP module to 
finally obtain a 26 * 26 * 256 large channel feature map. These feature maps extract 
and merge features from multi-scale local regions as output, helping to eliminate 
the impact of differences in extracted feature information caused by different target 
scales, enabling the network to learn target features more comprehensively. 

The classification loss function of YOLOv3 is a cross-entropy loss function, and 
the cross-entropy loss function does not treat all samples differently, that is to say, 
the contribution of each sample to the error loss is only related to its own error loss, 
which will cause many car types to contribute more to the error loss, thus leading the 
gradient adjustment process, while a small number of other types of vehicle samples 
contribute less to the error, making it difficult for the network to fully learn the
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effective characteristics of other types of vehicle samples during training. Although 
λ = 0.5 basically balances the contribution of both background and vehicle samples 
in the balanced cross-entropy (CE) loss function, it does not distinguish between 
difficult samples between vehicles, as shown in Eq. (13.2). Therefore, we use the 
focus loss function to reduce the training weight of easy car samples, and we can dig 
deeper into the characteristics of other types of vehicles: 

CE(pt ) = −λ log(pt ) (13.2) 

The focus loss function (FL) mainly introduces an adjustment factor (1 − pt )γ 

based on the cross-entropy loss, with adjustable parameters γ ≥ 0. The formula for 
the focus loss function is shown in Eq. (13.3): 

FL(pt ) = −(10 pt )
γ log( pt ) (13.3) 

When λ =0, the focus loss function is equivalent to the cross-entropy loss function. 
If it continues to increase, the loss difference between insoluble and insoluble samples 
becomes larger and larger. In other words, the loss of large samples is decreasing, 
and the loss of small samples is increasing. 

13.3.2 Analysis of Experimental Results 

Because the training data set of the deep learning model has a large training sample, 
and the picture of the training set has a high pixel value of 1920 × 1080, which occu-
pies a large amount of memory, the ordinary computer platform is not competent for 
the training task of YOLOv3, so it needs to be completed on the platform with GPU 
graphics card to accelerate the calculation. In order to comprehensively measure the 
detection performance of YOLOv3 and improved YOLOv3 models, this experiment 
combines the cross-union ratio and loss value in the training process, and evaluates 
the applicability of the model to the detection task through the indicators of recall rate, 
accuracy rate, average accuracy, and mean average accuracy. The commonly used 
evaluation criteria in target detection are average accuracy mean mAP. The calcula-
tion of mAP involves the calculation of Precision, Recall, and AP. The definitions of 
precision and recall involve confusion matrix, which is shown in Table 13.1. 

When using migration training for YOLOv3-pro, the loss value decreases rapidly. 
When not using migration training, the decline is slower. This is because when using

Table 13.1 Evaluation 
model prediction confusion 
matrix 

Positive: It’s a car Model prediction 

Negative: Not a car Positive Negative 

Real label Positive True positive False negative 

Negative False positive True negative 
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Fig. 13.3 Effect of training times on mAP 

pre-training weights for migration training, the underlying weight parameters can be 
used as initial values for training, and these initial values fuse some target features. 
Therefore, the training method based on transfer learning can find and locate the 
target faster, and the loss value decreases faster. When migration training is not used, 
the model needs to learn target features from 0, which slows down the speed of 
identifying and locating the target, resulting in a slower decrease in the loss value. 
The changes of mAP in the two training methods under different training times are 
shown in Fig. 13.3. 

As can be seen from the figure, the value of the map of the two training methods 
is basically around 0 when the training times are very small. This is because there 
are few pictures sent to the network in the early stage, and the model does not fully 
learn the characteristics of the target, resulting in low detection accuracy. With the 
increase in training times, more and more pictures are sent to the network, and the 
model gradually grasps the characteristics of the target, so the map values of the two 
models slowly rise. The verification data set is an MSCOCO data set. Training process 
of Pytorch platform: loading model, initializing data, defining optimizer, training, 
and forecasting. Explain that the L HOU  loss function can solve the shortcomings of 
the L HOU  loss function to some extent. When training the model, all the values of 
the loss function are saved in the log. In order to compare the changes of several 
loss functions conveniently, the comparison of several loss functions is shown in 
Fig. 13.4.

From the image, we can see that several loss functions tend to stabilize after 
400,000 iterations, and the L HOU  loss function converges faster during the initial 
iteration.
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Fig. 13.4 Comparison of several loss functions

13.4 Conclusion 

Object recognition and positioning in road traffic environments play an important 
role in vehicle dynamic path planning and avoiding traffic accidents. With the devel-
opment of cities and the continuous improvement of people’s safety awareness, the 
research on assisted driving technologies such as road object detection has become 
the focus of attention of scholars and research institutions at home and abroad. In the 
research of vehicle safety-assisted driving technology, lane line detection and lane 
departure warning system have become two important research directions. Lane 
line detection and feature parameter extraction are key technologies to achieve lane 
departure warning systems. Based on the background of road traffic, by studying the 
characteristics of traffic targets, this paper determines that the objects of this algo-
rithm are four kinds of dynamic targets: people, cars, bicycles, and battery cars. In 
order to meet the real-time and reliability requirements of autonomous driving, based 
on the YOLOv3 target detection algorithm, this paper improves the YOLOv3 model 
by optimizing the data set, adjusting the structural model, optimizing the training 
parameters, and using migration training, so as to improve the recognition effect in 
autonomous driving scenes. 

Acknowledgements Project Name: Science and Technology Research Project of Jiangxi Provin-
cial Department of Education (Fund number: GJJ2202708).
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Chapter 14 
Research and Construction 
of the Integrated Management System 
for the Grid-Connected Operation 
of the System Terminal 

Jian Zhang, Bo Li, Ying Zeng, Xingnan Li, and Zhan Shi 

Abstract With the rapid development of the electric power industry, it is partic-
ularly important to improve the management efficiency and reliability of the elec-
tric power system, and it is urgent to ensure the safe and stable operation of the 
system. Therefore, this paper studies and builds the integrated management system 
of system terminal grid connection operation. Using advanced computer technology 
and modern communication, to realize the comprehensive monitoring and control of 
all aspects of the power system, the system includes data collection, data analysis and 
management, information visualization and other functional modules. The experi-
ment proves that the system has a high degree of reliability and security, and can 
realize adaptive and optimal control under changing environmental conditions. The 
integrated management system of grid connection operation of the system terminal 
can provide technical support and guarantee the reliable operation of the power 
system. 

14.1 Introduction 

The power system is one of the indispensable infrastructures in modern society, and 
it is the necessary energy support [1] to ensure the social and economic operation and 
people’s lives. With the continuous development of China’s power industry and the 
continuous opening of the power market, the scale of the power system is expanding, 
the operating environment is becoming more and more complex and the requirements 
of power system management are getting higher and higher. How to improve the 
management efficiency and reliability of the power system to ensure its the safe 
and stable operation is an urgent problem to be solved [2]. With the continuous
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development of computer technology and communication technology, the technical 
level of terminal equipment and monitoring system is constantly improved, so that 
the comprehensive monitoring and control of [3] each link of the power system can be 
realized. This paper aims to study and construct a system to improve the management 
efficiency and reliability of power systems. This paper adopts advanced computer 
technology and modern communication to realize the comprehensive monitoring and 
control of all aspects of the power system. The system includes data collection, data 
analysis and management, information visualization and other functional modules. 
Through the research and construction of the integrated management system, the 
efficiency and reliability of the power system management are improved, and the 
technical support and support for the safe and stable operation of the power system 
[4]. 

14.2 General Architecture Design of the Integrated 
Management System for the Grid-Connected 
Operation of Electric Power System Terminals 

Power system terminal grid operation integrated management system is data collec-
tion, processing, analysis and management in the integration of the integrated system; 
it is composed of multiple components, and the function of the whole system covers 
the power system terminal equipment monitoring, data acquisition and processing, 
running status evaluation, abnormal early warning and response, etc.; the overall 
architecture is shown in Fig. 14.1. 

The functional requirement of the system terminal grid-connected operation inte-
grated management system is to ensure the normal operation of the photovoltaic 
power generation system and to provide comprehensive monitoring, management 
and analysis functions. The following is an expansion of the functional requirements:

Fig. 14.1 Overall architecture design of the integrated management system 
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Real-time monitoring of terminal equipment parameters: the system needs to be 
able to monitor the operating state of the power system terminal equipment in real 
time, including temperature, voltage, current and other key parameters. Through 
sensors and monitoring equipment, collect equipment data and ensure the accuracy 
and timeliness of the data. 

Data collection, storage and management: The system shall have the capability 
of data collection, and shall store and manage the data collected from the terminal 
equipment. Data storage can be performed using a database or cloud platform for 
subsequent analysis and queries. 

Data processing and analysis: The system needs to clean, normalize and merge 
the collected data to ensure the quality and consistency of the data. Through data 
analysis and mining technology, the system can extract the trends and rules of the 
power system operation, to provide support for the system operation management. 

Operating status assessment: Based on the collected data, the system shall be able 
to evaluate the operating status of the power system terminal equipment. Through 
the set rules and algorithms, the performance and health status of the equipment are 
analyzed and determined, and the operation quality evaluation index of the equipment 
is provided. 

Abnormal monitoring and early warning: the system shall have the function of 
abnormal monitoring and early warning, and can timely detect the abnormal condition 
of the equipment and issue early warning signals. When the equipment has a failure, 
temperature abnormality or other abnormal conditions, the system can automatically 
send an alarm to notify the relevant personnel, in order to take timely measures for 
repair or maintenance. 

Fault diagnosis and maintenance support: The system shall provide fault diagnosis 
and maintenance support functions to help the operation and maintenance personnel 
accurately locate the equipment faults, and provide corresponding maintenance 
guidance and suggestions. 

Visualization interface and report generation: The system needs to provide an 
intuitive visual interface to display the monitoring data in the form of charts, graphics 
or maps, so that users can quickly understand the operating status of the power system. 
In addition, the system shall have the function of generating reports for recording 
and summarizing the operation and performance indicators of the system. 

Through the realization of the above functional requirements, the system terminal 
grid operation integrated management system can provide comprehensive, accurate 
and real-time power system operation status information, help realize the efficient 
operation and management of photovoltaic power generation system and provide 
timely early warning and maintenance support, to ensure the stable operation of 
the power system, improve the efficiency and reliability of the system and provide 
decision support and troubleshooting information.
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14.3 Hardware Design 

The hardware design of the integrated management system is an important part of 
the system, including computer, network equipment, sensors and other hardware 
equipment. This system chooses the Advantech brand industrial grade computer; the 
model can choose AdvantechIPC-610H. Network equipment is a bridge connecting 
the various equipment and sensors of the system, which needs to meet the stability and 
real-time performance of the system data transmission. The system adopts Huawei 
S5720-36C-EI-A, with high speed, low delay, multi port, high reliability and other 
industrial grade switches. The sensor is the sensing equipment of the system, which 
needs to collect various parameter data on the site, including temperature, humidity, 
pressure, flow, etc. The model of the sensor is Honeywell PX2AG1XX025PSCHX 
and the quantity shall be configured according to the actual requirements of the 
system. In addition to the above hardware equipment, the system will also need to 
be equipped with the corresponding accessories, such as data cable, power cord and 
adapter. These need to be characterized by high quality, high reliability and low 
failure rate to ensure the stable operation of the system. The hardware design of 
the integrated management system should consider the factors of functional require-
ments, data processing capacity, communication performance and stability to select 
and configure appropriate equipment and accessories. At the same time, the corre-
sponding standards and specifications should be followed to ensure that the system 
can operate stably and reliably. 

14.4 Software Design 

14.4.1 Data Acquisition Module 

The data acquisition module is used to collect the real-time operation data of the 
power system terminal equipment, including the voltage, current, power, frequency 
and other parameters, as well as the equipment status, operation mode and other 
information [5]. Data collection can be uploaded and collected through intelligent 
terminals through field sensors and monitoring devices, but the collected data gener-
ally needs to be processed and cleaned to ensure the accuracy and reliability of the 
collected data [6]. Data cleaning technology is mainly used to process the original 
data; in order to remove noise, errors and outliers, we first need to deal with the 
missing data. The usual method is to fill the missing values with the mean, median, 
crowd, etc., and to remove repeated data, and the data with missing values can be 
filled by formula (14.1): 

x j = 1/N ∗ sumN 
i=1xi (14.1)
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Shown as formula (14.1), N is the number of data present, and i is the fill value 
of missing values. Data distribution analysis can include statistical indicators such 
as the central trend, degree of dispersion and deviation of the observed data. By 
calculating the indicators of the mean, the median, the standard deviation and the 
skewness, we have an intuitive understanding of the overall distribution of the data. 
Moreover, visualization tools such as drawing histograms, boxplots and scatter plots 
can also help to reveal the distribution patterns and anomalies of the data. After 
analyzing the data distribution, data points that do not match the data distribution 
can be excluded. These data points that do not match the data distribution may be 
outliers or erroneous records, and they may have a negative impact on subsequent 
data processing and analysis. By identifying and excluding these data points, we can 
maintain the accuracy and consistency of the data. 

Next, to facilitate subsequent data processing, the original data will need to be 
converted into a target format. This may involve operations such as data type trans-
formation, unit conversion, normalization or standardization to facilitate uniform 
data processing and comparison: for example, converting date and time data into a 
unified format, encoding text data or participle processing. In addition, in order to 
obtain a more comprehensive data perspective, it is necessary to gather different data 
sources together to form a whole data set and discover the laws and relationships 
between the data. By integrating data from different data sources, a more compre-
hensive analysis can uncover potential trends, patterns or correlations. Data pooling 
may involve operations such as data merging, connection, association and data inte-
gration. Ensuring data consistency, accuracy and completeness when integrating data 
is needed to avoid introducing errors or bias. 

To sum up, nalysing data distribution, excluding abnormal data points, trans-
forming data formats and integrating different data sources can provide a more accu-
rate, complete and reliable data basis for subsequent data processing and analysis, 
help reveal the laws and relationships of data and obtain valuable insight and decision 
support. 

14.4.2 Data Analysis and Management Module 

The data analysis management module is used to store and manage the collected 
data, including real-time data, historical data, statistical data, etc. Data storage adopts 
Apache Cassandra distributed database, which has the characteristics of high scala-
bility, high-speed reading and writing ability, and large capacity storage capacity, and 
can meet the data management requirements of the integrated management system of 
grid-connected operation of power system terminals. In addition, the collected data 
also needs to be analyzed and processed to extract useful information and indicators, 
such as power grid load prediction, power quality analysis, fault diagnosis and others 
[7]. Data analysis can use the traditional statistical analysis method; for the data with 
outliers, formula (14.2) can be used to process:
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z = (x − mean)/std (14.2) 

where x is the raw data, mean is the mean of the data, std is the standard deviation of 
the data and z is the normalized data. If the z-value is greater than a certain threshold, 
the data point can be treated as an outlier. The data analysis and management module 
detects and handles the outlier values of the collected data by applying various 
outlier value detection methods. Among them, the standardized method (z-score) 
is a common method of outlier detection. This method transforms the data into a 
standard normal distribution by standardizing the raw data, where each data point is 
subtracted from the mean of the data and divided by the standard deviation of the 
data. Then, a threshold can be set to treat the normalized data point as an outlier when 
they exceed it. In addition to the standardized methods, the data analysis management 
module can also use cluster analysis-based and box-plot-based methods for outlier 
detection. Through effective outlier detection and processing, the credibility of data 
and the accuracy of analysis can be improved, so as to provide a more accurate basis 
for subsequent data analysis and decision-making. 

14.4.3 Visualization Module 

The visualization module is used to provide decision support for the power system 
operation and management personnel, including real-time monitoring, early warning, 
scheme formulation, instruction issuing, etc. Decision support can adopt a rule-
based method, combined with artificial intelligence technology, to realize automatic 
decision-making, and collect, store and analyze decision data and information in 
the form of charts, curves, maps and other visualization, so as to facilitate users to 
intuitively understand the operating status and change trend of the power system [8]. 
Visual display can adopt modern interactive data visualization technology, such as 
large-screen displays, mobile terminal applications, virtual reality and other forms, to 
improve the efficiency of information communication and sharing [9, 10]. Artificial 
intelligence technology can automatically analyze and judge the operation state and 
change the trend of the power system through data mining, machine learning and 
other means, so as to provide more accurate decision support for the power system 
operation management personnel [11]. Commonly used visualization methods in the 
visualization module include histogram, line map, scatter map, heat map, map, etc. 
Among them, the heat map is a visualization method that can intuitively display the 
data density, and its mathematical model can be expressed as Eq. (14.3): 

f (x, y) = 
1 

2πσ  2 
e − 

(x − x0)2 + (y − y0)2 

2σ 2 
(14.3) 

where x0 is the expected early warning value along the X-axis in the visual heat map, 
and y0 is the expected early warning value along the Y-axis in the visual heat map. 
In the integrated management system of the power system, the heat map can be used
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to show the operation status of each equipment in the power system, so as to provide 
timely monitoring and early warning information for the operation management 
personnel of the power system and help them take timely measures [12, 13]. In 
addition, virtual reality technology can also be used in the integrated management 
system of the power system [14]. By establishing a three-dimensional model of the 
power system, data display and interactive operation in the virtual environment can 
improve the efficiency of information communication and sharing. 

14.5 Test the Experiment 

14.5.1 Experimental Preparation 

In order to test the performance of the integrated management system of grid-
connected terminal operation, the experiment used two photovoltaic power gener-
ation systems using different models of terminal equipment. This can evaluate the 
performance difference of the different terminal devices when operating the inte-
grated management system. The first photovoltaic system uses model A1 terminals, 
while the second photovoltaic system uses model A2 terminals. In order to ensure 
the normal operation of the system. To carry out the test, the ThinkPad X1 Carbon 
Intel Core i5 flagship version was selected as our computer model. The laptop is 
equipped with a powerful processor and memory to provide enough computing power 
to support the operation of the integrated management system. In addition, the corre-
sponding monitoring equipment and terminal equipment are also needed to realize 
the monitoring and control of the photovoltaic power generation system. To meet this 
need, JZ-KQ 1 monitoring equipment and NPort 6400/6600 series terminal equip-
ment were selected for the experiment. The JZ-KQ 1 monitoring device is able to 
collect various data on the photovoltaic system, such as power, voltage, current and 
temperature information. The Nport 6400/6600 series terminal equipment provides 
a stable and reliable connection between the computer and the terminal equipment 
of the photovoltaic power generation system. 

Before conducting the experiment, ensure that the computer and monitoring equip-
ment are correctly connected to the terminals of the two photovoltaic systems. In this 
way, the remote monitoring and control of the two photovoltaic power generation 
systems can be realized through the system terminal grid connection operation of 
the integrated management system. Once the system equipment is connected, the 
integrated management system can begin to remotely monitor and control the photo-
voltaic system. Through the integrated management system, it can communicate with 
the terminal equipment of the photovoltaic power generation system, obtain real-
time data and send control commands. In the experiment, the output power, voltage, 
current and other parameters of the photovoltaic power generation system can be 
monitored, and the corresponding control operation can be carried out according to 
the need. The collected data should be fully documented during testing. These data
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are very important for the subsequent performance analysis. Experiments can record 
the performance of photovoltaic power generation systems in different time periods, 
and compare the differences between the A1 model and the A2 model terminal equip-
ment. In addition, the experiment should record the operation and control commands 
for the system in order to associate them with the changes in the performance. 

14.5.2 Experimental Result 

The experimental test results include the data of the total power generation, average 
power generation, maximum power generation and minimum power generation of 
the photovoltaic power generation system. Table 14.1 shows the data obtained from 
the remote monitoring and control of the two photovoltaic power generation systems 
through the system terminals when using different types of terminal equipment. 

Data analysis for terminal device type A1: Values of generating capacity 1 (kW/h) 
are between 56, 58 and 57. The generating capacity of 2 (kW/h) is between 54, 57 and 
55. The total generating capacity (kW/h) is the sum of capacity 1 and capacity 2, 110, 
115 and 112, respectively. The average power generation (kW/h) is the average of 
the total power generation and is calculated as 55, 57.5 and 56. The maximum power 
generation (kW/h) is the maximum of generating capacity 1 and generating capacity 
2, at 56 and 58, respectively. Minimum power generation (kW/h) is the smaller value 
of generating capacity 1 and generating capacity 2, at 54 and 57, respectively. 

Data analysis for terminal device type A2: The value of generating capacity 1 
(kW/h) is between 52, 53 and 51. The generating capacity of 2 (kW/h) is between 
53, 51 and 50. The total generating capacity (kW/h) is the sum of capacity 1 and 
capacity 2, 105, 104 and 101, respectively. The average power generation (kW/h) is 
the average of the total power generation, and the calculated results are 52.5, 52 and 
50.5. The maximum power generation (kW/h) is the maximum of generating capacity 
1 and generating capacity 2, at 53 and 51, respectively. Minimum power generation 
(kW/h) is the smaller value of generating capacity 1 and generating capacity 2, at 52 
and 50, respectively.

Table 14.1 Experimental result 

Serial 
number 

Terminal 
equipment 
type 

Generating 
capacity1 
(kW/h) 

Generating 
capacity2 
(kW/h) 

Gross 
generation(kW/ 
h) 

Average 
power 
generation 
(kW/h) 

Maximum 
power 
generation 
(kW/h) 

Minimum 
power 
generation 
(kW/h) 

1 A1 56 54 110 55 56 54 

2 A1 58 57 115 57.5 58 57 

3 A1 57 55 112 56 57 55 

4 A2 52 53 105 52.5 53 52 

5 A2 53 51 104 52 53 51 

6 A2 51 50 101 50.5 51 50 
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By nalysing these data, the average power generation of terminal device type A1 
is slightly higher than terminal device type A2, 56 and 52.33 kW/h, respectively. The 
maximum generating capacity of the terminal equipment type A1 is 58 kW/h, and 
the minimum generating capacity is 54 kW/h. The maximum capacity of terminal 
equipment type A2 is 53 kW/h and the minimum capacity is 50 kW/h. 

It can be seen from the experimental results of the system that the use of the 
system terminal grid-connected operation of the integrated management system can 
improve the average and total generating capacity of the photovoltaic power genera-
tion system, effectively monitor and control the operation status of the photovoltaic 
power generation system and improve the efficiency of the system. Through the 
remote monitoring and control system, the faults in the photovoltaic power gener-
ation system can be found and solved in time, so as to improve the reliability and 
stability of the system [15]. The system can realize the real-time monitoring and 
remote control of the photovoltaic power generation system, and improve the flex-
ibility and operability of the system, so that the system can better adapt to various 
environments and operating states. 

14.6 Conclusion 

The integrated management system plays a very important role in the operation of the 
power system, and the system terminal grid connection operation integrated manage-
ment system is an important means to apply the integrated management system 
to the terminal equipment and realize remote monitoring and control. This paper 
adopts advanced computer technology and modern communication to realize the 
comprehensive monitoring and control of all aspects of the power system. The system 
includes data collection, data analysis and management, information visualization 
and other functional modules. The integrated management system can improve the 
efficiency and reliability of the power system management, reduce the operation cost 
and provide an important guarantee and support for the safe and stable operation of 
the power system. In the future research and practice, we can improve and opti-
mize the shortcomings of the integrated management system of system terminal grid 
operation, strengthen the compatibility of equipment and user interface design, and 
enhance the scalability and maintainability of the system. 
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Chapter 15 
Accuracy Analysis and Verification 
of Demand Superposition Calculation 
Method Based on Power Curve 

Jinjin Li, Fanghua Mo, Xiuqing Lin, and Yupeng Qin 

Abstract At present, some enterprises use the method of multi-circuit demand 
superposition to obtain the actual maximum demand for the two-part electricity 
price settlement. There are two main ways to realize the multi-circuit demand super-
position. One is to use the communication means to superimpose the power infor-
mation of the electric energy metering devices of each circuit in real time to obtain 
the actual maximum demand. Another method is to collect and superimpose the 
power curve data of the metering device remotely through the information system. 
This paper evaluates the uncertainty of the demand superposition calculation method 
based on different power curves, analyzes and evaluates the accuracy of its calcu-
lation, and compares and verifies it with actual case data. The results show that the 
calculation method of dispatching the power curve combining the second-level curve 
and the minute-level curve has both economy and accuracy, and has great practical 
application value. 

15.1 Introduction 

According to the Interim Measures for the Management of Sales Electricity Prices, 
large industrial users with a transformer capacity of 315 kVA or above must imple-
ment a two-part electricity price. The two-part electricity price consists of two parts: 
the electricity degree price and the basic electricity price [1]. The electricity degree 
price is charged based on the user’s electricity consumption, while the basic elec-
tricity price is charged based on the user’s transformer capacity or maximum demand 
[2].
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The maximum demand refers to the measurement of the average power consump-
tion of customers during a certain period of time during the agreed settlement period, 
with its maximum indicated value retained as the maximum demand for the settle-
ment period. For users with multi-circuit power supply, the real-time power of each 
circuit may not necessarily reach its maximum value at the same time, and the 
actual maximum demand value is often less than the sum of the maximum demand 
values of each circuit. With the approval of both the power grid company and the 
customer, the actual maximum demand can be calculated using the method of demand 
superposition, which is used to settle the basic electricity bill [2–5]. 

15.2 Current Situation of Demand Superposition 

There are currently two main ways to achieve demand superposition: one is to perform 
superposition calculation locally on site through demand superposition devices, and 
the other is to perform superposition calculation on power curve data collected 
remotely through information systems. 

15.2.1 Local Stacking 

The demand superposition device is based on the on-site electric energy metering 
device, adding a demand superposition module to the master meter [6]. Through 
communication lines, the electrical energy data of the sub-meter is superimposed 
on the master meter, and the superimposed demand value is obtained through 
calculation. 

The demand superposition device directly uses data from on-site devices for real-
time stacking, and communicates between sub-tables and parent tables in real time, 
with high accuracy. At the same time, the maximum demand value can be directly 
read out at the table end, which is also in line with the customary mode of obtaining 
measurement values through physical measuring instruments [7]. 

However, this method also has shortcomings. Firstly, there are currently no rele-
vant verification regulations to verify and test the demand superposition function; 
secondly, it is only applicable to the demand superposition of parent and sub-tables 
in the same place, and does not support scenarios where measuring instruments for 
each circuit of remote meters are installed in different places; thirdly, the demand 
superposition function is expensive, with a set of demand superposition devices 
costing nearly 100,000 yuan. Currently, only some imported meter manufacturers 
have developed the demand superposition function for on-site devices.
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15.2.2 Remote Stacking 

With the construction of measurement automation systems, a large amount of data 
line information from electricity meters has been remotely collected. The collected 
data items include voltage, current, power, and other curve data. By overlaying the 
curve data of multiple circuits at the same time point and taking the maximum value 
of slip, the actual maximum demand value can be obtained [8]. 

The characteristic of remote stacking is that it does not require additional modi-
fication equipment on site and is more convenient to implement. The disadvantage 
is that this method requires high data collection requirements, including collection 
frequency, collection success rate, and clock accuracy. The quality of data collection 
directly affects the accuracy of calculations. 

Whether it is local or remote stacking, it is necessary to evaluate the uncertainty of 
the acquired demand for stacking, so as to judge the accuracy of the stacking demand 
[9]. The demand obtained by the local stack and remote stack has not been verified, 
has no legal effect, and can only be used as a reference, with the consent of both the 
power company and the customer. 

15.3 Uncertainty Analysis of Power Curve Superposition 

15.3.1 Measurement Model 

The power superposition formula for multi-circuit power supply based on a power 
curve is 

Pmax = Max

(
1 

n 

n+i−1E
i 

pi

)
(15.1) 

pi—Multi-loop power and value at acquisition point i 
n—Collection points within the demand cycle. 
In the power system, the demand period for maximum demand is 15 min, and 

the demand is calculated based on a slip period of 1 min. Therefore, the collection 
interval of the power curve should be less than or equal to 1 min [10]. 

At present, the minimum collection interval for load curves supported by elec-
tricity meters is 1 min; the minimum collection interval for the load curve of the 
scheduling system can reach 1 s.
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15.3.2 Analysis of Sources of Uncertainty 

There are two main sources of uncertainty in analyzing mathematical models: 

(1) The uncertainty introduced by the acquisition accuracy; 
(2) The uncertainty introduced by the collection frequency. 

Uncertainty Introduced by Acquisition Accuracy 

The uncertainty brought by different collection devices varies. For metering devices, 
which usually include energy meters and transformers, assuming the accuracy level 
of the energy meter is a and the accuracy level of the measuring transformer is b, in  
the case of uniform distribution, according to the uncertainty propagation theorem, 
the uncertainty u1 introduced by the acquisition accuracy level is 

u1 =
/(

a √
3

)2 

+
(

b √
3

)2 

(15.2) 

Uncertainty Introduced by Acquisition Frequency 

The maximum demand is to collect power data at a certain frequency, and then 
compare the collected power data to take the maximum value as the maximum 
demand. Therefore, the uncertainty introduced by the acquisition frequency includes 
two components: one is the uncertainty component caused by the maximum deviation 
of the sampling value itself, and the other is the uncertainty component generated by 
comparing different acquisition point sizes [11]. 

(1) uncertainty introduced by maximum deviation. 
Within a collection interval, it can be considered that there are countless 

instantaneous values of the actual load, and the instantaneous value of the load 
curve is only a randomly obtained value among them, and this value is the 
maximum uncertainty depending on the extreme deviation. The maximum devi-
ation is the average deviation degree between a set of data and its maximum 
value, and the calculation formula is as shown in (4): 

smax = 

|||||
nE

i=1 
(xi − xmax)2 

n − 1 
(15.3) 

xi is the instantaneous value collection point, xmax is the maximum value of the 
instantaneous value collection point, and n is the number of collection points. 
Smax is the extreme value deviation of the collection point. 

Therefore, the uncertainty u2 introduced by the maximum deviation is 

u2 = 
smax 

xmax 
(15.4)
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(2) uncertainty introduced by comparison. 
The maximum demand is obtained by comparing the values of each collection 

point one by one. Due to the different deviations in the maximum values of 
different collection points, comparing only the values of the collection points 
themselves can generate uncertainty. 

Xn is any point in the collection point except xmax , and the maximum deviation 
of xn is sn. If  xmax + smax > xn + sn is true for any point, then there is no 
misjudgment in xmax > xn, and no comparative uncertainty is introduced. 

If xmax + smax < xn + sn exists, it is judged that xmax > xn will have uncertainty, 
and the introduced comparison uncertainty is the maximum (xn + sn) value 
minus (xmax + smax), so the introduced uncertainty u3 by comparison is 

u3 = 
xn + sn − (xmax + smax) 

xmax 
(15.5) 

By synthesizing the uncertainty introduced by the maximum deviation of 
collection point and the comparison of collection point values, the uncertainty 
introduced by collection frequency u4 is 

u4 =
/
u2 2 + u2 3 (15.6) 

Relationship Between Uncertainty of Different Acquisition Frequencies 

If a certain collection interval is further subdivided for collection, the maximum 
power value within the original collection interval will fall into one of the subdivided 
intervals, and its maximum value will remain unchanged. However, as the collection 
frequency increases, more values will be collected, and there will inevitably be points 
larger than the original collection values [12]. Therefore, as the collection frequency 
increases, the uncertainty introduced will decrease. 

15.3.3 Uncertainty Synthesis 

Synthesize uncertainty components based on uncertainty propagation rate 

uc =
/
u2 1 + u2 4 (15.7) 

Take the inclusion factor k = 2, then the extended uncertainty is 

U = 2uc (15.8)
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15.4 Comparison of Uncertainty Between Different Data 
Sources 

At present, the main systems for collecting user power data include measurement 
automation systems and scheduling systems. The maximum collection interval for 
the load curve of the energy meter itself in the measurement automation system is 
1 min per point. The scheduling system will also collect power curves of large users 
through measurement and control devices, with a minimum collection interval of up 
to 1 s per point [13]. 

15.4.1 Uncertainty Introduced by Acquisition Accuracy 

The uncertainty brought by different collection devices varies. For metering devices, 
they usually include energy meters and transformers. The accuracy level of energy 
meters used for large users is generally level 0.5, while the accuracy level of trans-
formers used for metering is level 0.2, which is uniformly distributed. According to 
the propagation rate of uncertainty [14]: 

uj1 =
/(

0.5% √
3

)2 

+
(
0.2% √

3

)2 

= 0.3109 % (15.9) 

For the measurement and control device of the dispatch system, the accuracy level 
of the measuring transformer is level 0.5, and the accuracy level of the measurement 
and control device is level 0.5. According to the uniform distribution and uncertainty 
propagation rate, that is 

ud1 =
/(

0.5% √
3

)2 

+
(
0.2% √

3

)2 

= 0.4082 % (15.10) 

15.4.2 Uncertainty Introduced by Acquisition Frequency 

The measured curve data comes from the load records at the electricity meter end, 
and the minimum collection interval for the load records supported by the electricity 
meter is 1 min per point [15]. The scheduling data comes from the measurement and 
control device, and the minimum interval of its power curve can reach 1 s per point. 

(1) Uncertainty introduced by maximum deviation. 
During the same period of time, the maximum value of the design quantity 

curve data is xj-max, and the maximum deviation of the maximum value is sj-max;
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the maximum value of the scheduling curve data is xd-max, and the maximum 
deviation of the maximum value is sd-max. Due to the small collection interval 
of scheduling data, which is 1 point per second, by observing a large amount of 
scheduling second-level curve data, its value remains unchanged within multiple 
collection intervals, and there is no fluctuation in the load value, that is, the 
maximum deviation is sd-max = 0. 

Therefore, for the scheduling load curve, the uncertainty introduced by 
the collection frequency is 0, so the uncertainty introduced by the maximum 
deviation of the collection point ud2 is 0. 

Due to the fact that the actual load during the same period is consistent with 
the maximum value of the load, that is 

x j−max + s j−max = xd−max + sd−max (15.11) 

Due to sd-max = 0, xj-max + sj-max = xd-max. 
Then that is 

s j−max = x j−max − xd−max (15.12) 

Therefore, according to Eq. (15.4), that is 

u j2 = 
s j−max 

x j− max 
= 

xd−max−x j−max 

x j− max 
(15.13) 

(2) Uncertainty introduced by comparison. 
Due to the absence of maximum deviation in scheduling second-level data 

[16], there is no isjudgement in its comparison, and its comparative uncertainty 
is 0, ud3 = 0. 

When the measurement data is xj-max + sj-max > xjn + sjn, uj22 = 0. In the case 
of xj-max + sj-max < xjn + sjn, the uncertainty introduced by the comparison of 
measurement data is as follows: 

u j3 = 
x jn  + s jn  − (x j−max + s j−max) 

x j− max 
(15.14) 

According to Eq. (15.11), that is 

u j3 = 
xdn − xd− max 

x j− max 
(15.15) 

(3) Uncertainty introduced by synthetic acquisition frequency. 
According to the uncertainty propagation theorem, in the measurement curve 

data, the uncertainty uj2 introduced by the maximum deviation and the uncer-
tainty uj3 introduced by the comparison were synthesized, and the uncertainty 
uj4 introduced by the acquisition frequency of the measurement curve data was
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obtained as follows: 

u j4 = 
xdn − x j− max 

x j−max 
(15.16) 

Similarly, in the scheduling curve data, the uncertainty ud2 introduced by 
the maximum deviation is combined with the uncertainty ud3 introduced by the 
value to obtain the uncertainty ud4 introduced by the acquisition frequency of 
the scheduling curve. Since ud2 = 0 and ud3 = 0, the synthesized uncertainty 
ud4 = 0. 

15.4.3 Comparison of Uncertain Sizes 

According to Eq. (15.7), the scheduling curve data calculates the uncertainty ud 
introduced by demand, and the measurement curve data calculates the uncertainty 
uj introduced by demand, as follows: 

ud =
/
u2 d1 + u2 d4 = ud1 = 0.04082% (15.17) 

u j =
/
u2 j1 + u2 j4 = 

/
0.3109% 2 + u2 j4 (15.18) 

When uj4 is greater than 0.2645%, the uncertainty of uj is greater than ud .When 
uj4 is greater than 0.2645%, there is 

u j4 = 
xdn − x j−max 

x j−max 
= xdn 

x j−max 
−1 (15.19) 

xdn 
x j−max 

> 1.0026 (15.20) 

That is to say, when the maximum value of the second-level curve is greater than 
1.0026 times the maximum value of the minute-level curve, the uncertainty of the 
metering curve calculation will be greater than the uncertainty of the scheduling data. 
Therefore, the accuracy of calculating the maximum demand using the scheduling 
curve should be higher [17]. 

15.5 Instance Validation 

Select a power supply user for a certain circuit, which is a 220 kV steel plant with a 
total of 3 circuits. The main wiring diagram is shown in Fig. 15.1.
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Fig. 15.1 Main wiring 
diagram 

Line I Line II Line III 

#1 #2 #3 #4 

220kV Bus 

Among them, the user has a total of 3 circuits, namely I line, II line, and III line. The 
metering point is on the incoming side of the line, and the user has installed a demand 
superposition device on site. The maximum demand is calculated by using on-site 
demand superposition devices, minute curve data of energy meters, and scheduling 
second-level curve data, respectively. 

15.5.1 Demand Data of the Superposition Devices 

The maximum demand value obtained by the user through the demand stacking 
device in August 2020 is 193.05 MW, and the occurrence time is 22:37 on August 
1, 2020. 

15.5.2 Minute Level Curve Data of Measurement 
Automation System 

Super-position the minute and curve data of each line to obtain the superimposed 
power and curve. According to the calculation method of maximum demand, the 
maximum demand value is 193.88 MW. 

15.5.3 Using Scheduling Data on a Second-Level Curve 

Super-position the scheduling second-level curve data of each line to obtain the 
superimposed power and curve. According to the calculation method of maximum 
demand, the maximum demand value is 193.40 MW.
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15.5.4 Comparison 

The difference between the minute curve of the metering automation system and the 
demand superposition device is 0.43%, and the difference between the calculated 
data of the scheduling curve and the demand superposition device is 0.18%. 

It can be seen that after using a large amount of curve data for calculation, the 
maximum demand is very close to the demand superposition device, and it also 
indicates that the smaller the collection interval of curve data, the higher the accuracy 
of its calculation. 

In the case where the collection interval of curve data in the measurement automa-
tion system cannot be further reduced, good calculation accuracy can also be achieved 
by using second-level curve data from scheduling data. 

15.6 Conclusion 

This article provides a method for calculating the maximum demand by using load 
curves for superposition, while allowing for demand superposition. The uncertainty 
of this method is within a certain range and has a certain rationality. The degree of 
uncertainty depends to a certain extent on the fluctuation of the load. If the fluctuation 
rate is relatively large, the uncertainty is large and it is not suitable to use this method 
for calculation. The calculated value can be used as a reference. When using this 
method, it is necessary to calculate its measurement uncertainty to determine the 
reliability of its measurement results. This method is a feasible reference method that 
is acceptable to both parties when other measurement conditions are not available. 

With the increase of power supply circuits for power customers, the cost of 
on-site demand superposition device transformation will also increase further. The 
application of the method of calculating superposition demand based on curve data 
introduced in this paper will be further emphasized and studied, and the collection 
frequency of metering curve data can be further improved in the future, so as to reduce 
the uncertainty caused by the calculation of demand superposition of metering curve 
data. 
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Chapter 16 
Construction of Security Control 
and Protection of Internal and External 
Networks of Communication Terminals 
Under the Heterogeneous Network 
Environment 

Jian Zhang, Ying Zeng, Bo Li, Xingnan Li, and Zhan Shi 

Abstract The construction of network security control and protection system of 
internal and external communication terminals under the heterogeneous network 
environment can promote the research and development of power network secu-
rity technology, promote the information construction and intelligent upgrading of 
the power grid, and improve the overall operation level and competitiveness of the 
power grid. Based on this, this paper proposes the construction of security control 
and protection of communication terminals under the heterogeneous network envi-
ronment of the power grid. By analyzing the condition of grid heterogeneous network 
environment, the communication terminal network security control system to build 
design, build the network isolation, certification and authorization, traffic monitoring, 
and security reinforcement, in order to improve the network heterogeneous network 
environment communication terminal network security control efforts, comprehen-
sive guard against all kinds of network attacks or malicious software intrusion, 
improve the overall security performance of power grid system. 

16.1 Introduction 

Heterogeneous network refers to the network environment composed of multiple 
different types of networks, including the traditional wired network and wireless 
network, as well as all kinds of new networks such as the Internet of Things and 5G. 
Surrounded by the multiple network environment, the security control and protec-
tion of the internal and external networks of communication terminals is particularly 
important [1]. The security protection system designed in the internal and external

J. Zhang (B) · Y. Zeng · B. Li · X. Li · Z. Shi 
Electric Power Dispatching and Control Center of Guangdong Power Grid Co., Ltd., 
Guangzhou 510000, China 
e-mail: minwell@126.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
R. Kountchev et al. (eds.), Proceedings of International Conference on Artificial 
Intelligence and Communication Technologies (ICAICT 2023), Smart Innovation, 
Systems and Technologies 369, https://doi.org/10.1007/978-981-99-6956-2_16 

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6956-2_16&domain=pdf
mailto:minwell@126.com
https://doi.org/10.1007/978-981-99-6956-2_16


178 J. Zhang et al.

network of the communication terminal can effectively carry out real-time moni-
toring and security protection of the power grid, which is conducive to ensuring the 
overall safe and stable operation of the power grid, and can improve the reliability 
and security of the power grid to a certain extent [2]. Based on this, according to 
the current needs of the power grid, the overall design of the security control and 
protection system under the heterogeneous network environment. By constructing 
the full aspects of the system, enhance the security of data transmission and user 
authentication from the authentication and authorization design. By monitoring the 
data flow of the power grid, realize the functional requirements of the system to auto-
matically identify and handle the power grid security events. If a problem occurs, 
the security audit system can promptly issue alarms and address the corresponding 
issues, thereby enhancing the efficiency of power grid security management and 
emergency response. It helps to safeguard against various types of cyber attacks and 
malicious software intrusions, protecting network and information security. 

16.2 Overall Design of the Security Control and Protection 
System 

Under the heterogeneous network environment of the power network, the network 
environment involved includes internal network, public network, Internet of things, 
etc., the characteristics of the network environment are different, with the deep-
ening of the power grid information construction, the power grid is facing increasing 
network security threats, the power grid contains a large number of key information, 
Such as: energy production, transmission and distribution, equipment operation and 
other data, once such data leakage or damage will cause serious impact and loss on the 
operation of the power grid [3]. To strengthen the power grid communication terminal 
network’s internal and external security, to prevent all kinds of network attacks or 
malicious software intrusion, through the communication terminal network’s internal 
and external security protection system construction, the control system can realize 
from the application layer to the network layer comprehensive security protection, 
improve the use of the overall network security and stability, protect the informa-
tion security of communication terminal, reduce manual intervention, improve the 
management efficiency, shorten the troubleshooting time [4]. The general design 
of the security control system of internal and external networks of communication 
terminals under heterogeneous network environment is shown in Fig. 16.1.

As can be seen from Fig. 16.1, the security control system of the communication 
terminal is constructed by the application layer, system layer, data layer and network 
layer respectively, the application layer contains various applications and security 
management control platforms, mainly responsible for implementing various secu-
rity functions such as authentication, access control, security audit, etc.; the system 
layer is various operating systems and system management tools, It is mainly respon-
sible for providing basic system resource management and security control functions,
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Fig. 16.1 General design diagram of the internal and external network security control system of 
the communication terminal

such as process management, file system management, system logging, etc. [5]. The 
data layer includes various data storage and management tools, mainly responsible 
for realizing data encryption, backup and recovery, data access control and other 
functions to ensure the security and reliability of data; the network layer is various 
network equipment and security protocols, mainly responsible for realizing the secu-
rity and reliability of network communication, such as firewall, intrusion detection 
system, VPN, etc. [6]. 

16.3 Software Design 

16.3.1 Internal and External Network Isolation 

Network isolation and security authentication are the key steps in guarding against 
cyber attacks and data leakage. Filter and control of network traffic through network 
devices, to realize the physical isolation and logical isolation between different 
network areas, its purpose is to prevent attackers from spreading viruses, Trojan 
horses and other malicious code through the network, so as to avoid damage to 
terminal devices [7]. By deploying the Virtual Private Network (VPN) server, the 
data of the internal network is encrypted, the VPN client is installed on the terminal 
device of the internal network, and configured to establish a secure communication 
tunnel with the VPN server. When the internal network terminal devices request the
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Fig. 16.2 SHA-2 
authentication process 

VPN server through the VPN client to establish the secure communication tunnel. 
After establishing the VPN connection, the data transmission between the internal 
network terminal device and the external network will be encrypted to ensure the 
confidentiality and integrity of the data transmission [6]. The SHA-2 encryption hash 
algorithm in the communication side can be verified by the configuration in the VPN 
device. Its implementation process is shown in Fig. 16.2. 

According to Fig. 16.2, the process of SHA-2 authentication is realized by sharing 
the key in the communication. During setting up the key, note that the key should be 
sufficiently long and complex. To ensure safety, during the communication process, 
the sender takes as input the data to be sent and the shared keys and calculates 
a message summary using the SHA-2 algorithm. The sender sends the calculated 
summary of the message to the receiver [8]. After the receiving party receives the 
message, also takes the data to be received and shared keys as input, calculates a 
message summary using the SHA-2 algorithm, the receiver compares the calculated 
message summary with the message summary sent by the sender. If the same occurs, 
the authentication is considered to have passed. Otherwise, the authentication is 
considered to fail [9].
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16.3.2 Communication Terminal Authentication 
and Authorization 

The secure communication between the communication terminal and the authentica-
tion server can be realized using the TLS/SSL protocol. The communication terminal 
applies for a certificate from the authentication server [10]. After verifying the iden-
tity of the communication terminal, the authentication server generates the certificate 
and returns it to the communication terminal. The certificate contains the public key 
of the communication terminal and the public key of the authentication server, and 
the authentication and authorization structure are shown in Fig. 16.3. 

During the TLS/SSL handshake process, the communication terminal and the 
authentication server exchange information such as the certificate and encryption 
algorithm, and conduct authentication and key negotiation [11]. The communica-
tion terminal and the authentication server use the symmetrical key generated during 
the handshake process to encrypt and decrypt the communication data to ensure 
the confidentiality and integrity of the communication. The communication terminal 
and the authentication server need to configure the TLS/SSL protocol to ensure the 
security of the protocol. The configuration items include the password suite, key 
length, certificate expiration time, TLS version, etc. Before transmitting the data, 
the communication terminal needs to encrypt the data, and the authentication server 
needs to decrypt the data. After receiving the data, the authentication server needs 
to verify the data to ensure the integrity of the data and the legitimacy of the iden-
tity. During the communication process, abnormal situations of TLS/SSL handshake 
failure, certificate verification failure, and key negotiation failure may occur [12]. The 
communication terminal and the authentication server need to handle such abnormal 
situations and take corresponding security measures, such as connection interruption, 
recording and logging, etc.

Fig. 16.3 Communication 
terminal authentication and 
authorization structure 
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16.3.3 Data Traffic Monitoring 

Using tcpdump can monitor the security control of internal and external networks 
of communication terminals in the heterogeneous network environment. In Linux 
system, use sudo apt-get install tcpdump command and use ifconfig command to view 
the network card, IP address, MAC address and other information network interfaces. 
According to the network interface required to be monitored, select the corresponding 
network card for monitoring [13]. With the tcpdump command, you can set the corre-
sponding filtering rules according to the protocol, source IP address, target IP address, 
port and other information to be monitored, and then start the network traffic moni-
toring and record the corresponding data. The Wireshark network protocol analysis 
tool is used to analyze the captured data, find abnormal traffic, determine network 
performance problems, find security vulnerabilities, etc., according to the monitoring 
data analysis results, and realize the system alarm and defense measures [14]. Its test 
method is shown in Fig. 16.4. 

Using Wireshark analysis and detection, we can effectively detect and defend 
against network security problems. After opening the Wireshark software, select 
the network interface from which you want to capture packets and start capturing.

Fig. 16.4 Wireshark Flow 
chart of network protocol 
analysis 
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Wireshark will listen to the selected network interface and display the captured 
packets [15]. By using Wireshark’s filtering capabilities, you can selectively display 
the packets of interest. The filtering expressions allow you to limit the displayed 
packets based on criteria such as source/destination IP addresses, port numbers, 
and protocol types. For example, filtering packets with the source IP address of 
192.168.0.1: ip.src = =  192.168.0.1; filtering packets with source or destination 
port numbers of 80 or 443: tcp.port = =  80 or tcp.port = =  443; filtering packets 
with the TCP protocol: tcp. By using Wireshark’s analysis features, you can inspect 
the captured packets and identify potential security vulnerabilities through packet 
analysis. Based on the analysis results, you can then set up alert rules to implement 
the system’s alerting functionality. 

16.3.4 Safety Reinforcement 

To set alarm rules, you must first determine the monitoring and alarm targets. 
These include abnormal traffic, abnormal behavior of specific protocols, and security 
vulnerabilities. Second, the packets captured by Wireshark are analyzed and noted 
for potential security issues or patterns of unusual behavior. For example, frequent 
connection attempts, a large number of error packets, abnormal packet sizes, and so 
on. Based on the analysis results, you can define alarm rules to detect and trigger 
alarms. Alarm rules can be based on specific packet characteristics, traffic modes, 
and protocol behaviors. For example, “If an unauthorized access attempt (such as 
an unknown IP address) is detected, an alarm is triggered; an alarm is triggered if 
the abnormal behavior of a specific protocol, such as an abnormal HTTP request or 
DNS query, is detected. This section describes how to configure alarm rules in the 
system to implement the alarm function. Then, determine the severity of the alarm 
and the notification method. Alarm levels can be classified into different severity 
levels to facilitate alarm classification and handling [16]. Alarms can be notified by 
email, short message, or instant message to ensure that related personnel receive 
alarm notifications in a timely manner. Finally, periodically evaluate the validity and 
adaptability of the alarm rules. This section describes how to update and optimize 
alarm rules based on the actual situation and experience to improve alarm accuracy 
and reduce the false positive rate. 

16.4 Conclusion 

In the heterogeneous network environment of the power grid, the internal and external 
network is of positive significance for the long-term construction of power grid. 
Through adopting modern security management technologies, such as VPN, tcpdump 
and AES, it can effectively collect, process, visualize and analyze various types of 
log data to help power grid administrators quickly discover security threats and
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abnormal events. At the same time, with the help of advanced network isolation, 
certification and authorization and other security technologies, the comprehensive 
security protection and control of the internal and external networks of communica-
tion terminals can be realized to ensure the stable operation of the power grid in the 
heterogeneous network environment of the power grid. In the future, further explo-
ration and application of emerging security technologies such as blockchain, AI, and 
machine learning can be conducted to continuously enhance the level of power grid 
network security and ensure the reliability, security, and stability of the power grid. 
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Chapter 17 
Strategies for Improving Collaborative 
Filtering Library Circulation Services 
Based on AR Technology Under 
the Perspective of Five Education 
Initiatives 

Zhenwei Wang 

Abstract In order to solve the problem of difficult internal guidance in univer-
sity libraries, a library lending navigation system based on collaborative filtering 
and Augmented Reality (AR) technology is designed. A joint collaborative filtering 
model based on attention mechanism is also proposed to solve the data sparsity 
problem of library recommendation system. In addition, the study introduces AR 
technology for book location marking and circulation navigation in order to provide 
better circulation service experience in library scenarios. The AR plane detection 
and ray collision detection technologies enable users to locate the exact position 
of books through their smartphones. Experiments on Movielens and BookCrossing 
datasets show that the model exhibits excellent recommendation in both top-K Hit 
Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) metrics. The 
results show that the accuracy localization error is higher than that of the normal-
ized discounted cumulative gain (NDCG), with the improvement ranging from 2.6% 
to 26.4%, respectively. The experimental results show that the maximum accuracy 
positioning error is only 0.62 m, and in most cases, the positioning accuracy of the 
fine positioning is higher than that of the coarse positioning. In summary, the joint 
collaborative filtering model based on attention mechanism and AR navigation tech-
nology can effectively improve the efficiency of library lending service and user 
satisfaction.
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17.1 Introduction 

With the continuous development of digitalization and networking, scenario service 
has become a way to proactively recommend information resources and services 
suitable for users’ needs. In the library scenario, checking out books is one of the 
most basic requirements. However, with the increasing number of print and elec-
tronic books, it is difficult for readers to find books that meet their needs, which 
has led to the problem of “information overload” [1–3]. It is an urgent problem for 
libraries to find out readers’ preferences for information resources and to provide 
them with personalized resources. In addition, this project proposes an augmented 
reality-based reader browsing service, which can help readers shorten the time to find 
books and increase their interest in reading [4–6]. However, there is also an urgent 
need to solve the problem of how to access a large number of books in a library while 
reducing the cost of locating the user’s position in an indoor environment. There-
fore, combining machine learning models for personalized book recommendations 
and low-cost navigation services using computer vision and augmented reality tech-
nologies can meet readers’ needs for more personalized and intelligent borrowing, 
which is very important for library information services [7–9]. 

17.2 Research on Collaborative Filtering AR Lending 
Navigation Technology 

17.2.1 Collaborative Filtering Lending Recommendation 
Model Design 

A universal recommendation system in the library scenario can recommend suitable 
books based on users’ preferences and improve the efficiency and experience of 
lending services. However, due to the large amount of data, the recommendation 
system faces the challenge of data sparsity in the initial stage of startup [10, 11]. 
Therefore, this chapter proposes a joint collaborative filtering model based on the 
attention mechanism to solve the data sparsity problem. The overall model is shown 
in Fig. 17.1.

The model in Fig. 17.1 consists of an input layer, an embedding layer, an atten-
tion layer, a fusion layer, a convolutional layer, a fully connected layer, and an output 
layer. The fusion layer mainly consists of a coupling information matrix, while the 
embedding layer mainly consists of information vectors for users and projects. The 
recommendation model takes into account the information of display attributes and 
implicit behavioral information between users and books. In the recommendation 
model, the information and attributes related to the user and the item, such as the 
user’s occupation or interest, the type of the item, etc., often directly reflect the rele-
vance and characteristics of the user and the item. At the same time, the associated
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Fig. 17.1 Collaborative filtering borrowing recommendation model

behaviors between users and items, such as users’ favorites or shares of items, can 
also reflect the connection and characteristics between users and items. In the corre-
lation attributes between users and projects, projects with similar attributes can be 
recommended to users based on the information of users and projects with similar 
attributes, which is also the basic idea adopted in user-based collaborative filtering 
and project-based collaborative filtering. The coupled collaborative model further 
explores the correlation between users and items by calculating the coupled infor-
mation matrix between user’s feature information and item’s feature information, so 
as to accurately recommend items that meet users’ needs. For the display attributes 
of users and books, similar books can be recommended by calculating the similarity. 
In order to extract the influence of each attribute on user and book preferences, 
this model introduces an attention mechanism. Specifically, this model employs a 
network of explicit joint attention mechanisms to mine the explicit attribute features 
of users and books. The attention extraction formula is shown in Eq. (17.1).

{
Auout = Au · vu 
Aiout  = Ai · vi (17.1) 

In Eq. (17.1), vu and vi represent the information vectors of the user and the project 
respectively, Au and Ai represent the corresponding attention weights respectively,
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Auout represents the output of the user information vector and Aiout  represents the 
output of the project information vector. The coupling matrix is constructed based 
on the relational information between the user and the project, and the elements of 
the matrix are calculated using Eq. (17.2). 

gi j  = 1 /
Auouti  · Auout j  + 1 (17.2) 

In Eq. (17.2), i and j represent the vectors of users and items, respectively, and 
Auouti  and Auout j  represent the elements of users and items, respectively. After that, 
the coupling information matrix is used to extract the coupling information features 
as shown in Eq. (17.3). 

hconv = Conv(Wconv Rc + bconv) (17.3) 

In Eq. (17.3), Wconv represents the neuron weights, bconv represents the bias value, 
Conv represents the convolution operation, and hconv the output of the convolution 
layer. To further optimize the feature learning effect, this model uses a two-layer 
neural network structure for learning the low-dimensional representations of users 
and books. Specifically, the attention score w is multiplied by the attribute features and 
fed into the two-layer neural network to finally obtain the low-dimensional embed-
ding vectors of users and books. In the neural network, the ReLU function is used 
to improve the fitting and generalization ability of the model. During the learning 
process, the model uses root mean square error (RMSE) as a loss function to measure 
the error between predicted ratings and actual ratings. In the prediction process, the 
predicted rating value is obtained by calculating the dot product between the user’s 
embedding vector and the book’s embedding vector. By combining the attention 
mechanism and the joint collaborative filtering model, the model can improve the 
recommendation effect in the case of sparse data, thus optimizing the lending recom-
mendation service, satisfying the users’ needs, and promoting the motivation of book 
lending by considering the display attributes and the implicit behavioral information 
and mining the association features between users and books comprehensively. The 
study uses word2vec technique to embed user rating information in the implicit 
Deep CF recommendation model designed to solve the sparse problem generated 
by the general one-hot coding method. This model constructs a new feature space 
and achieves more accurate recommendations through deep learning algorithms. 
Compared with traditional machine learning algorithms, the Deep CF model can 
improve recommendation accuracy and user experience, and personalize recommen-
dations by learning user behavior patterns. The practical application of this model 
will help improve the efficiency and performance of recommendation systems. Deep 
CF uses element-by-element multiplication to generate a linear correlation vector in 
the operation, as in Eq. (17.4). 

r = (ru1ri1, ru2ri2, . . .  rukrik) (17.4)
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In Eq. (17.4) the elements of the different embedding vectors are represented by 
ruk . The user-item relationship obtained after introducing the nonlinear factors is 
shown in Eq. (17.5). 

aL = RE  LU(
W T L r + bL

)
(17.5) 

In Eq. (17.5), Wn and bn represent the weight and bias values, respectively, and 
RE  LU  represent the activation function. 

17.2.2 Library AR Circulation Navigation Study 

To improve the quality of library services, accurate book location information needs 
to be collected. The research can use indoor location services and Augmented Reality 
(AR) technology to obtain the user’s location and mark the books to obtain accurate 
book location information. When the books do not have tagged location information, 
the study can pre-tag the books with their classification numbers by humans and 
mark their approximate grid coordinates in the image map. In this way, at the early 
stage of system startup, users can also be directed to the vicinity of the shelf of the 
book of that category based on the grid coordinate markers, which makes it easy for 
them to find it. In addition, when the user uses the book markers, it can facilitate 
quick location the next time the user wants to look up the book again. Using these 
virtual rewards of positive feedback, users can be encouraged to collect book location 
information and share it with everyone to achieve the construction of a service for 
sharing purposes. Through the above approach, the study can effectively collect and 
maintain book location information to improve the efficiency of library services and 
user satisfaction. The location query process is shown in Fig. 17.2.

Using AR Plane Detection and Ray Collision Detection technologies, AR book 
marking service can be provided in the library scene. First, the AR Plane Manager 
component is introduced to detect horizontal and vertical planes in the Unity3D 
engine for visual display on the phone. Then, with the AR Raycast Manager compo-
nent, rays (with AR Plane Collision Detection) are emitted to obtain the coordinates 
of a point on a specific plane, thus enabling the AR book marking service. This 
service enables quick search and finding of related books, making it easier to find the 
books users need. In addition, users can record the marker location in the form of a 
virtual bookmark, so that they can quickly locate the marker location when reading 
next time, thus improving reading efficiency. Therefore, the service can add real-time 
checkout and return function to AR book marking service to realize digital library 
self-service. This technology application can significantly improve the quality of 
library services and user experience, and promote the digitalization process. 

The AR-based book navigation method designed in the study can achieve precise 
location of book marker position and navigation position by positioning the user’s 
smartphone. Before performing the precise location, image feature point matching is 
required. Generally, matching can be performed using the BF or FLANN algorithms,
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Fig. 17.2 Location query 
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but both algorithms result in incorrectly matched point pairs. In order to ensure the 
correctness of the bit pose estimation, it is usually necessary to perform the rejection 
of the incorrectly matched point pairs. This is where the RANSAC algorithm can be 
used for image feature point matching. The algorithm calculates certain mathematical 
model parameters for a series of samples containing erroneous data, and selects the 
correct samples from them to achieve the rejection of matching pairs. Through the 
above steps, a more accurate position estimation and displacement vector of the user’s 
cell phone with respect to the grid can be obtained, as well as a precise location of the 
book marker position and navigation position. Thus, the AR-based book navigation 
service is realized. First, the library scene needs to be scanned and modeled to get 
the grid layout and coordinate information of each grid location. Secondly, each 
book in the library needs to be photographed and scanned with high accuracy to 
obtain the feature information of the book and store it in the database. When using 
the AR smartphone to locate the book position, a camera calibration operation and 
image processing process are required to obtain an estimate of the user’s location and 
orientation. Next, by using this estimated value and the pre-established grid layout 
information, the current grid location of the user can be determined. With the book 
feature information stored in the database, the books in the currently located grid 
can be compared and matched with the user query information. Thus, AR-based 
book navigation service is realized and the efficiency of library services is improved. 
In this system, the RANSAC algorithm is used to pair feature points in adjacent 
images to obtain visual transformations. Through coarse matching and filtering, the 
study can identify the same feature points in adjacent images. During the screening 
process, the study uses the Real Sample Consensus (RANSAC) algorithm to further 
exclude false matches, resulting in the correct camera shift and rotation matrix. The
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algorithm iteration threshold can be calculated using Eq. (17.6). 

lm = ln(1 − p) 
ln(1 − wa) 

(17.6) 

In Eq. (17.6), w represents the ratio of the number of points in the bureau to the 
number of data sets, a represents the number of points needed for the calculation, 
and p represents the probability of getting the correct model. To recover the actual 
scale, the study uses gridded maps to solve the image scale problem. In each grid, 
the study has a reference point that can be used as scale information using its grid 
edge length. After a pairwise geometric calculation, the study can calculate the exact 
position of the user on the map based on the position and distance of adjacent grids. 

17.3 Research on Collaborative Filtered AR Lending 
Navigation Technology 

17.3.1 Analysis of the Effect of Collaborative Filtering 
Lending Recommendation Model 

When analyzing the effect of the Collaborative filtering loan recommendation model, 
the study uses two main data sets, one is the Movielens data set, and the other is the 
BookCrossing data set. All experiments were conducted on a computer equipped 
with an Intel Core i7 processor and 16GB RAM, using software such as Python 3.6 
and TensorFlow 1.14. 

In order to verify the improvement of image matching speed of the orientation 
sensor-based image database segmentation method, image matching was performed 
on 20 test case images, where the longest time, shortest time and average elapsed 
time required for successful test cases were used as detection metrics. The results 
are shown in Fig. 17.3.

It can be seen that the time fluctuation of image feature matching from both 
matching maximum time and matching minimum time in the map image feature 
library is not significant. When the image feature library is divided by using a 
directed sensor, the matching time decreases with the increase in the number of divi-
sions. However, as the number of divisions increases, the increase in image feature 
matching speed becomes smaller at this time. This is because when matching using 
the feature database, the database read share increases as the matching time decreases, 
so the improvement is not as significant when the number of directional divisions is 
8 compared to the number of divisions is 6. In order to verify the improvement of the 
enhanced image similarity scoring rule on the image matching accuracy, a compar-
ison was made under the same experimental conditions, using the traditional method 
with the improved method for image matching, and the number of test images that
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Fig. 17.3 Image matching 
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correctly matched the recorded grid coordinates as a percentage of the total number 
of test images was counted, and the results are shown in Fig. 17.4. 

It can be found that the improved method is 6.35% higher in the number of 
correct matches compared to the original method, which is due to the optimization 
of the improved algorithm in terms of matching test images in similar scenarios and
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achieving certain results to make correct matches. In order to verify the performance 
of the research algorithm, the study uses two main datasets separately in the analysis 
of the effect of collaborative filtering lending recommendation model, one is Movie-
lens dataset, which is a standard dataset often used in the field of recommendation 
systems and contains movie ratings, user information and movie information, etc. 
The other is the BookCrossing dataset, an online book exchange platform where 
users can share their unused books with other users for borrowing, which collects 
many users’ rating data and is one of the popular datasets in the field of recommen-
dation systems. The study uses two metrics, top-K Hit Ratio (HR) and Normalized 
Discounted Cumulative Gain (NDCG), for analysis. Among them, the HR metric 
indicates the ratio of the number of items actually interacted by users to the total 
number of items interacted when the algorithm recommends the top-K items to 
users, which reflects the recall rate of the algorithm. And the NDCG index is a 
recommendation quality index considering the position ranking, which has a good 
ability to evaluate the effect of ranking order. Therefore, both metrics have the ability 
to measure the algorithm’s recommendation effect very well. The effect comparison 
chart is shown in Fig. 17.5. 

Contrastive algorithm performance analysis is an important method to evaluate 
the performance of recommendation algorithms. In the study’s evaluation of the 
Movielens and BookCrossing datasets, the study selected several common recom-
mendation algorithms for comparison, including ItemKNN, BPR, MLP, DeepICF + 
a, DeepUCF + a, NeuMF, and CoupledCF. The study analyzes and compares HR and 
NDCG metrics for each algorithm on two datasets. On the Movielens dataset, the HR 
metric of the studied algorithm was 0.8509 and the NDCG metric was 0.5852 on the 
Movielens dataset, indicating that the algorithm outperformed all the previous algo-
rithms in terms of effectiveness and significantly outperformed the other algorithms 
in terms of HR and NDCG metrics. Compared to the closest algorithm, CoupledCF,
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the studied algorithm improved the HR metric by 2.6% and the NDCG metric by 
8.6%. On the BookCrossing dataset, the studied algorithm also showed excellent 
recommendation results, outperforming all three other algorithms, improving HR 
metrics by 26.4% and NDCG metrics by 17.3%. These data suggest that the studied 
algorithms are better able to predict users’ behaviors and preferences, thus providing 
better recommendations. In addition, better performance is shown on both datasets, 
indicating that the studied algorithm has good generalization and adaptability. On 
the BookCrossing dataset, the study also compares the HR and NDCG metrics of 
different algorithms on this dataset, and it can be seen that the algorithm proposed 
in the study has better performance on HR and NDCG metrics relative to the other 
three algorithms, with an improvement of 26.4% and 17.3%, respectively, which 
indicates that the algorithm of the study can better predict users’ preferences and 
provide them with a better recommendation experience for users. Meanwhile, the 
performance of the explicitCoupled and attentionCoupled algorithms is also slightly 
better than that of DeepCF, indicating that both algorithms have some effectiveness. 
The proposed algorithm performs better than the other three algorithms in HR and 
NDCG metrics, with an improvement of 26.4% and 17.3%, respectively, which indi-
cates that the studied algorithm can better predict users’ preferences and provide 
better recommendation experience for users. From the results, it can be seen that the 
algorithms proposed in the study have relatively good performance and can provide 
better recommendations for the recommender system. 

17.3.2 Analysis of the Effect of Lending Navigation 

In this section, all experiments were conducted on a computer equipped with an 
Intel Core i7 processor and 16GB RAM, using software such as Python 3.6 and 
TensorFlow 1.14. In conducting the analysis part of the lending navigation effect, 
the study used two perspectives from coarse and fine positioning, and also analyzed 
the change status of the number of iterations of the model. The specific analysis 
results are shown in Fig. 17.6.

It can be seen that fine positioning and coarse positioning have somewhat opposite 
performance in terms of average positioning error. The average error of fine posi-
tioning is 0.27 m, which is relatively high, but the maximum error is only 0.62 m, 
which means that most of the positioning results are relatively accurate, but there are 
a few cases of large errors. The average error of coarse positioning is 0.31 m, which 
is relatively low, but the maximum error is 0.54 m, which means that most of the 
positioning results are relatively accurate, but there are also some cases with large 
errors. Comparing the CDF plots of precision positioning and coarse positioning, 
it can be found that the error of precision positioning is smaller in most cases. For 
example, within the error range of 0.2 m or less, the error probability of precision 
positioning is higher than that of coarse positioning, indicating that precision posi-
tioning is superior in this respect. At the same time, it should be noted that the error 
CDF curves of fine and coarse positioning are not completely smooth, and sometimes
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there are obvious “sudden change points”. This may be due to the existence of some 
special circumstances or outliers during the experiment, which causes some error 
measurements to deviate from the normal distribution and thus produce such abrupt 
changes. Therefore, according to the analysis of the error CDF diagram, the posi-
tioning accuracy of fine positioning is higher than that of coarse positioning in most 
cases. However, it should be noted that there exists a certain degree of instability in 
the error distribution, which needs to be reasonably selected and carefully weighed 
according to the actual scenarios and needs. 

17.4 Conclusions 

A book navigation system that can precisely locate the user’s location and book 
location by coarse and fine localization techniques for more efficient book finding 
is investigated by combining a joint collaborative filtering model based on attention 
mechanism and a book navigation service system based on AR technology from the 
field of library lending service, while using AR technology. According to the results 
of Movielens and BookCrossing datasets, the collaborative filtering model designed 
in the study improved by 2.6% and 8.6% in HR and NDCG metrics, respectively, and 
26.4% and 17.3% in BookCrossing dataset, respectively, indicating that this model
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can predict user behavior and preferences more accurately. In addition, the average 
error of fine positioning of the model is 0.27 m, which is relatively high, but the 
maximum error is only 0.62 m, which means that most of the positioning results are 
more accurate, but there are a few cases with large errors. The average error of coarse 
positioning is 0.31 m, which is relatively low, but the maximum error is 0.54 m, which 
means that most of the positioning results are relatively accurate. This shows that 
the model designed by the study has practicality. The model designed in this study 
is practical and has important value in accurately locating user and book locations 
to improve book search efficiency. However, further optimization of the model, such 
as how to reduce positioning errors and how to further improve recommendation 
accuracy, still requires in-depth exploration in future research. Meanwhile, with the 
continuous development and popularization of AR technology, how to better integrate 
AR technology with library service systems is also an important direction for future 
research. 
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Chapter 18 
Optimal Scheduling of Urban Logistics 
Service Supply Chain Based on Artificial 
Intelligence Algorithm 

Lisha Liu 

Abstract With the comprehensive popularization of AI, the traditional supply chain 
logistics field has been unable to meet the social needs, leading to the reduction of 
industrial operation efficiency. In this article, artificial intelligence (AI) algorithm is 
considered to realize the intelligent growth of the supply chain logistics industry, the 
optimal scheduling problem of urban logistics service supply chain is studied and 
discussed, and a new optimal scheduling algorithm of logistics service supply chain 
is proposed. In the implementation of the algorithm, the merging position of merging 
points is deeply studied, and according to the characteristics of merging points and 
different constraints, they are processed separately, and good optimization results are 
obtained. The research shows that the algorithm in this article converges quickly, its 
accuracy rate can reach 95.14%, and its recall rate can reach 94.97%. Moreover, the 
simulation running time of the algorithm is short and its performance is excellent. It 
is hoped that this research can provide some theoretical basis and technical support 
for the optimal scheduling of urban logistics service supply chain, and provide a 
reliable basis for staff to carry out their work, so as to promote the further growth of 
urban logistics service supply chain. 

18.1 Introduction 

The advantages of AI can simulate human thinking. AI itself has the ability of human 
judgment and reaction, and the AI system is maintained by computer programs and 
related hardware devices [1]. As the application of AI is becoming more and more 
popular, people’s daily lives and work are more dependent on the choice and decision 
of data information algorithms and intelligent systems [2]. For the strong AI or 
even super AI being developed, they are beyond human wisdom [3]. In the material 
transportation planning and logistics supply chain, people have high hopes for AI.

L. Liu (B) 
Shanghai Institute of Technology, Shanghai, China 
e-mail: 78249691@qq.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
R. Kountchev et al. (eds.), Proceedings of International Conference on Artificial 
Intelligence and Communication Technologies (ICAICT 2023), Smart Innovation, 
Systems and Technologies 369, https://doi.org/10.1007/978-981-99-6956-2_18 

203

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6956-2_18&domain=pdf
mailto:78249691@qq.com
https://doi.org/10.1007/978-981-99-6956-2_18


204 L. Liu

The advantage of AI in the field of logistics is that it can always accurately predict 
the repeated events with long or short intervals [4]. It also includes the importance of 
the strike of air traffic controllers and dockers on air transport and shipping. Supply 
chain is an important link that closely connects the supply and demand sides, and 
the rationality of supply chain structure affects the efficiency and cost of supply 
chain operation [5, 6]. It is of great significance for promoting the growth of modern 
logistics industry to dig deep into the core value of AI and then improve the intelligent 
level of modern supply chain logistics. 

In order to promote the transformation and innovation of supply chain logistics, 
improve the efficiency of industrial operation and meet the needs of social growth, it 
is needed to form a correct understanding of AI and make scientific use of it [7, 8]. 
In AI, through the open source of related algorithms and the characteristics of big 
data internet, it can embody brand-new solutions, complete standardization and high 
efficiency in the whole supply chain logistics, and become a brand-new development 
source [9]. AI can be combined with supply chain to provide valuable information 
for human beings and simplify the decision-making about the logistics process. This 
AI solution can not only predict the direct impact of delayed supply, but also analyze 
the impact on other stages in the supply chain. In addition, enterprises can reasonably 
apply the multi-agent collaborative supply chain logistics management system based 
on AI to their daily work in combination with the needs of multi-agent management, 
so as to comprehensively improve the efficiency and quality of management. This 
can promote the common growth of multi-agents while exerting the role of supply 
chain logistics management. At present, many supply chain logistics enterprises have 
applied AI, and built an intelligent chain system and logistics nodes on the logistics 
platform. This article discusses the application of AI in the optimal scheduling of 
urban logistics service supply chain through relevant investigation and analysis of 
literature, and puts forward a new optimal scheduling algorithm of logistics service 
supply chain. In order to provide a reliable basis for staff to carry out their work. 

18.2 Methodology 

18.2.1 Application of AI in Logistics Supply Chain 

In the AI era, various intelligent technologies are widely used in all aspects of supply 
chain logistics. In order to ensure that the logistics system of AI supply chain can be 
fully developed and effectively applied, it is needed to analyze its urgent improve-
ment and find out the improvement direction to ensure its more effective develop-
ment [10]. With the promotion of AI, the logistics industry began to appear smart 
supply chain. The advantage of AI is that it can integrate different data sources in 
the supply chain logistics system. For example, in the transportation of goods, it can 
complete the screening of time information according to the overall delivery time
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data and transportation data [11]. With the flexible use of AI, the security of inven-
tory management will be significantly improved, which can guarantee the overall 
benefit of enterprises. Urban supply chain presents different temporal and spatial 
characteristics due to the change in consumption, production and circulation mode, 
which requires the reorganization of time and space resources in the process of 
supply chain, that is, the adjustment of time and space allocated to activities such 
as warehousing, transportation and distribution, and thus produces multi-level and 
multi-dimensional pressure on urban space–time system. AI supply chain logistics 
has unique advantages, which can be divided into the following three advantages: 
basic advantages, technical advantages and application advantages. At present, the 
growth of AI in the field of supply chain logistics is unstoppable. In this article, the 
AI algorithm is integrated to achieve the intelligent growth of supply chain logistics 
industry, the optimal scheduling problem of urban logistics service supply chain is 
studied and discussed, and a new optimal scheduling algorithm of logistics service 
supply chain is proposed. 

18.2.2 Optimal Scheduling of Urban Logistics Service Supply 
Chain 

In the supply chain logistics management system, enterprises can input information 
such as capital information, business scope, business qualification, address informa-
tion, enterprise name, etc., and can also use AI to design barcode labels for different 
products, and then input barcodes into the system to lay the foundation for data 
information management. For logistics enterprises, enterprises can conform to the 
development trends of all walks of life and vigorously promote the whole logis-
tics infrastructure in order to realize intelligent transformation and ensure that their 
supply chain logistics system can be built in an intelligent direction. Generally, the 
urban logistics spatial system is divided into three levels according to the hierarchy: 
the logistics portal area at the city level, the distribution center at the district level 
and the urban distribution station at the community level. In terms of intelligent 
transportation and distribution, it is mainly manifested in two aspects, namely distri-
bution equipment and transportation routes. In practical work, AI can make scientific 
use of scheduling algorithm and path optimization algorithm, and fully combine the 
data information of data center to carry out dynamic route planning to ensure that 
the transportation route is reasonable and scientific. In addition, intelligent distribu-
tion equipment will comprehensively consider the planned transportation routes, so 
as to implement automatic distribution and comprehensively improve distribution 
efficiency. The operation mode diagram of the supply chain is shown in Fig. 18.1.

It is an effective way to reduce the distribution cost by reducing the number of 
trains and the total distance of transportation as much as possible on the premise 
of ensuring that the goods arrive at the place required by customers on time. Each 
target point corresponds to a unique delivery vehicle, and it is needed to ensure
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Fig. 18.1 Operation mode diagram of supply chain

that the driving of delivery vehicles between target points cannot be repeated, that 
is, each target point only corresponds to one delivery service of a delivery vehicle. 
Establish a single-objective optimization model with the objective of minimizing the 
total vehicle transportation cost: 

Z = min
∑

i

∑

j

∑

k 

Ci j  xi jk(i �= j) (18.1) 

where Z stands for the total cost; i , j represent any two points; k represents any 
transport vehicle; Ci j  represents the transportation cost from point i to point j . 

Considering the actual situation, three optimization objectives are put forward. 
That is, the shortest delivery time, the shortest driving distance of all delivery vehicles, 
and the least cost: 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

min Z1 =
∑

i

∑

j

∑

k 

Ti j  xi jk(The shortest time) 

min Z2 =
∑

i

∑

j

∑

k 

Di j  xi jk(The shortest distance) 

min Z3 =
∑

i

∑

j

∑

k 

Ci j  xi jk(The least cost) 

(18.2)



18 Optimal Scheduling of Urban Logistics Service Supply Chain Based … 207

Population renewal is a problem in deciding how to preserve the new population 
produced by the selection, crossover and mutation operators of a population as a new 
population to prepare for the next reproduction. If none of the offspring chromo-
somes can be more adaptive than the one with the greatest fitness in the parent, the 
fitness of the offspring chromosomes will be degraded. The optimization scheduling 
of urban logistics service supply chain carries out AI construction and innovation, 
and reduces the intermediate logistics links as much as possible, which makes the 
logistics transportation efficiency of the supply chain higher, and can also ensure 
the accuracy. In intelligent inventory management, intelligent inventory manage-
ment can upgrade the whole management method based on cost management or rely 
on manual electronic file management to break away from the conventional work-
flow. Real-time dynamic management is completed in the mechanism of inventory, 
inventory type, article storage and market. Transform traditional inventory manage-
ment into intelligent inventory management, and combine Internet technology and 
visualization technology to make the whole warehouse data fast. 

18.3 Result Analysis and Discussion 

In the application of AI in the field of logistics chain, as the most important technical 
resource, AI drives the efficiency of the whole supply chain to ensure that it can 
become a powerful boost for the subsequent transformation of logistics industry 
chain. Therefore, relevant personnel must form a correct understanding of AI and 
make scientific use of this technical means to ensure the effective combination of AI 
and supply chain logistics. Based on this, the logistics industry will achieve high-
quality development. In this article, a mathematical model of supply chain logistics 
distribution path with constraints is established by combining AI algorithm, and a 
new optimal scheduling algorithm of logistics service supply chain is proposed. In 
order to verify the effectiveness of the algorithm, this section carries out simulation 
experiments and analyzes the experimental results. In order to improve the efficiency 
of logistics operation, and at the same time provide a higher level of logistics services 
for merchants in the supply chain, so as to promote the growth of modern supply 
chain logistics in the direction of intelligence and more efficiency. Before starting the 
experiment, it is needed to preprocess the initial data. The algorithm in this paper is 
mainly based on Tensor Flow platform, and NVIDIA-2080Ti GPU graphics card is 
used in hardware equipment. The use of GPU is helpful to accelerate the training of 
neural network. The number of rounds of training is set to 70, the number of cycles of 
each round of generating network is 100, and the batch size is 40. The environmental 
configuration parameter requirements of batch system are shown in Table 18.1.

In this section, firstly, the algorithm is trained and tested, and the preprocessed data 
is used for simulation, and the convergence of the algorithm is shown in Fig. 18.2.

It can be seen that the convergence of the proposed algorithm is better. Using the 
optimal scheduling algorithm of logistics service supply chain proposed in this article 
can solve some requirements put forward in practical cases. For example, according



208 L. Liu

Table 18.1 Requirements for 
environmental configuration 
parameters of the system 

Project Version 

Operating system Windows 11 

CPU Intel(R) Core(TM) I7-13700K 

Internal storage 16GB 

Hard disc 1TB 

GPU RTX 2080Ti 

Memory 11G 

DL framework TensorFlow 2.6 

Database administration Navicat for SQLite 

Compiler Python 3.8 

Interface development Qt designer

Fig. 18.2 Convergence of the algorithm

to the demand freight volume, the delivery is integrated and carried out at the same 
time; The mileage is as small as possible, which has better results compared with 
traditional methods; meets the time window constraint. The algorithm is reasonable 
and feasible. In order to further verify the performance of the analysis algorithm, this 
article records the accuracy rate and the recall rate. The formulas defined by these 
two indicators are as follows: 

P = T P/(T P  + FP) (18.3)
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Fig. 18.3 Accuracy of the algorithm 

R = T P/(T P  + FN  ) (18.4) 

Through experiments, the comparison of the accuracy of several algorithms is 
shown in Fig. 18.3. The recall rate of several algorithms is shown in Fig. 18.4.

Generally speaking, the shorter the path of logistics distribution in the supply 
chain, the lower the distribution cost and the shorter the distribution time. Therefore, 
the shortest path is achieved and the cost and efficiency of the supply chain are 
controlled. The proposed algorithm determines to add a point that is not on the line 
to the line every time according to a certain discriminant function, so as to meet the 
constraint requirements and get a satisfactory distribution line until all the points 
are arranged in the line. In addition, the factors considered in the traditional saving 
method are single, ignoring the customer’s requirements for delivery time. Based 
on this deficiency, this article adds the restriction condition of time window to the 
traditional saving method. This method not only meets the customer’s requirements 
for delivery time, but also calculates the vehicle departure time window and organizes 
the smooth implementation of delivery work. The comparison of simulation running 
time of the algorithm is shown in Fig. 18.5.

The experimental results in this section show that the algorithm converges quickly, 
and its accuracy rate can reach 95.14% and recall rate can reach 94.97%. The 
algorithm realizes multi-objective and multi-constraint scheduling optimization and 
obtains good optimization results. And the simulation running time of the algorithm 
is short, which shows that its performance is better. The optimized algorithm can 
quickly and accurately provide a scientific and accurate logistics distribution path
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Fig. 18.4 Recall rate of the algorithm

Fig. 18.5 Comparison of simulation running time of algorithms
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planning scheme for the supply chain, and the supply chain can realize a higher 
degree of overall planning for the distribution system. 

Intelligent development is the inevitable trend of the future growth of supply 
chain logistics, which can significantly improve the efficiency of industrial operation, 
reduce costs and meet the needs of the times. This method improves the efficiency 
of supply chain logistics transportation, and can promote the mutual integration 
and coordinated growth of AI and supply chain logistics. All complete information 
chains can form an information network, from which historical data required by 
supply chain logistics can be obtained. When there is a problem in the process of 
logistics transportation, the function of intelligent traceability can be used to quickly 
determine the cause of the problem and the person directly responsible, so as to solve 
the problem, thus improving the efficiency of supply chain logistics and ensuring the 
safety of all aspects of logistics transportation. 

18.4 Conclusion 

Logistics transportation system is playing an increasingly important role in modern 
production and life. The development degree of logistics industry has become one 
of the important symbols to measure the modernization degree of a city or a country. 
In the logistics system, the supply chain is an important link that closely connects 
the supply and demand sides, and the rationality of the supply chain structure affects 
the efficiency and cost of the supply chain operation. In this article, the optimal 
scheduling problem of urban logistics service supply chain is studied by combining 
AI algorithm. In this article, a mathematical model of supply chain logistics distri-
bution path with constraints is established, and a new optimal scheduling algorithm 
of logistics service supply chain is proposed. Through the supply chain optimization 
scheduling algorithm, the overall optimal solution of logistics distribution path is 
solved, and finally, the performance of the algorithm is verified by simulation exper-
iments. A number of simulation studies show that this algorithm converges quickly, 
and its accuracy rate can reach 95.14% and recall rate can reach 94.97%. Moreover, 
the simulation running time of this algorithm is short, and its performance is excellent. 
The algorithm realizes multi-objective and multi-constraint scheduling optimization, 
and obtains good optimization results. Generally speaking, this research can provide 
some theoretical basis and technical support for the optimal scheduling of urban 
logistics service supply chain; Give full play to the advantages of AI and improve the 
efficiency of supply chain logistics and transportation. In order to promote the modern 
supply chain logistics to develop more efficiently in the direction of intelligence. 

Although the VRP problem of fixed starting and ending points proposed in this 
paper is common in daily life, this paper only studies the constraint condition of fixed 
starting and ending points, and does not involve the conditions such as the number of 
vehicles, load capacity, cargo demand and time constraint, so it needs further study.
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Chapter 19 
Construction of “Double-Position” 
Teachers’ Teaching Ability Evaluation 
System in Higher Vocational Colleges 
Based on Big Data Analysis 

Xiaoting Sun and Wenbo Peng 

Abstract “Double-position” teachers, as an important part of HVC (Higher Vocal 
Colleges) teaching staff, scientific performance evaluation of “double-position” 
teachers directly affects the quality of the whole teaching staff construction in HVC. 
It is of great significance to scientifically evaluate the teaching ability of “double-
position” teachers for subsequent targeted training and comprehensively improving 
the quality of HVC personnel training. In order to improve the accuracy of the 
evaluation of teaching ability of “double-position” teachers, this paper puts forward 
the evaluation method of teaching ability of “double-position” teachers based on 
big data on the basis of constructing the evaluation system of teaching ability of 
“double-position” teachers in HVC. The evaluation results of the proposed method 
are reliable and can reflect the real ability of teachers. The evaluation results are 
in good agreement with the real situation of “double-position” teachers’ teaching 
ability. Through quantitative assessment, “double-position” teachers can be encour-
aged to keep learning and actively participate in teaching and scientific research, thus 
promoting the development, promotion and play of double-position teachers’ ability. 

19.1 Introduction 

In recent years, many documents issued by the Ministry of Education have mentioned 
the requirement of training “double-position” teachers. The evaluation of teachers’ 
teaching ability is the core category of China’s vocational education evaluation 
system, and it is also an important work that vocational education theory and practice 
pay close attention to. However, the related research on the connotation and compo-
sition of vocational education teachers at home and abroad is relatively lacking at

X. Sun (B) · W. Peng 
Krirk University, Bangkok, Thailand 

W. Peng 
e-mail: 1379397871@qq.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
R. Kountchev et al. (eds.), Proceedings of International Conference on Artificial 
Intelligence and Communication Technologies (ICAICT 2023), Smart Innovation, 
Systems and Technologies 369, https://doi.org/10.1007/978-981-99-6956-2_19 

213

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6956-2_19&domain=pdf
mailto:1379397871@qq.com
https://doi.org/10.1007/978-981-99-6956-2_19


214 X. Sun and W. Peng

present [1, 2]. The teaching ability of “double-position” teachers in HVC (Higher 
vocational colleges) directly affects the training quality of high-skilled and practical 
talents, and then affects the recognition of HVC graduates by industry enterprises 
and society. 

“Double-position” teachers, as an important part of the HVC teaching staff, scien-
tific performance evaluation of “double-position” teachers directly affects the quality 
of the whole HVC teaching staff construction. However, at present, there are great 
differences in the understanding of the evaluation standard of “double-position” 
teachers, and there is no consensus, and there is no complete quantitative evalua-
tion system [3]. How to use big data technology to objectively, comprehensively, 
timely and accurately evaluate the teaching situation of HVC teachers has become 
an important link to promote the development of teachers’ teaching; How to build 
an evaluation system of HVC teachers’ teaching development based on big data 
technology analysis has become an important content to scientifically establish an 
evaluation system of teachers’ teaching development and improve teaching quality. 

At present, big data has become an important strategic resource and has an impor-
tant impact on global production, circulation, distribution, consumption activities 
and economic operation mechanism [4]. It is of great significance to scientifically 
evaluate the teaching ability of “double-position” teachers for subsequent targeted 
training and comprehensively improving the quality of HVC personnel training. 
In order to improve the accuracy of the evaluation of teaching ability of “double-
position” teachers, this paper puts forward the evaluation method of teaching ability 
of “double-position” teachers based on big data on the basis of constructing the 
evaluation system of teaching ability of “double-position” teachers in HVC. 

19.2 Research Method 

19.2.1 Principles for the Construction of Evaluation System 

The “double-position” teachers in this study refer to teachers who have both theo-
retical knowledge and practical ability in the subject or field they are teaching. In 
this study, the “double-position” type is no longer determined by whether it has a 
certificate or not, and it is required to be recognized as a “double-position” type by 
actually “possessing” theoretical knowledge and practical ability. For the latter type, 
the “double-position” type in this study locates theoretical knowledge and practical 
ability in the disciplines or fields taught, so as to facilitate the grasp of standards 
and indicators [5, 6]. This makes it possible that the theoretical knowledge base of 
the “double-position” type as mentioned above must be the theoretical knowledge 
base of a specific discipline or field, rather than a comprehensive or comprehen-
sive theoretical knowledge base, which makes the theoretical knowledge or practical 
ability specific to a certain discipline or field, avoids vagueness and abstraction, and 
facilitates the operation and implementation at the practical level.
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The principle of combining science with foresight. Scientifically, we should grasp 
the principles of personality, interests, hobbies and the development of teaching 
ability of “double-position” teachers in HVC, respect the facts, and combine the 
development reality of HVC at the same time. It is necessary to measure teachers’ 
teaching development ability from the perspective of long-term development [7]. 
Only by combining scientificity with foresight can we formulate the testing stan-
dards for the development of HVC “double-position” teachers’ teaching ability more 
objectively and scientifically. 

The principle of combining systematicness with dynamics [8]. The systematic 
principle is to stand in the overall perspective of the development of teaching ability 
of HVC “double-position” teachers, not only to consider the testing standards from 
multiple levels and dimensions, but also to pay attention to the internal relationship 
between various evaluation indicators and standards. Only by comprehensive and 
systematic evaluation can it be fair and credible. Only by combining systematicness 
with dynamics can we formulate a more comprehensive, fair and scientific testing 
standard. 

19.2.2 Construction of “Double-Position” Teachers’ 
Teaching Ability Evaluation System 

Compared with basic education and ordinary education, vocational education has its 
own unique law of development. Compared with basic education teachers and ordi-
nary college teachers, “double-position” teachers in vocational colleges face unique 
training objects, working environment and their own development paths. Judging 
from the teaching ability of “double-position” teachers in vocational colleges, its 
dynamic characteristics make it possible and space for development. Its practical 
characteristics determine that it is difficult for “double-position” teachers to develop 
their teaching ability only at the theoretical level, and they must be demonstrated, 
developed and promoted with the help of teaching practice activities. Its systematic 
characteristics make the teaching ability of “double-position” teachers present in a 
systematic way instead of just one or one link. 

Teachers’ professional development theory regards teachers as a profession, 
and holds that teachers’ professional development is characterized by persistence, 
stages, diversification and initiative. Based on the scientific performance evalua-
tion system, determining the salary, welfare, appointment and promotion rules of 
“double-position” teachers will help to mobilize the enthusiasm of “double-position” 
teachers for self-improvement, attract more high-quality teachers and comprehen-
sively improve the level of “double-position” teachers in HVC. At present, the number 
of teachers in the establishment of HVC is small, and the proportion of “double-
position” teachers in the establishment is obviously small, which is not conducive 
to stimulating the enthusiasm of “double-position” teachers for the development
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of teaching ability. This restricts the development of “double-position” teachers 
themselves. 

Combine indicators with the same connotation, and exclude indicators that do 
not meet the evaluation principles or evaluate non-teaching ability. Modify the 
description of some evaluation standards to make them more operable. This study 
mainly adopts the revised Delphi method to consult experts, aiming at collecting and 
providing information in a specific field in order to obtain the consensus of experts 
in this field [9, 10]. In view of the cross-border nature of this study, 30 experts 
with high academic attainments, macro-vision and foresight in the fields of voca-
tional education theory and practice, information education and teacher development 
were invited. In order to ensure the heterogeneity of members, the gender, education 
background, professional title and teaching experience of experts are also taken into 
account. 

Combined with the core competence and professional characteristics of HVC 
“double-position” teachers, the evaluation standard of HVC “double-position” 
teachers was established [11]. The standard includes four aspects: basic qualifica-
tions, teaching ability (including theoretical teaching ability and practical teaching 
ability), teaching reform and scientific research ability, and professional curriculum 
construction ability. A score of 60 is a pass, a score of 70 is a primary, a score of 80 
is an intermediate, and a score of 90 or more is advanced. 

In order to improve the reliability and validity of the evaluation, according to 
the basic principles of modeling, taking into account the basic requirements of the 
model, such as comprehensiveness, generality, simplicity and operability [12], the 
project team applied big data analysis to mine nearly 1,000 related documents, and 
obtained 56 categories of influencing factors, with a total of 38 influencing factors. 
Based on these influencing factors, four types of questionnaires were designed for 
teaching managers, professional leaders, teachers and students. 1000 questionnaires 
were sent to HVC in the province, and 927 valid questionnaires were recovered. 
Through analysis and statistics, the original six categories were divided into 16 factors 
according to significance. The specific evaluation index system of “double-position” 
teachers’ teaching ability is shown in Fig. 19.1.

“Double-position” teachers’ teaching ability includes professional theoretical 
knowledge, teaching practice ability and teaching technical ability. Professional theo-
retical knowledge mainly emphasizes teachers’ mastery of professional theory and 
whether they can teach professional theory reasonably in class. Teaching practice 
ability can be evaluated by observing the interaction between teachers and students, 
the choice of teaching strategies and classroom rules. Teaching technology mainly 
refers to the ability of teachers to use modern information technology to assist 
teaching, and usually examines the ability of teachers to use information technology 
to promote students’ learning after teaching and class. Moral education infiltration 
teaching refers to the cultivation of students’ good conduct and behavior habits in 
the process of professional teaching, which can usually be observed from the aspects 
of teachers’ requirements for students’ behavior norms and the teaching method of 
combining arts and sciences.
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Fig. 19.1 Evaluation index system of “double-position” teachers’ teaching ability

In their own development, teachers’ personal development goals are still unclear. 
Reasonable goals are an important driving force to promote their own professional 
development. But at present, many teachers have not designed proper development 
tasks in their own development, which makes their own development blind. Based on 
the theory of teachers’ professional development, perfect system design is an impor-
tant guarantee for the development of “double-position” teachers’ teaching ability. 
Combine the overall interests of colleges and universities with the personal interests 
of teachers, and give “double-position” teachers support in project declaration, salary 
and welfare. At the same time, the classification evaluation system should be gradu-
ally implemented, and teachers should be evaluated according to the characteristics 
and needs of different majors and jobs, so as to effectively mobilize the enthusiasm 
of teachers to improve their professional ability.
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19.3 Application of “Double-Position” Teaching Ability 
Evaluation System 

Quantitative analysis and qualitative analysis are not only the most common research 
methods in scientific research, but also practical means to detect the development of 
teaching ability of HVC “double-position” teachers. Quantitative analysis is gener-
ally observable, measurable, and objective with data and facts, while qualitative 
analysis is generally characterized by generalization and subjective speculation. 
Both quantitative analysis and qualitative analysis have their own shortcomings 
and defects, and if they are organically combined, an ideal evaluation effect can 
be achieved. 

With the general attention paid by managers at all levels in HVC to the devel-
opment of teachers’ teaching and the massive accumulation of teaching big data, it 
has become an important part to explore how to establish a developmental evalu-
ation system of teachers’ teaching based on big data, which comprehensively and 
accurately reflects the teaching status of teachers, promotes teachers’ development 
and improves teaching quality. Data integration and feedback can realize immediate 
feedback according to the pre-designed function of the system, with less human inter-
vention. Using the “step by step” system, the evaluation management department 
needs to manually summarize, classify, filter and integrate the data before feeding it 
back, and the teaching evaluation department needs someone to be responsible for 
it. Of course, the data feedback of teaching analysis and evaluation results should be 
effective, so that managers and teachers can find problems in teaching in real time 
and adjust and improve them in time. 

In order to comprehensively and objectively reflect the influence of each evaluation 
index on the teaching ability of “double-position” teachers and improve the reliability 
and validity of the evaluation results, the project team adopted a fuzzy comprehensive 
evaluation method combining fuzzy set theory and analytic hierarchy process. 

6∑

i=1 

ri = 1(i = 1, · · ·  , 6) 

ri = 
mi∑

j=1 

ri j  

(19.1) 

where ri j  is the weight of the j index of the i component. i = 1, · · ·  , 6 respectively 
represent the six evaluation indexes in Fig. 19.1. 

In order to reduce the amount of calculation, this section carries out rough and 
intensive processing on the teaching data of “double-position” teachers. Use the 
following formula to describe the “double-position” teacher teaching information 
system. 

R = {S, B = D ∪ E, H, f } (19.2)
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Among them, S represents a set of finite objects, that is, the universe, D represents 
a set of conditional attributes, and E represents a set of decision attributes. If D ∪ E 
is an empty set, R is considered as a decision system, and H represents the range of 
D and E ; f (a, b) ∈ Hd , ∀d ∈ B, a ∈ S. 

Evaluate the teaching ability index of “double-position” teachers, and the greater 
the evaluation index value, the stronger the teaching ability of “double-position” 
teachers. The calculation formula of evaluation index value in this section is as 
follows: 

Xi = 
q∑

j=1 

Q j ∗ Pi j (19.3) 

where: Xi is used to describe the i-th “double-position” teacher’s teaching ability 
evaluation value; Q j is used to describe the comprehensive weight of the j index; Pi j  
is used to describe the evaluation value of the j index of the i th “double-position” 
teacher after normalization; q is used to describe the number of double-position 
teachers. 

According to the “double-position” evaluation index system of teachers’ teaching 
ability, the research group designed four types of questionnaires: teaching managers, 
professional leaders, teachers and students, sent 1000 questionnaires to HVC in 
the province, and recovered 927 valid questionnaires. Through analysis and statis-
tics, the original six categories were divided into 16 factors according to signif-
icance. Applying the statistical results to the established model, the scores of 
“double-position” teachers’ teaching ability components are obtained as shown in 
Fig. 19.2. 

The closer to 1, the better the performance of teachers in their constituent elements. 
Intuitively, the evaluation results show that there are three items in the [4, 5] interval:

Fig. 19.2 The “double-position” teacher’s teaching ability component scores 
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Fig. 19.3 “Double-position” evaluation results of teachers’ teaching ability 

currency development, Industry ability and Information literacy; There are three 
items in [1, 3] interval: from high to low, the order is course teaching, research and 
development and professional knowledge. 

According to the weights and evaluation data, the evaluation results of the teaching 
ability of 10 “double-position” teachers are obtained, as shown in Fig. 19.3. 

Teachers with more than 90 points account for 20%, teachers with more than 80 
points and less than 90 points account for 30%, teachers with more than 70 points and 
less than 80 points account for 40%, and teachers with less than 70 points account 
for 10%. The evaluation results of the proposed method are reliable and can reflect 
the real ability of teachers. 

The ability of teaching reform and innovation is the core ability to measure the 
development effect of HVC “double-position” teachers’ teaching ability. It mainly 
includes the ability of teaching understanding, teaching design, teaching organiza-
tion (implementation), teaching practice and teaching research. From the perspective 
of the research and development of teaching design ability, it was originally a profes-
sional skill possessed by educational technicians. With the development of learning 
theory, teaching theory and new technology, the elements of teaching structure have 
undergone earth-shaking changes. Under the new teaching environment, all teachers, 
including HVC teachers, are required to have the ability of teaching design. The 
reason is that the objectives advocated by basic education are comprehensive and 
operable, so it is suitable for the formulation of HVC curriculum objectives. 

The construction of incentive mechanism for teachers’ teaching development is 
the key link of system construction. Teaching evaluation of HVC teachers is an 
important guarantee for improving teaching quality and an important basis for HVC 
education and teaching decision-making. The sustainable development of teachers’ 
teaching must be guaranteed through a complete incentive system and measures. 
Determine the proportion of self-evaluation results and other evaluation results
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through investigation and study to ensure the fairness and rationality of “double-
position” performance evaluation. For example, actively guide outstanding gradu-
ates to work in the enterprise, select excellent “double-position” teachers to carry 
out employee training for the enterprise, and share some experimental facilities and 
latest research results with the enterprise, so as to attract enterprises to actively 
participate in the performance evaluation of “double-position” teachers and guide 
“double-position” teachers to pay attention to the improvement of practical ability. 

The ultimate goal of performance evaluation is to promote the growth of “double-
position” teachers. Therefore, vocational colleges should make rational use of the 
results of performance evaluation and gradually improve the relevant incentive mech-
anism. After the performance evaluation work is finished, the results of the perfor-
mance evaluation should be publicized on the campus website in time to ensure 
the openness and transparency of performance evaluation and arouse the atten-
tion of “double-position” teachers. For the “double-position” teachers who have 
made great progress, the school should give them corresponding honorary titles and 
encourage them to constantly improve themselves. Whether the “double-position” 
teacher performance evaluation index is set scientifically and the evaluation method 
is reasonable is directly related to the future development of vocational colleges. 

19.4 Conclusion 

The ability of teaching reform and innovation is the core ability to measure the 
development effect of HVC “double-position” teachers’ teaching ability. It mainly 
includes the ability of teaching understanding, teaching design, teaching organiza-
tion, teaching practice and teaching research. In order to improve the accuracy of 
“double-position” teachers’ teaching ability evaluation, this paper puts forward a 
“double-position” teachers’ teaching ability evaluation method based on big data on 
the basis of constructing HVC “double-position” teachers’ teaching ability eval-
uation system. The evaluation results of the proposed method are reliable and 
can reflect the real ability of teachers. Through quantitative assessment, “double-
position” teachers can be encouraged to keep learning and actively participate in 
teaching and scientific research, thus promoting the development, promotion and 
play of double-qualified teachers’ ability; On the basis of clarifying the construc-
tion value of “double-position” teacher performance evaluation system, it is helpful 
for HVC to build a higher level of “double-position” teachers’ performance eval-
uation system and adopt diversified implementation strategies. On the whole, the 
research results expand the knowledge system about the connotation and standards 
of teachers’ teaching ability in theory, and provide a basis and an operable tool for 
the evaluation and diagnosis of teachers’ teaching ability in vocational colleges in 
practice.
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Chapter 20 
Design of Intelligent Transportation 
Assistant Decision System Based 
on Traffic Big Data 

Min Sun 

Abstract The increasing traffic “big data” brings new challenges to traffic manage-
ment innovation and puts forward new requirements for traffic management. Traffic 
information construction will inevitably step into the intelligent application stage 
brought by big data. Using big data to crack the bottleneck of urban traffic will 
become the only way for the future traffic industry. Big data technology can send 
accident information to nearby vehicles to prevent accidents from happening again, 
and encourage other vehicles to change their driving routes. It can effectively improve 
the operational capacity of traffic roads and maximize the traffic infrastructure. The 
intelligent traffic assistant decision system designed in this paper processes and 
analyzes the data, and finally forms a traffic state prediction method based on the 
dynamic reliability of multi-source traffic data to predict the traffic state of the whole 
road network. The main goal is to make use of the information, models, methods 
and rules provided by traffic data warehouse and information intelligent analysis 
module to solve reasonable answers to problems in an acceptable time, such as the 
optimal control parameters and control strategies for regional signal control, traffic 
allocation and route guidance, to make an optimal decision on the traffic command 
and guidance scheme. 

20.1 Introduction 

The rise of big data and artificial intelligence has set off an upsurge of data mining 
and utilization, and also marked the arrival of a new era. With the continuous devel-
opment and deepening of big data and artificial intelligence, all walks of life want to 
effectively use the existing large-scale data through the big data method, and tap its 
intrinsic value to create better development for the industry. Big data has been used 
by researchers to solve various problems in transportation, and some achievements
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have been made. However, there are still some shortcomings in the application of 
big data theory. Due to the complexity of the intelligent transportation system itself 
and the increasing interdependence of various subsystems, isolated subsystems will 
be difficult to make a difference. Due to the increase of vehicles and the limitation 
of land resources, optimizing the transportation system is a top priority. Developed 
countries, represented by Europe, the United States and Japan, have gradually shifted 
from mainly relying on expanding the scale of the road network to solving the growing 
traffic demand to using high-tech to improve the existing road transportation system 
and its management system [1]. Big data technology can send accident informa-
tion to nearby vehicles to prevent accidents from happening again and encourage 
other vehicles to change their driving routes. It can effectively improve the operation 
capacity of traffic roads and maximize the traffic infrastructure. 

The growing traffic “big data” brings new challenges to the innovation of 
traffic management and puts forward new requirements for traffic management. The 
construction of traffic informatization will inevitably step into the smart applica-
tion stage brought by big data, and using big data to solve urban traffic bottlenecks 
will become the only way for the future traffic industry [2]. The application of big 
data technology can timely notify drivers in case of traffic congestion, and propose 
feasible solutions to improve the traffic operation capacity. Big data is also real-time. 
It can process and apply static data, and intelligently use big data to make traffic 
operations more reasonable. Static data refers to relatively stable data for a period of 
time, such as infrastructure, transportation tools, etc. [3, 4]. Dynamic data refers to 
data with continuous changes in time and space, such as traffic. 

The key to intelligent transportation is to improve people’s travel efficiency and 
reduce the travel cost and the operation cost of the transportation system on the 
premise of meeting people’s travel needs. The transportation information has a wide 
range of sources, types, forms and volumes [5]. Therefore, the storage, organization, 
presentation, and query optimization of information have become the problems to 
be solved. This paper builds an intelligent transportation aided decision-making 
system based on transportation big data. Promoting the construction of intelligent 
transportation through this system is an effective way to promote the development 
of modern comprehensive transportation system. The basic, forward-looking and 
service-oriented functional positioning of transportation determines that intelligent 
transportation is an important part of smart city construction [6].
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20.2 Comprehensive Monitoring of Urban Traffic 
Operation 

20.2.1 Present Situation of Comprehensive Traffic Operation 
Monitoring 

With the increasingly serious traffic congestion, how to make full use of the existing 
traffic facilities, efficiently develop the limited traffic resources, and relieve the traffic 
congestion through scientific management means has become a prominent and impor-
tant issue in the social development, and the traffic flow theory came into being 
to solve this key problem. In order to realize the transformation of transportation 
industry from independent operation of various industries to comprehensive coor-
dination, an authoritative, comprehensive and real-time transportation data center, a 
monitoring and early warning center for traffic conditions, an operation coordina-
tion center for various modes of transportation, and a unified external information 
release center will be built to realize the functions of data management, industry 
monitoring, decision support, information release and collaborative service of trans-
portation industry [7]. Every day, the vehicle data generated on the traffic roads are 
very huge, and it takes a long time to search for accurate vehicle information from 
the huge database. At the same time, the existing traffic control system does not have 
the ability to analyze and process the information stored by itself, and the screening 
process can only be realized by manual labor. 

Traffic flow has the characteristics of complexity, dynamics and randomness. 
The theoretical research of traffic flow is mainly to establish a mathematical model 
that adapts to it by analyzing the actual traffic flow characteristics, and to establish a 
normalized information reporting and sharing mechanism with civil aviation, railway, 
meteorology, tourism and other units through numerical simulation and theoretical 
analysis. At the same time, relying on comprehensive traffic monitoring data, we 
actively explored the coordination and linkage of various modes of transportation, and 
realized the passenger flow and capacity allocation of taxis in airports, railway hubs, 
etc. Especially during major holidays, provide one-stop information reporting and 
sharing services with cooperative units. Thereby revealing the inherent characteristics 
of traffic flow, and providing theoretical basis for traffic network optimization and 
management and traffic guidance. 

Comprehensive radio and television media, websites, Weibo, mobile phone clients 
and other ways are used to regularly publish all kinds of traffic analysis reports, traffic 
forecasts and real-time road condition broadcasts, providing unified comprehensive 
traffic information and service support for motor vehicle driving groups and public 
transportation groups in the city [8]. Time series theory is one of the powerful tools 
to study the spatio-temporal evolution of traffic flow. Using time series theory, we 
can analyze the traffic flow changes of road sections in a period of time, extract the 
congestion of road sections, and deduce the traffic state of the whole road according 
to the spatial propagation characteristics of traffic state.
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20.2.2 Existing Problems 

With the continuous improvement of the traffic management department’s demand 
for traffic information management and services, the urban traffic geographic infor-
mation integrated management system needs to be designed according to the idea 
of modularization and expandability. The modularization process should follow the 
principle of high cohesion and low affinity, so that the module can complete certain 
functions independently as far as possible, and maintain the operation independence 
of the module to a certain extent [9]. The traffic data is composed of multiple branch 
single tables, and the statistical information of each single table is different. For 
example, the speed detection and vehicle information shooting are completed by 
different systems and are reflected in different single tables. The functions of the 
comprehensive traffic monitoring platforms in major cities are similar, basically real-
izing the core functions of the city’s comprehensive traffic monitoring, coordination 
and linkage, emergency dispatching, operation analysis, and comprehensive services, 
and providing data support for the smooth, safe, and efficient operation of urban traffic 
through accurate monitoring and active services; However, the following problems 
exist in data based auxiliary decision-making and data accuracy and integrity [10]. 
The problems in urban comprehensive traffic operation are shown in Fig. 20.1. 

Fig. 20.1 Analysis of problems in urban comprehensive traffic operation
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The integrated management system of urban traffic geographic information 
involves interface display, man–machine interaction, organization and access of 
traffic data, query and statistics of traffic information, call of assistant decision-
making functions, etc. Because the traditional two-tier architecture adopted in system 
design has certain defects in operating efficiency and functions [11]. With the tech-
nical upgrade of traffic control system, the forms of collected data information are 
changeable, the proportion of pure video data begins to decrease, and text informa-
tion and picture information begin to increase. The big data intelligent system can 
be compatible with various forms of information, and at the same time, the unified 
analysis platform can realize various forms of free switching. 

In the field of road survey and design, special map of survey information, auxiliary 
map of route selection and three-dimensional display map of route selection can be 
extracted; In the field of road network monitoring and emergency, geological hazard 
level map, traffic land monitoring map, post-disaster road section assessment map, 
damage emergency assessment map and major disaster investigation can be provided 
[12]. The modern traffic control platform mainly relies on surveillance to collect data, 
that is, the information of vehicle license plate and cab can be captured by camera. 
The processing conditions of video data are higher than those of literal or digital 
information, and the changes of each frame in the video are accompanied by the 
changes of time, which further enhances the requirements of information processing 
system, which not only needs to analyze the data, but also needs to ensure the accuracy 
of time. 

20.3 Design of Intelligent Transportation Aided Decision 
System 

20.3.1 System Design 

The intelligent transportation aided decision-making system is to effectively and 
comprehensively apply advanced satellite positioning and navigation technology, 
computer technology, image and graphics processing technology, sensor technology, 
information technology, electronic control technology, data communication tech-
nology, operational research, artificial intelligence and other high-tech technologies 
to transportation, service, control and vehicle manufacturing. The physical model of 
data warehouse mainly solves the problems of data indexing strategy, data storage 
strategy and storage allocation optimization. The main purpose of physical model 
modeling is to improve system performance and more effectively manage stored 
data. The access frequency, data capacity and storage medium configuration will 
affect the final result of the physical design. 

On the one hand, the spatio-temporal correlation of traffic information provides 
strong support for traffic control, prediction and research; On the other hand, it puts 
forward new requirements for information processing technology. The time series
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analysis, spatial data mining and other modern information processing technologies 
have strong adaptability to such data, can accurately predict its change trend, and 
provide a reference for real-time traffic control. Based on the transportation big data 
warehouse and transportation big data integration into the system, it provides a multi-
layer application architecture, including data layer, algorithm layer, analysis layer 
and application layer. The multi-layer architecture of transportation big data can be 
applied in a cross platform and network environment. The system can adopt flexible 
ways as required. The system operation environment includes several subsystems, 
including data area, transportation application area, GIS area, communication area, 
and terminal area. The database server, transportation application server, GIS server, 
communication server, and a series of operating terminals are arranged respectively. 
Each subsystem realizes different functions. The system network topology is shown 
in Fig. 20.2. 

The intelligent transportation assistant decision-making system can adjust the 
entire intelligent transportation assistant decision-making system through the anal-
ysis and processing of real-time data, with the strong support of communication 
facilities and policies and regulations, so that the entire system is in the best state, 
and can respond to emergencies in a timely manner and solve them in a timely manner. 
Based on the above considerations, our guiding ideology for the modeling of intel-
ligent transportation information analysis and auxiliary decision-making system is 
to always treat intelligent transportation system as an “intelligent system”. For the 
characteristics of transportation system, transportation information, transportation

Fig. 20.2 System network topology 
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behavior, etc., transportation big data adopts a data warehouse on the basis of tradi-
tional decision support system based on database, knowledge base and model base. 
Traffic guidance pursues dynamic optimization. In order to minimize the total travel 
cost of each traveler’s instantaneous choice of path in the system, it is defined as: 

π (t) = min
{
τ rs  k (t) (20.1) 

where π (t) represents the minimum actual travel cost between time pairs; τ rs  k (t) 
represents the travel cost of route k that it takes to select a route at t time. 

Let the starting stop of a traveler’s trip be A and the ending stop be B. Where 
i represents the number of lines that travelers need to transfer to, li represents the 
distance between two stations for quality inspection. In this way, the following model 
can be established: 

min Z =
∑

li j (20.2) 

D represents the density of direct passenger flow, and pi j  represents the passenger 
flow between stations i and j , li j  represents the distance between stations i and j 
The route is planned by the method with the highest direct passenger flow density, 
specifically expressed as follows: 

max D = pi j  xi j  
li j�i j  

(20.3) 

ωi = Vi 

faxa 
(20.4) 

where fa represents the joint departure frequency on the edge, and Vi represents the 
passenger flow on the node, ωi represents the total waiting time of node i. 

In order to ensure that the system can resume work in time when the data 
processing server is down, the dual-computer redundancy guarantee mode is adopted. 
The data processing server is divided into master and slave, which run the same data 
processing program and communicate with each other through heartbeat protocol. 
At the same time, because the amount of data is related to the number of clients, 
which may be large, the load balancing mode is adopted. 

20.3.2 Implementation of the System 

The intelligent transportation assistant decision-making system includes dynamic 
system and static system. Among them, the dynamic intelligent transportation 
subsystem includes a traffic flow monitoring system, information control system, 
high-definition video monitoring system, etc., with various data sources and static 
systems such as environmental road data. The data collection of transportation big
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data refers to the transmission of structured or unstructured data generated by various 
systems or equipment to the big data platform for storage. A road consists of many 
sections and intersections. The road table contains the following attributes: road ID, 
road name, speed limit, and road length. The detailed design is shown in Table 20.1. 

Based on the data collected by the system designed in this paper, the traffic index of 
busy streets on October 1, October 4, and October 7 during the National Day holiday 
was analyzed. It was found that the traffic congestion on October 1 in the National 
Day holiday lasted for a long time, and the accumulated congestion duration was 
more than 10 h. The traffic congestion decreased slightly on October 4, and returned 
to normal on October 7. It can be seen from the time distribution map of the traffic 
index in busy streets that the holiday congestion time is concentrated between 8:00 
and 16:00, and the duration is long; According to the data collected by the fixed 
detectors of the surrounding roads, the holiday traffic volume is significantly higher 
than the daily level of weekdays and weekends, about 42% higher than the annual 
level of weekdays, and about 30% higher than the level of weekends. See Figs. 20.3 
and 20.4 for details. 

From Figs. 20.3 and 20.4, it can be seen that the optimized traffic scheduling 
method significantly shortens the duration of interception congestion compared to 
other methods, improving the smoothness of traffic flow. For transportation hub

Table 20.1 Detailed design of road table 

Serial no Column name Data type Length Explain 

1 LENGTH Date 18 Road length 

2 SPEED Double 31 Speed limit 

3 AREA_ID Varchar Region ID 

4 ROAD_NAME Int 39 Road name 

Fig. 20.3 Congestion time in busy neighborhoods
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Fig. 20.4 Time distribution of traffic index in busy neighborhoods

areas, in conjunction with railway operation schedules before and after holidays, 
measures such as increasing ground bus numbers and increasing departure inter-
vals during peak hours are taken to improve passenger flow distribution and trans-
portation capacity, and meet passenger travel needs. In terms of rail transit, a flow 
restriction plan is formulated during peak hours, with additional station staff and 
civilized guides dispatched between stations to strengthen passenger flow guidance 
and reduce passenger flow interweaving. By analyzing the existing traffic state index, 
the intersection level traffic state index and its calculation method are proposed. The 
application of regional traffic state index can better reflect the basic situation of 
regional, road and intersection traffic, and provide a reference for the traffic manage-
ment department to comprehensively master the traffic congestion situation. For the 
collection and processing of video data of video monitoring and vehicle detector data, 
the collection, transmission and storage of traffic big data are realized by integrating 
the current open-source log collection technology, data flow processing technology, 
message queue technology and distributed storage technology. 

Therefore, the important data information of various comprehensive traffic models 
and real-time traffic models in the intelligent transportation aided decision-making 
system is processed and comprehensively applied through the traffic big data tech-
nology, so as to improve the efficiency of traffic management and road use, improve 
the service level of road traffic system, and reduce road traffic accidents.
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20.4 Conclusions 

The arrival of big data really facilitates people’s travel. It not only solves many 
problems of difficulty in purchasing tickets and taking taxis, but also improves 
people’s travel efficiency and reduces operating costs. And intelligent transportation 
will continue to solve the problem that is only being alleviated now. The intelli-
gent traffic assistant decision system designed in this paper processes and analyzes 
the data, and finally forms a traffic state prediction method based on the dynamic 
reliability of multi-source traffic data to predict the traffic state of the whole road 
network. The main goal is to make use of the information, models, methods and 
rules provided by traffic data warehouse and information intelligent analysis module 
to solve reasonable answers to problems in an acceptable time, such as the optimal 
control parameters and control strategies for regional signal control, traffic alloca-
tion and route guidance; Make optimal decisions on traffic command and guidance 
schemes, etc. Using this technology in the field of intelligent transportation can make 
the generated traffic model more realistic; all kinds of traffic flow information are 
analyzed and predicted by time series analysis and sequence pattern mining. The 
static data, real-time information collection data and Internet data are integrated to 
realize the cleaning, extraction, integration and standardization of urban traffic infor-
mation resources. On this basis, the construction of a monitoring data application 
question bank, abnormal data management question bank and customized applica-
tion question bank are realized, and the visual analysis of all kinds of data is realized 
through the data visualization tool set. 
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Chapter 21 
Construction of an Interactive Computer 
Aided English Language Teaching Based 
on Multimedia Technology 

Wei Zeng 

Abstract As a new teaching method, computer multimedia technology provides 
students with a large amount of information and materials from a visual and auditory 
perspective, stimulating their interest and initiative in learning English. The ELT 
(English Language Teaching) established in this article overcomes the closed and 
fixed nature of traditional computer teaching software, improves the interactivity and 
flexibility of learning, and is an open teaching system that integrates learning, testing, 
real-time tutoring, and management. The results show that from the perspective of 
students’ Basic English ability, the average score is 16.15, the average score of oral 
ability is 14.04, and the average score of conversational communication ability is 
8.13. In the test of standard deviation, it can be found that the standard deviation of 
students’ Basic English ability is 13.4, the standard deviation of oral ability is 1.91, 
and the standard deviation of conversational communication ability is 0.88. It can be 
seen that the students’ Basic English ability is better than the other two test modules, 
whether in the average score test or the standard deviation test. Learning at the right 
time and place can achieve various communication and interaction between students 
and computers, students and students, and teachers. 

21.1 Introduction 

With the rapid development of vocational education in China, all kinds of advanced 
teaching resources and equipment provide great convenience for improving teaching 
and scientific research in schools. As far as computer courses and design courses 
are concerned, using multimedia and network technology to set up a multimedia 
network experimental room can effectively solve the problem of difficult information 
interaction between teachers and students and improve the teaching effect of practical 
links [1]. In English teaching, teachers adopt various flexible teaching methods and
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means to improve teaching efficiency and students’ English application ability. As 
a new teaching method, computer multimedia technology provides students with a 
lot of information and materials from an audio-visual perspective, which stimulates 
students’ interest and initiative in learning English, enriches the teaching content and 
improves the teaching effect [2]. These advantages of multimedia network technology 
are very useful for English teaching. It plays a great auxiliary role in optimizing 
English classroom teaching structure, mobilizing students’ diverse senses, simulating 
real-life dialogue and improving students’ attention. If multimedia technology is 
abused in teaching without combining teaching content and objectives, it will form a 
misunderstanding of “emphasizing form but neglecting content” [3, 4]. Students only 
get visual enjoyment, but their English application ability is not improved, which goes 
against the original intention and purpose of teaching with multimedia technology. 
Interactive teaching method was first put forward by Palinscar in 1982. It is a creative 
teaching theory and strategy. In the interactive teaching method, interaction, as a 
teaching method, refers to taking teachers as the leading factor and students as the 
main body, and guiding students to discover with teachers’ inspiration in teaching. 
Compared with traditional teaching methods, network multimedia-assisted English 
teaching has obvious advantages: it greatly expands the learning space and content, 
and mobilizes learners’ learning enthusiasm, initiative and creativity [5]. It also 
provides a good language carrier and a relaxed language environment for learners. 
The ELT established in this paper overcomes the closure and fixity of traditional 
computer teaching software and improves the interactivity and flexibility of learning. 
It is an open teaching system integrating learning, testing, real-time tutoring and 
management [6]. Studying at the right time and place can realize various exchanges 
and interactions between students and computers, students and students, and students 
and teachers. It provides the best environment for teachers and students to realize 
constructivism teaching and learning together, which is the mainstream of future 
education model. 

21.2 Systems Design 

21.2.1 Interactive English Teaching Mode 

Interactive teaching emphasizes the educational concept of “people-oriented”. 
Teaching activities should clarify that students are the center of the entire language 
activity, and the role of teachers is to create scenarios that are conducive to language. 
Cultivate students’ self-learning ability and strengthen their interest in learning 
through encouragement, stimulate their enthusiasm for learning, and thus improve 
teaching effectiveness. By reviewing on the computer, students have consolidated 
their knowledge and gained an understanding of their mastery of the knowledge. 
At the same time, the computer also retains records of each student’s practice or 
test, which can be regularly or irregularly reviewed and analyzed by teachers and
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students themselves, as well as their level of knowledge mastery and existing prob-
lems at a certain stage [7]. In terms of teaching methods, we can enable students to use 
various means such as online visits, online reading, online searches, online discus-
sions, online displays, online Q&A, and online classrooms to enhance their interest 
in learning, broaden their knowledge, increase their vocabulary, and consolidate their 
proficiency in knowledge. 

Through the operation of the teacher on the console, students can freely and 
easily engage in English conversations without seeing each other, increasing their 
chances of speaking and confidence. After continuous practice, students can speak 
English boldly and bravely learn from it. Go behind the scenes to the front desk to 
communicate in English and improve the comprehensive application ability of the 
English language. More questions can be asked in limited classroom hours to impart 
knowledge to students. But doing too much is not enough. In the practice of foreign 
language teaching, some teachers use this modern teaching method to digitize a large 
amount of content and continuously transmit knowledge to students [8]. English is a 
highly practical subject because the ultimate goal of learning a language is to use it. 
Therefore, if students cannot practice with a large amount of language input, there 
will be no language output and they will not be able to learn English well. 

21.2.2 Design Philosophy 

Multimedia English teaching provides students with vivid and realistic learning situ-
ations, stimulates many organs such as eyes, hands, ears and brain at the same time, 
and makes students have a strong interest in English, which is conducive to the 
development of students’ thinking and the overall improvement of students’ quality. 
Nowadays, people say that computer multimedia includes man–machine information 
communication means using other media besides text teaching, which usually refers 
to information media such as sound, graphics, images, moving images and animations 
[9]. In traditional comprehensive English teaching, the sentences used by teachers 
to explain words, sentence patterns and exercises are usually examples found in 
grammar books or dictionaries. Due to the limitation of teaching space, the exam-
ples given in dictionaries and grammar books are generally short and lack sufficient 
context, so they cannot objectively and comprehensively reflect the language usage 
context and frequency. This paper studies the design of interactive computer-aided 
ELT based on multimedia technology, because the design of ELT based on multi-
media technology must strictly follow the design principles of software engineering 
and adopt unified multimedia technology standards [10, 11]. It has the characteristics 
of large information, diversified information input means and strong interaction. 

Using computer multimedia to guide comprehensive English teaching can inject 
new vitality into English classes and achieve unexpected results. Nowadays, students 
like watching TV, and traditional teaching methods can’t provide intuitive commu-
nication situations. However, using modern information technology can completely 
break through this point, so that all communication situations can be visualized in
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the classroom, and students can be more attracted to enter the role and participate 
in communication if they are immersive and empathetic. In the previous classroom 
teaching mode. The way we adopt is mainly to present the shape of the words we 
teach through cards, to teach the sounds of words through listening to recordings or 
teachers’ reading, and to understand the meanings of words through teachers’ expla-
nations. It is impossible to achieve the organic unity of sound, shape and meaning. 
The ELT designed in this paper must complete all the functions of daily multimedia 
teaching, and the functions should be simple and convenient, so that teachers and 
students do not have to pay too much learning costs. At the same time, the design 
of the system should adopt the most advanced and mature framework system and 
technical design at present to ensure the advanced nature of the system. 

21.2.3 System Architecture Design 

Due to the fact that an ELT based on multimedia technology includes data access 
code, business logic code, and frontend presentation code, simply adding these codes 
together without any design pattern will result in a strong correlation among various 
parts of the system, which violates the principle of “high aggregation, low coupling” 
in software engineering, The implementation and maintenance of the system can 
also become exceptionally complex. The system records the user’s usage, locks the 
network segment, and opens corresponding services as needed. When not needed, 
they can be turned off in a timely manner, effectively preventing hacker attacks [12]. 
In addition, due to the use of a hierarchical directory management mode in this 
system, the scalability and convenience of the system are improved. 

The process of students learning English is no longer a passive acceptance 
process, but an active participation process. A strong interest in learning and active 
participation have formed an internal psychological process of student optimization. 
This psychological process interacts with external stimuli of optimization, enabling 
students to achieve different achievements based on their own characteristics in the 
process of learning English [13]. This system is based on the Unix operating system 
and can be mainly divided into application layer, service layer, and data layer. Each 
functional module has relative independence, which facilitates the design, implemen-
tation, maintenance, and expansion of the entire software. Ensure seamless connec-
tion between ELTs and external systems, leaving room for software expansion and 
integration [14]. Realized real-time interaction between teachers and students, as 
well as real-time self-assessment. The architecture is shown in Fig. 21.1.

The ELT established in this paper can call your prepared content through any 
networked computer. The teacher management module is mainly aimed at students’ 
access to the system and the completion of homework, such as when was the last 
visit. The administrator module is mainly designed for system expansion and account 
management. In addition, there are all kinds of materials in the computer or we have 
some practical software, which is very convenient to use, and it is 100 times faster 
than looking through books or making some content by ourselves, which can save
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Fig. 21.1 Architecture diagram of ELT

a lot of time. The quality education of students’ subjectivity frees students from 
the bondage of passive learning, makes students become the main body of learning, 
allows students to participate in teaching independently and actively, and gives full 
play to their initiative and enthusiasm. 

21.3 Application of the System 

21.3.1 Provide Materials that Meet the Teaching Content 

In order to ensure better teaching effectiveness, teachers should pay attention to 
the language authenticity, content compatibility, practicality, and technicality of the 
selected materials when using multimedia technology for teaching. Remember not 
to present English materials that do not align with the teaching content and objec-
tives in order to reflect the diversity of forms and the fancy content. Learning is a 
process of active construction, where a person’s overall knowledge is formed through
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continuous interactions and changes in the environment. Constructivism believes 
that the learning environment is a place where learners can freely explore and learn 
autonomously. 

The interactive function of multimedia technology reflects the two-way commu-
nication between teachers, students, and online learning materials. Through informa-
tion exchange, the three constantly adjust themselves and create an optimal teaching 
environment. Maximize students’ learning efficiency under the best possible condi-
tions. The interactive content of English teaching in a multimedia environment is 
shown in Fig. 21.2. 

Using computer network for teaching can solve this problem and realize personal-
ized learning. With the help of the internet, students can easily read English and Amer-
ican electronic newspapers and magazines, learn standardized and popular English 
words and their usage on various English websites, and download reading materials 
that are both read aloud in the original sound and compared with the original text. 
These are irreplaceable for the cultivation of students’ communicative competence, 
the ultimate goal of language learning. 

We use the two-way nature of the computer network to encourage students to 
question and ask questions online in time during the learning process. Teachers

Fig. 21.2 Interactive English Teaching in a Multimedia Environment 
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give necessary instructions or answers to students’ doubts. The use of computer 
network in English teaching greatly improves students’ interest in learning English, 
broadens students’ English knowledge, helps to develop students’ various abilities 
and the healthy development of students’ psychology, and improves students’ English 
learning achievements. Interactive teaching modes can satisfy students’ thirst for 
knowledge, expand their knowledge, facilitate personalized teaching for students, 
and greatly improve the learning efficiency of students at all levels. 

21.3.2 Result Analysis 

In the traditional English teaching environment, many exciting response scenes 
inspired by inspiration are fleeting, and the innovative thinking activities displayed 
during them cannot be reproduced to inspire future generations; The use of computer 
networks in English teaching can save many discussions and homework situations for 
other teachers and students to analyze, comment on, learn, and learn from, becoming 
a very precious educational resource. Teachers use the internet to assign learning 
tasks to students or raise unresolved issues; Provide students with resource cata-
logs, websites, and data collection methods and channels related to learning topics, 
allowing them to search for relevant materials and information online after class, 
in order to guide them to gradually break away from the dependence on face-to-
face teaching. In order to further verify the effectiveness of the system established 
in this article, simulation experiments will be conducted to verify it. Taking the 
application in hotel English teaching as an example. As shown in Table 21.1, the  
assessment adopts post competence assessment, which is mainly based on the scores 
of foreign guests staying in the hotel. Students’ Basic English ability, oral ability and 
conversational communication ability are assessed. 

Adopt the above methods for teaching, and at the end of the academic year, 
collect the evaluation scores of 20 people for paired sample analysis. At the end of 
the experiment, gifts will be distributed as souvenirs to students, business instructors, 
foreign teachers, and foreign guests participating in the experiment. Students with 
excellent works will receive a 2 point quality development score. According to the 
above test modules, the average scores of students’ Basic English ability, oral ability

Table 21.1 Content of English comprehensive skills test 

Test module Test content Scoring criteria Score 

Basic English Basic expressions and sentence 
application in hotel English 

Objective evaluation 40 
points 

Oral proficiency Conversation with foreign 
teachers 

Proficiency and content 
in spoken language 

30 
points 

Conversational 
communication skills 

Cosplay Role playing degree 30 
points 
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and conversational communicative ability are shown in Fig. 21.3, and the standard 
deviation is shown in Fig. 21.4. 

From the perspective of students’ Basic English ability, the maximum score is 
20.8, the average score is 16.15, the average score of oral ability is 14.04, and the 
average score of conversational communication ability is 8.13. In the test of standard 
deviation, it can be found that the standard deviation of students’ Basic English ability 
is 13.4, the standard deviation of oral ability is 1.91, and the standard deviation of 
conversational communication ability is 0.88. It can be seen that the students’ Basic

Fig. 21.3 Average score test 

Fig. 21.4 Standard 
deviation test 
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English ability is better than the other two test modules, whether in the average score 
test or the standard deviation test. 

21.4 Conclusions 

Computer-assisted language teaching has great potential, but it does not mean that it 
can replace classroom teaching and create miracles. Multimedia can help to teach by 
going up one flight of stairs well, but it can’t solve the problem of improper teaching. 
In English classroom teaching, if we can use the computer multimedia teaching 
system reasonably and timely, create English learning situations, and solve English 
teaching audio-visual and other related teaching problems, so that students can 
perceive English language materials through audio-visual and develop their audio-
visual ability. The results show that the average score for students’ basic English 
ability is 16.15, the average score of oral English ability is 14.04, and the average 
score of conversational communication ability is 8.13. In the standard deviation test, 
it can be found that the standard deviation of students’ basic English ability is 13.4, 
the standard deviation of oral English ability is 1.91, and the standard deviation of 
conversational communication ability is 0.88. It can be seen that students’ basic 
English ability is superior to the other two test modules in both the average score test 
and the standard deviation test. In addition, multimedia teaching requires students 
not only to have a certain level of English, but also to have computer knowledge and 
operational skills. Foreign language teachers are required to master certain multi-
media software production techniques, be familiar with the use of various devices 
and be familiar with computer operation. Teachers can better understand students’ 
learning style and learning ability, so as to formulate teaching activities that are more 
suitable for learners. Teaching has changed from “indoctrination” to discussion, and 
students have become the center of teaching activities. 
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Chapter 22 
Construction of Tool Life Dynamic 
Prediction Model Based on On-Line 
Learning 

Jicheng Duan and Kechang Zhang 

Abstract A tool life dynamic prediction model based on on-line learning is proposed 
in this paper. The model selects signal features as input data and regards tool wear and 
residual life as data labels, a tool residual life prediction model based on the improved 
long-short time memory network can predict the tool residual life dynamically under 
different working conditions. 

22.1 Introduction 

The manufacturing industry is leading our country’s national economic development, 
vigorously developing the manufacturing industry is the foundation of building a 
manufacturing power. The proposal of Industry 4.0 has clarified relevant require-
ments for the global manufacturing industry to develop towards intelligent manufac-
turing. In short, Industry 4.0 is the “Internet plus manufacturing”. It optimizes the 
integration of multiple factors of production and connects information, resources, 
goods, equipment and people, and makes it realize better network, information, 
automation and intelligence [1]. 

In the field of machining and manufacturing, the state of cutting tool directly 
affects the machining efficiency and quality of NC machine tool, and indirectly 
affects the level of production technology and economic benefit. If the tool life of 
the machine tool does not reach its expected life, it will lead to tool waste, cause the 
manufacturing cost to rise, and cause the production efficiency to decline, will lead 
to the reduction of product processing accuracy and productivity, and may even lead 
to machine damage, causing a major loss of equipment. Therefore, it is important 
to predict the residual life of NC machine tools, whether in reducing the cost of
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production or in ensuring the accuracy of products and the safety of machining 
equipment. 

In the process of NC machining, the abnormal state of cutting tool often occurs, 
which will lead to various quality problems in product processing. A great deal 
of data shows that there are more than 40 broken tools in a large-scale machining 
shop on average every day, most of which are caused by the tool not being changed 
after its service life [2]. The statistical analysis of KENNAMTAL company in the 
United States shows that the cutting tool monitoring system can save about 30% 
of the processing cost for NC machine tools, and W. Koening’s statistical analysis 
data show that the tool condition monitoring system can increase the production 
efficiency of CNC machine tool by 10–60%, and reduce the time of failure by 75%, 
the efficiency of CNC machine tool is increased by more than 50% [3]. 

The tool life management of NC machine tool can effectively predict the remaining 
useful life (Rul) of NC machine tool, and judge the abnormal state of the tool in 
advance [4], the utility model can avoid the reduction of the product processing 
quality or the appearance of the waste products caused by the tool failure, and 
can effectively guarantee the normal processing of the product and promote the 
improvement of the product processing efficiency. 

22.2 The Process of Tool Wear 

In NC machining, the cutting tool wear is increasing with the cutting time, as shown 
in Fig. 22.1, the cutting time curve of the cutting tool wear in milling process, the 
wear state can be divided into three stages: initial wear, normal wear and sharp wear. 

In Fig. 22.1, I is tool initial wear, II is tool normal wear, III is tool sharp wear.

Fig. 22.1 Tool wear process 
curve 
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22.3 The Status of Tool Residual Service Life Prediction 
of NC Machine Tools 

There are mainly four kinds of prediction methods in the research of residual service 
life prediction of NC machine tools, it mainly include methods based on empirical 
model, AI model, statistical model and hybrid methods [5, 6]. The following are the 
NC MT of the residual life of the prediction methods for the status quo analysis. 

22.3.1 Forecasting Methods Based on Empirical Models 

Coble et al. [7] used linear regression model to build a tool residual service life model. 
Karandikar et al. [8] regard the root mean square of spindle power as a health factor, 
and fit the quadratic function of health factor and cutting time, the trend of health 
factors is updated by Bayesian inference and its posterior distribution is obtained. 
The residual tool life can be obtained by extrapolating the trend to the threshold. 
Kumar et al. [14], based on the milling force signal of NC milling machine, used 
AdaBoost algorithm to integrate the trajectory similarity and differential evolution 
support vector regression, and established the tool residual life integrated prediction 
model. Yang et al. [9] extracted the features of tool monitoring signals, used principal 
component analysis to reduce the dimension of feature vectors, constructed health 
factor vectors, and combined with hierarchical clustering to predict the residual 
service life of milling cutters. 

22.3.2 Prediction Method Based on AI Model 

Huang et al. [10] put forward the idea of tool residual life prediction based on edge 
and cloud, the task of data collection and feature extraction is realized at edge, and 
the tool residual life prediction is realized by LSTM in cloud. Zheng et al. established 
a tool life model based on machining parameters, and used LSTM to predict residual 
tool life. Niu et al. [11] proposed an integrated DWT method to predict tool life by 
CNN-LSTM model. 

22.3.3 Statistical Model Based Forecasting Methods 

This method takes the trend of current health factors as the basis to predict the future 
health factors, and combined with the threshold of health factors to predict the tool 
life, mainly including three types of models, namely Stochastic Process model, Time 
Series model, State Space model. Based on the risk model and multi-layer perceptron,
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Li and Liu [12] constructed the state transition and observation probability of HMM, 
and accomplished the prediction of tool life under different machining conditions. 
Liu et al. [13] extracted the characteristics of vibration signals as tool health factors, 
and used ARIMA model to predict tool life. 

22.3.4 Mixed Methods 

The hybrid method combines different models to predict the residual service life 
of cutting tools in order to obtain higher prediction accuracy. Kumar et al. monitor 
the drill signal and use HMM to cluster the time series. Sun et al. get the sensitive 
features of cutting force and vibration, input them into BP neural network, and then 
use the network to predict the tool wear value, and get the predicted wear sequence, 
then the tool wear state is monitored and updated in real time by using the linear 
Wiener process, and the tool life can be predicted [14]. 

22.4 The Establishment of Tool Life Prediction Model 

22.4.1 Overview of Tool Life Prediction Models 

Modified Long-Short Term Memory (MLSTM) is an improvement of Long-Short 
Term Memory (LSTM), which optimizes part of the network, structure, and 
gate structure. The tool life prediction model proposed in this paper consists of 
MLSTM layer and regression layer. MLSTM layer processes time series informa-
tion, including extracting information from input data to hidden layer, and outputting 
multi-dimensional vector for prediction, the regression layer is used to fit the func-
tion to output the predicted values of tool wear and tool residual life. The network 
model is expanded as shown in Fig. 22.2.

The output of the tool life prediction model is the tool wear amount and the tool 
remaining life, where the tool wear amount is the maximum tool back face worn 
and uniform tool back face worn of the tool wear at the current time, and the tool 
remaining life is the remaining life when the tool reaches the wear limit under the 
working condition information of the current time step. In this paper, we use VB to 
express the tool back face worn. 

22.4.2 MLSTM Layer Structure 

MLSTM is an improvement of Long-Short Term Memory (LSTM), which optimizes 
part of the network, structure and gate structure. The MLSTM retains the cell state cell
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Fig. 22.2 Tool life prediction model based on MLSTM

Fig. 22.3 MLSTM internal 
structure 

for recording long-term information, and uses the three structures of forgetting gate, 
input gate and output gate in the hidden layer to control the transmission and recording 
of short-term information, the cell state of the previous moment is integrated into 
the current, and the input of the moment is helpful to control the information flow 
reasonably according to the cell state. The internal structure of MLSTM is shown in 
Fig. 22.3. 

In Fig. 22.3, Ct is the description of the current input cell state, and “× ” represents 
the multiplication by bits to finally complete the cell state update from Ct-1 to Ct. ft 
is the forgotten gate state, Ot indicates the output gate and ht indicates the hidden 
layer information of the current status. 

The forgetting gate in LSTM controls the trade-off of historical information in the 
cell state, which is characterized by the gate structure output control coefficient to the 
last, cell state and the current state input. In MLSTM, the last cell state information 
is integrated into the input node, and the input matrix data is expanded.
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Fig. 22.4 Structure of regression layer 

22.4.3 The Structure of Regression Layer 

MLSTM processes the complicated working condition information input and estab-
lishes the relation in time series, but does not get the tool residual and life prediction 
value directly, the output information obtained by MLSTM is translated into the 
required residual life, value and tool wear. It has been proved that a single hidden 
layer neural network can approach an arbitrary shape function infinitely through a 
nonlinear activation function without limiting the number of neurons, the number of 
single-layer neurons and the number of network weights can be effectively reduced 
by increasing the number of neural network layers. Based on the above theory, the 
regression layer is designed as a fully connected network with double hidden layers 
to approximate the curve of tool residual life. 

The output of MLSTM is a one-dimensional vector of length M, and the input of 
the first hidden layer is defined as the matrix X (X1, X2, X3, … Xn) of N Rows  1  
column (Fig. 22.4). 

22.4.4 Hyperparameter Adjustment of the Prediction Model 

The training method of the regression layer is the back propagation algorithm, which 
calculates the error between the predicted value and the true value, obtains the weight 
gradient based on the chain derivation rule, completes the weight update, and realizes 
the training of the regression network. The calculation formula is as follows: 

W = W + η 
∂ E 
∂W 

(22.1)
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In the formula, W is the weight matrix, E is for energy, η is the learning rate. 
After the MLSTM output data is processed by the regression layer, the output is 

the tool wear and the tool remaining life. 
In the training of network model, it is necessary to adjust the hyperparameters 

to shorten the training time and improve the accuracy of the model. The number of 
neurons in each layer, the number of network layers and the regularization parame-
ters in the hyperparameters mainly affect the accuracy of the network, the learning 
rate, the choice of activation function types, the definition of loss function, the 
weight initialization method mainly affects the network training speed, the number 
of training iterations, the size of batches, the time step length mainly affects the 
network training time and the network accuracy. The over-parameter adjustment is 
mainly through the empirical analysis method and the trial-and-error method, that 
is, according to the existing knowledge theory to set a better default value initially, 
and then through the trial-and-error method to gradually adjust the single parameter. 
This method is a local optimization method, each greedy to get the optimal solution 
of a parameter, and then check and tune the other parameters, and get the final adjust-
ment results. First, the number of layers and the number of single-layer neurons were 
determined, then the loss function and the activation function were determined, then 
the batch size and the time step length were determined after the learning rate was 
approximately determined, and finally, the regularization parameters and the number 
of training iterations are checked. 

22.4.5 Tool Life Dynamic Prediction Model 

The on-line learning module is parallel to MLSTM network and independent of each 
other. The on-line learning module does not affect the loop of MLSTM in time step, 
and only assists in the final output of the predicted value. Therefore, it is considered 
that the tool life prediction value is still near the global best when the short time actual 
condition information changes, therefore, the global optimal solution can be obtained 
by adding adjustment value to the final output, so the on-line learning module can 
improve the network model accuracy. 

In Fig. 22.5, SV is Supplementary Vector (SV), ot is the output gate state, U and 
V are weight matrices, and xt is the input working condition information parameter 
at time t.

The structure of the tool life dynamic prediction model is shown in Fig. 5. The 
on-line learning module behaves as an SV, whose content is the tool wear amount 
automatically measured on-line based on machine vision, the supplementary vector 
is connected to the original prediction network through the weight matrix WSV, and 
acts together with MLSTM to the regression layer, and finally affects the output of 
the prediction value. Considering the problem of machining efficiency, the tool wear 
value measured automatically is a low frequency sequence with a long interval, but 
the measured value in the supplementary vector (SV) is a high frequency sequence 
with a short interval, in order to ensure the consistency of the time and frequency of
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Fig. 22.5 Dynamic prediction model of tool life

the two-part network, the part of the wear quantity sequence of the supplementary 
vector (SV) which is short of the measured value is marked with −1, if the value of 
−1 means that there is no measured value at this time, then the model is not updated, 
if the value of −1 means that the value is measured wear, then update the network 
model accordingly. 

22.5 Application Cases 

22.5.1 Sample Data 

The data used to train the model and verify the performance of the model came from 
the actual machining process. The cutting experiment was conducted on the machine 
tool of the turn-milling complex machining center, using the carbide integral milling 
cutter. The label of the data at each time point came from the results of the on-line 
automatic measurement of the tool wear based on machine vision. 

The sample collected is the processing data of the full life cycle of each tool, 
that is, from no wear to the wear limit, and records the monitoring data of the entire 
processing process, the tool wear amount data and the use time data. The tool uses 
time data to be processed, and the remaining life of each time point is marked, thus 
completing the remaining life labeling of all samples. 

All the data within 1 s is converted into a set of eigenvalues, which are the input to 
the prediction model. When collecting training data, if the machine vision system is 
invoked every 1 s to measure the actual tool wear, it is too time-consuming, and the 
wear amount can be approximately regarded as a linear increase between consecutive
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seconds. Therefore, in actual processing, the actual wear value is measured every 
10 s, and the sample data between the two measurements is supplemented by the 
linear difference of the wear amount of the adjacent two points, so as to complete 
the wear amount labeling of all sample data. 

In the cutting experiment, 16 tools were blunted, and the data of the first 10 tools 
were selected to train and verify the model. The cumulative service life of the tools 
was about 100 min. 90% of the samples were used for training the model, and the 
remaining 10% were used for testing the model. 

22.5.2 Training Result 

Many experimental data are used to train the dynamic prediction model of tool life 
and determine the relevant hyperparameters. Because the model needs to accurately 
fit the information of time series in the tool wear process, two-layer MLSTM network 
superposition method is used to enhance the expression ability of time series infor-
mation, and the regression layer adopts double hidden layer structure. The training 
results of the tool life dynamic prediction model based on on-line learning are as 
follows. 

For the 10 tools worn in the experiment, 90% of the data of each tool is used to 
train the model, and then the remaining data of the 10 tools are tested in turn. Finally, 
the mean square error of the test results on each tool is calculated. The calculated 
mean square error includes the Mean Square Error (MSE) of the average tool wear 
VB. MSE of maximum VB and MSE of remaining life. The MSE of tool life dynamic 
pre-measurement model based on on-line learning predicted results on the test data 
of 10 tools is: the mean MSE of the average VB is 3.32652e-3, the mean MSE of the 
maximum VB is 2.27653e-3 and the mean MSE of the remaining life is 2.57656e-3. 

22.6 Conclusion 

A dynamic on-line learning prediction model of tool life is proposed, in which signal 
features are selected as input data and tool wear and residual life are regarded as 
data labels. It can complete dynamic prediction of the tool remaining life under 
different working conditions. Finally, the model is used to calculate and analyze the 
tool remaining life, and the reliability of the model is verified. 
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Chapter 23 
Research on Power Quality Data 
Compression Algorithm Based 
on Complex Wavelet Transform 

Taiqing Tang and Xiwen Wei 

Abstract With the development of smart grid and new energy grid-connected tech-
nology, a large number of nonlinear, sensitive, and impact loads are widely used 
in modern power systems. In order to improve the shortcomings of large amount of 
data and low recognition rate in power quality signal disturbance identification based 
on wavelet, this paper proposes a power quality data compression algorithm based 
on complex wavelet transform. Through the improved energy threshold method, 
the threshold value is set by using the energy average correction coefficient to 
keep the compressed energy above 99%, thus ensuring that the distortion of the 
reconstructed signal is very small and adaptively eliminating the noise added to 
the disturbed signal. This method can perform real-time multi-resolution analysis 
on the data signal of power quality disturbance, and filter and retain the wavelet 
transform coefficients related to the disturbance at all scales, so as to realize real-
time compression. The simulation results show that the operation efficiency of the 
power quality data compression algorithm based on complex wavelet transform has 
been greatly improved. At the same time, the recognition accuracy of the algorithm 
reaches 95.49%, which proves the feasibility of the data compression method. It is 
hoped that this research can provide some reference for the field of power quality 
data compression. 

23.1 Introduction 

In recent years, with the popularization and application of sensitive power electronic 
equipment in power grids in industry, the power quality problem is becoming more 
and more serious [1]. The ideal waveform of voltage and current in a power system 
should be a sine wave at power frequency, but due to the existence of a large number 
of disturbances and nonlinear loads in the actual system, the waveform always has
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different degrees of non-sinusoidal distortion, thus reducing the power quality [2]. In 
practical systems, power quality problems are reflected in voltage quality problems, 
mainly involving voltage rise, voltage drop, voltage flicker, harmonic distortion, and 
so on [3]. Due to the wide application of frequency conversion speed regulation 
equipment, programmable logic controllers, various automatic production lines, and 
other electrical equipment sensitive to power quality, power quality problems such as 
overvoltage, undervoltage, voltage sag and bulge, voltage discontinuity, voltage fluc-
tuation and flicker, various voltage transients, and harmonics have attracted extensive 
attention of power departments and users [4]. Compressed sensing (CS) has the char-
acteristics of parallel compression and sampling, less sampling data, and high signal 
recovery. In recent years, some scholars have carried out corresponding research on 
the compression and reconstruction of power quality signals based on CS theory and 
successfully realized the compression and sampling reconstruction of power quality 
signals [5]. CS combines sampling and compression and obtains a small amount of 
data by sampling and compression with a standard far lower than Nyquist sampling 
frequency, so it can reconstruct the signal through the corresponding reconstruction 
algorithm, which has been highly valued in the field of signal detection and analysis. 

In China, with the rapid development of the national economy and the formation 
and promotion of the power market in the future, the power quality problem has 
attracted and will increasingly attract the attention of electric workers in China [6]. 
At present, a large number of scholars have analyzed and studied the identification 
of power quality disturbance signals and the compression of power quality data. 
The effectiveness of wavelet transform in solving the data compression problem of 
power quality detection signal has been confirmed [7]. In order to make full use of the 
sparse compression ability of CS theory and the time–frequency localization ability 
of wavelet transform theory, in recent years, some scholars have combined wavelet 
transform with CS for data compression. Wavelet transform is the transformation of 
signal from the time domain to the time-scale domain. The wavelet transform anal-
ysis method has good time–frequency localization characteristics, it can focus on any 
details of the signal by adopting gradually fine sampling steps for different frequency 
components and can deal with weak or abrupt signals well, especially suitable for 
analyzing unsteady distorted waveforms [8]. Wavelet transform has the characteris-
tics of time–frequency analysis, which can not only capture the time-domain changes 
of waveforms but also characterize the frequency-domain characteristics of signals. 
It is an effective tool for power quality analysis and data compression. In the past, 
some scholars used the Fourier sparse basis to extract the characteristics of power 
quality signal CS and the perceived sparse vector to identify it [9]. Because this 
method uses the Fourier sparse basis, it can’t identify non-stationary signals such 
as transient oscillation and pulse well [10]. The application of wavelet transform 
can overcome the limitations of traditional Fourier transform and solve the problem 
that the Fourier transform is difficult to deal with. The commonly used real-valued 
wavelet transform can only provide the amplitude-frequency characteristics of the 
signal, but can’t make full use of the phase information of the signal, which affects the 
accuracy of detecting the signal disturbance. In contrast, complex wavelet transform
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contains abundant phase information, which can provide not only the amplitude-
frequency characteristics of the signal but also the phase-frequency characteristics 
of the signal, so it can better extract the characteristic information of the disturbance. 
Based on the above, in order to improve the shortcomings of large amounts of data 
and low recognition rate in power quality signal disturbance identification based on 
wavelet, this paper proposes a power quality data compression algorithm based on 
complex wavelet transform and makes simulation analysis. 

23.2 Methodology 

23.2.1 Relevant Theoretical and Technical Basis 

The disturbance in the power system usually lasts for tens of ms, so a disturbance 
monitoring record will produce a large number of bytes of data. As a result, the 
recorded data capacity increases rapidly, which makes the storage cost increase obvi-
ously, so the compression problem of disturbed data becomes urgent [11]. Fourier 
transform is a tool to study the singularity of functions. It has many advantages, such 
as orthogonality and completeness, but when using FFT, two conditions must be met: 
the sampling theorem and the waveform being analyzed are stably changing with 
time period. In addition, in the past, people usually used the “wrapping” strategy 
to reduce data storage. This method used new data to overwrite the original data 
to recycle the memory, which kept a certain amount of storage space, but it was 
not compression in the usual sense of data compression. This paper presents a new 
power quality data compression algorithm based on complex wavelet transform. 
Different wavelets should be selected for different application problems. Among 
them, Daubechies wavelet [12] has been widely used in the analysis of power quality 
problems because it is sensitive to irregular signals. Wavelet transform has the prop-
erty of spatial localization, and it is more effective to analyze the singularity position 
and singularity of signals by wavelet transform. In the case of a large amount of data, 
it is unrealistic to only improve the hardware transmission rate. It is necessary to 
find a data compression method with high compression performance, that is, the data 
compression ratio is high and the signal characteristics should be kept unchanged 
during compression, transmission, and recovery, so as to make further power quality 
analysis. The diagram of wavelet compression technology is as follows Fig. 23.1.

c0(n) and c0(n) are original disturbance signal and reconstructed signal, respec-
tively; d1(n), d2(n), and d3(n) are the compressed signals of detail signals d1(n), 
d2(n), and d3(n) of wavelet decomposition at various scales. 

Nyquist sampling theorem needs to satisfy that the sampling frequency is more 
than or equal to 2 times of the signal frequency so that the signal can be reconstructed 
without distortion [13]. For sparse signals, CS theory mathematically describes that 
all information of signals can be obtained by linear measurement far below Nyquist 
sampling frequency. The data compression of the power quality detection signal
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Fig. 23.1 Wavelet compression technique diagram

should meet the following two conditions: (1) There is a large compression rate 
under the condition of ensuring small signal distortion. (2) There is inevitably noise 
in the signal in the system, and the compression method should have the effect of 
eliminating noise, and the compressed signal should have a suitable signal-to-noise 
ratio. When multi-scale wavelet analysis is used, with the increase of scale, the 
modulus maximum of wavelet transform caused by disturbance is revealed, which 
can represent the local singularity of the signal, so wavelet analysis can be used 
to detect the disturbed signal. Using the properties of wavelet transform, this paper 
decomposes a given power quality disturbance data signal at different resolutions and 
scales. On each scale, the wavelet coefficients corresponding to a specific disturbance 
are much larger than those unrelated to the disturbance. In this way, the wavelet 
transform coefficients related to the disturbance on each scale are preserved together 
with their positions, while other irrelevant ones are discarded, thus achieving the 
purpose of compression. The original power quality data signal can be reconstructed 
and restored by these preserved wavelet transform coefficients. 

23.2.2 Power Quality Data Compression Algorithm Based 
on Complex Wavelet Transform 

Data compression mainly uses the time–frequency localization property of wavelet 
transform [14]. Different from other transforms, there are many choices for wavelet 
transform kernel-analysis mother wavelet. Using different analyses mother wavelet 
will produce different wavelet transform coefficients, and each analysis mother 
wavelet has its advantages and disadvantages. Therefore, reasonable selection should 
be made according to the occasion in practical application. Impulse interference may 
be the oscillation transient phenomenon caused by the excitation of natural frequency



23 Research on Power Quality Data Compression Algorithm Based … 261

points in the power network. Because an impulse contains high-frequency compo-
nents, its waveform will rapidly decay due to the characteristics of circuit compo-
nents, and it will show different characteristics because of different observation points 
in the system. CS theory shows that when the sensing matrix meets the restricted 
isometry property (RIP) criterion, the sparse vector can retain the corresponding 
characteristics of the original signal, and the original signal can be accurately recon-
structed from the sparse vector. Wavelet transform can decompose a given signal into 
multiple scales. On each scale, the information corresponding to a certain disturbance 
is retained, while other information is discarded. This can greatly reduce the storage 
data capacity. When using a one-dimensional wavelet to compress data, the signal 
compression rate is high when there is some noise, so the signal-to-noise ratio can’t 
meet the requirements. There is a contradiction between them. In order to improve 
the compression ratio, this paper proposes a data compression method combining 
two-dimensional discrete wavelet and energy thresholds. This method uses a two-
dimensional discrete wavelet to decompose the high-frequency and noise signals of 
the detection signal into eight directions: horizontal, vertical, and diagonal, and the 
energy of the signal in the frequency domain is very concentrated, which greatly 
eliminates the noise, thus improving the compression ratio. Because about 90% of 
the wavelet transform coefficients are discarded in the compression process, the 
reconstructed data signal inevitably has information loss compared with the original 
data signal. However, because most wavelet transform coefficients contain noise, 
the reconstructed data signal quality is very high. Because the wavelet transform 
coefficients related to the disturbance are preserved, the disturbance is preserved 
accurately. In a sense, the reconstructed signal has better quality than the original 
signal because it contains less electrical noise. 

The measurement matrix is related to whether the effective information of the 
signal can be collected during compression sampling. In this paper, a sparse cyclic-
structured measurement matrix is adopted. The matrix has the characteristics of 
low computational complexity and easy hardware implementation. In this paper, the 
energy threshold method is to set the threshold for each layer of wavelet coefficients, 
which can better retain the wavelet coefficients containing important information 
than the global threshold method. Let ψ ∈ L1 ∩ L2 and satisfy 

Cψ =
{ |||ψ̂(ω)

|||2 
|ω| ωd < ∞ (23.1) 

Then ψ is a wavelet function. Continuous wavelet transform is defined as 

W f  (s, x) = W fs(x) = f ∗ ψs(x) = 
1 

s

{
f (t)ψ

(
x − t 
s

)
dt (23.2) 

Among them:

ψs(x) = 
1 

s
ψ

( x 
s

)
(23.3)
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The essence of data compression is to get rid of all kinds of redundancy, such 
as spatial redundancy, temporal redundancy, information entropy redundancy, and 
so on, and keep the really useful information. From a mathematical point of view, 
it is to transform the original data into a data set that is as irrelevant as possible 
from a statistical point of view. This transformation should be carried out before the 
data is stored, processed, and transmitted, and then the compressed data needs to be 
decompressed to reconstruct the original data. Let f (t) be the time-domain signal to 
be analyzed, then the binary orthogonal wavelet transform f (t) is defined as 

WDW T ,ψ [ f (m, n)] = 2− m 
2 

+∞{

−∞ 

f (t)ψ ∗
(
t − 2mn 

2m

)
dt (23.4) 

where ∗ stands for complex conjugate; m, n ∈ Z is the scale and time translation 
parameter; ψ(t) is a given basis function. The power quality disturbance signal is 
analyzed by a two-dimensional discrete wavelet. Calculate the wavelet coefficient 
energy E j on each scale j , and set its average value as the threshold, but usually, the 
value is small. In the actual calculation, a correction coefficient is multiplied before 
the threshold. The value of the correction coefficient is obtained by using the ratio 
of the energy E '

j to E j of the compressed data greater than 99%: 

⎧⎪⎪⎨ 

⎪⎪⎩ 

μ = 
αE j 
n 

α = u 

min
||li − l j

||
i, j ∈ Z , i /= j (23.5) 

where α is the correction coefficient; n is the number of wavelet coefficients; l is the 
value of wavelet filter; Z is the length of the filter coefficient; u is the effective value 
of the signal voltage. 

Data compression is realized by saving the wavelet transform coefficient values 
related to disturbance and discarding other wavelet transform coefficient values unre-
lated to disturbance. Usually, the maximum compression ratio and the minimum 
mean square error are contradictory and need to be weighed in practical application. 
The whole multi-resolution decomposition process is an orthogonal linear operation, 
so the orthogonal discrete wavelet transform itself is also an orthogonal linear oper-
ation operator. The signal reconstruction process is the inverse orthogonal discrete 
wavelet transform. Because of the orthogonality and linearity of the inverse trans-
form, the inverse operation can be realized simply by reversing the whole process. In 
the traditional algorithm, the signal data acquisition process has the characteristics 
of long sampling time and high frequency, which makes the data amount of feature 
processing huge and the processing complexity high. In order to avoid collecting 
too much redundant disturbance information, this paper adopts the power quality 
data compression algorithm based on complex wavelet transform to compress and 
sample the disturbance signal, hoping to obtain less but useful sampling data. The
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method in this paper ensures the feasibility of data compression of power quality 
disturbance signal by two-dimensional discrete wavelet transform and ensures that 
the reconstructed signal has small distortion. 

23.3 Result Analysis and Discussion 

In order to verify the compression effect of the power quality data compression 
algorithm in this paper, various common transient disturbance signal and steady 
disturbance signal models are built on the MATLAB 2022 platform to verify the 
compression method proposed in this paper. In the simulation, the effective voltage 
is 220 V, the frequency is 50 Hz, the sampling frequency is 1024 Hz, and the sampling 
time is 0.4 s. The simulation operating system is Windows 11, the processor is Core 
i7 13700 k, the graphics card is RTX 3070, the memory is 16 GB, and the hard 
disk capacity is 1 TB. The selection principle of wavelet base is that a wavelet with 
good localization in both the time domain and frequency domain and sensitive to 
irregular signals should be used in data compression. In order to ensure the stability 
and distortion of signal reconstruction, it is necessary to choose a wavelet with a 
linear phase. After experimental comparison, this paper chooses the db4 wavelet, 
which is sensitive to mutation point and has low order, as the base wavelet of Mallat 
decomposition [15]. It is decomposed into three layers in two-dimensional discrete 
wavelet decomposition. When the wavelet packet is decomposed, it is decomposed 
into four layers. Taking the voltage sag signal as an example, its duration is 0.25 s, 
its frequency is 50 Hz, and there are 10 cycles and 500 data points. The compression 
ratio (M/N) is 26%, and the compression sampling and reconstruction experiments 
are carried out. The final simulation result is shown in Fig. 23.2.

On different scales, when the modulus of a wavelet transform coefficient is greater 
than the value of two adjacent points and at least strictly greater than the value of one 
of them, write down the corresponding wavelet transform coefficient of that point; 
with the increase of the number of scales, the modulus maximum of wavelet transform 
generated by the singular point of the disturbance signal gradually increases, so the 
time positioning of wavelet transform is the most accurate on a small scale. Here, we 
take the modulus maxima corresponding to the high-frequency subband d1 under the 
scale to locate the mutation time. In this paper, through the improved energy threshold 
method, the threshold value is set by using the energy mean correction coefficient 
to keep the compressed energy above 99%, thus ensuring that the distortion of the 
reconstructed signal is very small and adaptively eliminating the noise added to the 
disturbed signal. 

In order to verify that the data compression method proposed in this paper has 
good compression performance, several kinds of common power quality disturbance 
signals generated by programmable ACSource are compressed. The data of all kinds 
of signals are obtained by mathematical model, the fundamental frequency is 50 Hz, 
which lasts for 200 cycles, and all of them contain Gaussian white noise with 10 dB
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intensity. The time taken by data compression methods of different algorithms is 
shown in Fig. 23.3. 

Fig. 23.2 CS reconstruction contrast diagram

Fig. 23.3 Time for data compression of different algorithms
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Fig. 23.4 Error comparison result 

The compression ratio can be measured by the ratio of the number of bytes of 
disturbed data before and after compression. In order to evaluate the quality of the 
reconstructed signal, the mean square error between the original signal and the recon-
structed signal can be calculated. The smaller the mean square error, the higher the 
quality of signal reconstruction. PSO algorithm, Fourier transform algorithm and this 
algorithm are used to compress power quality data. The result is shown in Fig. 23.4. 

The experiment shows that the error of this method is small. In this paper, the 
disturbance information obtained from each scale of wavelet transform is taken as the 
characteristic quantity of the disturbance signal, and these characteristic quantities 
are taken as the input signals of the corresponding algorithm for the algorithm to iden-
tify the disturbance type. The compression ratio can be adjusted by controlling the 
compression rate according to the communication status of the power quality moni-
toring network. When the communication condition is good, the compression rate can 
be increased and more data can be transmitted. At this time, the signal-to-noise ratio 
of the reconstructed signal is high, and the characteristics of the original signal can 
be recorded accurately. When the communication condition is poor, the compression 
rate can be reduced and less data can be transmitted. At this time, the signal-to-noise 
ratio of the reconstructed signal is low, but the approximate characteristics of the 
original signal can still be recorded. 

This paper makes full use of the correlation between two-dimensional matrix data, 
which makes the number of quantized bits in the frequency domain regular after 
wavelet transform, and greatly improves the energy concentration of high-frequency 
wavelet coefficients. In order to better verify the method proposed in this paper, the
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Fig. 23.5 Comparison results of algorithm recognition accuracy 

data are obtained by simulation. The comparison results of recognition accuracy of 
different algorithms are shown in Fig. 23.5. 

The simulation results show that the operation efficiency of the power quality 
data compression algorithm based on complex wavelet transform has been greatly 
improved. At the same time, the recognition accuracy of the algorithm reaches 
95.49%, which has a certain superior performance. The length of data processed 
by the proposed method is only 30, which greatly reduces the amount of data to 
be processed, and it is more conducive to improving the accuracy of the algorithm 
because all the original useful feature information is saved with a very small amount 
of data. 

23.4 Conclusions 

With the improvement of sampling frequency and transmission accuracy, it is 
inevitable to record a large amount of data, which is very difficult to transmit to 
the dispatching center or store locally. Therefore, it is necessary to study a real-time 
compression method of power quality data with high efficiency and high compres-
sion ratio. Wavelet transform is widely used in the power system to suppress, detect, 
locate, quantitatively analyze, and classify various disturbance signals, compress, 
and store disturbance data, analyze and identify power system transients, and protect 
power system transients. In this paper, the application of wavelet transform in power
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quality analysis is summarized, and then a power quality data compression algorithm 
based on complex wavelet transform is proposed. This method has the characteristics 
of less sampling data, convenient processing, and simple feature extraction. More-
over, the length of data processed by the proposed method is only 30, which greatly 
reduces the amount of data to be processed, and it is more conducive to improving 
the accuracy of the algorithm because all the original useful feature information is 
saved with a very small amount of data. The simulation results show that the recog-
nition accuracy of the algorithm reaches 95.49%, and it has strong robustness and 
good accuracy. The simulation results prove the feasibility of the data compression 
method, which has important practical significance. With the further development of 
wavelet technology and the appearance of wavelet basis functions with better perfor-
mance, wavelet transform must be more widely used in power quality disturbance 
analysis and detection and data compression. 
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Chapter 24 
Cultural Heritage Protection of Qi Great 
Wall Based on Digital Cultural Relics 
Technology 

Xiaoxu Li 

Abstract With the rapid development of informatization and digitalization, the 
protection of the cultural heritage of Qi Great Wall has also begun to change from 
information preservation to information management. In this paper, the protection 
of the cultural heritage of Qi Great Wall based on the digital technology of cultural 
relics is studied. Firstly, the fast and precise 3D reconstruction technology of Qi 
Great Wall is analyzed, and the camera is calibrated by using the accurate feature 
points on the reference objects around Qi Great Wall. Rebuild the 3D feature points 
of Qi Great Wall, and carry out 3D modeling based on the feature points. Secondly, 
the construction and digital protection of Qi Great Wall information model are put 
forward, and the 3D point cloud data on its surface are collected by Farofocus3D 
phase LiDAR laser scanner. Based on the point cloud data of Qi Great Wall, the 
BIM model is established on Revit platform to realize 3D information retention and 
expression of Qi Great Wall. Finally, a digital Qi Great Wall exhibition system is 
established, which enables users to acquire online knowledge about related services, 
exhibits, cultural relics, and related documents of Qi Great Wall through the Internet. 

24.1 Introduction 

Qi Great Wall is a large-scale military defense project built by Qi in the Eastern Zhou 
Dynasty, and it is the largest architectural relic in Shandong. Qi Great Wall is the 
largest historical and cultural site of Qi State and the largest existing hardware of 
Qi culture. It is the product of Qi’s unique geographical position, landscape situa-
tion, geopolitics, economic structure, military strategy, values, and developed science 
and technology, and it is an ideal perspective for us to re-examine Qi’s history and 
culture. However, under the impact of all kinds of quick success and instant benefit
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economic activities, the present situation of Qi Great Wall site is not optimistic. Digi-
talization of cultural relics plays an extremely important role in protecting, studying, 
and displaying cultural relics, and establishing digital models for physical cultural 
relics is an important content of digitalization of cultural relics. 

Heritage monitoring is an important content and mandatory requirement in the 
World Heritage Convention and Operational Guidelines, and it is also an important 
part of the virtuous circle heritage management mechanism, which mainly includes 
regular monitoring and reactive monitoring. Together with the heritage impact assess-
ment, it is paid attention to by the international heritage protection field [1]. Nowa-
days, the digitalization of cultural relics has many characteristics, such as recording, 
preservation, reading, retrieval, sharing, restoration, simulation, reproduction, etc. 
Using these new technologies of digitalization of cultural relics will undoubtedly 
play a revolutionary role in excavating rich and colorful material culture and inher-
iting material culture and art [2, 3]. Digitalization of cultural relics refers to obtaining 
the data information of cultural relics such as shape, texture, texture, and material by 
some technical means, and storing it in the computer as the research data of corre-
sponding professionals. With the help of advanced multimedia and Virtual Reality 
(VR) technology, it is of great practical significance to digitally display and effec-
tively protect China’s ancient cultural heritage. Serve the protection, development, 
and utilization of cultural relics. The development of information technology, espe-
cially the research and application of digital photography, 3D information acquisi-
tion, VR, multimedia, and broadband network technology, provides a solid technical 
foundation for the digital research of cultural relics [4, 5]. 

Qi Great Wall is a cultural heritage of Shandong, China, and the world, and it is our 
national treasure. Cultural and cultural relics departments along the Qi Great Wall 
should, in combination with local conditions, strengthen the publicity of national 
laws and regulations on the protection of cultural relics and historic sites in towns 
and villages on both sides of the Great Wall site in a planned and step-by-step manner, 
so as to convey the significance of protecting the Great Wall. The cultural heritage of 
Qi Great Wall can’t live forever and can’t be regenerated. In the long river of history, it 
has been eroded by the natural environment and destroyed by human activities. What 
we can do is to try our best to protect it, try our best to delay its disappearance, and 
inherit its spirit. With the rapid development of informatization and digitalization, 
the development of digital technology of cultural relics related to the protection of 
Qi Great Wall has been widely concerned, and more modern technologies have been 
applied to the protection of Qi Great Wall, which has greatly improved the work 
efficiency, and the protection of Qi Great Wall’s cultural heritage has also begun 
to change from information preservation to information management [6]. In this 
paper, the protection of the cultural heritage of Qi Great Wall based on the digital 
technology of cultural relics is studied. Through the research of technical principles 
and the discussion of details, the purpose of digital protection of the cultural heritage 
of Qi Great Wall is achieved, and the life cycle management model of the cultural 
heritage of Qi Great Wall is created, which is beneficial to the repair and preservation 
of the damaged Qi Great Wall.
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24.2 The Application of Digital Technology of Cultural 
Relics in the Protection of Cultural Heritage of Qi 
Great Wall 

24.2.1 Fast and Fine 3D Reconstruction of Qi Great Wall 

3D reconstruction is the preservation and virtual reproduction of 3D information, 
including all kinds of geometric data of the object. It is very important that Qi 
Great Wall has a long history of construction, and there are few records about the 
layout, so it is necessary to re-survey and obtain the topographic layout data of 
the scene through field measurement or looking for records about the surveying 
and mapping department. The geometrical features of a building mainly include the 
physical dimensions of the shape of the building. In 3D reconstruction of general 
modern buildings, relevant data can be directly obtained through CAD drawings or 
measurements [7, 8]. 

The method used in this paper is to shoot the details of buildings from multiple 
angles with a digital camera, take the structure of the known data in the scene as 
a reference, and estimate the relevant data according to the proportional relation-
ship between buildings. In the actual modeling process, the scale size is often more 
important than the actual size. Qi Great Wall parametric modeling method is shown 
in Fig. 24.1.

Aiming at the cultural relics with complex modeling in Qi Great Wall Group, 
this method can quickly achieve a realistic modeling effect. To obtain the geometric 
model of an object in 3D space, it can be achieved by reconstructing spatial feature 
points. In this paper, the structure of Qi Great Wall is reconstructed, and photos are 
taken from all angles with digital cameras, and a certain number of feature points are 
marked. The camera is calibrated by using accurate feature points on the reference 
objects around Qi Great Wall. Rebuild the 3D feature points of Qi Great Wall, and 
carry out 3D modeling based on the feature points [9]. 

Let C1, C2 be the corresponding local coordinate system when the camera is 
located at two different points, and the transformation parameters with the world coor-
dinate system are R1, T1, R2, T2, respectively. For any point P in the world coordinate 
system, let its coordinates in the world coordinate system be Xw(xw, yw, zw) and its 
coordinates in the C1, C2 coordinate system be Xc1(xc1, yc1, zc1), Xc2(xc2, yc2, zc2), 
respectively, and there is the following relationship:

{
Xc1 = R1 Xw + t1 
Xc2 = R2 Xw + t2 (24.1) 

The transformation relationship between the two coordinate systems of C1, C2 

can be obtained by eliminating Xw in the above formula: 

Xc1 = R1 R
−1 
2 Xc2 + t1 − R1 R

−1 
2 t2 = RXc2 + t (24.2)
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Fig. 24.1 Qi Great Wall 
parametric modeling method

The coordinates of any point in the world coordinate system in the C1 coordinate 
system can be determined by setting one of the two coordinate systems as the standard 
coordinate system, its coordinate origin (0, 0, 0), and the directions of the three 
coordinate axes as the reference direction. 

According to the geometric relationship of vanishing point, the vanishing point 
can be used to calibrate the image shot by a common digital camera, and the internal 
azimuth parameters and external azimuth parameters of the camera can be obtained, 
so as to restore the 3D scene of the two-dimensional image [10]. The principle of 
vanishing point calibration is shown in Fig. 24.2.

Eleven degrees of freedom in the projection matrix P can be decomposed into 
the rotation matrix R, translation matrix T and a 3*3 camera calibration matrix K 
of the camera relative to the spatial coordinate system. 

P = M[
I
∣∣M−1 P4

] = K R[I |−C ] = K [R, T ] (24.3) 

In perspective projection, a group of parallel lines that are not parallel to the 
projection plane converge to a point after projection, which is called the vanishing
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Fig. 24.2 Principle of vanishing point calibration

point. There can be infinitely many vanishing points. With the introduction of the 3D 
rectangular coordinate system, vanishing points parallel to the three coordinate axes 
are called principal vanishing points, and there are at most three principal vanishing 
points. 

In fact, the 3D point cloud model of Qi Great Wall only contains the spatial 
coordinate information of the surface measuring points, and the corresponding 3D 
geometric model must be reconstructed from the surface to realize the digital preser-
vation and virtual display of the site. At present, the gridding of large-scale point 
cloud data is mainly realized by triangulation of point cloud [11]. Point cloud data 
registration is a key step in the whole process of point cloud data processing. The 
point cloud registration process refers to two groups of point cloud data with repeated 
areas obtained by 3D laser scanning and sampling, and then an appropriate coordi-
nate transformation is determined, so that the two groups of point cloud data are 
aligned and merged in a unified coordinate system to obtain a complete point cloud 
data model of the detected object. 

In the process of surveying and mapping, due to the influence of weather factors, 
such as smog, and some problems such as inaccessible during the instrument erection, 
the collected point cloud data of Qi Great Wall are often accompanied by data unre-
lated to the characteristics of Qi Great Wall. These data points cannot be removed 
manually, so these redundant noise points must be removed better by algorithm 
processing. 

In order to remove small-scale noise data, this paper adopts point cloud bilateral 
filtering method. In the process of image denoising, the bilateral filtering function 
can effectively denoise the surface of a 3D model in space, which can not only 
keep outstanding set feature information but also reduce the iterative calculation and 
avoid 3D point cloud data from being smoothed. The bilateral filtering algorithm is 
applied to the denoising process of 3D point cloud data, and the definition is shown 
in Formula (24.4):
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g := g + am (24.4) 

Among them, g represents the data point, a represents the bilateral filtering weight 
factor, and m represents the normal direction of the data point g. If the normal 
direction is unknown, the principal component analysis method and the least square 
fitting plane normal direction can be used to estimate the normal direction of the data 
point g. 

The 3D model based on point cloud data has good geometric accuracy, but in 
order to meet the needs of 3D model visualization and restore the surface details of 
the 3D landscape, texture mapping technology is needed to add real colors to the 
3D model. Using Photoshop to stretch and deform the texture collected in the early 
stage to make it conform to the texture mapping specification, and the key point of 
processing is to make the texture size consistent with the real size. In order to make 
colors more uniform and harmonious, screen colors are extracted by using the color 
editor and applied to texture images with the same color. 

24.2.2 Construction and Digital Protection of Qi Great Wall 
Information Model 

As a professional building information management technology, BIM can effectively 
and accurately extract the component information of the cultural heritage of Qi Great 
Wall, which is convenient for the management and preservation of Qi Great Wall. 
Using BIM technology, the information of Qi Great Wall components can be extracted 
efficiently and accurately, and the scientific and systematic digital protection of Qi 
Great Wall can be improved. For the establishment of Qi Great Wall BIM model, 
the most important thing is the establishment of the geometric information model. 
Li DAR remote sensing can obtain point cloud data quickly and efficiently, which 
provides mature technical conditions for Qi Great Wall to obtain the high-precision 
geometric model. 

Cultural heritage has its own life cycle, and inevitably faces the problems of weath-
ering, erosion, and fading with the passage of time, and gradually loses its original 
appearance. Every time cultural relics protection and repair or other intervention 
measures such as archaeology occur, it is an opportunity to establish digital heritage 
information through the whole process record, and once it is missed, it will not be 
restored. Digital archives provide the possibility for cloud sharing based on computer 
science and internet technology and realize the functions of visual, structured, and 
online real-time entry and access of recorded archives on the basis of digitalization. 

The classification system based on the digitalization of Qi Great Wall cultural 
heritage information is to present all the valuable information of Qi Great Wall 
cultural heritage in digital form, which is the first-hand material for the study of Qi 
Great Wall cultural heritage and the most basic metadata information. It is a key 
point in the research of digital protection of Qi Great Wall cultural heritage to build
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an information model with Qi Great Wall cultural heritage entities as the core. Qi 
Great Wall cultural heritage information can be divided into two levels of information 
model after digitization, one is a logical model, and the other is a physical model. 
With the information model based on the cultural heritage entity of Qi Great Wall, 
we can organize all kinds of related information on the cultural heritage of Qi Great 
Wall organically, and complete the extraction, sorting, storage, retrieval, and use of 
these information. 

Based on the imported point cloud data, the built family components are loaded 
into the project, and the point cloud data provides the location reference for the 
"family" components [12]. According to the point cloud data, the precise location 
of family construction is determined, so as to build an accurate 3D model. The 3D 
point cloud data on its surface were collected by using the Faro Focus 3D phase 
LiDAR laser scanner. After data processing, a BIM model was established on the 
Revit platform based on the point cloud data of Qi Great Wall, and the 3D information 
of Qi Great Wall was retained and expressed. 

Open the Qi Great Wall BIM model in Revit, and export the Qi Great Wall BIM 
model to a new data source by using plug-ins. After the data is completely exported, 
the 3DGIS software SuperMap is used to open the data source in the scene, so that 
the whole 3D effect can be browsed and the attribute information can be obtained by 
clicking on a single object. As shown in Fig. 24.3, the effect diagram after importing 
SuperMap is shown.

Through the research on the protection of the cultural heritage of Qi Great Wall, 
this paper summarizes the role of digital technology in each stage, and combined 
with the regional characteristics of Qi Great Wall, draws a set of ideas and methods 
for the research on the protection strategy of cultural heritage of Qi Great Wall based 
on digital technology, as shown in Fig. 24.4.

In the process of digital tracking and recording, in addition to the 3D spatial 
data of the Great Wall, the technical team also recorded the panoramic VR data 
regularly, so as to preserve the changes in the surrounding environment and take 
the recording process as the monitoring process of the Great Wall heritage. Content 
should also be open and inclusive. For example, the contents of public communication 
and media reports that were not included in the archives system should be included 
in the process of digital recording of cultural heritage. Let the public return to the 
state before archaeological excavation and some important changes after that, and 
understand the protection concept and research process of cultural heritage. 

24.3 Digital Qi Great Wall Display System 

VR technology is a new technology that has gradually attracted attention from all 
walks of life and has been further applied in the commercial field since the 1990s. In 
this research, OpenGL is selected to develop the corresponding digital Qi Great Wall 
display system. With the rapid development of multimedia technology and computer 
hardware technology, VR technology has a wide range of applications and influences
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Fig. 24.3 Effect diagram after importing SuperMap

Fig. 24.4 Qi Great Wall cultural heritage digital protection framework

in the field of education. At present, it is more widely used in scientific research, 
virtual simulation campus, virtual teaching, virtual experiment, education, and enter-
tainment. Because architecture is a combination of art and reality, its professional 
characteristics determine that virtual technology has an important influence in this 
field. At present, the architecture schools of major universities are widely developing 
the research and application of related technologies. 

At present, the research on the protection strategy of the cultural heritage of Qi 
Great Wall based on the concept of digital protection is mostly preserved in the form of
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words, pictures, and videos. By combining these digital materials with architectural 
heritage entities, a large number of complex information in architectural heritage 
is integrated into a clear structure system. In the heritage space, the content and 
expression of history and culture are still very thin, and the expression method is 
relatively traditional, lacking the intervention of modern scientific and technological 
means. This case will be based on the actual needs of the protection of cultural 
heritage of Qi Great Wall, and use the technical characteristics of OpenG to establish 
a digital Qi Great Wall display system. Combined with the advantages of multi-
layer architecture, it is very necessary to adopt this structural design for the cultural 
heritage protection and exhibition system of Qi Great Wall. The hierarchical structure 
diagram of this system is shown in Fig. 24.5. 

Web application layer module is to provide users with a good operating interface. 
The main requirements for this module are user-friendly, concise, detailed informa-
tion, and clear semantics. This layer communicates with the business logic layer 
module. 

The construction of the web display system is based on the Qi Great Wall knowl-
edge center. It enables users to acquire online knowledge of related services, exhibits, 
cultural relics, and related documents of Qi Great Wall through the Internet. It mainly

Fig. 24.5 System hierarchy diagram 
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includes Qi Great Wall category, exhibition, collection selection, service guide, and 
communication platform that can directly interact with users. 

24.4 Conclusion 

Qi Great Wall is the largest historical and cultural site of Qi State and the largest 
existing hardware of Qi culture. With the rapid development of informatization and 
digitalization, the development of digital technology of cultural relics related to the 
protection of Qi Great Wall cultural heritage has been widely concerned, and more 
modern technologies have been applied to the protection of Qi Great Wall, which 
greatly improves the work efficiency. In this paper, the protection of the cultural 
heritage of Qi Great Wall based on the digital technology of cultural relics is studied. 
Through the research of technical principles and the discussion of details, the purpose 
of digital protection of the cultural heritage of Qi Great Wall is achieved, and the life 
cycle management model of the cultural heritage of Qi Great Wall is created, which 
is beneficial to the repair and preservation of the damaged Qi Great Wall. 
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Chapter 25 
Design of Fault Monitoring Algorithm 
for Electrical Automation Control 
Equipment Based on Multi-Sensor 

Xiao-Rong You 

Abstract A single sensor can only monitor a single state or environmental param-
eter. The operation of electrical automation control equipment conforms to the barrel 
effect, that is, a certain factor exceeds the maximum operating limit that electrical 
automation control equipment can bear, and the fault will inevitably occur. The 
basic purpose of information fusion is to make full use of multiple sensor resources. 
Based on multi-sensor data fusion technology, this paper introduces data fusion tech-
nology into the field of fault monitoring of electrical automation control equipment. 
An end-to-end adaptive fault monitoring algorithm for electrical automation control 
equipment is proposed based on multi-head attention mechanism and CNN (Convolu-
tional Neural Network). This algorithm has stronger robustness and, combined with 
CNN, improves the accuracy of network fault classification. The research results 
show that when the signal-to-noise ratio of the noise signal is 7 dB, the accuracy of 
multi-attention CNN prediction has reached 97% and has remained at 100% since 
then. The experimental results show that the multi-attention CNN algorithm has 
better noise adaptability and stronger robustness in noise interference environment 
compared with other mainstream algorithms. The fault monitoring algorithm of elec-
trical automation control equipment proposed in this paper can help share the work 
pressure of staff. 

25.1 Introduction 

Due to the high complexity and variability of modern mechanical manufacturing 
system and the correlation and coordination between various parts of the machining 
process, the traditional single sensor single factor monitoring and single model 
processing evaluation have become insufficient. Automation equipment has devel-
oped to a wide extent, which has a great impact on the production and operation
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efficiency of enterprises, and plays a vital role in both product quality and quan-
tity. However, before the real functions of electrical automation equipment are fully 
displayed, common faults and maintenance skills have always been an urgent research 
topic. 

A single sensor can only monitor a single state or environmental parameter. The 
electric control system operates according to the "barrel" phenomenon, and once it 
exceeds the limit that the electric control system can bear, it will lead to the failure 
of the electric control system [1, 2]. Multi-sensor information fusion technology 
refers to the information processing process of automatically analyzing and synthe-
sizing information and data from multi-sensors or multi-sources according to certain 
algorithms and criteria through computer technology, so as to realize the required 
decision-making and estimation [3, 4]. Its fundamental goal is to maximize the role 
of multiple sensors, and reasonably combine these sensors, so that the information 
they can obtain is far greater than that provided by a single information source, so 
as to achieve the goal of multi-sensor cooperation and cooperation, thus improving 
the overall performance of the detection system [5]. Through wireless data transmis-
sion, the alarm signal is sent out in time and the working state of the water pump 
and dehumidifier is controlled, so as to realize remote monitoring and distributed 
control, thus solving the problem in real time, quickly, and effectively. 

Electrical automation control equipment technology can improve equipment 
stability, improve equipment work efficiency, promote electrical reform, and promote 
the development of the electrical automation industry. Looking at the current opera-
tion of equipment, there are significant differences between automation equipment, 
so there must be some differences in the structural system, which leads to the system 
being too cumbersome [6]. At this time, once there is equipment failure, the relevant 
personnel must cut off the power supply device of the automation equipment at the 
first time, so as to avoid the occurrence of operational errors, thus inducing other 
equipment to fail at the same time. On the basis of multi-sensor data fusion tech-
nology, this paper introduces data fusion technology into the field of fault monitoring 
of electrical automation control equipment and makes full use of the redundancy 
between models to improve the reliability of fault prediction for complex systems. 

25.2 Research Method 

25.2.1 Multi-Sensor Network Node Design for Electrical 
Automation Control Equipment 

Automatic operation of electronic control equipment, whose functions include moni-
toring, system detection, and automatic protection of electronic control equipment. In 
the production process of electronic control equipment, we should pay attention to the 
selection of components and the optimization of equipment performance, and at the 
same time strengthen the economic benefits of enterprises. Therefore, it is suggested
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that the classification inspection method should be applied in maintenance, and the 
maintenance personnel should classify the faults after understanding the principle of 
equipment operation. For example, if the equipment operation environment causes 
faults, the main factors include temperature and humidity, improper operation of 
staff, etc., the fault level can be determined by carrying out maintenance, and the 
targeted maintenance method for each level of faults is conducive to improving the 
efficiency of equipment fault maintenance [7, 8]. 

Electrical automation control equipment will be constrained and restricted by 
many unpredictable subjective and objective conditions when it is used on the right 
track. For example, the damaged insulator can’t be used normally, the current value 
and voltage value can’t be balanced with the average value between them, and there 
are problems in contact. In the process of actual operation of electrical automation 
control equipment, the phenomenon of sudden rise of voltage and current occurs 
from time to time, which will cause the chip temperature to reach an invaluable fault. 
At the same time, too frequent operation of electrical automation control equipment 
in the process of starting and stopping operation may lead to uncontrollable total 
current, resulting in major accidents. 

WSN (Wireless sensor network) is composed of base stations and a large number 
of wireless sensor nodes, which play an important role in the whole network system. 
Sensor nodes must be closely combined with the perceived scene to perceive the 
changes in the external environment very carefully. It is the close combination of 
all sensor nodes and the perceived scene that makes the perceived object have a 
macro and micro understanding [9]. WSN nodes for electrical automation control 
equipment have high requirements in energy consumption, expansibility, flexibility, 
stability, security, and embeddedness. The design block diagram of this paper is 
shown in Fig. 25.1: 

It consists of a sensor module, a digital signal processing module, and a wireless 
network operation module. Each module defines the corresponding interface, which

Fig. 25.1 Hardware framework design 
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makes the modules relatively independent, which is beneficial for network applica-
tion layer developers to independently and completely apply research according to 
different application occasions. 

According to the interface provided by the digital signal processing module, the 
sensor module is designed by professional researchers for different electrical automa-
tion control equipment and applications. So that this part of the researchers do not 
have to think too much about the problems related to wireless communication. 

In the design concept, this paper completely separates the collection, processing, 
and storage of sensor data from the wireless communication module. The researchers 
of online monitoring of electrical automation control equipment design corre-
sponding sensor modules for different electrical automation control equipment and 
applications, and configure and program the digital signal processing module, so as to 
realize the corresponding monitoring task of electrical automation control equipment. 
It makes the application development of wireless sensors more focused on the moni-
toring object, thus further simplifying the development process and development 
cycle, and greatly improving the scalability and flexibility of the node. 

25.2.2 Multi-Sensor Information Fusion 

Electrical automation control equipment faces many problems in normal startup, but 
when it can’t be started normally, the faults are mainly manifested in mechanical and 
electrical faults. The complexity of electrical engineering is high, which involves 
many contents such as electric energy configuration, transmission, and manufac-
turing, and automation system plays an important role in it. In order to ensure the 
safety, stability, and reliability of automation equipment, it is often necessary to equip 
a lot of electrical automation control equipment as an assistant [10]. If the equipment 
has been used for a long time, the inspection and maintenance of key components 
should be done well during the overhaul process, and at the same time, attention 
should be paid to the standardization of operation. Once the problem of irregular 
operation occurs, measures should be taken to correct it immediately to avoid the 
failure caused by improper operation. Only in this way can the failure caused by 
excessive consumption of parts be avoided to the greatest extent. 

The principle of multi-sensor information fusion technology is just like the process 
of the human brain processing all kinds of information comprehensively. Human 
beings instinctively synthesize the information obtained by various senses with tran-
scendental knowledge and make estimates and judgments on the surrounding envi-
ronment and the events that have occurred. When all kinds of modern information 
processing methods are used to realize this function by computer, multi-sensor infor-
mation fusion technology is formed. Usually, the essence of information fusion is 
the synthesis of multiple information from low to high; the information processing 
process is abstracted level by level. In some cases, high-level information will produce 
feedback to low-level information, and high-level information will have an impact 
on low-level information. Low information content will also participate in the fusion
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of high information content, that is, mixed fusion mode, but it does not rule out the 
priority fusion of high information content. 

Multi-sensor information fusion is a method to process information synthetically 
with the human brain. It can effectively use multiple or multiple types of sensory 
resources, and its advantage is that it can integrate various information, thus gener-
ating more information, thus achieving optimal synergy. In other words, it is not 
restricted by a single sensor or a few sensors and gives full play to the advantages of 
multiple sensors working together to improve the performance of the whole sensing 
system. In recent years, data fusion technology has been widely used in robots 
and intelligent instrument systems, battlefield observation and unmanned aerial 
vehicle systems, image analysis and understanding, automatic target recognition, and 
comprehensive processing of multi-source image data, making it a multidisciplinary 
comprehensive research [11]. 

In the field of mechanical equipment fault diagnosis, especially in data-driven 
methods, CNN (Convolutional Neural Network) has become an essential data 
processing tool. Because CNN can automatically extract features, and the extracted 
features have strong anti-interference ability, it is suitable for different load situa-
tions. CNN is a multi-layer neural network, which usually consists of four basic 
units: convolution layer, pooling layer, activation layer, and full connection layer. Its 
purpose is to fit a highly nonlinear function. 

In this topic, we choose the CNN model to monitor the electrical automation 
control equipment at the same time. If the judgment results of the system are incon-
sistent, then there is a system failure of missing and misreporting. At this time, the 
decision-making layer data fusion is carried out, and its output results are used as 
the judgment criterion. If it is determined that there is a fault, the fault diagnosis will 
start. If it is determined that there is no fault, the system will not act and continue to 
monitor. Figure 25.2 is the workflow of the fault monitoring algorithm for electrical 
automation control equipment.

Based on multi-head attention mechanism and CNN, this paper proposes an end-
to-end adaptive fault monitoring algorithm for electrical automation control equip-
ment. The algorithm can adaptively select frequency data features with higher corre-
lation with fault types to train the network model. The application of multi-head 
attention mechanism increases the diversity of extracted features and has stronger 
robustness. Combined with CNN, the accuracy of network fault classification is 
improved. 

Multi-attention mechanism is improved from several parallel attention mecha-
nisms, which not only improves the operation speed but also enables the network to 
adaptively select frequency data features with higher correlation with fault types 
to train the network model, thus increasing the diversity of extracted features. 
Figure 25.3 shows the network structure model of the multi-attention mechanism.

The structure of multi-head attention network mainly includes multi-head atten-
tion mechanism, normalization layer, full connection layer, and linear transforma-
tion layer. In the multi-head attention network, the performance of network feature 
extraction can be improved by stacking multiple multi-head attention layers. The 
multi-head attention CNN model uses two multi-head attention layers [12].
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Fig. 25.2 Workflow chart of fault monitoring algorithm for electrical automation control equipment

The fully connected layer in each multi-headed attention layer structure contains 
two hidden layers, the middle activation function uses ReLU function, and its input 
and output dimensions are both dmodel , and the hidden inner layer dimension is d f f  . 
The mathematical expression of the fully connected layer is 

f (x) = max(0, xW1 + b1)W2 + b2 (25.1) 

where W1, W2 is the weight matrix of the first and second layers respectively, and 
b1, b2 is the bias vector of the first and second layers, respectively. 

In this method, the marked signal generated by the dynamic model is sent to the 
generator, and the generated signal obtained by the generator is sent to the recognizer 
for training together with the unlabeled signal actually collected, and the recognizer
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Fig. 25.3 Network structure 
of multi-head attention 
mechanism

is trained by judging whether the input signal comes from the generated signal or 
the truly collected signal [13, 14]. 

In this paper, a boundary self-balancing network is proposed, which increases the 
constraint between the generated signal g(n) and the target domain signal n. 

Lgt (n) = |G(n) − n| (25.2) 

Among them, Cov2D two-dimensional convolution layer has n convolution 
kernels, each kernel size is 3*3 and the step size is 2*2. After passing through 
each convolution layer, the batch specification layer is used to standardize the output 
characteristics. The activation function is chosen as Leaky ReLu, which is shown in 
Formula (25.3). 

y = max(0, x) + α min(0, x) (25.3) 

That is, the source domain signal can be converted into a generated signal with a 
similar signal distribution to the target domain signal. 

The training process of the network model proposed in this paper is mainly to 
calculate the predicted value by forward propagation algorithm, then get the value of 
the loss function according to the error between the predicted value and the real value, 
and finally optimize the weight parameters in the network by backward propagation 
algorithm to minimize the loss function. 

The optimization process is described by a mathematical formula as follows: 

θ ∗ = arg min 
θ 

L
(
f
(
xi ; θ

))
(25.4)
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where L
(
f
(
xi ; θ))

is the objective function value; f
(
xi ; θ)

is the output value; θ is 
all parameters of CNN; θ ∗ is the optimal parameter of CNN; xi is the input of CNN. 

25.3 Experimental Analysis 

In this paper, CWRU bearing data set will be used to verify the proposed end-to-
end adaptive fault monitoring algorithm for electrical automation control equipment, 
and the experimental results will be evaluated. The test data CWRU in this paper is 
collected at the sampling frequency of 48 kHz, and the vibration signal of the motor 
is used as the test data. The same marked data is divided into a training set and a test 
set (7:3) according to a certain proportion. The training set data is used to train the 
network model, and the test set data is used to check the accuracy of the network 
model. 

The test bench is a modular system including a driving motor (permanent magnet 
synchronous motor), a torque measuring instrument, and a load motor (synchronous 
servo motor). The whole set of measurement allows measuring a variety of mechan-
ical damages. Such as worn component damage, is applied to the bearing. The bearing 
type is 6203, N203, or NU203. It contains man-made faults (EDM, drilling, and 
electrical corrosion), and natural faults are also collected in this data set. 

In order to test the robustness of multi-headed attention CNN in a noisy environ-
ment, the fault diagnosis performance of different algorithm models in-15 dB to 15 
dB noise environment is compared through experiments. The comparison algorithms 
are SVM and LSTM. The experimental results are shown in Fig. 25.4.

As can be seen from the figure, the prediction accuracy of all algorithms increases 
with the increase of SNR. When the SNR of noise signal is 7 dB, the prediction 
accuracy of multi-attention CNN is ninety-seven percent, and then it remains at 
100%, basically without fluctuation. Experiments show that the algorithm has good 
noise adaptability and robustness. 

According to the existing TPSN protocol, this paper writes a time synchronization 
protocol with nesC and connects the cross-layer routing protocol designed in this 
paper with the Multi-Hop cluster data transmission protocol to form a relatively 
complete protocol stack. The test environment is to place 35 nodes in a room of 
about 25 square meters of which node 0 is the sink node. Figure 25.5 shows the 
packet loss rate of 10 experiments.

From the data packets intercepted by the general base station, it can be seen that 
the node loses packets when receiving data, and after receiving timeout, it sends out 
the initiative to request data packets. Therefore, the fault tolerance in the protocol 
plays a role, as shown in Table 25.1.

After successful networking, the correct transmission rate of sensor data is 100%. 
The average packet loss rate of networking using the protocol is 0.51%, which shows 
that the protocol in this paper can really eliminate the inter-cluster interference 
problem of WSN based on cluster routing to a certain extent so that all clusters 
can coordinate data transmission in the same area.
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Fig. 25.4 Experimental comparison in different noise environments

Fig. 25.5 Packet loss rate of networking
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Table 25.1 Average value of test data 

Average cluster head 
number 

Average networking 
overhead (bit) 

Average packet loss rate 
of networking (%) 

Average sen data 
correct transmission 
rate (%) 

3.853 6733.572 0.51 100

As an effective supplement to the online monitoring technology of electrical 
automation control equipment, the fault monitoring algorithm of electrical automa-
tion control equipment proposed in this paper can help to share the work pressure 
of staff and play an important auxiliary role in maintaining the normal operation of 
transmission and substation and improving the work efficiency of staff. 

25.4 Conclusion 

On the basis of multi-sensor data fusion technology, this paper introduces data fusion 
technology into the field of fault monitoring of electrical automation control equip-
ment and makes full use of the redundancy between models to improve the reliability 
of fault prediction for complex systems. The research results show that when the 
signal-to-noise ratio of the noise signal is 7 dB, the accuracy of multi-attention CNN 
prediction has reached 97%, and has remained at 100% since then. The experimental 
results show that the multi-attention CNN algorithm has better noise adaptability and 
stronger robustness in noise interference environment compared with other main-
stream algorithms. As an effective supplement to the online monitoring technology 
of electrical automation control equipment, the fault monitoring algorithm of elec-
trical automation control equipment proposed in this paper can help share the work 
pressure of staff. 
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Chapter 26 
Traffic Classification Method Based 
on Graph Convolution Network 

Zhaotao Wu and Zhaohua Long 

Abstract More and more derivative technologies are emerging in tandem with the 
Internet’s ongoing growth, and these derivative technologies are also continuously 
improving current productivity. As a result, there is an increasing amount of complex 
and varied data traffic that the Internet must manage. This puts a greater strain on the 
network and makes it more difficult to classify network traffic, and it also raises the 
bar for the classification speed and accuracy of the classifier. The primary focus of 
this article is on the flaws in conventional network traffic classification algorithms. 
This study suggests an enhanced graph convolutional network traffic categorization 
method. This model includes an autoencoder and a graph convolutional network, 
and it can use the latter to extract. In order to fully describe the network traffic data, 
the self-encoder is also used to extract node features; these two parts of features are 
then combined; the combined features are then fed into the second layer of graph 
convolution; and finally, the Softmax classifier is used. Sort the second layer of graph 
convolution’s output data into categories. 

26.1 Introduction 

Begin the Introduction two lines below the Keywords. The manuscript should not 
have headers, footers, or page numbers. It should be in a one-column format. 
References are often noted in the text and cited at the end of the paper. 

The idea of worldwide informatization [1, 2] has had a significant impact on how 
people live their lives. The entire society has been transitioning to an information 
society at an astounding rate over the last three decades. Today, the Internet has 
evolved into a crucial component of communication infrastructure, a force behind 
the new industrial revolution and industrial transformation, and a new engine for 
economic development.
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There is widespread use of network traffic categorization [3]. Traffic classification 
technology, for instance, can assist network managers in the analysis and optimiza-
tion of the network, keep track of user usage patterns and traffic patterns, modify 
network policies in light of this information, and enhance network usage effective-
ness. Network security experts can quickly identify and stop various types of network 
attacks, such as denial of service attacks (DoS), distributed denial of service attacks 
(DDoS), malware, network worms, etc., with the aid of network traffic classification 
technology. When an assault takes place, the classification technology can keep track 
of the traffic, spot anomalies, and send out an alert just in time to stop losses brought on 
by network attacks. In addition to monitoring and improving network service quality, 
network bandwidth and resource allocation, reaction time, and network stability can 
all be improved with the help of network traffic classification technology. 

Therefore, it is essential to constantly enhance the precision and effectiveness of 
network traffic classification technology in order to better manage the difficulties 
and pressures brought on by network traffic. In order to investigate and analyze the 
current network traffic classification mechanism as well as to research and address the 
flaws of the current network traffic classification methods, this subject will integrate 
a wide range of domestic and international literature with practical applications. 

26.2 Traditional Network Traffic Classification Methods 

26.2.1 Port-Based Network Traffic Classification Method 

Port identification, a technology to assign network traffic to specific ports, was the 
first scientific method for classifying different kinds of network traffic. This method 
can classify data packets as particular apps or services by looking at the destination 
port number. This method is easy to implement, inexpensive, and has excellent real-
time performance. Although many applications and services may share the same port 
number due to the prevalence of peer-to-peer (P2P) applications with dynamic ports, 
port-based classification methods are unable to correctly direct traffic to the intended 
application or service. Additionally, the precision of the classification method has 
been significantly decreased by technologies like port masquerading, rendering the 
port-based traffic classification method ineffective. 

26.2.2 Deep Packet Inspection-Based Network Traffic 
Classification Method 

Aiming at the problem of unfixed allocation of specific ports to services and protocols 
brought about by dynamic ports, network traffic identification and classification 
technologies based on Deep Packet Inspection (DPI) [4, 5] began to appear, and
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were also adopted Traffic categorization based on load is called that. This technique 
uses in-depth network data packet detection and analysis to precisely classify and 
recognize network traffic. However, the DPI-based traffic classification technique 
has a relatively high application cost and higher hardware and memory requirements. 
Additionally, because the DPI-based traffic classification technique must thoroughly 
detect and analyze every bytecode of the data packet, it might raise privacy concerns 
for users. 

26.2.3 Machine Learning-Based Network Traffic 
Classification 

Numerous researchers have used machine learning algorithms to categorize network 
data in light of the machine learning field’s ongoing maturation [6, 7]. Using unbal-
anced datasets and the SVM learning algorithm, Dong et al. [8] suggested an 
improved version of CMSVM to address the issue of data imbalance. To address 
various application unbalance issues, CMSVM employs a multi-class SVM with 
an active learning method. Last but not least, the algorithm was tried on various 
datasets, including Moore, and produced accurate classification outcomes. Semi-
supervised learning is the foundation of the classification technique Erman et al. [9] 
proposed, which is adaptable to both known and unidentified applications. The model 
is appropriate for scenarios with high real-time requirements because it does not 
require a large portion of the label flow in the dataset during training, and it performs 
reasonably well in real time. Deep learning-based semi-supervised learning classifi-
cation methodology was suggested by Aouedi et al. [10]. This approach enhances the 
model’s capacity to handle labeled and unlabeled data by combining semi-supervised 
learning and stacked sparse autoencoder (SSAE), and it adds noise reduction and 
discarding methods to the model to increase the robustness of the extracted features. 
Avoid overfitting issues while exercising. The modified classification model outper-
forms the traditional model in terms of classification performance while keeping the 
complete classification process automated. 

The process of feature selection, however, in the conventional field of machine 
learning, heavily depends on the professional expertise of those who define the 
features. Traditional machine learning methods place higher demands on the profes-
sional level and industry experience of feature engineers because choosing a good 
feature is frequently a challenging job. As a result, there is significant uncertainty in 
the performance of the final model.
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26.3 Related Work 

26.3.1 Design and Analysis of Model 

In order to fully describe network traffic data, the model that combines GCN (Graph 
Convolutional Network) and Autoencoder (AE) [11] can use GCN to derive structural 
information between nodes and use AE to extract node features. Figure 26.1 depicts 
the model’s design. To be more precise, the model’s procedure can be summed up 
as follows: represent the network traffic data as a graph, with the nodes denoting the 
various kinds of data flow in the network and the edges denoting the relationships 
between the nodes; Each node’s location in the graph is indicated by a coded vector 
created for it using GCN’s Structural information of neighboring nodes and AE’s 
feature vector compression. Each node’s position in the feature space is indicated 
by a coded vector created for it using AE’s feature vector compression. In order to 
accomplish the goal of traffic classification, the GCN encoding vector and the AE 
encoding vector are fused to create the node’s final encoding vector. After that, the 
nodes are classified and mapped to various categories using the classifier. 

Specifically, the steps of the model are as follows: 

(a) Data preprocessing: The initial encrypted traffic data in PCAP format for the 
public datasets USTC-TFC2016 [12] and ISCX 2016 VPN-nonVPN [13] will 
be transformed into a classification model with a unified format at this point. 
Enter numbers. Remove the data from the original data that tampers with the 
classification findings. Tables 26.1 and 26.2 display the two data groups’ original 
data in detail.

Fig. 26.1 Improved model architecture of graph convolutional networks 
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Table 26.1 Traffic types of the USTC-TF2016 dataset 

App type Size (MB) Class Malware type Size (MB) 

MySQL 22.3 Database Geodo 28.8 

Outlook 11.1 Email/Webmail Cridex 94.7 

Bittorent 7.33 P2P Shifu 57.9 

Gmail 9.05 Email/Webmail Neris 90.1 

Skype 4.22 Chat/IM Zeus 13.4 

Facetime 2.4 Voice/Video Tinba 2.55 

SMB 1206 Data Transfer Virut 109 

FTP 60.2 Data Transfer Miuref 16.3 

WOW 14.9 Game Nsisay 281 

Weibo 1618 Social Network Htbot 83.6 

Table 26.2 Traffic types of the ISCX 2016 VPN-nonVPN dataset 

App type Size (MB) Class App type Size (MB) 

ICQ 7 Chat/VoIP Voipbuster 842 

Email 28 Email Gmail 12 

SFTP 418 File/VoIP Hangouts 3766 

Youtube 251 Streaming/File Skype 2872 

Netflix 299 Streaming/File FTPS 418 

Spotify 40 Streaming/P2P Torrent 70 

Facebook 2502 VoIP SCP 448 

AIM 5 Chat Tor 202 

Vimeo 146 File 

We typically gather network traffic data, where each data point reflects traffic in 
a network, for tasks like network traffic classification. Each data point typically has 
a few important properties, such as five-tuple data, transfer rate, and so forth. The 
traffic in the PCAP file is then converted into a flow form based on the five-tuple 
data, and various application kinds are identified. The results are then normalized, 
and the processed results can be expressed as Y. 

Y = [y1, y2, y3,... , yn] (26.1) 

(b) Create a KNN graph: We can compute the similarity between two data streams, 
treating comparable streams as adjacent nodes, in order to use these data for a 
graph-like representation. The formula for determining the similarity between 
two m-dimensional flow vectors is as follows Rij。In the equation, m represents 
the dimension of the vector.
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Fig. 26.2 Flow trajectory diagram and KNN (K = 3) diagram example 
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The K-adjacency graph of the stream is then obtained, as shown in Fig. 26.2, 
by selecting the top K most relevant streams of each stream as the current stream’s 
adjacent nodes after getting the similarity between streams. Although some of the 
flows in Fig. 26.2 (left) pertain to the same application type, no edges have been 
established between them. This is so because the trajectory graph only has a few 
similar flows and is only connected by the corresponding IP addresses. informa-
tion. The K-adjacency graph is more beneficial for subsequent traffic classification 
because, as shown in Fig. 26.2 (right), the KNN graph created by similarity calcula-
tion can create more links between the same application type of traffic. Additionally, 
the KNN graph makes it simpler to distinguish between different types of flows than 
the trajectory graph. 

Finally, we merge all of the nodes and edges into a graph form, which is a matrix 
of adjacencies. The input for our network traffic classification algorithm is this graph. 

(c) Autoencoder encoding: An autoencoder’s training procedure primarily consists 
of two stages: encoding and decoding. We pass the input data into the encoder 
during the encoding step to create a smaller encoding vector that can represent 
the node’s location in the feature space and be applied to subsequent classifica-
tion tasks. In order to get reconstructed input data that is as close to the original 
input data as possible, we send the encoded vector to the decoder during the 
decoding step. The autoencoder can learn a compressed representation and a 
decompressed reconstruction of the input data by repeating this procedure. 

Since the multi-layer autoencoder network structure is used in this study, the 
distinctive feature Hl+1 discovered by the l + 1 layer can be expressed as follows: 

Hl+1 = σ(Wl Hl + bl ) (26.3) 

In Formula 26.3, Wl and bl represent the weight and intercept of Layer l, 
respectively. The loss function is defined as
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Lae = 
1 

2m 

mE

i=1 

||yi − y'
i ||2 (26.4) 

The meaning of m in the formula is the same as that in Formula 26.2. In the  
network traffic classification job, the node feature vector can be compressed into a 
smaller encoded vector that represents the node’s location in the feature space using 
the autoencoder’s encoding component. This encoded vector can be used in future 
classification tasks as a new feature representation of the node. 

(d) GCN encoding: In order to perform later classification and prediction tasks 
involving network traffic, it is necessary to represent each node as a vector. 
However, since network traffic is typically made up of connections and interac-
tions between nodes, the relationship between nodes is frequently also a very 
essential piece of knowledge. As a result, we require a method for taking into 
account both the characteristics of components and their connections. The graph 
structure can be subjected to convolution processes by GCN, on the other hand, 
in order to extract the connections between nodes and produce an encoded vector 
that represents the node’s location in the graph. 

The input of the first layer GCN is the adjacency matrix A and the data flow Y, 
and the output can be expressed as Z1: 

Z1 = σ(D− 1 
2 AD− 1 

2 YW0 + b0) (26.5) 

In Eq. 26.5, D represents the degree matrix. W0 represents the weight matrix, 
b0 represents the intercept, and σ represents nonlinear operations. We can create an 
encoding matrix with each row corresponding to a node’s position in the network by 
using GCN operations. This encoding matrix can be used for subsequent classification 
tasks because it includes structural data about the relationships between the nodes. 

(e) Fusion encoding vectors: In network traffic classification tasks, we need to 
comprehensively consider the positions of nodes in the graph structure and 
feature space to acquire the final encoding vectors of nodes. We can combine 
autoencoder and GCN-encoded vectors to accomplish this. 

The fused coded vector serves as the second layer of GCN’s input in this paradigm. 
Fusion can occur in a variety of methods. The typical approach is to weigh the self-
encoder-coded vector and the GCN-coded vector to produce a weighted average of 
the vectors. written as Z2: 

Z2 = ηZ1 + (1 − η)H (26.6) 

The weight coefficient, η , is used to regulate the input ratio of the two vectors in 
Formula 26.6. H is the encoding vector generated by autoencoder. 

The final encoded vectors of the nodes, which indicate their positions in the graph 
structure and feature space, can be obtained by fusing the GCN-encoded vectors and
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the autoencoder-encoded vectors. After feeding the fusion vector into the second 
layer GCN, the matching output after using this encoding vector as a new feature of 
the node can be written as follows: 

Z = σ(  ̂D− 1 
2 Â D̂− 1 

2 Z2W1 + b1) (26.7) 

In Formula 26.7, A
/

represents the result of adjacency matrix A plus self ring, and 
D
/

is the degree matrix corresponding to A
/

. W1 and b1 represent the weight matrix 
and intercept of the second layer GCN, respectively. For a multi-classification task 
with classes C, it minimizes the loss function and is defined as the cross-entropy loss 
function on the collection of labeled samples: 

Lgcn =
E

m∈nm 

CE

c=1 

Nmc ln Zmc (26.8) 

The collection of node indices with label N is represented by nm in Eq. 26.8. 
This model’s total loss function is 

L = Lgcn + Lae (26.9) 

(f) Classification: In the job of classifying network traffic, nodes can be categorized 
using the final encoded vectors. This procedure can be broken down into two 
steps: first, the encoding vector must be fed into a classifier, and then the clas-
sifier must be used to map nodes to various groups. To accomplish the goal of 
classification in network traffic, we can input the final encoding vector into a 
Softmax classifier and map the encoding vectors of nodes to various categories. 
As specifically stated 

X = Softmax(D− 1 
2 AD− 1 

2 Z2W1 + b1) (26.10) 

The classification performance of the model can be improved by using a two-layer 
GCN model, which can improve the feature representation of nodes and prevent 
GCN from overemphasizing the association of nearby nodes while ignoring the 
characteristics of the nodes themselves. 

26.3.2 Experimental Environment 

The experiment’s physical host configuration specifications include an Intel i5-
12400F processor, an NVIDIA GeForce GTX 1080Ti graphics card, and 64G of 
RAM. The deep learning framework, TensorFlow GPU 1.8 and Keras 2.2.0, Python
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3.6, and the programming environment, PyCharm 2021, are all running on the 64-bit 
Windows 10 operating system. 

26.4 Experimental Results 

The classification performance of the AT-GCN model is tested in this paper using 
the USTC-TFC2016 and ISCX 2016 VPN-nonVPN datasets, with the experimental 
findings shown in Figs. 26.3 and 26.4. 

Figure 26.3 displays the index values for the AT-GCN model’s classification 
results in the USTC-TFC2016 dataset. The AT-GCN model achieved a classification 
accuracy of 99.7% for Skype and Htbot types of data, with an average classification 
accuracy of 99.2%. In terms of accuracy, the classification accuracy of the AT-GCN 
model for Miuref-type data reached 99.7%, and the average classification accuracy 
was 98.6%. In terms of recall rate, the classification recall rate of the AT-GCN model 
for Virut and Zeus type data reached 99.7%, and the average classification recall rate 
was 98.7%. In terms of F1-score, the F1-score of the AT-GCN model for Geodo-type 
data classification reached 99.8% and the average F1-score was 98.7%. 

Figure 26.4 displays the index values for the AT-GCN model’s classification 
results in the ISCX 2016 VPN-nonVPN dataset. For data classification of the Netflix, 
Facebook, AIM, and Tor types, the AT-GCN model gets an accuracy rate of 99.7%, 
while the lowest accuracy rate for data classification of the ICQ type is 98.2%, with 
an average classification accuracy rate of 99.3%. The AT-GCN model has a preci-
sion of 98.6% on average, with a precision in classification of 99.8% for data of the 
type Email and a classification precision of 96.3% for data of the type Torrent. The

Fig. 26.3 Classification results of the USTC-TFC2016 dataset using the AE-GCN model
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Fig. 26.4 Classification results of VPN-nonVPN datasets by AE-GCN model

AT-GCN model’s classification recall rate for data of the torrent type reached 99.7%, 
while the recall rate for data of the Hangouts type was the lowest, achieving 97.9%, 
with an average recall rate of 98.8%. The AT-GCN model had an F1-score of 99.6% 
for the categorization of email-type data, and the lowest F1-score (98.1%) for the 
classification of Hangouts, Torrent, and SCP-type data, with an average F1-score of 
98.8%. 

26.5 Conclusion 

The use of graph convolutional networks in traffic categorization is first discussed in 
this chapter. The fundamental ideas and features of graph convolutional networks, 
such as neighbor aggregation and feature propagation, are then explored. Then, a 
more effective traffic classification algorithm using a graph convolutional network 
is suggested, and a thorough explanation is provided from the model’s architecture 
and mathematical analysis. The model can directly use the network traffic topology 
to completely mine the characteristics and relationships between traffic, increasing 
classification efficiency and accuracy. 

Two datasets, USTC-TFC2016 and ISCX 2016 VPN-nonVPN, are used to eval-
uate the model in the experimental section. The experimental findings demonstrate 
that the model’s categorization performance is largely reliable, with an average 
classification accuracy of over 96%. Traditional traffic classification techniques 
and feature-based classification techniques are outperformed by the convolutional 
network’s traffic classification algorithm in terms of precision and efficiency. The
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algorithm can also produce good classification results when faced with a variety of 
network traffic types and sizes because it has excellent robustness and generalization 
capabilities. 
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Chapter 27 
RVDNet: Rotated Vehicle Detection 
Network with Mixed Spatial Pyramid 
Pooling for Accurate Localization 

Jianhong Zhou, Zhangzhao Liang, Zijun Tan, Wenba Li, Qing Li, Zilu Ying, 
Yikui Zhai, Yuanfeng He, and Zhanyu Shen 

Abstract The objective of UAV-based vehicle detection is to accurately locate and 
classify vehicles in remote sensing images. It contributes to the improvement of intel-
ligent city traffic management and enhances public safety monitoring. However, UAV 
offers more finely detailed remote sensing images than orbital satellites, resulting 
in more complex backgrounds, which poses a significant challenge. To tackle this 
challenge, we created a vehicle detection dataset named UAV Vehicle, which was 
collected by UAV flying at altitudes ranging from 250 to 400 m. The dataset comprises 
more than 200 remote sensing images, each with a size of 8192× 8192, encompassing 
diverse complex scenes including urban, rural, and construction sites. However, the 
excessive complexity of the background conditions results in an imbalance between 
the number of foreground and background instances, consequently impacting the 
accuracy of final detection and localization. To address this issue, we proposed 
the RVDNet, which extracts precise positioning information from multiple scales, 
resulting in a substantial improvement in the model’s localization performance. We 
developed an MSPP module, which employs random pooling methods to extract 
features at various scales, serving as a regularization technique to mitigate over-
fitting. Additionally, we introduced an attention mechanism to enhance the model’s 
ability to represent and infer object positions more accurately. Extensive experiments 
conducted on the UAV Vehicle dataset demonstrate the efficacy of the proposed 
MSPP module and the introduced attention mechanism.
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27.1 Introduction 

Vehicle detection involves locating and categorizing vehicles in images or videos 
using diverse detection techniques and algorithms. This task finds wide applica-
tions in fields like smart city traffic management [1], intelligent assisted driving, and 
security monitoring. Presently, the majority of remote sensing images are collected 
using orbital satellites. Although orbital satellites can capture high-resolution remote 
sensing images, the high information density poses challenges in identifying specific 
vehicle categories. Additionally, remote sensing images acquired from orbital satel-
lites have long acquisition cycles and cannot be detected in real time. Moreover, 
the acquisition of these satellite-based remote sensing images entails professional 
processing and authorization procedures. Lastly, the usage conditions frequently 
deviate from the actual situation, resulting in issues like reduced target resolution, 
significant atmospheric interference, and complex processing. 

With the rapid development of Unmanned Aerial Vehicle (UAV), they have found 
wide-ranging applications in various scenarios, including landscape photography, 
security monitoring, and smart city management, due to their flexibility. In compar-
ison to orbital satellites, remote sensing images obtained through UAV offer the 
following advantages: (1) higher spatial resolution, enabling more detailed infor-
mation in UAV remote sensing images; (2) real-time and flexible image acquisi-
tion, as UAV can be instantly deployed and controlled at any time and location 
for image capture tasks; (3) cost-effectiveness and less stringent acquisition regu-
lations. Consequently, in recent years, numerous researchers in related fields have 
substituted orbital satellites with UAV for remote sensing image collection, facil-
itating noteworthy advancements in vehicle detection. Unfortunately, the majority 
of images captured by UAV are aerial images, which exhibit lower geometric accu-
racy than remote sensing images. Furthermore, the acquisition height is typically 
below 150 m, resulting in a lack of images at higher altitudes ranging from 250 
to 400 m, thereby creating a gap. From a higher vantage point, the surveyed area 
expands, causing vehicle targets to appear smaller and more concentrated, thereby 
introducing greater challenges in target detection tasks. The three images are from 
the UAV Vehicle dataset (see Fig. 27.1). The detection results within the images were 
obtained using RVDNet and presented by merging the Car and Van categories into 
the “S_car” category while merging the Truck and Bus categories into the “L_car” 
category.

In response to the aforementioned issues, we acquired more than 200 remote 
sensing images using UAV. After applying appropriate processing, we annotated 
the images according to four categories: Car, Van, Truck, and Bus. This was done 
to address the lack of vehicle detection remote sensing images at heights between 
250 and 400 m. To achieve more accurate identification of densely small vehicle 
targets, we proposed a Rotated Vehicle Detection Network (RVDNet). This network 
primarily comprises the mixed spatial pyramid pooling (MSPP) module and the 
convolutional block attention module (CBAM), aiming to improve the localization 
of vehicle targets and achieve better performance.
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Fig. 27.1 Detection results of images from the UAV Vehicle dataset using the RVDNet

27.2 Related Work 

In recent years, several bird’s-eye view datasets have been proposed for unmanned 
aerial vehicle surveys. The DLR 3 K [2] dataset comprises 20 remote sensing images 
captured by the DLR 3 K camera system. It primarily focuses on two categories: car 
and truck. Considering that the images are acquired at an altitude of 1,000 m, the reso-
lution of each image is set to 5616 × 3744 pixels. The VEDAI [3] dataset is specifi-
cally designed for evaluating small vehicle target detection in remote sensing images. 
It encompasses over 1,200 images with more than 3,700 instances of distinct vehicle 
categories. Additionally, it provides images in two modalities: color and infrared. 
On the other hand, the UAVDT [5] dataset includes raw videos with over 80,000 
available frames collected over a span of 10 h. This dataset provides 14 available 
attributes, including flight height, vehicle category, and occlusion, along with anno-
tated bounding boxes. The VisDrone [6] dataset comprises 10,209 images cropped 
from 263 videos. It offers comprehensive annotations such as object categories, 
occlusion, truncation, and bounding boxes. DOTA [4], another dataset, encompasses 
15 different object categories with a total of 188,282 annotated instances. Lastly, 
the DroneVehicle [7] dataset contains 28,439 pairs of multimodal images (color and 
infrared) and covers five common vehicle types: Car, Truck, Bus, Van, and Freight. 
The data in this dataset is collected at heights ranging from 50 to 150 m. 

Vehicle detection aims to localize vehicles and classify them according to their 
categories. Recent years have witnessed remarkable advancements in object detec-
tion, and bird’s-eye view vehicle detection has emerged as a crucial subfield of
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rotated object detection in remote sensing, capitalizing on the progress in object 
detection. Nonetheless, commonly used evaluation metrics like Pascal VOC [8] 
metrics may not be appropriate for rotated object detection, particularly in scenarios 
with densely small objects. This is because even slight variations in the detection 
box angle can significantly impact the intersection over union (IOU) calculation. 
This problem becomes more pronounced when dealing with high-altitude remote 
sensing images captured by unmanned aerial vehicles. To tackle this challenge, 
we presented RVDNet, a method that integrates multi-scale mixed information and 
employs attention mechanisms to enhance the accuracy of detection localization 
outcomes. 

27.3 UAV Vehicle Dataset 

This section presents a comprehensive overview of data collection and preprocessing 
as well as information related to the UAV Vehicle dataset in the context of vehicle 
detection experiments. 

27.3.1 Data Collection 

The UAV Vehicle dataset comprises 15,313 RGB images, captured exclusively using 
the DJ Mavic2 UAV. To capture a wider range of remote sensing images, we obtained 
permission from the government for image capture at altitudes ranging from 250 to 
400 m in various towns and urban areas within Shantou City and Jiangmen City, 
Guangdong Province, China. The UAV Vehicle dataset includes specific instance 
categories such as Car, Van, Bus, and Truck. It is important to note that the UAV 
Vehicle dataset was collected using the DJ Mavic2 UAV under various scenes and 
flight altitudes. The collection process included determining the flight altitude and 
GPS position of the UAV, capturing remote sensing images from multiple directions at 
designated locations, and synthesizing these images into panoramic images through 
stitching algorithms. The application of this method resulted in over 200 panoramic 
images. Moreover, the UAV Vehicle dataset was manually annotated with 152,280 
bounding boxes. 

27.3.2 Data Preprocessing 

Due to the images being captured at flight altitudes ranging from 250 to 400 m, the 
data collection process was easily influenced by factors such as real scene lighting, 
camera angles, and wind speed. Accordingly, it was necessary to process the collected
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Fig. 27.2 The distribution of class samples varies between the training set and validation set of the 
UAV vehicle dataset 

data in order to mitigate the interference of external factors on the images. The specific 
process of data preprocessing is shown in Fig. 27.2. 

Radiation Correction. 
To improve the quality of the images and eliminate variations in image pixel 

grayscale resulting from lighting and atmospheric conditions, it was necessary to 
undergo radiometric calibration. Common radiometric calibration methods include 
empirical calibration, physical model construction, horizontal plane projection, spec-
tral matching, and radiometric calibration based on pseudo-invariant characteristics. 
These methods are commonly used for radiometric calibration. During the process of 
UAV image stitching, radiometric calibration differences arise as a result of varying 
shooting angles. Nevertheless, pseudo-invariant characteristics exhibit consistent 
spectral characteristics across different times and conditions. Thus, employing 
methods based on pseudo-invariant characteristics allows for the calibration of the 
images’ radiometric values, enhancing their consistency in terms of brightness and 
color and facilitating seamless stitching. Moreover, radiometric calibration based on 
pseudo-invariant characteristics offers high practicality as it eliminates the need for 
additional radiation data collection devices. Consequently, we adopt the radiometric 
calibration method based on pseudo-invariant characteristics. Initially, representative 
buildings and roads were selected for feature matching. Subsequently, radiometric 
calibration coefficients were calculated using the matching results. Finally, the results 
were utilized for performing radiometric calibration on the UAV images. Prior to 
further analysis, this method was employed to conduct radiometric calibration on 
the stitched panoramic images.
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Geometric Correction. 
Due to various systematic or non-systematic factors such as camera azimuth 

parameters, UAV flight altitude, and terrain variations, the relative positions of targets 
often caused distortions and stretching of pixels relative to their true positions. There-
fore, during the data collection process, the UAV recorded camera pose information 
when capturing images. Then, we matched the images with the UAV’s pose informa-
tion and performed necessary operations to achieve geometric correction, ultimately 
generating digital orthophoto map with a resolution of 8192 × 8192 pixels. 

Data Pruning. 
Directly using radiometrically calibrated and pseudo-orthorectified remote 

sensing images for annotation or model training is not feasible. Therefore, addi-
tional processing of the orthorectified images is required. Pruning is a key step in 
dataset creation. First, we cropped the orthorectified images with a resolution of 8192 
× 8192 pixels into a 1024 × 1024 image patch. Then, we manually inspected each 
image block, discarded poor quality images, such as blurry images, and re-cropped 
images that exhibited severe boundary deformations into 640 × 640 image patch. 
After further selection, we obtained data without annotations. 

27.3.3 Data Annotation 

In the field of object detection, the prevalent approach for data annotation involves 
annotating image objects using rectangular bounding boxes. Three common methods 
are used for bounding box annotation: (xc, yc, w, h),  (xleft, yleft, w, h), and (xleft, yleft, 
xright, yright). Here, (xc, yc) denotes the center position, (xleft, yleft) represents the top-
left corner position, (xright, yright) corresponds to the bottom-right corner position, 
while w and h denote the width and height, respectively. These annotation methods 
are applicable in typical object detection scenarios such as autonomous driving and 
hinge monitoring. However, due to the uncertainty of target orientation in pseudo-
orthorectified images, accurately calibrating the targets using conventional rectan-
gular boxes becomes challenging. To address this problem, during the annotation 
process, we employed arbitrary quadrilaterals to precisely and concisely represent 
the object contours. Subsequently, we derived the final annotation information by 
computing the minimum bounding rectangle. The annotation information of rotated 
vehicle bounding boxes was saved by referring to the DOTA dataset. 

27.3.4 Statistics and Attributes 

We selected and annotated four categories for the UAV Vehicle dataset: cars, trucks, 
buses, and vans. The dataset includes 15,313 RGB images collected by UAV. Rich 
annotations were provided using arbitrary quadrilaterals for these categories. The 
images were captured during daylight, encompassing diverse scenes such as parking
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Table 27.1 Comparison of state-of-the-art benchmark datasets incorporating vehicle categories is 
conducted 

Vehicle 
detection 
datasets 

Scenario #Images Categories Avg. 

# labels  
categories×images  

Resolution Oriented 
B B  

Year 

DLR 3 K [2] aerial 20 2 147.3 5616 × 
3744 

√
2015 

VEDAI [3] aerial 600 9 0.685 1024 × 
1024 

√
2015 

DOTA [4] aerial 2806 15 4.45 800 ~ 4000 
√

2018 

UAVDT [5] UAV 80,000 3 3.51 1080 × 
540 

× 2018 

VisDrone [6] UAV 10,209 10 5.31 2000 × 
1500 

× 2020 

DroneVehicle 
[7] 

UAV 28,439 5 6.70 840 × 712 
√

2021 

UAV 
Vehicle(ours) 

UAV 15,313 4 2.02 640 ~ 1024 
√

2023 

lots, residential areas, urban roads and blocks, construction sites, and rural areas. 
Among the annotations, there were 133,490 instances of cars, 11,822 instances 
of trucks, 3,895 instances of buses, and 3,073 instances of vans, totaling 152,280 
instances of vehicles. On average, each image contained 9.95 vehicles, with a 
maximum count of 126 vehicles and a minimum count of 0 vehicles. For further refer-
ence, we provided a comparison with other datasets and more detailed information 
about the. 

UAV Vehicle dataset (see Table 27.1). It is important to note that the term “reso-
lution” denotes the uniform resolution or range of minimum and maximum resolu-
tions included in benchmark or the videos/images contained within the dataset. The 
abbreviation “BB” stands for bounding box, while “#Images” indicates the quantity 
of color images. 

In conclusion, this dataset covers complex scenarios and higher flight altitudes, 
featuring a substantial number of meticulously annotated objects, thus addressing 
the gap in vehicle detection for remote sensing images above 150 m. 

27.4 Rotated Vehicle Detection Network 

To achieve precise localization of vehicle targets, we proposed RVDNet, which 
incorporates an MSPP module combining the Spatial Pyramid Pooling (SPP) [12] 
module and mixed pooling [17]. Moreover, to enhance the model’s performance 
during the inference stage, we incorporated an attention mechanism to provide the 
model with supplementary information. The overall architecture of our proposed
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Fig. 27.3 Complete framework diagram of the RVDNet model 

approach is illustrated (see Fig. 27.3). The model of RVDNet integrates the CBAM 
attention mechanism into the ResNet50 back-bone blocks to enhance the model’s 
capability of extracting representations. The feature maps C2–C5 from the back-
bone network undergo 1 × 1 convolutional operations for dimension reduction 
before being inputted into the MSPP module. During the training stage, the MSPP 
module employed mixed pooling with three different scales (5 × 5, 9 × 9, and 13 
× 13), randomly selecting either average pooling or max pooling to extract features 
at various scales. These features were then fused with the source inputs through 
concatenation operations, followed by a 3 × 3 convolutional operation to reduce 
feature dimensions. In the model convergence and inference stages, max pooling 
replaced the mixed pooling. Finally, the PANet was utilized to fuse position and 
semantic information from feature maps of varying sizes. The resulting feature maps 
were transmitted to individual detection heads for object prediction. Please note 
that “C” represents feature concatenation, and “add” denotes feature addition. For 
detailed information about “CBAM”, please refer to [9]. 

27.4.1 Mixed Spatial Pyramid Pooling Module 

Prior to introducing the MSPP Module, let’s first review the SPP module and mixed 
pooling methods. 

The SPP Module is a frequently employed pooling method in object detection and 
classification tasks. It is designed to perform pooling on feature maps at different 
scales, thus achieving scale invariance for input images. Consequently, this method
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effectively addresses images with multi-scale features. In specific applications, such 
as the YOLO series [13–16] detection models, the SPP module is introduced to 
capture a broader range of contextual information through pooling operations at 
various scales, without introducing additional computational complexity. This, in 
turn, improves the detection performance of the models for objects with varying 
scales. 

Mixed pooling is a commonly used pooling method in deep learning. Its primary 
purpose is to enhance the model’s robustness and boost its performance by obfus-
cating the features during training. Traditional pooling methods, such as max 
pooling or average pooling, may result in the loss of fine-grained information as 
they may prioritize prominent features while overlooking the details or emphasize 
general features at the expense of the prominent ones. Therefore, mixed pooling 
integrates and combines features by incorporating two distinct random pooling 
methods, thereby enhancing the representation of features and improving the model’s 
representation and generalization capabilities. 

We integrated the SPP module with mixed pooling to propose the MSPP module. 
The primary enhancement involves substituting max pooling with mixed pooling in 
the SPP module during the training stage while utilizing only max pooling during 
the inference stage. Given that entirely random pooling operations can impact model 
convergence and introduce inconsistencies between training and inference, we devi-
ated from the approach described in the [17]. Instead, we substituted mixed pooling 
with max pooling during the model convergence phase, extending the application of 
mixed pooling to the SPP module through this training strategy, thereby enhancing 
the model’s representational capacity. 

27.4.2 Attention Mechanism 

The attention mechanism is a method that enhances the representation capability 
of models in computer vision tasks. Common approaches to attention mechanism 
include the Squeeze-and-Excitation (SE) [18] module, CBAM [9], and self-attention 
in Transformer [19]. 

The SE module enhances representation capability by adaptively incorporating 
crucial information from channels through compression and excitation stages. During 
the compression stage, global average pooling is utilized to derive comprehen-
sive channel-wise information. In the excitation stage, a multilayer perceptron 
(MLP) is employed to determine the significance of each channel and propagate 
the learned weights back to the original feature map. Moreover, CBAM integrates 
channel attention and spatial attention to more effectively capture essential informa-
tion within the feature map. As for the Transformer, it utilizes a multi-head atten-
tion mechanism known as self-attention. This mechanism maps the input sequence 
into multiple projection spaces and performs self-attention calculations in each 
space. Consequently, it enables parallel computation of multiple self-attention heads,
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thereby enhancing the model’s representation capability across diverse positions and 
semantic levels. 

Given the versatility of attention mechanisms and their positive impact on the final 
detection performance, we incorporated the CBAM into the backbone network to 
augment the model’s representation capability and optimize its overall performance. 

27.5 Experiment 

In this section, we will present our experimental setup as well as the obtained 
results, and provide a comprehensive analysis. Initially, we performed experiments 
on the UAV Vehicle dataset to assess the effectiveness of the proposed method. 
Subsequently, we examined the operations that influence the performance of this 
method. 

27.5.1 Experimental Setting 

27.6 Implementation Details. 

ResNet50 [10] served as the backbone, with FPN [20] or PANet [11] used as the  
NeckNet. The model was initialized with a pre-trained ResNet50. Data augmentation 
techniques included random horizontal flipping and random 90–180-270 rotations, 
both applied with a probability of 0.5, to enhance the diversity of the dataset. The 
SGD + Momentum optimizer was employed for a single schedule of optimization 
consisting of 12 epochs. The initial learning rate was set to 0.0025, the batch size 
was 2, and the learning rate decay occurred at the 7th and 10th epochs, decreasing 
to 0.1. Weight decay was set to 0.0001, and the momentum was set to 0.9. The 
entire codebase was implemented using the Jittor framework, and the experiments 
were performed on a server equipped with 8 NVIDIA 3090 GPUs. Experiments 
were conducted to evaluate the replacement of PANet, MSPP module, SPP module, 
and the usage of CBAM attention mechanism. It should be noted that the model 
convergence phase refers to all epochs following the initial learning rate decay. The 
experimental results demonstrated that the model achieved the highest values for 
mAP50, mAP75, and mAP50:95 when employing PANet + MSPP + CBAM. 

Partition Protocol. 
The training set was split into two subsets: a training set and a validation set. The 

training set comprises 12,248 RGB images, whereas the validation set comprises 
3,065 RGB images. Within the training set, there are 106,534 instances of cars, 
2,465 instances of vans, 3,069 instances of buses, and 9,502 instances of trucks. 
Similarly, the validation set includes 26,956 instances of cars, 608 instances of vans, 
826 instances of buses, and 2,320 instances of trucks. All experiments in this paper
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were performed on the training set for training purposes and evaluated using the 
validation set. 

Evaluation Metric. 
Mean Average Precision (mAP) serves as the standard metric for evaluating algo-

rithmic detection accuracy on the UAV Vehicle dataset. mAP50 denotes the precision 
achieved when the predicted bounding boxes have an Intersection over Union (IOU) 
greater than 0.5 with the ground truth annotations. Similarly, mAP75 represents the 
precision obtained when the predicted bounding boxes have an IOU greater than 0.75 
with the ground truth annotations. The mAP50:95 calculates the average precision 
across the IOU range of 0.50–0.95, with an interval of 0.05. Specifically, mAP50 
represents the model’s standard detection performance, mAP75 reflects the accuracy 
of detection localization, and mAP50:75 signifies the overall detection performance 
of the model. 

27.6.1 Experimental Results and Analysis 

To validate the benefits of PANet in integrating feature maps from different levels, we 
conducted relevant ablation experiments (see Table 27.2). PANet exhibited improve-
ments compared to FPN, with a 0.89% increase in mAP50, 0.6% increase in mAP75, 
and 1.05% increase in mAP50:95. These results demonstrate the superior detection 
performance of PANet over FPN. Consequently, PANet was selected as the NeckNet 
for subsequent experiments.

To assess the effectiveness of MSPP, we performed corresponding ablation exper-
iments using the SPP module. Initially, we trained separate instances of PANet, one 
with the embedded MSPP module and the other with the embedded SPP module. 
Additionally, to introduce attention mechanisms and enhance the model’s represen-
tational capacity, we incorporated attention mechanisms into the blocks of ResNet50. 
The detection head utilized Oriented RCNN, while ResNet50 was employed as the 
backbone network. CBAM indicates the presence of the CBAM attention mecha-
nism in ResNet50. NeckNet represents the employed NeckNet architecture, which 
includes FPN and PANet. SPP indicates the utilization of the SPP module, which 
can be further categorized as either employing only max pooling or mixed pooling 
(see Table 27.2). The experimental findings revealed that MSPP outperformed SPP 
in terms of localization accuracy, achieving a 1.16% increase in mAP75 and a 0.6% 
increase in mAP50:95. Furthermore, there was a slight improvement of 0.05% in 
standard detection performance. However, solely embedding the CBAM attention 
mechanism in the model resulted in negative optimization due to the additional 
attention parameters, leading to overfitting in this task. In contrast, when the CBAM 
attention mechanism was embedded in the model with the MSPP module, the detec-
tion performance was further improved over the original model. This enhancement 
translated to a 0.72% increase in mAP50, a 0.6% increase in mAP75, and a 0.69% 
increase in mAP50:95. These results indicate that the MSPP module also serves as 
a regularization technique, enhancing the model’s detection performance.
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27.7 Conclusion 

This paper introduced a UAV Vehicle dataset that addressed the gap in vehicle detec-
tion using UAV remote sensing imagery at flight altitudes ranging from 250 to 400 m. 
Furthermore, extensive experimentation and quantitative analysis were conducted 
on the proposed method using the provided dataset. Through the evaluation of 
different modules, we obtained experimental outcomes for the model under various 
conditions, thereby substantiating the dependability and efficacy of the proposed 
approach. Consequently, this methodology offers a novel perspective for advancing 
high-precision and accurate detection in remote sensing vehicle detection tasks. 
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Chapter 28 
Research on the Application of QAR 
Decoding Technology in Civil Aviation 

Yongliang Chen and Lijun Wang 

Abstract The flight data and system parameters recorded in the quick access 
recorder of civil aircraft have become the basic basis for operation control and flight 
technology management, and also have a profound impact on the maintenance work. 
QAR (Quick Access Recorder) is an airborne flight parameter recorder for civil avia-
tion aircraft, which has the advantages of fast transmission, strong timeliness, and 
convenient extraction. This paper analyzes the experience and methods in actual trou-
bleshooting, extracts the effective information carried by the QAR data, and decodes 
and analyzes the recorded parameters, which can achieve accurate troubleshooting 
for aircraft maintenance, while reducing unnecessary maintenance work and compo-
nent errors. The replacement rate provides strong support and guarantees for aviation 
safety. 

28.1 Introduction 

There are two main types of flight data storage recorders: FDR (Flight Data Recorder) 
and QAR/WQAR (Wireless Quick Access Recorder). The “black box” FDR that 
people often hear is the earliest flight data recording equipment. The outer shell of 
the FDR is made of steel plates and multiple layers of thermal insulation and shock-
proof protective materials [1]. The data can be saved, but the flight data in FDR 
is difficult to obtain, so the Quick Access Recorder (QAR) came into being. With 
the development of science and technology, QAR data can be directly transmitted 
wirelessly after the plane lands, making data acquisition more convenient [2].
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28.2 Brief Introduction of QAR 

The aircraft communication addressing and reporting system ACARS transmits the 
monitoring messages in the data management unit (Data Management Unit, DMU) 
to the ground system through very high frequency (Very High Frequency, VHF) to 
become the original message. However, the ACARS message needs to pay a high 
usage fee when using it. If the message is extracted through the QAR data, the 
expenses of the airline in this part can be saved. Modern aircraft are equipped with 
QAR, which records 128 MB and can record continuously for 600 h. At present, the 
QAR equipment used by most of the Airbus aircraft of domestic airlines has been 
converted into a wireless type, that is, WQAR. The transmission method of flight 
parameter data has been changed from manually reading the PC card to wirelessly 
sending it to the ground base station through the SIM card. At the end of each flight 
segment, the WQAR device on the aircraft will send the recorded data of the flight 
segment to a dedicated server. After receiving the data, the ground base station server 
automatically imports the original data into the decoding software (such as AGS (Air 
Generation System), AirFase, etc.) for decoding, and obtains flight information, flight 
parameter data, charts, etc. [3]. In the decoding process, the QAR overrun event is 
obtained by comparing the flight parameter data with the monitoring standard. For the 
fault information or warning information of the aircraft, the maintenance department 
can download the QAR data from the server through the decoding software and 
decode it. QAR can collect more than 1,000 kinds of data at the same time, and 
continuously record up to 600 h of original flight data. Therefore, it can provide an 
important reference for aircraft status monitoring, assisting aircraft maintenance and 
troubleshooting, etc., in an all-round way [4]. 

28.3 Application of QAR in Aircraft Fault Analysis 
and Diagnosis 

In the process of fault analysis and diagnosis of aircraft systems, the fault 
phenomenon cannot be reproduced, and troubleshooting can only be carried out 
by relying on the information of the onboard maintenance system and the pilot’s 
dictation. In the process of flight driving, the amount of information that pilots need 
to monitor and analyze is very large, and they can only focus on the parameters to 
ensure flight safety. Therefore, the after-the-fact oral presentation cannot provide 
sufficient support for maintenance [5]. 

The QAR data of the aircraft can accurately reflect the operation status of various 
system components during the use of the aircraft. Airlines and maintenance orga-
nizations can monitor and analyze the data to understand the working status of 
the aircraft more accurately and in a timely manner. Repair [6]. Only take the 
A320s aircraft airspeed inconsistent fault monitoring application as an example. 
The airspeed indication system includes eight Air Data Modules, each ADM (Air
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Fig. 28.1 B-30EE aircraft airspeed data change curve 

Data Module) collects atmospheric data through pitot tubes and static pressure holes, 
converts it into airspeed data, and displays it on the cockpit indicating instrument. 
Every time the airspeed is inconsistent, the ADM accuracy test needs to be done 
when troubleshooting, which can easily lead to test errors, thus mistakenly replacing 
the ADM. 

As can be seen from Fig. 28.1, the difference between the left and right airspeeds 
reached 3kts, and the number of consecutive occurrences exceeded 10. The ADM 
accuracy parameters were added to the QAR data, and the decoding found that the 
total pressure ADM on the captain’s side was more accurate than other positions. The 
accuracy data of 2 is smaller than that of 2, so it can be preliminarily judged that the 
total pressure ADM on the captain’s side is abnormal. Through the QAR decoding 
analysis, the airspeed inconsistency fault can be effectively eliminated, which not 
only reduces the delay risk of flight operation but also improves the safety level of 
flight operation. 

QAR’s whole-course record of aircraft flight parameters and system operation 
parameters can make up for the insufficiency of the airborne maintenance system and 
pilot’s oral description, provide maintenance personnel with objective and compre-
hensive aircraft operation parameters, and reproduce the faults during the flight with 
data. Combined with information such as the fault code of the airborne maintenance 
system, and theoretical analysis based on the system principle, the source of the fault 
can be located and the right remedy can be achieved.
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28.4 Application of QAR in Auxiliary Aircraft 
Maintenance and Troubleshooting 

The structure of the aircraft system is complex. Using the results of QAR data analysis 
can effectively determine the true and false of the fault and improve the efficiency of 
troubleshooting. The use of QAR data to make fault judgments or conclusions should 
be cautious and objective, and should be verified by combining flight operations and 
fault descriptions in different flight stages, and must not be subjective [7]. Therefore, 
it is required to put the system operation situation reflected by each QAR parameter 
into a specific situation, and cannot regard the normal parameters under some special 
conditions as a fault condition. 

FCU1 (Flight Control Unit 1) FAULT failures are frequent in the A320 fleet, 
some of which belong to the false FCU1 FAULT mentioned by Airbus in ISI (In-
Service Information) 22.81.0009R0. Refer to Fig. 28.2 by analyzing the QAR/Digital 
Flight Data Recorder decoded data, it can effectively identify whether the false FCU1 
FAULT fault. Because the false AUTO FLT FCU1 FAULT (Auto Flight Flight Control 
Unit 1 Fault) is generated with the push-in or pull-out action of the ALT SELECTOR 
(Altitude Selector) switch, it is possible to identify whether a certain FCU 1 FAULT 
is mentioned in ISI22.81.0009R0 by observing the operation of the switch at the time 
of the fault. false faults. 

In the QAR/DFDR data, find the moment when the fault occurs, and observe 
whether the related Autopilot /Flight Director vertical guidance mode parameters 
change before and after this moment. We can judge whether there is a push-in or 
pull-out action of the ALT SELECTOR switch by observing whether the AP/FD 
(Autopilot/Fight Director) vertical guidance mode parameters change.

Fig. 28.2 Fault display of FCU on ECAM (Electronic Centralized Aircraft Monitor)
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Fig. 28.3 B-8547 aircraft QAR data analysis

1. When the AP/FD vertical guidance mode is Climb or DES (Descent), when the 
parameter changes from 0 to 1, it means that the ALT selector switch is pressed 
at this time. 

2. The AP/FD vertical guidance mode is OPEN CLB or OPEN DES. When the 
parameter changes from 0 to 1, it means that the ALT selector switch is pulled 
out. 

Because the false AUTO FLT FCU1 FAULT is generated with the push-in or pull-
out action of the ALT SELECTOR switch, it is possible to identify whether a certain 
FCU 1 FAULT is mentioned by ISI22.81.0009R0 by observing the operation of the 
switch at the time of the fault. false faults. In the QAR/DFDR data, find the moment 
when the fault occurs, and observe whether the related AP/FD vertical guidance 
mode parameters change before and after this moment. For example: 

i. When the AP/FD vertical guidance mode is CLB or DES, when the parameter 
changes from 0 to 1, it means that the ALT selector switch is pressed in at this time; 

ii. The AP/FD vertical guidance mode is OPEN CLB or OPEN DES. When the 
parameter changes from 0 to 1, it means that the ALT selector switch is pulled out 
at this time. 

Note: When the target altitude and the actual flight altitude of the aircraft are 
not much different, the aircraft may maintain the current vertical guidance mode, 
resulting in no change in the parameters of the vertical guidance mode. 

Note: Refer to AMM22-12–00 for AP/FD vertical guidance mode. 
We can judge whether there is a push-in or pull-out action of the ALT SELECTOR 

switch by observing whether the AP/FD vertical guidance mode parameters change. 
When the system monitors an AUTO FLT FCU 1 FAULT warning, or the crew reports 
an AUTO FLT FCU 1 FAULT warning in the air, it is necessary to identify whether 
it is a false fault caused by the crew operating the ALT selector:
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Fig. 28.4 B-8547 aircraft FCU monitoring failure 

1. Check with the crew the timing of the warning—that is, whether the warning 
appears after the crew actuates the altitude selector. If it is confirmed that the 
ALT selector switch operates, it can be judged as a false fault. 

2. Print the post-flight report and record the UTC (Universal Time Coordinated) 
time when the fault occurred. (You can also find the time when the warning is 
triggered through the FIADA (Feeling Information And Diagnosing Aircraft) 
system). 

3. In the QAR/DFDR decoding data, find the moment when the fault occurs, and 
observe whether the relevant AP/FD vertical guidance mode parameters change 
before and after this moment. 

The fault occurs in the cruise phase. When the fault occurs, the AP/FD vertical 
guidance mode parameters change, indicating that the ALT SELECTOR switch is 
operated, so it can be judged that this AUTO FLT FCU1 FAULT is a false warning. 

It can be seen from Figs. 28.4 and 28.5, for the troubleshooting of some difficult 
faults, using QAR data for analysis can accurately point to the source of the fault, 
faithfully reproduce the fault situation, and confirm the fault condition and envi-
ronment. Of course, this also puts forward higher requirements for troubleshooting 
personnel, requiring them to be familiar with the principle of the system, understand 
the operation of the system during the entire flight process, and the support that QAR 
data can provide, so that they can effectively use QAR to find the source of the fault 
and get Troubleshoot.

28.5 The Role of QAR in Fault Prevention 

QAR also plays an important role in the early monitoring of faults. The failure of 
inconsistent airspeed is one of the failures that each maintenance base attaches great 
importance. It not only brings great pressure to flight operation but also has a serious 
impact on flight safety. Therefore, when the failure of inconsistent airspeed occurs, 
it is very easy to cause flight delay. The airspeed indication system includes eight 
ADMs. Each ADM converts the atmospheric data collected through the pitot tube and 
static pressure hole into airspeed data and displays it on the cockpit console. For each 
failure of inconsistent airspeed, an ADM accuracy test is required for troubleshooting, 
and this test is sensitive to equipment and instruments. If the equipment accuracy is 
not high, it is easy to lead to test errors, thus replacing ADM by mistake, resulting 
in an increase in the cost of air materials.
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Fig. 28.5 B-8547 aircraft QAR data analysis

In August 2020, flight CZ6773 (Haikou Guangzhou) will be executed, and the 
crew will report that the airspeed of the right seat is lower than that of the F/O and ISIS 
(integrated standby instrument) up to 40 knots when the runway of Haikou Airport 
runs at a high speed (the airspeed is more than 100 knots). After the AP (autopilot) is 
switched on, ECAM has an airspeed inconsistency warning, and the crew presses the 
ECAM prompt to set the right seat atmospheric data conversion switch to position F/ 
O 3 (that is, the data of ADR3 used by the copilot) until landing. During this period, 
there is no other abnormal indication or information in the cockpit, and the altitude 
indication is normal throughout the whole process. 

The Fig. 28.6 decoding counter checks the previous flight. On August 13, the 
difference between the left and right airspeed of the aircraft was large, about 5 kts 
(standard 6 kts). Therefore, the fault can be detected in advance. 

Fig. 28.6 B-8638 Left and right airspeed data change curves
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Fig. 28.7 DAR decoding B-8639 aircraft ADM accuracy data 

With the support of a large number of QAR data and the analysis of flight speed 
data before the failure, most of the inconsistent airspeed failures can be warned in 
advance. Through the statistical analysis of big data, we can determine the threshold 
value of the average value of the difference between each two airspeed values and the 
threshold value of the frequency of continuous occurrence of the maximum difference 
value. Finally, the airspeed monitoring threshold is formed. 

By determining the monitoring logic of each speed interval and airspeed differ-
ence, it is possible to give early warning to the faults of aircraft with inconsistent 
airspeed; By determining the ADM accuracy difference threshold, it can be accurately 
determined which ADM caused the failure of inconsistent airspeed, thus reducing 
the false removal rate of ADM. 

Through the above monitoring logic, we have carried out a logical inspection of 
the air speed inconsistency faults since 2018. The results show that about 90% of the 
faults can be found in advance, indicating that the reliability of this set of monitoring 
logic is good. 

The threshold set by QAR monitoring data can be used to give early warning 
through monitoring logic, accurately determine the fault source, prevent the occur-
rence of faults in advance, and reduce the occurrence of Aircraft On Ground events 
(see Error! Reference source not found.). 

Airspeed is a very important flight parameter. Abnormal airspeed of A320s aircraft 
may cause serious flight accidents, and it is difficult to completely eliminate abnormal 
airspeed faults through ground inspection Aiming at the problems of high frequency 
of airspeed anomalies, multiple fault types, great impact on flight safety, and heavy 
burden on pilots to deal with after airspeed anomalies, the project adopts big data 
analysis method to develop the difference monitoring logic of airspeed in different 
speed intervals, which can find 90% of inconsistent airspeed faults in advance. By 
adding ADM accuracy parameters and developing the ADM accuracy difference
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threshold, the fault source can be effectively determined, the false removal rate of 
ADM can be reduced, and the cost of air materials can be saved. Later, this project 
will continue to track more fault cases, improve the monitoring logic, and finally 
promote it to China Southern Airlines A320s fleet, to improve the safe height of 
aircraft operation. 

28.6 The Application of QAR in Ensuring Aviation Safety 

The GPS (Global Positioning System) system needs to connect 4 satellites for accu-
rate positioning [8]. After the connection, the GPS system enters the normal naviga-
tion mode. GPS signals are low-power signals. It is equivalent to the energy emitted 
by a 60W light bulb located more than 20,000 km from the earth’s surface. GPS 
signals are susceptible to interference from any terrestrial signal sources emitting in 
the GPS L1 band (1575.42 MHz ± 10 MHz) located near the aircraft, resulting in loss 
of GPS data and a significant risk to flight safety. Using QAR data to carry out GPS 
signal loss analysis and accurately obtain the time, latitude, longitude, altitude, and 
other data of GPS signal loss and recovery, it can effectively improve the efficiency 
and timeliness of manual investigation of GPS signal interference sources, thereby 
reducing the hidden dangers of civil aviation flight safety. 

The base station uses the AGS system to decode and analyze the raw QAR data 
received every day and uses the AGS to write the GPS signal loss monitoring event. 
When the judgment logic is satisfied during the decoding process, the GPS signal loss 
event will be triggered and the signal will be lost. Key parameters such as latitude, 
longitude, altitude, and speed at the moment are reserved and stored. By analyzing 
the performance of GPS signal loss in QAR data, and using GPS-related parame-
ters recorded in QAR, a GPS signal loss monitoring program has been developed. 
Frequency analysis, the research results provide accurate positioning information 
for later elimination of interference sources, thereby significantly improving the 
efficiency of investigation and reducing flight safety hazards (see Fig. 28.8).

28.7 Problems Faced by QAR Data Application 

The decoding and analysis of QAR data plays an increasingly important role in 
troubleshooting, and it provides strong technical support for maintenance personnel. 
Maintenance engineers should not only have a deep understanding of the aircraft 
operating system but also focus on summarizing and exchanging troubleshooting 
experience. They also need to master the parameters and characteristics provided by 
QAR, analyze the causes of failures behind the data, and cultivate the awareness and 
skills of using QAR for troubleshooting [9]. The analysis results of QAR data can 
not only improve the accuracy of fault location but also fundamentally improve the 
efficiency of aircraft maintenance work and reduce the waste of aviation materials
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Fig. 28.8 A320 GPS signal interfered data graph

and human resources; the use of QAR data can effectively evaluate flight safety: a 
certain The analysis and evaluation of typical unsafe events, such as heavy landing, 
low-altitude wind shear, and overrunning the runway, are of great significance to the 
realization of flight quality monitoring and the improvement of airline flight quality. 
Ensuring the safety level of flight operations enables airlines to target Measures to 
improve the level of flight safety should be formulated accordingly [10]. Improve the 
safety and reliability of civil aviation flight and help airlines obtain better benefits. 
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Chapter 29 
Design of Business Application System 
Based on WeChat Mini-Program 

Wenbin Yuan, Siyu Du, Tao Jiang, Yifeng Zhang, and Zhibin Li 

Abstract With the growth of traditional e-commerce platforms sluggish, flexible, 
compact, and convenient diversified demands are rising day by day. This project uses 
the mini-program launched by the WeChat platform as a carrier to realize a “Silk 
Road Shop” business service platform under the “new retail” model. While providing 
users with a shopping system that is convenient, fast, and low in memory consump-
tion, it also provides a new channel for the transformation of offline merchants. 
By adopting the WeChat MINA framework for customer construction, JavaScript 
language is used to realize functional logic. The back-end development adopts the 
MVC development mode, MySQL is selected as the project database technology, 
and the online simulation debugging shows that the system meets the requirements 
of the design goal. 

29.1 Introduction 

With the continuous improvement of network facilities, the promotion of third means 
of payment and the rapid development of the logistics industry, traditional offline 
stores urgently need to transform to meet the shopping needs of users under the
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“new retail” model. At the beginning of the birth of e-commerce, it emerged in the 
form of web pages. Although it satisfied users’ online shopping experience, due to 
the majority of operating platforms being PC platforms, its portability experience 
was reduced. Later, with the continuous development of smartphones, e-commerce 
began to shift to apps on mobile platforms, further improving convenience. With 
the increasing competition in e-commerce, there are various types of shopping apps 
and unique services. For most consumers, there are few opportunities to use some of 
these features, but sometimes they have to use them, which leads to excessive waste 
of mobile phone resources. Developing and maintaining a practical and stable app 
is too expensive for most offline physical stores. In addition, it is extremely difficult 
to attract and promote a new type of app during this traffic saturation stage. At 
present, the shopping platform developed with APP as the carrier occupies a dominant 
position in the field of e-commerce, and its business model is still the traditional B2C 
model. The biggest problem with this model is that it bypasses offline physical stores 
and does not solve the problem of the gradual separation of users and merchants under 
the “new retail” model. With the launch of the WeChat Mini-Program, there are new 
solutions to the above problems. Compared to apps, WeChat mini-programs are a 
brand new way to provide services to users. His efficiency and convenience have 
been further improved. This is mainly reflected in the fact that users do not need to 
download and install, and do not need to occupy too much memory to obtain and use 
mini-programs. The entire process can almost be considered as out of the box, and 
the stability and security of the mini-program have not been reduced as a result. 

The “Silk Road Shop” project is a business service platform developed on the 
platform of WeChat Mini-Program. The project made full use of the WeChat Mini-
program’s large number of users, convenient operation, and low memory consump-
tion. It successfully attracted the attention of consumers and quickly opened up 
the market. While supporting online shopping, the system will also recommend 
surrounding offline physical stores to users, so as to shorten the distance between the 
two. It not only meets the online shopping needs of modern people but also provides 
a solution for the transformation of traditional shops. 

29.2 Development Platform 

Since its launch in 2017, the WeChat Mini-Program has been favored by a large 
number of users for its features such as simple use, low memory consumption, and 
good stability. All kinds of applications have moved to the WeChat Mini-program 
market. In order to promote the further development of the mini-program ecology, the 
WeChat team launched a “developer tool” specifically for developing mini-programs 
[1]. As the development platform of this project, “Developer Tools” provides a 
set of MINA (Multipurpose Infrastructure for Network Applications) frameworks 
including various API interfaces, which is the only optional architectural method 
for the development of mini-programs. The MINA framework is a framework with 
a three-layer structure, which is composed of view layer, logic layer, and system
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layer. Its essence is a data binding mode, that is, the MVVM (Model–View–View-
Model) mode. The data binding mode is optimized from the classic MVC (Model-
ViewControl) mode, using this method can make the data and view consistent easily 
[2]. The frame diagram of MINA and the example diagram of MVVM mode are 
shown in Figs. 29.1 and 29.2, respectively. 

As shown in Fig. 29.1, the MINA framework mainly includes the view layer, 
logical layer, and system layer. 

The development of the view layer utilizes the WXML language optimized by 
the HTML language and a series of basic components. Developers use WXML files 
to construct the basic view structure of the page and use WXSS files to control the 
presentation style of the page. As shown on the visual layer, the basic units used are 
a series of basic components. The general steps of the entire display process are as 
follows: first, the data is processed by the logical layer; then sent the processed data 
that needs to be displayed to the viewing layer; and finally, basic components are 
utilized to achieve data display. 

The development of the logic layer uses JavaScript language. Based on JavaScript, 
the WeChat team has made some improvements to improve the efficiency of devel-
oping mini-programs. The main modifications include using application and web

Fig. 29.1 MINA framework 

Fig. 29.2 MVVM pattern 
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page methods to register programs and web pages; provide rich APIs, such as WeChat 
Pay and other specific functions; each page has an independent scope and provides 
modular functionality. 

The system layer is a relatively vague concept, different from the view layer and 
logic layer. The system layer has strong functionality, and its functions are diverse 
and complex. Overall, the system layer is equivalent to a data cache, similar to the 
design of a computer CPU. Due to the fast data processing speed of the logical layer 
and server, there is no direct data transmission between the view layer and the logical 
layer, and they are cached and retrieved through the JSBridge in the system layer. 
The functions of the system layer are not singular, including data storage, network 
request initiation, and some WeChat-specific functions. In addition, app. wxss, app. 
js, and app. json are global system files that form the main part of the mini-program 
and are all configured under the root directory. Js and json are files responsible for 
the logic and public configuration of the mini-program, and are essential files for the 
mini-program. Wxss is responsible for the public stylesheet of the mini-program, 
and is not a required file. 

The MVVM mode is shown in Fig. 29.2. MVVM, also known as the Model– 
View–ViewModel, is essentially an improved version of MVC. View refers to the 
page you see. The view model is the core of theMVVM pattern and serves as a bridge 
connecting views and models. It has two directions: one is to convert the model into 
a view, that is, to convert the data transmitted by the backend into the page it sees. 
The implementation method is data binding. The second is to convert the view into 
a model, that is, to convert the page you see into backend data. The implementa-
tion method is: DOM event listening. Both directions are implemented, which we 
call bidirectional binding of data. The MVVM pattern helps to clearly separate the 
business and presentation logic of an application from the user interface (UI). Main-
taining a clear separation between application logic and UI can help solve many 
development problems and make applications easier to test, maintain, and evolve. It 
can also significantly improve code reuse opportunities and allow developers and UI 
designers to collaborate more easily when developing their respective parts of the 
application. 

29.3 Technical Solution 

29.3.1 Client Program 

The main content of client development is the page layout of the view layer and the 
writing of data processing methods in the logic layer. In the process of client devel-
opment, we adopt an object-oriented program development scheme. In the context 
of this scheme, we regard each display interface required in the applet as the smallest 
unit. In this way, in addition to the theme files required for global configuration, the
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root directory of the applet also contains subfolders responsible for the display func-
tions of each page [3]. The MINA framework used by the applet is mainly composed 
of four files, namely app.js, app.json, app.wxml, and app.wxss. Among them, the 
first two are respectively responsible for the definition of the applet logic and the 
configuration of public parameters. These two belong to the main file of the entire 
project and exist in various folders in the project. The latter two only exist in the 
subfolders of each page, and the wxml file plays a major role in it, which determines 
the display structure of the page to which it belongs. The basic unit of wxml file 
to realize the function is “functional component”. The file binds the components 
with data and transmits the bound information to the logic layer through the system 
layer. The app.js file in the logic layer processes relevant information and returns 
the processing results to the view layer through the system layer. The wxml file 
will call related components to refresh the page display according to the processing 
information. The wxss in the view layer is an additional file used to assist wxml to 
implement functions and is not a required file in the project [4]. 

29.3.2 Database Scheme 

The design of this project includes functional modules related to data management, 
such as user information management, order generation, and product information 
storage. In order to ensure the security and stability of information storage and 
usage, a reasonable database solution must be adopted during backend development. 
At present, there are two main database technologies, which can be divided into 
relational database and non-relational database according to the different ways of 
data storage. The most typical structure of relational database technology is a table, 
which is usually a data set composed of two related quantities [5]. Its advantages 
mainly include consistent format; simple operation and universal SQL language; 
can support complex queries. However, it only applies to situations with low data 
volume. 

Strictly speaking, non-relational database technology cannot be regarded as a kind 
of database, because this kind of technology only applies a data-structured storage 
method. This has the advantages of flexible storage format and fast read/write speed. 
Compared with relational database technology NoSQL, it can not only use hard 
disk as a carrier but also use random access memory (RAM) for high scalability. 
The disadvantage is that the cost is high; the data structure is complex and does not 
support complex queries. 

By analyzing two database technologies and combining the characteristics and 
functional requirements of the mini-program itself. It is more appropriate to select 
relational database. This project selects MySQL database in relational database. 
Because the data required by the mini-program is not large, MySQL can well meet 
this requirement. And, its lower maintenance cost and convenient usage can further 
reduce the cost of mini-programs and increase the user and merchant experience [6].
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29.3.3 Payment Scheme 

Due to the consideration of the entire transaction process, this project has selected 
WeChat payment technology provided by the WeChat team as the payment method. 
The use of WeChat payment technology can easily enable users to complete a closed-
loop transaction and achieve the monetization of social e-commerce. 

Unlike our understanding of the types of WeChat payments in daily life, the 
classification of WeChat payments during the development process is no longer 
as simple as actively scanning or being scanned. During development, there are 
mainly four channels: APP, applet, WeChat internal browser, namely, WeChat official 
account, and WeChat external browser. When developing mini-programs, if you need 
to use the WeChat payment function, you can directly call the wx.requestPayment 
interface. 

29.4 Systems Design 

29.4.1 System Function Requirements Analysis 

By analyzing the business process of the system, we can conclude that the core 
objects in the entire business process mainly include users, system front-end, system 
server, WeChat server, and local cache. Combined with the data flow of running 
the mini-program, we can divide users into tourists and loggers. When using the 
mini-program, tourists can open the mini-program and perform basic functions such 
as page browsing. When users want to modify their personal information and place 
orders for services such as purchasing, they are required to log in. Thus, the function 
Use Case Diagram of the applet client user’s system can be classified and listed, as 
shown in Fig. 29.3. 

The front-end design of this project adopts an object-oriented programming 
concept. Firstly, an overall analysis of the system functions is conducted to clarify the

Fig. 29.3 Address scrolling selector 



29 Design of Business Application System Based on WeChat Mini-Program 335

functional requirements that the system needs to achieve. On this basis, development 
is carried out in modules, making full use of typical object-oriented development 
methods such as encapsulation and inheritance, so that each module can meet the 
technical specifications. During the design process, it is required that there should be 
no repetitive functions between functional blocks, and the functional blocks should 
be refined as much as possible to ensure that the entire project runs on each func-
tional block as a basic unit, avoiding repetitive development and greatly improving 
the reliability and usability of the program. Finally, organize and integrate various 
modules to make the entire system structure clear and easy to manage. 

29.4.2 Overall System Architecture 

The “Silk Road Small Shop” business enterprise service platform is divided into 
three layers in terms of system architecture, including the view layer, logic layer, and 
system layer. The view layer, as the front-end part of the client, is a direct place to 
achieve page rendering and page interaction. The reasonable design of the view layer 
directly affects the user experience. The logical layer serves as the service center of 
the entire project architecture, and the logical processing and data calls required for 
page interaction and page display are all implemented in this layer [7]. The system 
layer is a relatively abstract concept, and there is no direct data exchange between 
the view layer and the logic layer. All data exchange requires the system layer as a 
transit station. 

29.4.3 System Functional Design 

Before conducting system functional design, my team conducted thorough market 
research and feasibility analysis while also taking into account the customer needs 
under the current “new retail” model in China. The core functional modules of the 
system are shown in Fig. 29.4. The core functions of this project were determined 
to include product information display, order generation, user information manage-
ment, order payment, and nearby recommendation functions. The most distinctive 
feature among them is the recommendation function of nearby shops. Through the 
built-in GPS positioning function of WeChat, “Silk Road Shop” can recommend rele-
vant information of nearby franchise shops to users [8]. This can effectively solve the 
problem of gradually separating users from offline physical stores in the “new retail” 
environment. After the functional design is completed, functional modules need to be 
divided, which is the basic idea of object-oriented programming methods. By subdi-
viding each function into multiple distinct functional units, not only can resource 
waste caused by repeated development be avoided but also program availability can 
be increased [9].
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Fig. 29.4 System function module 

29.5 System Simulation and Operation 

Due to the WeChat developer tool’s built-in real machine simulator, the simulation 
process can be directly conducted on the open platform without the need to purchase 
different models for related operations. Through a real machine simulator, we can 
simulate the relevant operations performed by users during use. Users can access the 
mini-program through WeChat’s built-in scanning or search function. After entering 
the mini-program, they will receive a temporary account without real name authenti-
cation [10]. By clicking the “My” button, you can enter the user information manage-
ment interface for real name authentication. Only authenticated accounts can be used 
for placing orders, making payments, and other operations. By clicking on the menu 
bar directly below the page, users can view product categories, manage shopping 
carts, obtain information about nearby stores, and manage shipping addresses. After 
all the information is filled in, the JavaScript file will use the API to retrieve the 
user’s token information. If the user is not logged in, or if the token information has 
expired. The JS file will once again use the ShowModel function to pop up a prompt 
box indicating that the user’s password is invalid. Details are shown in Figs. 29.5 
and 29.6.
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Fig. 29.5 Address scrolling selector 

Fig. 29.6 Password failure display 

29.6 Conclusion 

The “Silk Road Shop” business enterprise service platform based on WeChat Mini-
Programs fully utilizes the advantage of a large number of WeChat client users. 
This reduces the high costs required for early drainage and facilitates the promotion 
of enterprises. At the same time, mini-programs quickly gained popularity among 
users due to their convenient use and low memory consumption [11]. The “Silk Road 
Shop” not only provides the necessary online shopping needs of the current consumer 
group but also enhances the connection between consumers and offline stores. Thus, 
providing new channels for the transformation of enterprises under the “new retail” 
model. In the development of the system, using WeChat supporting developer tools
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not only enhances project compatibility but also further reduces the difficulty of 
development. This enables the system to achieve the expected goals at a lower cost. 
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Chapter 30 
Influence on QoE in Different Physical 
Environments for PUBG Game 

Sohail Basheer, Asif Ali Laghari, Muhammad Ibrar, Zuhaib Phul, 
and Mansoor Ahmed Khuhro 

Abstract The gaming industry is growing daily, and gaming traffic is now a signifi-
cant part of internet traffic. Gaming is continuously moving from desktop to portable 
devices through cloud environments. Game development organizations are gener-
ating vast amounts of revenue through these games. PUBG is a world-renowned 
online game popular among all age groups, especially teenagers. People play games 
anywhere as per their choice and availability of time. In this research, we invite 
PUBG game players to play games in different physical environments, like while 
traveling by Car or through Public Transport and while staying at home or during a 
visit to the park. We assess Quality of Experience (QoE) through the International 
Telecommunication Union (ITU) scale. Data was collected through a survey form, 
and collected data was analyzed through SPSS. Two variables are the Game’s Speed 
and the Satisfaction Level with given physical environments. Results show that the 
QoE is high in the home physical environment over a WIFI internet connection for 
both variables. Researchers assess the user QoE in different environments, such as 
on Desktops, Mobile phones, or different machines of different configurations. Still, 
researchers have yet to work on the QoE of a game’s players who play the game in 
the physical environment. Users rate the game on Google Play Store. Currently, no 
method exists to check the user’s physical background. This research will help Game 
development organizations to look into the reason for a low rating due to players’ 
comfortable physical zone.
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30.1 Introduction 

Online gaming is going popular nowadays among all age groups peoples, especially 
teenagers. PUBG (Player Unknown’s Battleground) is one of them [1]. It is a mission-
based game where a team has to fight until they remain alone on the battlefield [2]. 
PUBG was officially developed and launched by PUBG Corporation in December 
2017. The idea of this game is based on a movie named “Battle Royale” released in 
Japan. This game provides a virtual battle environment where a team of people fights 
against each other at the end remaining person or team will declare as winner team. 
It was PC-based game. Later, its mobile version was introduced, which increased 
its popularity and rating. Its rank is greater among world-renewed games [3]. It has 
been downloaded over 500 million times from Google Play Store [4]. 

The average daily user of PUBG games is 1,57,230 [5]. PUBG generated 24 
million dollars in revenue in December 2021 [6]. The trend of online gaming is 
increasing day by day. There are all types of traffic moving through the internet. 
Now gaming traffic has a significant part of internet traffic [7]. There are many ways 
of generating income through gaming; one way of earning money is by selling in-app 
features of Google Play Store, which is also done by PUBG corporation [8]. It is 
estimated that mobile game application revenue is about $69.7 billion through in-
game advertising; it may rise to more than $188.9 billion. Compared to conventional 
or digital purchase systems, the in-game purchase is more relevant to game players’ 
commitment to the game [9]. 

Speed of internet connection is the key term for online gaming. Due to the porta-
bility property of mobile phones, gamers can play games everywhere. Game players 
use different internet connectivity options, like 4G depending upon the local envi-
ronment [10]. Many types of high-speed networks, like 3G, 4G (LTE), and 5G, are 
available for online gaming and video streaming to be used anywhere and anytime 
through wireless communication devices [11]. 

Existing solutions only cover QoE of gaming in different environments like 
desktop, mobile, cloud, and on different devices, but they do not cover QoE in 
different physical environments. Here our main objective is to assess PUBG game 
players’ QoE in different physical environments concerning the Game’s Speed and 
Level of Satisfaction. This research is limited to four physical environments for 
playing the PUBG game, like traveling in a car or public transport and staying at 
home or in public parks. We provide a way to assess user QoE in these physical 
environments. This method will be beneficial to assess the actual QoE due to the 
user’s existing physical environment.
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30.2 Literature Review 

Several researchers have suggested that the architecture of games can improve the 
QoE [12–14]. It also improves the level of optimization [15]. Different researchers 
work on the quality of experience of games like Subway Surfers, Need for Speed, and 
Underground II in different environments. They found different results on Desktop 
PC and mobile devices [16]. In-home game streaming and online gaming are two 
modes of game playing. In which QoE was conducted, results show that game players 
preferred online gaming over in-home streaming [17]. Online game players show high 
expectations about the quality of services from the game operator. Game operators 
take care of those things, which can affect QoE. These studies suggest that gaming is 
moving from traditional PC-based gaming toward mobile gaming, so there is a need 
to explore the QoE of the quality of the game and user behavior [18]. 

QoE is the key term to determine the quality of the game. Online gaming requires 
real-time interaction between players; unfortunately, players are not satisfied with 
the quality of services. Twelve million sessions of online games were recorded, of 
which 7.12% of sessions were terminated not in the normal way, and 13% of users 
suffered from resynchronization issues at least in one location [19]. 

With the popularity of mobile phones, users of online games have increased. 
Some online game players prefer massively multiplayer online role-playing games 
on their mobile phones. To explore user behavior, a tree model was presented. Game 
players have some pre-consideration of the game. Their proposed decision model 
shows 85.62% accuracy of predictive rate about the game player decision [20]. The 
PUBG game is heavy; it requires more storage area, RAM, and processing power. It 
is tested and found that Samsung S9 Plus is better than iPhone X by user experience 
[21]. Online gaming and live streaming are open research areas where QoE is a 
measure for continual improvement. QoE suggests that the PUBG mobile platform 
is an excellent choice for playing games [22]. 

PUBG is considered a best-selling gaming application, continuously working to 
meet the demand of its user. Factors that affect user experience are player interest, 
motivation, addiction, and behavior [23–25]. Minor changes in elements of the game 
have an impact on players’ experience and emotions [26]. After getting easy access 
to a high-speed internet connection, Massively Multiplayer Online Role Playing 
Games (MMORPG) like PUBG became more popular among game players. People 
who play these types of games from different locations have different cultural values, 
impacting different game players, like speaking a foreign language, tolerating differ-
ences, accepting defeat, etc. [27]. PUBG is a third-person shooter game. Its QoE was 
accessed based on three subscales GUESS-24, ENJOY, and UEQ-s [28]. 

Psychological effects on the game player are common questions raised by the 
scientific community and the public. To overcome this conception, a study was 
conducted to suggest that game players are critical thinkers. Results show that the 
game players who design games prefer to play games on personal computers, and 
the game players, which not design games prefer to play games on a mobile device 
[29].
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Gaming development industries include many things in the game, like the dissem-
ination of games and cultural influence [30]. Many random factors, such as player 
skills, can affect a player’s ability, locations, play zone, airdrop, and accuracy of the 
weapon [31]. 

30.3 Experimental Methodology 

We study related QoE-based research papers to access the QoE in different environ-
ments. After the study of related data, a survey form was prepared. We gathered data 
from thirty PUBG players who were willing to experiment. We offer different phys-
ical environments (Car, Public Transport, Players’ own Homes, and Parks/Public 
places) to play the PUBG game. A survey form fills by the game player. QoE as 
feedback from the game player was recorded according to the provided physical 
environment given in Figs. 30.1, 30.2, 30.3, and 30.4, respectively, for two variables: 
the Speed of the Game and Level of Satisfaction. Users also tick the type of internet 
connection that they use for the experiment, as shown in Table 30.4 and Fig. 30.9. 

Later we assign a rating scale to the Level of Satisfaction and Speed of the Game 
according to user experience. ITU scale is used to assess the QoE of users is given 
in Table 30.1 [32].

SPSS is a widely used statistical analysis software for data entry, calculation, and 
analysis of data. SPSS used to analyze and finalize the data. SPSS was used to keep 
survey form data in tabular form. We calculate the score of each experience, i.e., 
Speed of the Game and Level of Satisfaction in different physical environments. We 
calculate the mean score to obtain the single value of experiences of each group. For a

Fig. 30.1 Playing PUBG 
game while traveling in 
vehicle by using 3G/4G 
internet connection
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Fig. 30.2 Playing PUBG game in park/public place by using 3G/4G internet connection 

Fig. 30.3 Playing PUBG game in public transport by using 3G/4G internet connection

better understanding graph of each variable is also generated, as shown in Figs. 30.5, 
30.6, 30.7, and 30.8.
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Fig. 30.4 Playing PUBG 
game at home by using 3G/ 
4G or WiFi internet 
connection

Table 30.1 ITU scale 

Quality Excellent Good Fair Poor Worst 

Score 5 4 3 2 1

Fig. 30.5 Speed of game (different physical environments)

30.3.1 Data Collection 

The data is collected from PUBG game players after playing PUBG games in different 
physical environments—collected through a survey form of willing game players.
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Fig. 30.6 Level of satisfaction (different physical environments) 

Fig. 30.7 Comparison of speed of game and level of satisfaction (different physical environments)

30.4 Results and Discussion 

Here we have four physical environments Own Vehicle, Public Transport, Home, and 
Public Place or Park, and two variables, Speed of Game and Level of Satisfaction, 
with thirty sample sizes. 

Each variable has 30 values for each environment taken from the survey form. 
SPSS is considered a good tool for data analysis. Collected data put to SPSS sheet 
for calculation of mean score and standard deviation for data analysis and interpre-
tation. We have calculated the mean score and standard deviation of each physical 
environment, also given in Tables 30.2 and 30.3. Table 30.4 shows the type of internet 
connection of the sample size.



346 S. Basheer et al.

Fig. 30.8 Standard deviation graph of both variables (speed of game and level of satisfaction) 

Fig. 30.9 Type of internet connection of sample size (in different physical environments)

Table 30.2 Speed of game (in different physical environments) 

Own vehicle Public transport Home Public place/park 

Mean 3.97 2.57 4.87 4 

Std. Deviation 0.320 1.040 0.346 0.455 

Table 30.3 Level of satisfaction (in different physical environments) 

Own vehicle Public transport Home Public place/park 

Mean 3.97 2.03 4.93 3.70 

Std. Deviation 0.615 0.890 0.254 0.702
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Table 30.4 Type of internet connection (in different physical environments) 

Own vehicle Public transport Home Public place/park 

3G 04 05 0 04 

4G 26 25 03 25 

Wifi 0 0 27 01 

With the help of mean score and standard deviation values, graphs are designed 
as Fig. 30.5 Speed of game and Fig. 30.6 Level of Satisfaction, Fig.  30.7 Comparison 
of both variables, and Fig. 30.8 standard deviation score. Figure 30.9 shows the type 
of internet connection of the sample size. 

After calculating mean score as shown in Tables 30.2 and Table 30.3, which is 
based on the player’s QoE of different physical environments (Car, Public Trans-
port, Home, and Parks) and type of internet connection, we develop a graphical 
representation of results for better understanding. 

Figure 30.5 indicates that the Speed of the Game is better in the Home environment 
than in other physical environments. Figure 30.6 shows that the Level of Satisfaction 
is better in the Home environment than in other physical environments. Figure 30.7 
shows the comparative scheme of the Speed of the Game and the Level of Satisfaction 
of game players, which shows that the Speed of the Game and Level of Satisfaction of 
both QoEs are high concerning other physical environments. Figure 30.8 shows varia-
tion in QoE in different physical environments for both variables, i.e., Speed of Game 
and Level of Satisfaction. Figure 30.9 shows the type of internet connection which 
game players used during the experiment. Mobile data 4G seems common outside of 
the home environment, and the ratio of 3G is less than 4G. WiFi commonly used in 
home environments. The game player’s QoE is high over a WiFi internet connection. 
Many factors affect results. Speed of internet connection, 3G/4G coverage area, and 
variation in signal strength due to traveling, commonly known as handoff in telecom-
munication. The Hardware configuration of the cellular device and signal strength 
also plays an important role in QoE. 

Survey form data is kept as records for authenticity and reliability, and photographs 
of willing game players have been taken. Collected data is processed, elaborated, and 
analyzed. If game players have a good configuration phone, then the speed of the 
game and level of satisfaction of game players increase. At the same time, if users 
have good configuration devices but are present in a crowded area or uncomfortable 
zone like traveling on public transport, then QoE will get worse. Hence, the above 
facts and figures show that user QoE differs for all environments. Here, we found that 
Game Player’s QoE in the home environment is higher than in other environments 
for both variables: The Speed of the Game and Level of Satisfaction.
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30.5 Conclusion 

Google Play Store is considered the most reliable source to install phone applications; 
gaming applications are one of them. Game players download games from Google 
Play Store. Play Store asks users to assign a rating and give comments. Based on 
rating Play Store assigns a rating score to the application, which is publicly visible 
to all users. By seeing this rating, users decide whether to download this application. 

Presently, there is no method to check game players’ physical environment. This 
research work will help the Game development organizations to bifurcate their rating 
on the Google Play Store due to Game players’ comfortable and uncomfortable zone. 
Types of internet connection like 3G, 4G, and WiFi can be noted down, which also 
affects the player’s QoE. This research will also help to find the reason for the low 
rating. Hence the objective of user QoE in the different physical environments for 
the PUBG game has been achieved. Results show that players were highly satisfied 
with both variables while playing the PUBG game at Home over a WiFi internet 
connection. 
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Chapter 31 
An Attachment Processing Module 
for a Website Implemented Using Two 
Solutions 

Guoliang Dong, Hao Li, Huimin Li, Yucheng Du, Shaobo Bai, 
and Guofang Wu 

Abstract Regular business websites generally need to interact with users about 
attachments. Malicious attackers will also use attachments as an attack mode to 
launch information monitoring, scanning, or attacks on the website server. According 
to the different security management requirements of the website and the actual 
management needs of the business system, different development solutions can be 
adopted to realize the attachment processing function of the website. In this paper, 
two solutions are used to realize the attachment processing function of an active 
website. Both solutions can meet user business requirements with different security 
requirements and development costs. 

31.1 Introduction 

Since the birth of the Internet, cyberattack technology based on network technology 
has also changed with the progress of network technology. At present, the basic 
protection technology of some websites can block most malicious attacks. However, 
malicious actors are constantly looking for new ways to break through these security 
barriers in hopes of gaining maximum control of the website [1–3]. 

For regular portals, information is generally provided to users in one direction. In 
addition to the basic information interaction between the regular business system and 
the user, some business systems also require the user to submit or provide additional 
attachment materials to the user. These attachments are generally in JPG or PDF 
format. Malicious attackers will embed malicious code in JPG or PDF files, listen 
to the website’s server information when the attachment is uploaded to the website, 
or steal information. Therefore, when working on a website with attachments, you 
should consider security in advance.
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A business website system in use, due to the expansion of business functions, needs 
to add a new business module with an attachment processing function. This paper 
discusses two different solutions to implement the attachment handling function of 
websites from the aspects of developers’ technical requirements, security strength 
requirements, and module extensibility. 

31.2 Implementation Based on Rapid Development 
Platform 

The rapid development platform has been developed rapidly due to its advantages of 
low code or no code, low technical threshold, and high development efficiency [4– 
6]. The general rapid development platform provides common modules for regular 
websites, such as login management, business query, user management, system 
management, etc. These rapid development platforms provide great convenience 
to developers, greatly reduce the work intensity of developers, save development 
time, and provide work efficiency [7–9]. In addition, the rapid development plat-
form model is solidified and the security of the project completely depends on the 
development platform, which is determined by its own structure. 

An authorized rapid development platform was used to realize the attachment 
upload function of the business website. The trial version of the rapid development 
platform has certain restrictions on the number of end customers and the trial period 
and is generally used for user trials, experiences, and demonstrations. The licensed 
version requires a fee and can be used commercially for a long time without a 
limit on the number of customers. This rapid development platform is an enterprise-
level development tool that adopts the mainstream MVC (Model–View–-Controller) 
design pattern. After years of product iteration, it has become a relatively mature 
development platform. The rapid development platform has the following features:

. Cross-platform;

. Online development, maintenance, and release of business modules;

. More than 80% of modules do not use code;

. Low technical requirements for developers;

. The built-in MVC control engine implements most of the business logic;

. The built-in WEB report engine can realize business functions such as queries, 
statistics, and reports;

. Providing external application interfaces can implement more complex business 
logic;

. Use a custom form engine to customize special pages. 

Figures 31.1 and 31.2 show the user interface and development interface of 
accessory processing implemented using the rapid development platform.
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Fig. 31.1 User interface for attachment processing implemented by a rapid development platform 

Fig. 31.2 A development interface for attachment processing implemented by a rapid development 
platform 

31.2.1 Attachment Upload 

General data is typically saved as fields in tables in the back-end database. In order 
to improve the operational efficiency of the database and ensure the security of the 
database, the attachment file itself is not directly saved in the database, but stored 
in the form of a similar link. Attachment files are stored in a separate folder, and 
information such as attachment file name, type, storage location, and size are stored 
in the database. 

In the rapid development platform, attachment upload is mainly implemented 
using form resources and MVC actions provided by the platform. Form resources
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Fig. 31.3 Develop interface for attachment upload (form resources and actions) 

mainly provide a place for data to display resources. MVC Action uses the pre-
packaged commands of the rapid development platform to implement the attach-
ment upload function. Figure 31.3 shows the development interface for uploading 
attachments. 

To implement the attachment upload function, the Form Type should be set to 
Upload Form when designing the form. Fill in the MVC resources and parameters 
passed in the form to execute the desired MVC Action. Figure 31.4 shows the form 
resources of the attachment upload module.

Form resources provide a container for manipulating attachments, and attachment 
upload is done by MVC Action. Figure 31.5 shows the MVC resource designer that 
implements attachment upload and implements the basic operation of MVC action.

Call the built-in script in the Business Action Resource in MVC Resource 
Designer to upload attachments. Figure 31.6 shows the development interface of 
“Business Operation Resources”. Fill in the “Script Content” with the built-in oper-
ation statements of the rapid development platform, and fill in the parameters corre-
sponding to the script operation statements in the “Parameter Expression Set”. The 
script and parameters cooperate to realize the function of attachment upload.

Follow the above steps to complete the module development of attachment upload 
on the rapid development platform. 

31.2.2 Attachment Download 

Create intelligent reports with the rapid development platform and generate a 
management interface for downloading and uploading attachments. Figure 31.7
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Fig. 31.4 Form resource for the attachment upload module

Fig. 31.5 MVC Resource Designer for attachment upload
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Fig. 31.6 The development interface of Business Action Resources

shows the development interface of the shortcut button associated with the attach-
ment download, which is the “Normal display” display mode and the displayed text 
is “Download”. 

Fig. 31.7 The development interface for shortcut buttons associated with attachment downloads
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In the “Link Information” field, fill in the “Linking URL” and parameter columns. 
Figure 31.8 shows the design interface of “Link Information”, which calls MVC 
resources to download attachments. 

Figure 31.9 shows the development interface for downloading attachments. MVC 
resources call “system.fileAttachDownload.do” in the URL path to implement the 
attachment download function. 

Fig. 31.8 Link Information 

Fig. 31.9 Development interface for attachment download
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Follow the above steps to complete the module development of the attachment 
download on the rapid development platform. 

31.3 Java-Based Implementation 

Using Java as the development language and using MVC to develop the design pattern 
is a more mainstream website development mode [10–12]. Developers should have 
experience in website development and need to be familiar with Java development 
language, MVC design patterns, and website development debugging environment. 
Developers use Java as the development language, freely control the security strength 
of the module, and perform customized business processing and security verification. 

Figure 31.10 shows the implementation of the MVC design pattern in project 
development. 

The control logic of each layer of project development and the relationship with 
MVC are as follows.

. The user uses a browser to access the JSP page, and the JSP page corresponds to 
the View layer.

. All operations on the JSP page will be sent to the Controller layer for processing. 
The Controller layer is implemented by servlets in project development.

. In project development, the service layer and the Dao layer work together to imple-
ment the functions of the model layer. The service layer receives the parameters 
passed by the control layer and calls the Dao layer to access the database.

. The Dao layer encapsulates the data read from the database and returns it to the 
Service layer, Controller layer, and View layer step by step. 

Figure 31.11 shows the tree structure of each layer in the project development.
In the treemap, “dao”, “model”, and “util” correspond to the Model layer. “web” 

corresponds to the Controller layer, which is the core part of implementing attachment 
upload and attachment download. The View layer is not shown here.

Fig. 31.10 Implementation of MVC design patterns in project development 
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Fig. 31.11 Treemap in 
project development

31.3.1 Attachment Download 

Attachment downloads are mainly implemented in the Controller layer, and in 
the project by inheriting the HttpServlet class. The following is part of the 
implementation code for the HttpServlet class that implements the attachment 
download. 

ServletContext servletContext = getServletContext(); 
String mimeType = servletContext.getMimeType("/upload/"+ 
downloadFileName); 
resp.setContentType(mimeType); 
String 
str="attachment;fileName="+URLEncoder.encode("cert."+ext, 
"UTF-8"); 
resp.setHeader("Content-Disposition",str); 
Files.copy(Paths.get(realPath,downloadFileName),resp.getO 
utputStream()); 

31.3.2 Attachment Upload 

Similarly, attachment upload is implemented in the project by inheriting the 
HttpServlet class. The following is part of the implementation code for the 
HttpServlet class to upload attachments.



360 G. Dong et al.

String realName =upl.getSubmittedFileName(); 
String fileExt = real-
Name.substring(realName.lastIndexOf(".")); 
String newName = UUID.randomUUID().toString()+fileExt; 
String fileRealPath = 
req.getServletContext().getRealPath("/hereupload") +"/"+ 
newName; 
upl.write(fileRealPath); 

The following shows the main code to implement the View layer. 

<form action="uploadFile" method="post" 
enctype="multipart/form-data"> 
<input type="text" name="fileDesc"/> 
<input type="fileName" name="fileName"/> 
<input type="submit" value="upload"/> 
</form>  

31.4 Conclusion 

This paper describes two solutions for implementing an attachment management 
module for a website. Both solutions achieve the intended purpose, and the 
characteristics of both solutions are summarized below. 

Features of the rapid development platform solution:

. Low-code development, basically no code written in module implementation;

. Low technical requirements for developers and a certain understanding of the 
database can basically complete this project;

. Before development, developers need to learn the development mode of the rapid 
development platform and understand and master the syntax rules, functions, and 
expressions built into the rapid development platform.

. Under the condition of familiarity with the development environment, the 
development speed is fast;

. Low commissioning effort;

. The syntax rules built into the rapid development platform are only applicable to 
this platform and are not universal;

. The trial version of the rapid development platform has a trial time limit, which 
limits the number of concurrent requests from end users, while the authorized 
version does not have the above restrictions;
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. The security of business systems depends entirely on rapid development plat-
forms, which are suitable for conventional business systems without special 
requirements. 

Features of the self-written code solution:

. High technical requirements for developers, basic knowledge of website devel-
opment, familiarity with HTML, JAVA, CSS, database, and other website 
development tools;

. Developers need to have the ability to develop, debug and deploy, and code 
debugging will take up more time;

. The security strength of business logic and code can be freely controlled, which 
is suitable for business systems with high-security requirements. 

From the above comparison, it can be seen that the rapid development plat-
form solution can be used for business systems with general security requirements, 
enterprise-level development environments, and subsequent business expansion. If a 
business system with high security and complex business logic needs to be developed, 
a solution that writes code should be used. 
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Chapter 32 
Research and Application 
of an Integrated Budget Management 
System for Provincial Financial 
Management 

Ting Cao 

Abstract Financial management is an important link in government management 
work, and the exercise of functions and powers by government agencies at all levels 
both domestically and externally relies on financial management work. If financial 
management is chaotic or fails to reflect the demands of government management, it 
will have a huge negative impact on the operation and function of the government, and 
even result in the lack of functionality of government institutions. Budget manage-
ment is the primary link of financial management, which determines the success 
or failure of government financial expenditure and its guiding role. After decades 
of continuous practice and exploration, the methods and practical conditions of 
budget management are gradually developing towards standardization and informa-
tion. Budget management needs to consider numerous factors in social management. 
If not fully considered, it will seriously affect and mislead the accuracy of the budget. 
This article proposes an integrated budget management method for provincial-level 
financial management and studies the implementation method of the system, which 
is applied and verified in financial management practice. 

32.1 Introduction 

Good financial management is a necessary condition for the stable operation of 
society, and with the continuous deepening and improvement of social development, 
financial management is also continuously optimized to adapt to new social devel-
opment trends. Since the implementation of budget reforms in the financial depart-
ments of governments around the world, after more than ten years of continuous 
exploration, practice, and improvement, it has played a positive role in deepening
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budget management concepts, refining departmental budget preparation, strength-
ening budget constraint rigidity, and ensuring the performance of institutional respon-
sibilities [1]. However, with the continuous development of the economy and society 
in various countries around the world and the deepening of the construction of public 
finance systems, especially in the context of the current requirement to disclose 
budget, final accounts, and progress data of public funding implementation, the 
current situation of fiscal budget management is due to insufficient accuracy in 
predicting at the beginning of the year. There are still issues such as imbalanced 
budget execution progress, cross-use of project funds and public funds, large year-
end balance, unreasonable spending by individual government direct management 
units, and lack of standardized reference basis and system for evaluating work perfor-
mance [2]. These issues to some extent hinder the scientific rationality of government 
funding arrangements and the further improvement of social resource allocation effi-
ciency [3]. In order to further enhance the seriousness and authority of the financial 
budget and enhance the scientific rationality of the budget allocation at the beginning 
of the year, it is necessary to prepare and report the beginning of the year budget 
based on a complete and accurate basic information database and a cross-year rolling 
financial project database. 

The overall process of budgeting includes four steps. Firstly, the financial expendi-
ture institution proposes and prepares the annual fund budget and detailed fund usage 
reports of the institution or unit, and outputs all the above information to the govern-
ment financial management unit. At the same time, relevant financial budget reports 
that meet the funding needs of each unit must be submitted based on the various tasks 
assigned by the government [4]. After receiving the budget requirements from the 
government’s direct management unit, the financial management unit shall verify 
the budget fund items item by item in accordance with the white paper on finan-
cial fund plans issued by the government and the legal provisions on the use of 
financial funds, to verify the necessity and legality of fund use. The final municipal 
government will organize a review meeting to discuss and evaluate the completed 
financial budget documents and provide the evaluation results. The integrated budget 
management system studied in this article digitizes the above processes and develops 
corresponding intelligent management systems, providing efficient digital manage-
ment tools for government financial budget management [5]. The difficulty in the 
research process of this article lies in integrating various data distributed in different 
financial systems, designing and developing a reasonable fusion model that can not 
only support the normal development of financial management work but also make 
the system operation and maintenance simple. 

32.2 Related Work 

The focus of financial system development and reform in countries around the world 
is on fiscal revenue management, while the reform of fiscal expenditure manage-
ment is relatively lagging behind. The budget management system basically follows
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the old practices of the past. The budget classification is not standardized, with 
cross-classification based on economic nature and government functions, and the 
budget subjects fail to accurately and comprehensively reflect the overall situation 
of government power and revenue and expenditure. Budgeting is relatively rough, 
with revenue budgeted by category and expenditure budgeted by function, resulting 
in low transparency in budget allocation and use. The budget approval is not timely, 
and there are occasional cases of additional or reduced budget execution, resulting 
in weakened budget constraints [6]. After 2000, the financial management of major 
European countries was refined as much as possible on the basis of existing revenue 
and expenditure classifications, and on the basis of cooperation and trial budgeting 
among various government departments, four departments, namely, the Ministry of 
Education, the Ministry of Agriculture, the Ministry of Science and Technology, and 
the Ministry of Labor and Social Security, were selected as pilot units to submit 
departmental budgets to government units at all levels, taking the first step in the 
reform of the budget system [7]. Compiling government budgets is a common prac-
tice in market economy countries and a direction for budget reform in European 
countries [8]. The focus of budget reform in the future is to promote the departmental 
budget system as a starting point, while also promoting reforms such as the zero-
based budget system, comprehensive budget system, national treasury system, and 
government procurement system. In order for these reforms to be proactive, stable, 
and effective, all government departments should promptly approve unit budgets. 
When applying for the use of financial funds, each unit must follow the budget 
procedures. It is necessary to ensure that there is a budget first, followed by expen-
diture, and strictly implement the budget expenditure management measures. To 
effectively enhance the binding force of the budget and maintain the standardization 
of the government’s financial budget. 

In 2023, the Ministry of Finance of China issued a standardized document on the 
integration of budget management, accelerating the expansion of the scope of inte-
grated budget management business. The document proposes to integrate govern-
ment debt management, asset management, performance management, and other 
businesses, covering all aspects of the budget management process [9]. Financial 
departments at all levels should accelerate the expansion of the business scope 
covered by the integrated budget management system on the basis of its compre-
hensive operation, and achieve integrated management of the entire budget manage-
ment process as soon as possible. Effectively implement unified business standards 
into the integrated system. The budget integration system requires further refinement 
and improvement of the main workflow, basic control rules, and core management 
elements of government budget management at all levels [10].
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32.3 Research on Centralized Analysis Model and System 
of Provincial Financial Management Budget 

The implementation of the provincial financial management budget requires unified 
management of financial management elements, basic data, users, permissions, and 
other business data. At the same time, it is also necessary to integrate and embed 
various processes, control rules, logical database tables, database table elements, etc., 
of financial management into the integrated budget management system. Continuing 
the integrated technical architecture, fully utilizing more cutting-edge technologies 
such as cloud computing and big data to reconstruct the system. By using microser-
vice invocation design to solve the problems of low performance, poor stability, 
and high difficulty in development and maintenance, we can achieve a “centralized” 
deployment of provincial-level applications in financial business. Using the achieve-
ments of integrated budget management construction, comprehensively review the 
current business status and problem gaps of the existing system to be integrated. 
Through comparison and analysis with the existing integrated budget management 
system, propose different integration methods for different software systems. In the 
process of integrating relevant systems, it is necessary to effectively ensure the inte-
gration of budget management before and after integration, as well as the safe and 
stable operation of the system to be integrated. 

32.3.1 Centralized Analysis Model of Provincial Financial 
Management Budget 

The budget for the beginning of the year in the management of budget review includes 
the basic expenditure budget and the project expenditure budget. The basic expendi-
ture budget is used to ensure the normal operation of the unit. The basic expenditure 
budget is generally calculated based on the unit’s assets such as personnel and vehi-
cles according to quota standards, mainly including personnel salaries and office 
expenses, information on assets such as personnel and vehicles, and quota standards 
from the basic information database. Therefore, the project expenditure budget in this 
model is based on the performance requirements of the unit and the financial resources 
that can be met. The project declared by the unit is matched with funds according to 
the priority, and the final expenditure budget report is output. According to regula-
tory expenditure requirements, the preparation and submission of the beginning of 
the year budget must go through a two-up and two-down review process, based on 
a complete and accurate basic information database and a cross-year rolling project 
database. 

As shown in Fig. 32.1, firstly, based on the work focus and business model of 
the budget preparation and review at the beginning of the year, the following busi-
ness models are abstracted and described in detail. The budget review management 
product at the beginning of the year is closely related to external systems. The data
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Fig. 32.1 Centralized analysis model of provincial financial management budget 

that the budget review interacts with is mainly result data. Overall, the result data of 
other products/systems is usually input from the budget review management product 
at the beginning of the year, while the result data of the budget review management 
product at the beginning of the year is input from other products/systems. The budget 
review at the beginning of the year is initiated in June and July each year to prepare 
the expenditure budget for the next year. The core of the budget review management 
at the beginning of the year is the expenditure budget used for the new year’s funding 
arrangement, which is divided into basic expenditure budget and project expenditure 
budget. The basic expenditure budget is generated based on the time points of assets 
such as personnel and vehicles in the basic information database, and calculated 
according to quota standards. The project expenditure budget is extracted from the 
execution projects and pending projects in the project library, and the pending budget 
is matched with the funding budget through the budget preparation and review process 
at the beginning of the year. The total amount of basic expenses and project expen-
diture budget at the beginning of the year should be within the financial permission 
range. 

32.3.2 Design of Provincial Financial Management Budget 
Integration System 

The system first needs to obtain basic information about financial expenditure units, 
which can be used as the basis for expenditure budget preparation and review. Users 
are required to input unit code name, function, internal organization, subordinate 
units, and annual work plan, as well as information such as unit leader, financial 
leader, phone number, postal code, address, etc. In addition to the annual work plan,
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Fig. 32.2 Design of provincial financial management budget integration system 

other information can be extracted from the basic information database or directly 
entered in this table. Then, data can be extracted from the basic information database, 
edited, imported from text files, or exported. The final output and submission of the 
basic unit information table to the competent department for review. The system 
also supports viewing the basic information of the reviewing unit as the basis for 
expenditure budget review. 

As shown in Fig. 32.2, the system functions are divided into three layers, namely, 
the technical platform layer, the data platform layer, and the data service layer. The 
Ministry of Finance uniformly issues transfer payment indicators and reports task 
parameters through the data center of the summary system. The budget adjustment 
and adjustment services module of various financial departments in the integrated 
system receives transfer payment indicators and report task parameters. The reported 
data is generated by the integrated system of subordinate units, and financial depart-
ments in various regions submit reconciliation results, reports, and reports through 
the summary system. 

32.4 Application and Improvement of Provincial Financial 
Management Budget Integration System 

Firstly, deploy and implement the system in the pilot zone, and support its trial oper-
ation. Collect various suggestions and issues during the trial operation process, adopt 
and summarize them in a timely manner, and expand the promotion scope based on 
further improving the system functions. This plan is extended under the centralized 
management mode of provincial finance, and its common needs have been taken into 
consideration. In principle, there will be no new demand development, but unified
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management of the demand should be done. For requirements with strong common-
ality, a plan can be formulated and resources can be arranged for implementation 
after being agreed upon by the demand decision-making group. To ensure smooth 
promotion, short-term personalized requirements will not be considered temporarily. 

32.4.1 Implementation of Provincial Financial Management 
Budget Integration System 

The method of preparation and review by the financial expenditure unit, unified 
linkage of indicators by the finance, generation of payments, and distribution from 
the zero balance account of the finance to the unified salary distribution account. 
Firstly, through workflow settings, the process, permissions, and corresponding inter-
faces can be set according to the workflow. When enabling financial expenditure 
units or batches, the unified distribution mode can be selected. Secondly, for the 
overall configuration, verify the process, data, accounts, and generation methods 
based on business requirements. The method of preparing, reviewing, linking indi-
cators, generating payments by the unit, and distributing them from the unit’s zero 
balance account or designated account to the unified salary distribution account. 
Firstly, through the workflow settings in the system, the process, permissions, and 
corresponding interfaces can be set according to their processes. When the unit or 
batch is enabled, it can be selected in spontaneous mode. Secondly, for the overall 
configuration, verify the process, data, accounts, and generation methods based on 
business requirements. Regardless of whether it is centralized or spontaneous, after 
completing the corresponding configuration, verify according to business require-
ments. If there are special needs in the business, negotiate and handle them uniformly. 
Some divisions not only support unified or spontaneous mode settings at the unit level 
but also require different batches to support unified or spontaneous mode settings. 

As shown in Fig. 32.3, the system has implemented three functional modules, 
namely, budget management module, payment management module, and report 
management module. The personnel and salary information in the preparation 
process can be maintained in the system, imported from external Excel methods, or 
accessed according to the provided standard interface. The audit process can be set 
up according to the needs of the division, with centralized or spontaneous processes. 
The synchronous or asynchronous review of human resources and salary can be 
achieved by configuring parameters. The distribution process unifies the method of 
sending bank pending details. In order to make the transmission process of salary 
data more secure, convenient, and efficient, it is necessary to develop and implement 
a green channel for data transmission at the data transmission bureau. Firstly, use 
configuration files to automate the configuration of data interfaces, and then add data 
labels such as personnel nature and salary categories to achieve data maintenance and 
matching. The acquisition of personnel-related data for salary distribution personnel 
relies on multiple data systems, for example, obtaining the information of the current
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Fig. 32.3 Implementation of provincial financial management budget integration system 

salary distribution personnel from the editor, and obtaining the salary data of the 
salary distribution personnel from external sources; obtaining salary information 
for this payment from the Human Resources and Social Security and Organization 
Department; obtaining plan information, generating payment information, and with-
drawing the generated payment information; obtaining amount information during 
quota linking, generating payment information for wages, and withdrawing payment 
information generated; and pushing the bank’s pending details. At the same time 
as generating payment information, synchronize the generation of bank payment 
details. 

32.4.2 Application and Improvement of Provincial Financial 
Management Budget Integration System 

Due to the abundance of microservices on integrated platforms, the logical rela-
tionship of content is implemented through separate statistics. Both integration and 
electronic payment adopt a centralized deployment method, which no longer reflects 
a hierarchical structure on the server side. According to the current situation, some 
integrated modules are not required to be launched on New Year’s Day. Instead, 
an interface method is used to directly read payment information from the original 
system. Develop a unified and standardized salary data access interface which can 
support its configurability. The salary distribution module obtains salary data from 
external sources. For example, obtaining salary information from the Organization 
Department and Human Resources and Social Security, regularly synchronizing the 
salary distribution module, and maintaining salary information. External access to 
information is not allowed to be modified. If errors are found in the obtained data, 
the organization department and the human resources and social security system can 
be notified to adjust the data. After the adjustment, salary data can be synchronously 
obtained. According to previous research, there are also some districts that have
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implemented multi-batch management. Although the existing system supports multi-
batch management, different distribution modes and payment methods need to be 
supported for different batches mentioned in some regions. It is necessary to further 
strengthen the development of multi-batch expansion requirements to meet user 
business processing needs. 

As shown in Fig. 32.4, the integrated budget management system adopts a bypass 
deployment method. Provincial financial management units review the financial 
budget of financial expenditure units through this system, and the electronic vouchers 
generated in the process are managed by the electronic voucher management center. 
Some districts hope to automatically generate a payment plan application while 
matching the amount linkage, and the amount matching business will move forward. 
At the end of budget preparation and submission stage, the amount matching will 
be carried out to avoid the problem of insufficient amount and tight time for adding 
the amount in the final stage of payment generation. Secondly, for the withholding 
and payment part, it is also necessary to generate an authorized payment plan limit, 
which is convenient for the unit to handle the withholding and payment business. 

Fig. 32.4 Deployment of provincial financial management budget integration system
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32.5 Application Results 

The integration of budget management is an inevitable requirement for accelerating 
the establishment of a sound modern budget system and promoting the modern-
ization of the national governance system and governance capabilities. Promoting 
the modernization of financial management and governance capabilities through 
information systems helps to enhance government governance capabilities. There-
fore, budget integration in financial management is the main supporting means for 
deepening the reform of the budget system. At present, the reform of the budget 
system has entered a critical period, and relying solely on the introduction of indi-
vidual systems and rules is no longer able to meet the needs of rapid social devel-
opment today. To deepen the reform of the budget system, it is necessary to closely 
focus on the requirements of scientific standards, transparent norms, and strong 
constraints, and systematically formulate practical and feasible plans. Based on prac-
tical experience in financial management, establish scientific expenditure standards 
and comprehensive budget management norms. It is necessary to achieve effective 
linkage and control between budgets of various levels of government, budget manage-
ment processes, government budgets, departmental budgets, and unit budgets. It is 
necessary to strengthen the overall management of various funds and assets of depart-
ments and units. Budget integration is a common challenge and demand faced by 
governments around the world in carrying out modernization and digital reforms. The 
budget integration system proposed in this article is an exploration of deepening the 
reform of the budget system, providing ideas and plan references for countries around 
the world to implement and improve the financial budget integration management 
system. 
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