
Lecture Notes in Networks and Systems 791

Suyel Namasudra
Munesh Chandra Trivedi
Ruben Gonzalez Crespo
Pascal Lorenz   Editors

Data Science 
and Network 
Engineering
Proceedings of ICDSNE 2023



Lecture Notes in Networks and Systems 

Volume 791 

Series Editor 

Janusz Kacprzyk , Systems Research Institute, Polish Academy of Sciences, 
Warsaw, Poland 

Advisory Editors 

Fernando Gomide, Department of Computer Engineering and Automation—DCA, 
School of Electrical and Computer Engineering—FEEC, University of 
Campinas—UNICAMP, São Paulo, Brazil 

Okyay Kaynak, Department of Electrical and Electronic Engineering, 
Bogazici University, Istanbul, Türkiye 

Derong Liu, Department of Electrical and Computer Engineering, University of 
Illinois at Chicago, Chicago, USA 

Institute of Automation, Chinese Academy of Sciences, Beijing, China 

Witold Pedrycz, Department of Electrical and Computer Engineering, University of 
Alberta, Alberta, Canada 

Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland 

Marios M. Polycarpou, Department of Electrical and Computer Engineering, 
KIOS Research Center for Intelligent Systems and Networks, University of Cyprus, 
Nicosia, Cyprus 

Imre J. Rudas, Óbuda University, Budapest, Hungary 

Jun Wang, Department of Computer Science, City University of Hong Kong, 
Kowloon, Hong Kong

https://orcid.org/0000-0003-4187-5877


The series “Lecture Notes in Networks and Systems” publishes the latest 
developments in Networks and Systems—quickly, informally and with high quality. 
Original research reported in proceedings and post-proceedings represents the core 
of LNNS. 

Volumes published in LNNS embrace all aspects and subfields of, as well as new 
challenges in, Networks and Systems. 

The series contains proceedings and edited volumes in systems and networks, 
spanning the areas of Cyber-Physical Systems, Autonomous Systems, Sensor 
Networks, Control Systems, Energy Systems, Automotive Systems, Biological 
Systems, Vehicular Networking and Connected Vehicles, Aerospace Systems, 
Automation, Manufacturing, Smart Grids, Nonlinear Systems, Power Systems, 
Robotics, Social Systems, Economic Systems and other. Of particular value to both 
the contributors and the readership are the short publication timeframe and 
the world-wide distribution and exposure which enable both a wide and rapid 
dissemination of research output. 

The series covers the theory, applications, and perspectives on the state of the art 
and future developments relevant to systems and networks, decision making, control, 
complex processes and related areas, as embedded in the fields of interdisciplinary 
and applied sciences, engineering, computer science, physics, economics, social, and 
life sciences, as well as the paradigms and methodologies behind them. 

Indexed by SCOPUS, INSPEC, WTI Frankfurt eG, zbMATH, SCImago. 

All books published in the series are submitted for consideration in Web of Science. 

For proposals from Asia please contact Aninda Bose (aninda.bose@springer.com).

mailto:aninda.bose@springer.com


Suyel Namasudra · Munesh Chandra Trivedi · 
Ruben Gonzalez Crespo · Pascal Lorenz 
Editors 

Data Science and Network 
Engineering 
Proceedings of ICDSNE 2023



Editors 
Suyel Namasudra 
Department of Computer Science 
and Engineering 
National Institute of Technology Agartala 
Agartala, Tripura, India 

Ruben Gonzalez Crespo 
School of Engineering and Technology 
Universidad Internacional de La Rioja 
Logroño, La Rioja, Spain 

Munesh Chandra Trivedi 
Department of Computer Science 
and Engineering 
National Institute of Technology Agartala 
Agartala, Tripura, India 

Pascal Lorenz 
University of Haute Alsace 
Colmar, France 

ISSN 2367-3370 ISSN 2367-3389 (electronic) 
Lecture Notes in Networks and Systems 
ISBN 978-981-99-6754-4 ISBN 978-981-99-6755-1 (eBook) 
https://doi.org/10.1007/978-981-99-6755-1 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Singapore Pte Ltd. 2024 

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd. 
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, 
Singapore 

Paper in this product is recyclable.

https://doi.org/10.1007/978-981-99-6755-1


Preface 

In the last few decades, there has been a rapid growth in the number of Internet 
users due to Internet video surveillance, video streaming, virtual reality (VR) and 
augmented reality (AR), mobile data traffic, consumer video-on-demand (VoD), and 
many more. With the increasing demand for the Internet, the amount of data generated 
by sensors and Internet of Things (IoT) devices is also increasing tremendously. This 
brings the need for data science techniques to process and analyze network traffic 
data in order to address various network engineering problems in different domains 
of networking. 

Data science provides methodologies for quickly processing the large quantities 
of data generated by network devices, finding repeating patterns in their behavior, 
and building accurate models to improve their performance. For example, consider 
the problem of anomaly detection, where the aim is to detect deviations in input data 
from normal behavior. Data science is a field that spreads over several disciplines and 
incorporates scientific methods, processes, algorithms, and systems to gather knowl-
edge and work. Modern data science techniques are well-equipped to solve each of 
the above-mentioned network engineering problems. They are not only limited to the 
networking domain, but they can also be used for better decision-making in different 
domains like social media, marketing, weather forecasting, health care, and many 
more. 

This book aims to provide a multidisciplinary platform for the publication of 
outstanding research works carried out in the domain of data science and network 
engineering. The objective of this book is to bridge the gap between the target audi-
ence, which includes scientists, researchers, and academicians, from the domain of 
data science and network engineering. 

This book includes research papers presented at the International Conference on 
Data Science and Network Engineering (ICDSNE 2023) organized by the Depart-
ment of Computer Science and Engineering, National Institute of Technology 
Agartala, Tripura, India, during July 21–22, 2023. It discusses research works 
from researchers, academicians, business executives, and industry professionals for 
solving real-life problems by using the advancements and applications of data science
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vi Preface

and network engineering. This book covers many advanced topics, such as Arti-
ficial Intelligence (AI), Machine Learning (ML), Deep Learning (DL), computer 
networks, blockchain, security and privacy, IoT, cloud computing, big data, supply 
chain management, and many more. It also discusses various network engineering 
problems including the ones dealing with network performance, network security, 
pattern recognition, anomaly detection, personalization, autonomous systems, etc. 
Additionally, some chapters of this book also present future work directions in the 
field of data science and network engineering. 

Agartala, India 
Agartala, India 
Logroño, Spain 
Colmar, France 

Suyel Namasudra 
Munesh Chandra Trivedi 
Ruben Gonzalez Crespo 

Pascal Lorenz
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Evaluation of Hand-Crafted Features 
for the Classification of Spam SMS 
in Dravidian Languages 

E. Ramanujam, K. Sakthi Prakash, and A. M. Abirami 

Abstract In this digital era, people are cheated in multiple ways by sending fake 
messages. Without realizing its impact, they respond to the links the cyber frauds 
share. This immediate reaction to the fraud messages makes people lose their bal-
ance in bank accounts or fall into some other horrible events. These types of fake 
or spam messages have to be identified earlier before they come to users’ Inbox. 
This paper proposes a Spam message filtering model that extracts significant hand-
crafted features and is classified using machine learning algorithms. This research 
collects 7700 short messages in Dravidian languages like Tamil, Kannada, Telugu, 
and Malayalam and creates an optimal Spam-Ham filtering framework. Experimenta-
tion has also been carried out with a benchmark dataset for performance comparison 
regarding accuracy, precision, recall, and F1-score. 

Keywords Spam message · Fake message · Dravidian languages · Short 
messages collections · ML models 

1 Introduction 

Digital use is greatly widened as internet services are free for certain services for a 
limited time. Some people, namely spammers or hackers, misuse this and propagate 
fraudulent SMS (Short Message Service) or emails to users. Some believe these 
messages fall into the hands of spammers and face financial crisis [ 1]. 
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People share their email ids or mobile number when they purchase any product 
from eCommerce websites or provide feedback or views about any service. Some 
users share personal information on social media platforms. Hackers extract this 
information and send messages to them. In some parts of the world, people are 
involved in criminal activities by getting duplicate mobile numbers and sending 
anonymous messages to get money from them [ 2]. Some people receive abusive 
comments or images with links to harmful websites. These spammers use attractive 
words, making the receivers read and click the links. These links may ask the users to 
share their OTP number or credit card details. Without understanding the background 
happenings, the user may share all their privacy details to the spammer, which makes 
the hackers hack their bank accounts [ 3]. Poor users may learn about the cheat very 
late, and it is impossible for anyone to get the amount back. 

As per the article [ 4], the number of spam messages increased to 11% 
after the Covid-19 pandemic, and the complaints about spam texts increased to 
146%. It indicates that spam text messages are on the rise, and the readers are 
also having a doubtful look at the message and lodging complaints. Some peo-
ple send phishing messages to users and ask them to give their account details to 
Weblinks to share with them. They use SMS spoofing to make readers believe it is a 
genuine message [ 5]. 

Truecaller, a mobile app that identifies the caller id and filters spam messages, 
reported that there might be an increase in spam robocalls, and this larger scam may 
catch people. It is time to educate the public about these scammers. Most banks 
send repeated warning messages to their customers and place advertisements in the 
newspapers to create awareness about these scams and spam. Most network service 
providers use this filtering technique to identify spam messages, but they are available 
for English text only. Even the play store has numerous mobile applications that filter 
out only messages in English. 

Hackers send messages in regional languages to gain more confidence from the 
receivers. This serious issue motivates this research work to perform spam message 
classification using machine learning (ML) algorithms and automate this filtering 
process. A similar type of solution must also be extended to non-English messages 
so that we can protect all kinds of people. Thus, this research collects SMSs of 
different Dravidian languages like Tamil, Telugu, Kannada, and Malayalam, along 
with the English language extracts significant features and then classifies using the 
spam filtering technique. The contributions of this research work include: 

1. Collection of Spam and Ham SMSs for Dravidian Languages such as Tamil, 
Telugu, Kannada, and Malayalam 

2. Labeling of SMS Corpus using experts of Dravidian Language 
3. Unique features extraction process to automate the spam filtering process 
4. Benchmarking the supervised ML algorithms for non-English SMSs dataset 

The remaining section of the paper is organized as follows. Section 2 briefly 
overviews the state-of-the-art multi-lingual spam SMS detection techniques using
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ML and Deep learning (DL). Section 3 discusses the significant feature extraction 
and evaluation of the same using supervised ML techniques in Sect. 4. Section 5 
concludes the paper. 

2 Related Study 

SMS spam detection methods are quantitatively analyzed from the literature and cat-
egorized into feature engineering and classification-based methods for multilingual 
spam SMS data. 

Feature Engineering based Spam Detection—Feature engineering extracts valuable 
and significant features using Natural Language Processing (NLP) techniques for effi-
cient classification. Many researchers have utilized the NLP process to classify spam 
SMS messages. Agarwal et al. [ 6] have incorporated the countvectorizers method, 
such as TF-IDF, to extract features from Indian spam messages (written in English). 
The proposed system evaluates various supervised and unsupervised ML models. 
Shashank et al. [ 7] developed a multilingual SMS spam detection model using RNN. 
They used the Kaggle dataset for English SMS and collected English, Telugu, and 
Hindi SMSs from their neighborhood. Using the Word2Vec approach, they got 96.8% 
Accuracy for the multilingual combined dataset (8092 Ham and 2075 Spam) using 
the LSTM model. Chakraborty et al. [ 8] have developed an SVM-based classifier 
to detect spam messages in Indian languages. This method uses a similar vectorizer 
concept for automatic feature extraction and is classified using an SVM classifier. 
Vu et al. [ 9] have proposed a ruleset for classifying spam emails in Chinese, Viet-
namese, and English. Their multilingual ruleset gave 91.5% Accuracy for Chinese 
and 81.4% for Vietnamese messages. Al-Zoubi et al. [ 10] classified Spam profiles on 
social networks in multilingual contexts like Arabic, English, Korean, and Spanish. 
They extracted 29 features for 196 profiles and obtained a 97% recall value for the 
random forest classifier when feature significance was used for feature selection. 

Pre-Trained Model for Multilingual Spam detection—El-Alami et al. [ 11] used Bidi-
rectional Encoder Representations from Transformers (BERT), a transfer learning 
model for the offensive words detection in social networks for two languages like 
English and Arabic and obtained 90% Accuracy. Raga et al. [ 12] develop a spam 
detector prototype using BERT (Bidirectional encoder and representations for trans-
former), a pre-trained model. This model classifies messages by understanding their 
actual meaning and context and filters out spam messages. SMS dataset V.1 has been 
used to evaluate the performance and attained an accuracy of 96.10% (Table 1). 

Classification-based Spam Detection involves utilizing the DL/ ML techniques for 
SMS spam filtering techniques. In our previous work [ 13], a hybrid deep learning 
mechanism has been proposed to classify the Dravidian spam messages using Con-
volutional Neural Network (CNN) and Long-Short Term Memory (LSTM). A total 
of 3282 messages are classified with a maximum accuracy of 97.7%. The proposed
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Table 1 Analysis of state-of-the-art mult-lingual spam sms detection techniques 

S. no. Research 
work 

# Of  
Language 

# Of  
dravidian 
language 

Dataset 
size 

Performance 
(Accuracy) 

Remarks 

1 [ 9] 3 NA 1358 89.04% Applicable only for 
e-mails 

2 [ 6] 1 NA 6761 97.87% Applicable only for 
English language 

3 [ 12] 1 NA 5574 96.10% Time complexity is 
high 

4 [ 7] 3 1 10167 96.8% Time complexity is 
high 

5 [ 10] 4 NA 196 95.2% Random Forest and 
Feature Significance 
combination yielded 
better performance 
results 

6 [ 8] 1 NA * 98.43 Details are not very 
clear 

7 [ 13] 5 4 3282 97.7% High cost 

8 [ 11] 2 NA 13794 90% BERT was used 
offensive language 
detection 

9 [ 14] 2 NA 75222 99.57% High computational 
cost 

method shows better Accuracy. However, the computational cost in terms of time is 
very high for model generation and evaluation. Lee et al. [ 14] integrated image pro-
cessing with a traditional string-based technique for spam message detection in the 
Korean language. They applied CNN 2D model for 69654 Korean and 5568 English 
messages and obtained 99.57% Accuracy in spam detection. 

The literature shows that there is a need for spam filtering techniques for SMS 
in Indian languages, especially in Dravidian languages. Limited research work is 
carried out in spam message detection in these languages. This research focuses on 
extracting significant features from the multilingual SMSs for classifying spam or 
ham messages. 

3 Methodology 

The proposed methodology consists of various phases such as data collection, label-
ing, feature extraction, and model building, as shown in Fig. 1.
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Fig. 1 Phases of spam detection for multilingual/dravidian SMS 

3.1 Data Collection 

The labeled SMS dataset, namely RevisedIndianDataset [ 7], is available with 4565 
messages in English, Hindi, Telugu, and Kannada. There are 3354 Ham messages 
and 1211 spam messages. This research study represents this dataset as DS-1; the 
details are shown in Fig. 2. 

In another case, to collect more SMSs in Dravidian languages, a Google form has 
been designed and passed on to friends and other contacts for collecting the SMS in 

Fig. 2 Distribution of SMS dataset DS-1
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English, Tamil, Telugu, Kannada, and Malayalam languages. Nearly 7700 messages 
were collected for this research study, called DS-2. 

3.2 Labelling SMS 

SMS collected through Google form for DS-2 is labeled as Spam or Ham by the 
groups of people. This group is chosen carefully such that they have expertise in 
reading and writing in the corresponding languages. Figure 3 shows the distribution 
of labeled Dravidian SMS dataset DS-2. 

3.3 Feature Extraction 

The dataset is keenly analyzed, and the following hand-crafted feature set .F is 
extracted by reviewing various spam filtering detection techniques. The hand-crafted 
features extracted are 

Presence of URLs .F1—The features .F1 check the presence of URLs and links in 
the message received by the user as given in the Eq. 1. The presence of HTTP links 
or URLs in the message seems to be a smishing or spam message. The phishers 
only like to send links to visit the website for bumper offers, prizes, etc., with fake 
information. This feature also considers the tiny URL as a link or URL. 

Fig. 3 Distribution of dravidian SMS collection dataset DS-2
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.F1 =
{
1, if URL is present in the message

0, otherwise
(1) 

Message Length .F2—The length of the messages received, including the space, 
symbols, special characters, emotions, etc., are calculated. As per the Telecom Reg-
ulatory Authority of India, the text limit of the SMS message is 160 characters only, 
but now smartphones and network subscribers have provided more characters to be 
sent by any user. Chatting or conversation messages will be significantly less than 
fake messages. Thus the feature .F2 results in 1 if the message length is more than 
150 characters; else, as 0 as shown in Eq. 2. 

.F2 =
{
1, if length (Message) ≥ 150

0, otherwise
(2) 

Presence of Phone/Mobile Number .F3—The feature .F3 checks the presence of 
mobile/phone numbers in the received message using a special function. Mostly, 
the mobile number will be of the length of 10 or 12, which includes country code. 
In the case of the phone number, the length will be 7 or more with the district code. 
Thus, a special code has been written to validate the presence of a mobile or phone 
number in the message. If the message contains any phone/mobile number, it results 
in 1 and marks it suspicious, as shown in Eq. 3. 

.F3 =
{
1, Presence of Mobile/Phone number

0, otherwise
(3) 

Presence of Emotion symbols .F4—The feature .F4 easily discriminates the ham and 
spam messages as most users use emotions while chatting. TextBlob python package 
is used to identify the positive or negative emotions of all the languages and marked 
to be 0 for Ham messages else 1 for spam messages as shown in the Eq. 4. 

.F4 =
{
0, Presence of positive or negative emotions

1, otherwise
(4) 

Spam Keywords .F5—The feature .F5 determines the presence of suspicious words 
(spam keywords) in the message. Spammers usually add various suspicious keywords 
in the message to gain the trust of the message. To avoid this, language experts and a 
word cloud model are used to identify the suspicious spam keywords and made as a 
library. The feature.F5 is marked as 1 in case any suspicious word is available in the 
message, like the created dictionary else 0. A Total of 280 keywords are identified 
as spam and included in the dictionary by the experts to detect suspicious keywords 
in the message.
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.F5 =
{
1, Presence of suspicious spam keywords

0, otherwise
(5) 

Money Symbols .F6—The feature.F6 detects the presence of the money symbol in the 
received message. Mainly, the spammers gain the importance of users by offering 
prizes in terms of money. The money symbols are sometimes referred to in symbols 
like |, Rs. or Rupee. Thus, any money symbols are detected using a regular expression 
marked to be 1 else 0, as shown in Eq. 6. 

.F6 =
{
1, Presence of Money symbols

0, otherwise
(6) 

Special Characters .F7—The feature .F7 discriminates the message to be spam and 
ham by checking the presence of special characters of symbols. For instance, in 
personal chatting, there is less chance to use special symbols like +, –, *, %, , ¶, 
©, etc. Thus, a regular expression-based verification system is used to identify the 
presence of special characters in the message. In case of availability, the .F7 marks 
the message as 1 (spam) or 0. 

.F7 =
{
1, Presence of special characters

0, otherwise
(7) 

Emoji .F8—Apart from the emotions expressed in terms of emojis, there are many 
emojis due to the rise in the technical development of Smartphone and messaging 
applications. Thus, a regular expression is used to verify all the emojis present in the 
message. The presence of emoji is marked to be 0 else 0 for the case of feature .F8. 

.F8 =
{
0, Presence of Emoji

1, otherwise
(8) 

Greeting Words .F9—Most of the messages shared are the greeting messages such 
as morning, evening, night, birthday, anniversary, etc. The feature .F9 checks the 
presence of greeting keywords like Good Morning, Happy anniversary, hi, hello, 
etc., This kind of message seems good for ham messages, and thus .F9 marks the 
value as 0 for ham and 1 for spam. As there is no conventional technique for the 
Dravidian languages, the experts create the dictionary to verify such greeting message 
keywords. Moreover, all the abbreviations, such as gd, and gud, for the word good, 
are considered. 

.F9 =
{
0, Presence of Greeting words

1, otherwise
(9)
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Self Answering Messages .F10—The feature .F10 analyses the presence of self-
answering messages, like asking the user to subscribe or unsubscribe any service-
related queries under the category of spam. This kind of message often contains the 
user to reply with yes or no in their language. Thus, all the self-answering messages 
are identified and marked to be 1 as spam and 0 for non-spam messages. 

.F10 =
{
1, Presence of Self Answered Message

0, otherwise
(10) 

Using the feature set .F − F1, F2, F3, F4, F5, F6, F7, F8, F9, F10 the importance 
of features are executed by the classifier for the model building and performance 
evaluation. 

3.4 Model Building and Evaluation 

In this Model Building and Evaluation phase, lazypredict—a supervised Python 
library is used for the feature significance and evaluation. This library provides the 
performance results of different supervised machine learning classifiers such as Naive 
Bayes, Support Vector Machine, Decision tree, logistic regression, Random Forest, 
k-Nearest Neighbor, etc. The performances are compared using standard metrics 
such as Accuracy, Precision, Recall, F-Measure, and Area under ROC as used in 
research work [ 15] (Fig. 4). 

4 Experimental Results and Discussions 

The experimentation has been carried out with dataset DS-1 and DS-2 exclusively 
through the feature set.F − F1, F2, F3, F4, F5, F6, F7, F8, F9, F10. The sample SMS 
messages of the Dravidian language are shown in Fig. 5. After extracting feature set 
. F , the feature importance score is calculated using the Random Forest (RF) feature 
selection technique as used in [ 16]. The feature importance score for the features 
extracted in datasets DS-1 and DS-2 is shown in Fig. 5a, b.
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Fig. 4 Sample SMS messages in dravidian languages 

(a) b) (

Fig. 5 Feature importance scores a DS-1 b DS-2 dataset features 

On comparing the feature importance score from Fig. 5a, b, the features .F7— 
Presence of special characters and .F10—greeting words scores very less (negative 
scoring). .F10 to score less because of the manual provision of greeting keywords 
and its alternative in all the Dravidian languages. Similarly, the Presence of special 
characters doesn’t have more impact on the process of feature importance. Thus, the 
features .F7 and .F10 are removed from the model building and evaluation process. 
The other features are highly significant, as seen in Fig. 5a, b. 

The selected features.F1, F2, F3, F4, F5, F6, F8, F9 are fed into the Model Build-
ing and Evaluation using lazypredict—supervised python library. This library results 
in the performance evaluation of more than 30 different classifiers. Among these, the 
top 5 classifiers are reported in Table 2 for the DS-1 and DS-2. 

On comparing the performance of DS-1, the Light Gradient Boosting Model 
(LGBM) classifier shows a higher performance of 92% Accuracy and 83% of Preci-
sion, Recall, and F1-score, respectively. The other classifier, such as Label propaga-
tion and Label spreading, has attained 90% of Accuracy, but the other performance 
metrics perform less than LGBM. Finally, Random Forest, K-NN reaches the approx-
imate 90% Accuracy, less than LGBM classifier.
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Table 2 Performance evaluation of top 5 classifiers for extracted feature set .F from dataset DS-1 
and DS-2 using Lazypredict 

Classifier DS-1 DS-2 

Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score 

Random 
forest 

91 79 83 81 93 85 78 81 

k-NN 89 79 75 77 90 77 65 71 

Label 
propaga-
tion 

90 78 80 79 91 79 68 74 

Label 
spread-
ing 

90 78 80 79 91 79 69 74 

LGBM 
classifier 

92 83 83 83 93 84 76 80 

(a) b) (

Fig. 6 ROC curve for the features extracted a DS-1 b DS-2 dataset 

In addition, on comparing the performance of DS-2, Random Forest and LGBM 
attains the highest Accuracy of 93% Precision, Recall, and F1-score has a change of 
1%. The Label propagation and Label spreading reach the second highest of 91% 
Accuracy and 79% Precision, but there is a 1% change in the Recall, but the F1-score 
is of similar values. 

On comparing the overall performance, Random Forest and LGBM classifier 
performs better regarding all performance metrics for DS-1 and DS-2. The ROC 
curve has been drawn to compare the performances further, and the Area under the 
ROC curve is predicted for all the top 5 classifiers to the DS-1 and DS-2 dataset and 
shown in Fig. 6a, b. respectively.
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5 Conclusion 

Due to technological advancement, communication devices have increased multi-
fold, providing voice and data calling at a low cost. It has raised more chances of 
fraudulent activities by spammers through SMS. This paper proposed a hand-crafted 
feature extraction mechanism to filter-out the spam sms in Dravidian languages. 
Experimentation has been carried out using the SMS data collected in Dravidian 
languages and another benchmark dataset. Features are validated significantly using 
a Random forest feature importance score and classified for performance evaluation. 
This paper has certain limitations on performance, such as Accuracy. Still, it can be 
improved by concentrating on language-specific features and retuning the extracted 
features. 
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Training Algorithms for Mixtures 
of Normalizing Flows 

Sebastian Ciobanu 

Abstract In this paper, we focus on how a probabilistic mixture of normalizing 
flows can be fitted. In the literature, there are (at least) four approaches that do not 
necessarily provide an actual implementation of the method. These four algorithms 
are gradient ascent maximizing the log-likelihood of the data, (soft) expectation– 
maximization, hard expectation–maximization, and gradient ascent maximizing the 
evidence lower bound. Our contribution or the novelty of the paper can be described as 
follows: we (re)implement each method, we create a software program that encom-
passes all these four implementations, and we compare those on toy datasets and 
image datasets on which we fit a mixture of masked autoregressive flows. The non-
linear flexibility is shown in the plots. The metrics and the running times are reported. 
There is not necessarily a certain training algorithm to be preferred, although there 
are some advantages and disadvantages for each. The code is available at https:// 
github.com/aciobanusebi/training-algs-for-mnf. 

Keywords Machine learning · Mixtures of normalizing flows · Gradient descent ·
Expectation–maximization · Maximum likelihood estimation 

1 Introduction 

In probabilistic machine learning, there are discriminative and generative models 
[ 1]. Briefly, the generative models work with the probabilities .p(x) (for unlabeled 
datasets with inputs . x) or .p(x, y) (for labeled datasets with inputs . x and outputs . y), 
whereas the discriminative ones work with the conditional probabilities .p(y|x). In  
recent years, deep generative models have appeared. They cover multiple types of 
models: autoregressive models [ 2, Chap. 22], variational autoencoders (VAEs) [ 2, 
Chap. 21], normalizing flows (NFs) [ 2, Chap. 23], generative adversarial networks [ 2, 
Chap. 26], new energy-based models [ 2, Chap. 24], diffusion models [ 2, Chap. 25]. 
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Among these, the normalizing flows model explicitly the probability density func-
tion (p.d.f.), i.e., we have access before/during/after the training phase to a p.d.f., a 
programmatic function which can be called. As a normalizing flow is more expres-
sive than a (multivariate) normal distribution, a mixture of normalizing flows is more 
flexible (see [ 3]) than a mixture of Gaussians, hence its usefulness. In general, a 
specific application for mixtures of distributions is grouping/clustering the data. As 
a result, the mixtures of normalizing flows can be used to this end. 

The contributions of this paper are represented by the provision of a unitary 
implementation of the existing methods for training the mixtures of normalizing flows 
and by their comparison in the same setup. The purpose and the importance of this 
paper reside in stepping forward in the process of choosing the right training method 
(which is data dependent) for the mixture of normalizing flows, a model which has its 
applicability in different areas: clustering (as mentioned earlier), density estimation, 
anomaly detection, data augmentation, etc. 

This paper is structured as follows: 

– Section 2 includes related work and ideas regarding our implementation; 
– Section 3 contains the methodology and the results; 
– Section 4 reflects our conclusion. 

2 Related Work and Our Implementation 

2.1 Mixtures of Normalizing Flows 

A standard mixture of continuous distributions has its density equal to the convex 
combination of the distributions’ probability density functions. A mixture of normal-
izing flows would be a mixture where each component in the convex combination 
is a normalizing flow. This is the standard probabilistic definition. In the literature, 
there are contributions representing a mixture of NFs in a non-standard manner or 
where the purpose is not solely fitting a mixture of NFs but integrating the mixture 
in a complex model: 

– Dinh et al. [ 4]: they split the domain into multiple groups using a set identification 
function; their goal is to add expressiveness to NFs by including discrete variables; 

– Izmailov et al. [ 5]: a normalizing flow uses a base distribution (usually a normal 
distribution) from which it evolves into a more adaptable distribution; the authors 
propose that the base distribution be a mixture of normal distributions; they use 
a single normalizing flow with a mixture of Gaussians as the base distribution, 
which is different from the approach investigated in this paper; 

– Postels et al. [ 6]: here, the mixture of normalizing flows emerges in a VAE-like 
context: they define .p(z) (where . z is the latent representation of an entire point 
cloud), .p(z|X) (where.X is the entire point cloud), and.p(x |z) (where. x is a point
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in the point cloud); the last distribution, i.e. .p(x |z), is assumed to be a mixture of  
normalizing flows; 

– Giaquinto and Banerjee [ 7]: the authors construct the mixture unusually, by using 
the gradient boosting technique; the resulting model can fit multi-modal distribu-
tions. 

Standard views of the mixtures of NFs in the literature include contributions that 
aim at maximizing the likelihood of the data [ 8, Sect. 4.2] that are assumed to be 
generated by a mixture of normalizing flows. Although they have the same target, 
they differ in the training/fitting algorithms: 

– Ciobanu [ 3]: they directly maximize the log-likelihood using a variation of the 
gradient ascent algorithm; for an input . x , the log-likelihood is defined as: 

. log-likelihood(x) = log

⎛
⎝

k∑
j=1

π jNF j (x)

⎞
⎠ ,

where . k is the number of components in the mixture, .NF j is the p.d.f. of the . j th 
component in the mixture, .π j ≥ 0 is the weight for .NF j , .

∑k
j=1 π j = 1; 

– Pires and Figueiredo [ 9]: they maximize the likelihood indirectly by maximiz-
ing the evidence lower bound (ELBO) using a variation of the gradient ascent 
algorithm; for an input . x , the ELBO is defined as: 

. ELBO(x) =
k∑
j=1

encoder(x) j (log(NF j (x)) + logπ j − log(encoder(x) j )),

where . k is the number of components in the mixture, .NF j is the p.d.f. of the 
. j th component in the mixture, .π j > 0 is the weight for .NF j , .

∑k
j=1 π j = 1, and 

encoder is a neural network that returns a vector of probabilities which will be 
interpreted as the following posterior probabilities: 

. encoder(x) =
⎡
⎢⎣
p(z = 1|x)

...

p(z = k|x)

⎤
⎥⎦ ,

where . z represents the component/cluster index; 
– Ng and Zammit-Mangion [ 10]: they maximize the likelihood indirectly by employ-
ing the expectation–maximization (EM) [ 8, Sect. 8.7.2] algorithm; the E step will 
consist in computing the posterior probabilities for each input . x : 

.p(z = 1|x), . . . , p(z = k|x) ;
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after computing all these probabilities, i.e., an .n × k matrix (. n is the number of 
inputs), the M step updates the parameters of the mixture accordingly (see their 
paper [ 10] for details); the EM algorithm consists in applying a number of iterations 
where each iteration includes 2 steps: the E and M steps; the authors present the 
algorithm in two settings: 

– (soft) EM: the one described earlier; 
– hard EM: here, the E step turns the vector .

[
p(z = 1|x), . . . , p(z = k|x)] into 

a one-hot vector by converting the maximum value to 1 and by setting the 
other values to 0; this version of the algorithm benefits the M step since the 
functions to be maximized at this step can be written with fewer terms than in 
the original/soft EM algorithm, hence more efficiency [ 10]. 

In this work, we implement the four algorithms used in the literature for fitting a 
mixture of normalizing flows: 

– Ciobanu [ 3]: we call it GD (from Gradient Descent, not Ascent, since we minimize 
the negative log-likelihood); for this case, since the authors have already provided 
the code, we just restructured it or added extra features, e.g., a seed hyperparameter 
for reproducibility; 

– Pires and Figueiredo [ 9]: we call it VarGD (from Variational Gradient Descent, 
not Ascent, since we minimize the negative ELBO); for this case, since there was 
no code available, we implemented the method from scratch; 

– Ng and Zammit-Mangion [ 10]: we call the two algorithms SoftEM (the original 
or soft EM) and HardEM (the hard EM); again, since there was no code available, 
we implemented the method from scratch. 

We mention that this comparison has not been made yet in the literature. Only in 
[ 3], the authors compare their results with the results in [ 9] just by taking the reported 
numerical results in [ 9] and without re-running the method in [ 9]; most likely, the 
data pre-processing, the parameter initialization, etc. have been distinct across the 
two approaches. 

Since in general the original implementations are not available, we should be 
aware that our code may slightly differ from the original methods. For example, 
VarGD may be different since: 

– we fitted the model with trainable/learnable mixture coefficients (.π j ), although 
the authors suggest that these should be set to be uniform or be set by the modeler; 
we chose this option because in all the other algorithms (GD, SoftEM, HardEM) 
the numbers .π j were set to be trainable; 

– we did include the part that divides “the inputs of the softmax layer in the variational 
posterior by a temperature value, T, which follows an exponential decay schedule 
during training” [ 9]; since the hyperparameter values regarding the temperature 
were not mentioned, we set our own values;
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– in the experiments, we use a single set of hyperparameters in order to have the 
same configuration across the algorithms; hence, the hyperparameter values (and 
the reported results) will differ from the ones in the original papers. 

Nevertheless, our implementation has the following positive features: 

– the reproducibility of runs is taken into consideration by including the possibility 
of setting a seed; 

– we have control over the initialization of the trainable parameters of the mixture; 
across the four algorithms, we set the same initialization; 

– we include the possibility of having validation data, which is created by splitting 
the initial data into two parts; 

– the order and the amount in which the data are given to the algorithm are controlled; 
the pre-processing, the shuffle order, and the batch size are the same across the 
four algorithms; 

– one can set other finely detailed aspects across the algorithms: the same hyperpa-
rameters, the same optimizer, etc. 

– one can save the best model via a checkpoint. 

2.2 Off-the-Shelf Training Algorithms for Distributions 

We implemented the code in TensorFlow [ 11] and TensorFlow Probability [ 12]. In 
TensorFlow Probability, there is a function called experimental_fit which 
can be used to train a probabilistic distribution, i.e., to estimate the parameters of the 
distribution that generated the given data. For example, to train a normal distribution, 
one can run the following Python code: 

import tensorflow_probability as tfp 

tfd = tfp.distributions 

distr = tfd.Normal.experimental_fit([1.0,2.0,3.0]) 

print(distr.loc.numpy()) 

print(distr.scale.numpy()) 

and obtain the following distribution: 

. N
(

μ = 1 + 2 + 3

3
= 2, σ =

/
(1 − 2)2 + (2 − 2)2 + (3 − 2)2

3
= 0.8164966

)
,

where the values of. μ (mean) and. σ (standard deviation) are the maximum likelihood 
estimates given the dataset .{1.0, 2.0, 3.0}. 

Unfortunately, this function is not available for all the distributions present in 
tfd since the fitting algorithm is specific to each distribution and must be imple-
mented individually (in order to have an accurate and fast method). Fortunately, we
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implemented a variant of the gradient descent to optimize the likelihood in a general 
manner, regardless of the distribution, by leveraging and developing the ideas in [ 13, 
14]. For example, to train a normal distribution, one can run the following Python 
code: 

import tensorflow as tf 

import tensorflow_probability as tfp 

# from ... import DistributionTrainer 

tfd = tfp.distributions 

distr = tfd.Normal( 

loc=tf.Variable(0.0), 

scale=tf.Variable(1.0) 

) 

data = tf.data.Dataset.from_tensor_slices( 

[1.0, 2.0, 3.0] 

).batch(3) 

DistributionTrainer(distr).fit_via_gd( 

batched_dataset_train=data, 

optimizer=tf.optimizers.Adam( 

learning_rate=0.1 

), 

epochs=500) 

print(distr.trainable_variables) 

and obtain again that .μ = 2.0, .σ = 0.8164966 but without closed-form formulas 
and in an iterative manner. Furthermore, we can use a mixture of Gaussians on 
which we can apply not only GD, but also SoftEM, HardEM, and VarGD; in the 
end, after training, we can obtain a hard clustering and a soft clustering on a given 
dataset through the corresponding predictor classes. For more code examples, see 
the previously mentioned GitHub page. 

3 Methodology and Experiments 

We applied the four algorithms, i.e., GD, SoftEM, HardEM, and VarGD, on toy 
datasets with two input columns (pinwheel, moons, circles, and two bananas, which 
are also present in [ 3]) and on image datasets (MNIST [ 15] with 70,000 images 
and MNIST5 with 35,735 images, which is the MNIST dataset but only with the 
images representing the digits from 0 to 4) with 784 input columns. Each full dataset 
was split into 80% training data and 20% validation data. The validation data were 
used throughout the epochs/iterations (even in the M steps) in order to enable early 
stopping with a patience parameter of 5 steps. In the end, the loss and the metrics were 
reported on the whole dataset (100% = 80% training + 20% validation). Moreover, 
the data were also pre-processed by Z-standardizing each input column; this standard



Training Algorithms for Mixtures of Normalizing Flows 23

scaler has been fit only on the training data and applied on the training data, on the 
validation data, and, in the end, on the whole data. 

The hyperparameter values were set to the following: 

• learning rate: 0.001 for toy data and 0.0001 for image data; 
• number of epochs/iterations: 

– for toy data: 400 epochs for GD and VarGD; 40 iterations for SoftEM and 
HardEM (SoftEM and HardEM will carry out 10 epochs at each M step since 
the M step is implemented in a gradient descent fashion; from this perspective, 
there are .40 × 10 = 400 epochs); 

– for image data: 20 epochs for GD and VarGD; 5 iterations for SoftEM and 
HardEM (SoftEM and HardEM will carry out 4 epochs at each M step since 
the M step is implemented in a gradient descent fashion; from this perspective, 
there are .5 × 4 = 20 epochs); 

• batch size: 512; 
• the .π j values are trainable and are initialized with . 

1
k ; • a normalizing flow, i.e., a mixture component, is represented by two chained 

masked autoregressive flows (MAF) [ 16], i.e., two MAF blocks: 

– the base distribution is a multivariate normal distribution: 

each element of its mean is set by sampling a standard univariate normal 
distribution; 
the covariance matrix is the identity matrix. 

– each MAF has a corresponding masked autoencoder (MADE) [ 17] with one 
layer with 8 hidden units and with the ReLU activation function; 

• hyperparameters specific to VarGD: 

– the encoder has 2 layers, each with 10 hidden units and with the ReLU activation 
function; 

– exponential decay hyperparameters for the temperature 1: 

decay steps: 1; 
decay rate: 0.96; 

initial rate: .
1(

decay rate
decay steps

)number of epochs , such that the temperature at the final 

epoch is (approximately) 1;

1 We used https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/schedules/Exponential 
Decay. 

https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/schedules/ExponentialDecay
https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/schedules/ExponentialDecay
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• hyperparameters specific to SoftEM and HardEM: for each M step, there are 10 
epochs for toy data and 4 epochs for image data; as for the loss, we report the 
negative log-likelihood. 

For GD, SoftEM, and HardEM the loss is considered to be the negative log-
likelihood. For VarGD, the loss is considered to be the negative ELBO. Each algo-
rithm was run on each dataset 5 times, using the seeds from 0 to 4. From the 5 
runs, the model with the minimal loss was picked. For the selected model, we report 
the training time, 2 the negative log-likelihood (NLL), the negative ELBO (only for 
VarGD), and the following clustering metrics: purity [ 8, Sect. 21.1.1.1], adjusted 
rand index (ARI) [ 18], normalized mutual information (NMI) [ 19], unsupervised 
cluster accuracy (ACC) [ 20]. 

3.1 Results 

We showcase the numerical results in Table 1. According to the time spent on execut-
ing a run, the algorithms can be ordered as follows: GD (fastest), VarGD, HardEM, 
and SoftEM (slowest). Note that we have set the hyperparameters such that the times 
are comparable (e.g., 400 epochs for GD and 40 iterations with 10 M step epochs 
each for SoftEM). One should also remember that the image datasets are executed 
with far fewer epochs/iterations than the toy data counterparts. These results are 
somewhat expected: the EM algorithms have the E step that should go through the 
whole dataset, and this becomes slow. These results confirm the mention in [ 10] 
which states that HardEM should be faster than SoftEM. 

If for the image datasets, GD and VarGD perform the best, for the toy datasets, 
there are instances where SoftEM and HardEM obtain very satisfactory metrics (see 
moons, pinwheel, and two bananas datasets). The most challenging dataset seems to 
be circles: every algorithm predicted just one cluster instead of two. Although the 
easiest dataset is two bananas, VarGD obtains just a cluster instead of two; although 
not reported in the table, for seeds 1 and 2, VarGD does obtain the two expected 
clusters; this is an example where the minimal loss does not necessarily correspond 
to a superior clustering, and this happens to all the presented algorithms. 

Regarding the losses, for VarGD, as a quality check, the values in the table satisfy 
the relation –ELBO.≥ NLL, which is mathematically correct. 

To showcase the non-Gaussian (i.e., non-ellipsoidal) flexibility of the learned 
mixture of NFs, we display diverse plots for the toy datasets in Fig. 1. 

Further observations include: 

• if we had used just one MAF block instead of two, then the density plots would 
have shown lesser (non-ellipsoidal) flexibility;

2 The machine specifications on which we ran the experiments are as follows: Windows 10 OS, 
Lenovo Legion Y720 Laptop, NVIDIA GeForce GTX 1060 6 GB GPU, Intel®Core™ i7-7700HQ 
CPU @ 2.80Hz, 32.0 GB RAM. 
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Fig. 1 Plots describing the decision boundaries between clusters and the probability density func-
tions obtained by some fitted mixtures of normalizing flows. Above each figure, we mention the 
dataset, the algorithm, and the seed corresponding to that specific run. Those cases are marked in 
Table 1 with a star (*). In the decision boundary plots, the color of the points represents the real 
cluster and the color of the background represents the predicted cluster. The density plots were 
created with the code from [ 21]; high values correspond to bright pixels. 

• the loss can become NaN/infinite or all the points can be assigned to a single 
cluster in the end; we noticed that this highly depends on the learning rate, on 
how the data are pre-processed and shuffled, on how the base distributions are 
initialized, and other hyperparameters; for the image data, out of 4 (algorithms). ×
5 (seeds) .× 2 datasets (MNIST5, MNIST) = 40 runs, 22 ended with NaN/infinite 
(training and/or validation) losses, from which 11 provided a saved trained model 
from earlier epochs (across the epochs, we save only the best models in terms
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of the validation loss) and we were able to compute the mentioned metrics; as 
the authors in [ 9] specify, the variational mixture of NFs should have its encoder 
similar in complexity with the mixture components; from this perspective, VarGD 
has a disadvantage compared to GD, SoftEM, and HardEM since there are more 
hyperparameters to set. 

4 Conclusion and Future Work 

The mixtures of normalizing flows are generative models that can be used in cluster-
ing. They can be fitted/trained (in a maximum likelihood sense) using different algo-
rithms. We implement three methods described in the literature (hard expectation– 
maximization, soft expectation–maximization, gradient descent applied on a loss 
representing the negative evidence lower bound) and refine a public implementation 
(gradient descent applied on a loss representing the negative log-likelihood). We 
upload the code on GitHub to be publicly available so that anyone can experiment 
with the methods described in the literature with ease. Apart from this, other advan-
tages of our code include the fact that the code is not tightly coupled with the mixture 
of normalizing flows (it can be run with other probabilistic distributions), the fact 
that we can compare the algorithms employing the same hyperparameters, parameter 
initialization, etc. In terms of the results, SoftEM is the slowest algorithm and GD is 
the fastest, but in terms of the clustering performance and loss minimization, each 
algorithm obtains the best results at least once; on image datasets, the metrics suggest 
that GD and VarGD achieve better results. 

As for future work, we could explore the semi-supervised case. Regarding the 
training of the mixture of normalizing flows, we may set other hyperparameter values 
(more epochs, other neural network architectures, other normalizing flows—not just 
masked autoregressive flows—, etc.). In the end, the four algorithms can be applied 
to mixtures of other distributions; the gradient descent can be applied to other non-
mixture distributions, as well. 
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Facial Expression Based Music 
Recommendation System Using Deep 
Learning 

Aman Singh, Richa Sharma, Mahima Shanker Pandey, Sonal Asthana, 
Gitanjali, and Ankita Vishwakarma 

Abstract A person’s mood can be changed by music, which impacts both the body 
and emotions, so our project aims to describe a method for music recommendation 
based on facial expressions. Many music applications are based on a user’s browsing 
history but this work presents an idea on the music recommendation based on users’ 
facial expressions that give outstanding results. It has got a unique ability to lift one’s 
mood. The work’s overall concept is recognizing facial expressions and efficiently 
recommending songs. The proposed model will be both time and cost-efficient. This 
yields better performance and computational time accuracy and reduces the design 
cost. 

Keywords Deep learning · Convolution neural network · Facial expression ·
Classifier 

1 Introduction 

Human emotion plays an important role in telling what is going on in one’s life [1]. 
They use emotion to express their feeling to each other. The best possible way in 
which people tend to analyze or understand other person’s emotions or feelings is to 
look at their facial expressions. Earlier, the most used form of expression analysis 
by humankind was during face-to-face interaction. 

Music is a flair that can change the mood of a person; it can affect both the 
emotion and the body. There are different types of music, faster music can make us 
feel more optimistic about life, whereas a slower tempo can quiet our mind and relax 
our muscles, making us feel soothed while releasing the stress of the day. Music is 
very effective for relaxation and stress management.
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Considering the above two aspects—emotion and music, the work is based onto 
lighten the user’s mood by playing songs that match the user’s mood by capturing 
their facial expression [2]. The software takes the user’s image to extract information 
from a target human being’s face using image segmentation and image processing 
algorithms to identify the emotion the person is attempting to convey. Mood modifi-
cation may occasionally be useful in overcoming depressive and sad circumstances. 
Many health concerns can be avoided with the use of expression analysis, and actions 
can be done to improve a user’s mood. 

The main contributions of the paper are listed as follows: 

(i) The present work proposes to recommend music based on the user’s facial 
expression. 

(ii) A deep learning approach is proposed to capture information from the user’s 
image using image segmentation and image processing algorithms. 

(iii) The proposed algorithm identifies the emotion associated with the user’s image. 
(iv) Experimental results suggest that the proposed algorithm is efficient in terms 

of computational time and cost. 

The paper is structured as follows. Section 2 presents the research work carried 
out in the domain of music recommendation systems. The methodology adopted 
in the present work is described in Sect. 3. The design and implementation of the 
proposed methodology are presented in Sect. 4. Section 5 discusses the results and 
the conclusion of the paper is provided in Sect. 6. 

2 Literature Review 

The main purpose of the work is for the betterment of human mood and reduces 
depression and human anxiety. Ulleri et al. [3] have also focused on how this system 
can be helpful during difficult times like COVID-19, when people were compelled 
to stay inside of their four walls, which caused conditions like mood disorders, 
depression, anxiety, etc. Music has been proven to be the best and fastest way to 
change the human mood. The model [4] uses Random Forest Classifier and XG Boost 
algorithm to identify the emotion of songs considering features like instrumental, 
energy, acoustic, liveliness, etc. 

In the mood-based music system [5], a web camera has been used to scan users’ 
facial expressions. The main component used for the software is the OpenCV library 
by plotting the vector points of the HAAR Cascading algorithm. It emphasizes elimi-
nating background noise and detecting a face in dim light or at night time with proper 
facial properties for future analysis. The basic approach of the system is divided into 
4 major phases.
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2.1 Creating a Model for Detecting Facial Expressions → 
API Usage → Classification of Song Mood → 
Development of a Playlist 

The report [2] outlined three essential steps, after the face has been recognized 
by HAAR Cascading Classifier in the first step, the CNN classifier is utilized to 
determine expression. In the final phase, the process of creating a playlist is completed 
by computing the song’s BPM (beat per minute). The authors of [6] used 6 CNN  
BLOCKS. The dataset was obtained from Kaggle [7, 8] and divided into 3 sets. As 
an input, the front view of the facial image is used to extract the facial features. They 
used the Sequential method for the development of a model, which comprises of 
conv2d layer, max–pooling, and Dense layer. Based on the dataset, the filters are 
arranged in descending order in a layer. 

Uma et al. [9] have compared the proposed system with other music systems. 
Guidel et al. [10] considered that facial expressions can be very helpful in easily 
observing one’s state of mind and current emotions. This system was developed by 
taking basic emotions (happiness, sadness, anger, excitement, surprise, disgust, fear, 
and neutrality) into consideration. 

3 Methodology 

Our proposed system has been divided into two phases (Fig. 1). 

• Creation of a model for detecting facial expressions.
• Recommend a song based on user expression.

Fig. 1 Phases of music recommendation system
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3.1 Dataset for Experiment 

For training, the images are taken from “https://www.kaggle.com/datasets/sudar-
shanvaidya/corrective-reannotation-of-fer-ck-kdef” [7]. For testing, the images are 
taken from “https://www.kaggle.com/datasets/amansinghfty/mytestingdataset” [8]. 
Only the front view and clear images without any distortion in pixels have been 
considered. 

3.2 Creation of a Model for Detecting Facial Expressions 

3.2.1 Face Detection 

In our system first, the frontal face of a human is detected using a camera with 
the help of an OpenCV module. Numerous approaches to face detection have been 
discovered, but the HAAR cascade classifier works well compared to others. HAAR 
cascade classifier also finds the number of faces in the window with their respective 
coordinate location. The four phases of the HAAR Cascade algorithm are as follows: 

Selection of HAAR Features → Integral Image Creation → Adaboost training 
→ Implementing Cascading Classifiers 

Initially, to train the classifier, the system first requires a large number of both positive 
and negative face images. Next, the features are drawn from it. In the HAAR classifier 
algorithm, the first step is to collect the HAAR features of images like edges or lines 
in the frame. Edge characteristics on the face, such as the teeth, nose, and brows, 
are visible. The HAAR approach is then used to find the following features in the 
image. The ratio of these discovered traits serves as the basis for emotion recognition 
(Fig. 2).

This work consists of the following steps– 

i. Input image/video is continuously captured using a camera. 
ii. The video is pre-processed in two steps as follows: 

a. Video/image is rescaled to 144 * 144 pixels. 
b. Then the above-scaled video is converted from RGB to gray. 

iii. Edge detection of pre-processed images is carried out. 
iv. The HAAR Cascade classifier detects the frontal face in the video and creates a 

rectangle over each detected face. 
v. This image is passed to our trained model for predicting expression. 
vi. Recommend the song based on facial expression.

https://www.kaggle.com/datasets/sudar-shanvaidya/corrective-reannotation-of-fer-ck-kdef
https://www.kaggle.com/datasets/sudar-shanvaidya/corrective-reannotation-of-fer-ck-kdef
https://www.kaggle.com/datasets/amansinghfty/mytestingdataset
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Fig. 2 Haar cascade features, image by OpenCV

3.2.2 Expression Detection 

Data preparation plays an important role in deep learning. It means that the images 
should be pre-processed. There are several reasons why images are shrunk, but one of 
them is crucial to our work i.e. image resizing, it must be done to make the resolution 
consistent for the model. To perform the image resolution consistency, resize all 
images having dimensions 144 * 144. 

The color of an image is stored in an RGB format so it is a very difficult task 
to process it normally so we are converting all the images into grayscale. This will 
reduce the dimension of the images. 

3.3 Recommending a Song Based on the User’s Expression 

After applying machine learning and deep learning to recognize the expression, the 
software will suggest a song depending on the facial expression. The song will be 
played appropriately in addition to navigating to the playlist.
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4 Design and Implementation 

An important task for our system is expression detection through facial detection. The 
expression detection task has been accomplished with CNN’s assistance. The CNN 
[11] receives input as a 144px × 144px face image from the Haar Cascade Classifier. 
The eight categories that CNN will use to categorize the image’s expression [12–15] 
are “anger”, “contempt”, “disgust”, “fear”, “happy”, “neutrality”, “sadness”, and 
“surprise”. CNN is a brilliant approach to recognizing images using deep learning. 
Images are nothing just a group of pixels to form a pattern. That pattern is utilized by 
CNN to identify the images. Eight CNN blocks have been used in this work to create 
the CNN for expression detection. Each block is made up of a Batch Normalization 
layer and a Conv2D layer with a kernel matrix of either 3 * 3 or 5 * 5. To avoid  
overfitting issues, one MaxPolling2D layer along stride 2 * 2 and a dropout layer 
after two consecutive blocks are added. The Elu function will serve as the activation 
function which has the properties of leaky ReLu and ReLu. Two blocks of the Conv2d 
layer receive the output of the max pooling layer for parallel processing. Concatenated 
output from the parallel conv2d block is sent to another block. At last, the Dense layer 
and the flattened layer are used. Our model achieves 84.8 percent validation accuracy 
and training accuracy 92% and trained around 35,971,685 parameters (Figs. 3 and 4). 

A confusion matrix is used to evaluate the performance of a classification (Anger, 
Contempt, Disgust, Fear, Sadness, Surprise, Neutrality) model as given in Table 1. 
It summarizes the predictions made by the proposed model on a set of test data (936 
images) and compares them to the actual values.

Fig. 3 Capturing the input image
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Fig. 4 Internal layers working

5 Result 

To achieve the primary goal of our proposed system, we have organized the results 
into the following categories: 

i. To be able to see the face clearly without any interference. 
ii. Accurately separate the feelings and group them in descending order under the 

eighth expression. 
iii. Giving the consumer appropriate song suggestions to better relate to their mood 

while taking into account the dominating expression. 

Our suggested system’s correctness is measured by a performance metric. Figure 5 
shows the calculated accuracy percentage (Calculated/Expected) for each of the eight 
expressions, with an average calculated accuracy of 84.84% in 30 epochs.



38 A. Singh et al.

Ta
bl
e 
1 

C
on
fu
si
on
 m

at
ri
x A

ng
er

C
on
te
m
pt

D
is
gu
st

Fe
ar

H
ap
py

Sa
dn
es
s

Su
rp
ri
se

N
eu
tr
al
ity

C
la
ss
ifi
ca
tio

n 
ov
er
al
l

Pr
ec
is
io
n 
(%

) 

A
ng
er

22
3

0
0

0
0

0
1

26
84
.6
2 

C
on
te
m
pt

3
6

0
0

0
0

0
1

10
60
 

D
is
gu
st

5
0

39
0

0
0

0
0

44
88
.6
4 

Fe
ar

0
0

3
22

5
0

0
0

30
73
.3
3 

H
ap
py

0
0

0
0

35
0

2
0

37
94
.6
0 

Sa
dn
es
s

0
0

0
0

1
20

7
2

30
66
.6
7 

Su
rp
ri
se

1
0

0
0

0
0

60
1

62
96
.7
7 

N
eu
tr
al
ity

1
1

0
0

1
2

0
20

25
80
%
 

R
ec
al
l (
%
)

68
.7
5

60
92
.8
6

10
0

83
.3
3

90
.9
1

86
.9
6

80
 

O
ve
ra
ll 
ac
cu
ra
cy
 (
O
A
)

84
.8
4%



Facial Expression Based Music Recommendation System Using Deep … 39

Fig. 5 Model accuracy graph (comparison between training and validation accuracy) 

6 Conclusion 

The music expresses a person’s feelings and mood. The work detects the 
following different categories “anger”, “contempt”, “disgust”, “fear”, “happy”, 
“neutrality”, “sadness”, and “surprise” with an accuracy of 84.8%. When the model 
detects an expression, the music player will recommend appropriate songs related 
to the expression. As a result of music recommendations, users may choose music 
in a more participatory and straightforward manner. All are aware that every person 
resorts to music, in almost every situation, and automatic detection of the user’s mood 
is an advancement to the currently available technologies. Music recommendation 
systems with Facial expression detection require the use of certain deep learning and 
machine learning models. So, music not only heals a person’s mood but also greatly 
impacts one’s mood. 
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Abstract Sales forecasting is a decisive task for businesses, as it enables them 
to make important decisions about production, inventory, and marketing strategies. 
Time series analysis is a tackle for sales forecasting, as it allows us to analyze and 
model data based on time-dependent patterns. In this paper, we explore different time 
series analysis techniques and their application to sales forecasting. We use a real-
world sales dataset (retail) to demonstrate the use of various time series techniques 
such as decomposition, auto-correlation, and lag features. This report presents a solu-
tion for a case study in which we forecast the sales of retail stores. It supports strategic 
decisions on three levels: the featuring of data, decomposing the data, and applying 
the models. We also discuss the significance of feature engineering in time series anal-
ysis and demonstrate the time series features such as lag, date time, and windowing 
(rolling means). Then, we compare the performance of different time series models, 
such as naive (persistence), Moving Average, ARIMA, and SARIMAX. We conclude 
that time series analysis techniques are used correctly and can handle powerful tools 
for businesses to make accurate sales forecasts and make informed decisions. 

Keywords Sales forecasting · Machine learning models · Time series ·
Auto-correlation · Moving average · Decomposition series · SARIMAX
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1 Introduction 

Accurate sales forecasting is a vital aspect of successful businesses as it enables them 
to make informed decisions related to production, inventory, and marketing strategies. 
Time series analysis is a powerful tool for predicting sales, as it enables businesses 
to analyze and model data based on time-dependent patterns. This paper presents a 
comprehensive study of retail sales forecasting using a variety of time series analysis 
techniques, including decomposition, auto-correlation, and lag features, using a real-
world retail sales dataset. Time series decomposition is a technique used to separate a 
time series into its parts, which are the underlying trend, seasonality, and white noise 
(or error) components. The decomposition usually uses additive or multiplicative. 
The decomposition process is normally performed using statistical methods such 
as moving averages or exponential smoothing. By decomposing the time series, it 
becomes easier to identify the different components and their respective contributions 
to the overall pattern of the series. 

Building an accurate retail sales forecasting model can be challenging due to the 
complexity of the data, including the presence of outliers, missing values, and external 
factors such as economic indicators and holiday events. To address these chal-
lenges, this paper explores various techniques for preprocessing the data, handling 
missing values, and incorporating external factors. Additionally, the importance of 
feature engineering in time series analysis is discussed, which involves identifying 
and extracting meaningful features from the raw data to improve model accuracy. 
To evaluate the performance of different machine learning models, regression and 
time series models are compared using various evaluation metrics such as mean 
absolute error (MAE) and root-mean-square error (RMSE) to identify the best-
performing model. Furthermore, time series analysis techniques such as lag plots, 
auto-correlation plots, and decomposition are applied to gain a better understanding 
of the underlying patterns in the data and detect sales trends during specific periods. 
This paper demonstrates that time series analysis techniques can be a valuable tool 
for businesses to make accurate sales forecasts and informed decisions. By utilizing 
appropriate data preprocessing techniques, feature engineering, and selecting the 
best-performing model, businesses can improve their forecasting accuracy and make 
better-informed decisions. 

With the rise of e-commerce and online shopping, retail businesses face a new 
set of challenges such as increased competition, changing consumer behavior, and 
the need for real-time decision-making. In this context, accurate sales forecasting 
becomes even more critical to optimize inventory levels, reduce costs, and increase 
profitability. Therefore, this paper aims to provide a comprehensive analysis of retail 
sales forecasting using time series analysis techniques to help businesses overcome 
these challenges and succeed in today’s dynamic retail environment.
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Overall, the contributions of this paper are as follows: 

• A detailed analysis of the seasonal patterns and trends in the retail sales data, 
which provides insights into the key drivers of sales in this sector. 

• A comprehensive comparison of different time series analysis techniques, 
including decomposition, auto-correlation, and lag features, which identifies the 
most effective methods for forecasting retail sales. 

• An evaluation of the impact of external factors such as economic indicators and 
holiday events on retail sales, which provides a more nuanced understanding of 
the drivers of sales in this sector. 

• A discussion of the importance of feature engineering in time series analysis, 
which highlights the need for businesses to extract meaningful features from their 
data to improve forecasting accuracy. 

• A demonstration of the value of time series analysis for businesses, which high-
lights the potential benefits of using these techniques to make informed decisions 
about inventory, production, and marketing strategies. 

2 Literature Survey 

In the process of developing an accurate sales forecasting model, we conducted a 
comprehensive literature survey to explore existing research and identify potential 
areas of improvement. 

Lee [1] proposed a hybrid model based on deep learning and ARIMA to forecast 
electricity demand but noted that the model was not the best fit for the data and 
affected the accuracy of the results. The authors aim to improve the accuracy of 
demand forecasting by using a combination of techniques. Specifically, they use a 
convolutional neural network (CNN) to capture complex patterns in the data, and an 
ARIMA model to capture the time series structure of the data. This paper was inspired 
by highlighting the potential benefits of combining different forecasting techniques 
to improve accuracy. Additionally, the study can also serve as a benchmark for 
comparing the accuracy of our model with other commonly used forecasting tech-
niques. Ayub [2] developed a reinforcement learning approach for demand fore-
casting and inventory optimization. The authors used a Q-learning algorithm to learn 
the optimal demand forecast and inventory level based on past demand data and 
inventory levels. Moreover, the authors did not explore the use of other machine 
learning techniques or hybrid models that could potentially improve the accuracy of 
the forecast. We explore the use of real-time data feeds to provide up-to-date infor-
mation on sales trends and enable more agile decision-making. By considering these 
aspects, we aim to develop a more accurate and efficient sales forecasting model 
for demand forecasting and inventory optimization. Wang [3] developed a model 
based on a random forest algorithm for demand forecasting in the manufacturing
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industry. The authors highlight the limitations of traditional methods such as linear 
regression and time series analysis and argue that these methods fail to capture the 
complex nonlinear relationships that exist between demand and various other factors. 
They did not discuss how the model handles outliers in the data, which can signif-
icantly affect performance. they demonstrate the effectiveness of the random forest 
model in accurately predicting demand for various manufacturing products. This 
paper is inspiring as it presents a different approach to demand forecasting by using 
a non-parametric machine learning technique, which can potentially provide better 
accuracy than traditional methods. We consider these external factors and explore 
the use of various advanced machine learning techniques to potentially improve the 
accuracy of demand forecasting in the manufacturing industry. Islam [4] developed 
a seasonal ARIMA model for demand forecasting in the manufacturing industry. 
The authors aimed to develop a reliable demand forecasting system that can assist 
decision-makers in the manufacturing industry. It does not provide a detailed expla-
nation of the feature selection process used to select variables for the model and does 
not consider the impact of external factors such as seasonality, economic conditions, 
and marketing campaigns on demand. In contrast, our project aims to consider these 
external factors to improve the accuracy of demand forecasting. Additionally, we will 
explore the use of more advanced machine learning techniques beyond the ARIMA 
model to potentially improve the accuracy of the model. Gopalakrishnan [5] focuses 
on predicting sales value in online shopping using linear regression. However, the 
paper does not consider the impact of external factors such as seasonality, marketing 
campaigns, and economic conditions on sales. We developed a sales forecasting 
model that incorporates not only the internal factors of sales but also external factors 
that can affect the demand for products. By considering factors such as season-
ality, marketing campaigns, and economic conditions, our model can provide a more 
accurate forecast of future sales trends. Tarallo [6] investigated the use of machine 
learning to predict demand for fast-moving consumer goods. Their study involved 
an exploratory research design and focused on the application of machine learning 
algorithms for demand forecasting. The authors conducted extensive exploratory data 
analysis (EDA) to identify key variables and potential factors affecting demand. The 
study found that machine learning can improve the accuracy of demand forecasting 
and enable businesses to make better decisions regarding inventory management and 
supply chain operations. By leveraging exploratory data analysis (EDA) and machine 
learning (ML) techniques, we improve the accuracy of sales forecasting and provide 
businesses with valuable insights to optimize operations, allocate resources, and 
develop effective marketing and pricing strategies.
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Andueza [7] used ARIMA and SARIMAX models to measure the impact of 
Covid-19 on official provincial sales of cigarettes in Spain, demonstrating the effec-
tiveness of time series analysis in capturing external factors affecting sales. Inspired 
by their works, we have developed a sales forecasting model that leverages a combina-
tion of time series analysis and machine learning techniques to produce more accurate 
forecasts of future sales trends. To address the limitations of previous models, our 
approach incorporates a robust feature selection process to identify important vari-
ables for demand forecasting in the manufacturing industry and implements outlier 
detection and handling techniques to improve performance. Moreover, we have incor-
porated real-time data feeds to provide up-to-date information on sales trends and 
enable more agile decision-making. Additionally, by improving the accuracy of sales 
forecasts, my model can provide businesses with valuable insights to optimize oper-
ations, allocate resources, and develop effective marketing and pricing strategies. 
Ultimately, accurate sales forecasting can give businesses a competitive advantage, 
identify new opportunities for growth and expansion, and lead to increased revenue 
and profitability. 

3 Methods 

3.1 Data 

The data used in this study was obtained from Kaggle and consists of historical 
sales data from a retail store. The dataset spans from January 2017 to December 
2019 and includes 10,119,956 daily observations of sales at the store, categorized by 
department and item. Before the analysis, we performed several preprocessing steps, 
including the removal of any duplicate entries and missing values. Additionally, 
to reduce noise and account for fluctuations in daily sales, we aggregated the data 
to a weekly level. Exploratory data analysis (EDA) was then conducted to gain 
insights into the data distribution and relationships between variables. These insights 
guided the development of our modeling approaches. Then, we applied several time 
series forecasting techniques to the training data, including ARIMA, SARIMAX, MA 
(Moving average), and auto-regression models. We then evaluated the performance 
of each model using the mean absolute percentage error (MAPE) metric on the 
validation set. Based on the results, we selected the best-performing model for each 
store-item combination and used it to forecast daily sales for the upcoming days.
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3.2 Feature Engineering 

Feature engineering is a critical step in the machine learning pipeline that involves 
transforming raw data into features that can be used to train predictive models. Our 
feature engineering approach focused on extracting meaningful information from the 
raw data and representing it in a way that is suitable for machine learning algorithms. 
For example, we utilized date-time data to extract features such as day of the week, 
month, and year, as well as create new features based on time intervals. We also used 
lag and window techniques to create lagged versions of features and group data into 
windows based on time intervals. By selecting and engineering features, machine 
learning models can achieve higher accuracy and better generalization to new data. 
Feature engineering has been successfully used in food sales prediction models, as 
demonstrated by Tsoumakas [8] in “A Survey of Machine Learning Techniques for 
Food Sales Prediction.” It has also been used in various applications, such as stock 
market prediction models, to capture time-dependent patterns and trends. 

3.3 Decomposing Time Series 

Time series decomposition is a powerful technique that allows analysts to examine 
the individual components of a time series and how they contribute to the overall trend 
and irregular fluctuations. There are two main types of time series decomposition: 
additive and multiplicative. 

Additive decomposition assumes that the components of a time series add up to 
the overall series, 

y(t) = Level + Trend + Seasonality + Noise (1) 

multiplicative decomposition assumes that the components multiply together to form 
the overall series, 

y(t) = Level ∗ Trend ∗ Seasonality ∗ Noise (2) 

One paper that explores the use of time series decomposition for forecasting is 
“Predicting Short-Term Household Electricity Demand Using Time Series Decom-
position” by Karandeep Singh [9]. In this paper, the authors use additive decomposi-
tion to separate the components of household electricity demand data and show that 
forecasting performance can be improved by incorporating the decomposed compo-
nents as features in a machine learning model. The paper highlights the importance 
of time series decomposition in identifying and modeling the underlying patterns in 
time series data to improve forecasting accuracy.
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3.4 Auto-Regression 

Auto-regression (AR) is a popular time series forecasting technique that models the 
relationship between a variable and its lagged values. AR assumes that the current 
value of a time series is a linear combination of its past values, with the weights 
determined by the autoregressive coefficients. 

y(t) = c + φ1y(t − 1) + φ2y(t − 2) +  · · ·  +  φp ∗ y(t − p) + ε(t) (3) 

Another popular technique that falls under the umbrella of AR is the moving 
average (MA). Unlike AR, MA models the relationship between a variable and its 
past errors (i.e., the difference between the predicted and actual values). An MA 
model of order q can be written as: 

y(t) = c + ε(t) + θ1ε(t − 1) + θ2ε(t − 2) +  · · ·  +  θq ∗ ε(t − q) (4) 

AR and MA models can be combined to form an autoregressive integrated moving 
average (ARIMA) model, which is a powerful tool for time series forecasting. In our 
study, we used auto-regression to model the relationship between daily oil prices and 
their lagged values. The output parameter for the model was a constant term and the 
coefficient of the lagged oil price variable, with a value of 0.055978 for the constant 
term and 0.998679 for the lagged variable. The high coefficient value suggests that 
the model is a good fit for the data and could be useful for predicting future prices. 

3.5 Time Series Forecasting Using Machine Learning 

Machine learning models are used to identify patterns and relationships within the 
time series data, and then use this information to predict future values. Time series 
forecasting using machine learning is a method that involves analyzing past data to 
make predictions about future trends. It is used in various fields, including finance, 
economics, engineering, and environmental science. One of the main challenges 
in time series forecasting is dealing with the inherent time-dependent nature of the 
data. Time series data often has seasonality, trend, and irregular fluctuations that must 
be accounted for in the modeling process. Additionally, time series data may have 
missing or incomplete data, which can further complicate the modeling process. 
To address these challenges, various techniques have been developed, including 
time series decomposition, which separates the time series data into its parts (trend, 
seasonality, and irregularity) to better understand and model each part separately. 
Another technique is imputation, which involves filling in missing data points using 
interpolation or other statistical methods.
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3.5.1 Auto-correlation 

Auto-correlation is another method commonly used in time series forecasting. Auto-
correlation refers to the relationship between a time series and its lagged values. 
An autoregressive (AR) model can be used to predict future values based on past 
values and their lags. The AR model assumes that the current value of the series is a 
linear combination of its past values and a white noise term. In auto-regression, the 
dependent variable (y) is modeled as a linear function of one or more past values of 
y, denoted as y(t − 1), y(t − 2), ..., y(t − p), where p is the order of the autoregressive 
model. The general form of a pth order AR model can be written as: 

y(t) = c + φ1y(t − 1) + φ2y(t − 2) +  · · ·  +  φp ∗ y(t − p) + ε(t) (5) 

where c is the constant term, φ1, φ2, ..., φp are the autoregressive coefficients, ε(t) is 
the white noise error term, and y(t) is the value of the dependent variable at time t. 

3.5.2 Autoregressive Integrated Moving Average 

The ARIMA (Autoregressive Integrated Moving Average) model is another popular 
method for time series forecasting. It combines the autoregressive, differencing, 
and moving average components to capture non-stationarity and trends in the data. 
The ARIMA model requires tuning its hyperparameters, including the order of the 
autoregressive, integrated, and moving average components. An MA model of order 
q can be written as: 

y(t) = c + ε(t) + θ1ε(t − 1) + θ2ε(t − 2) +  · · ·  +  θq ∗ ε(t − q) (6) 

where c is the constant term, ε(t) is the white noise error term, θ1, θ2, ..., θq are  the  
moving average coefficients, and q is the order of the MA model 

3.5.3 Seasonal Autoregressive Integrated Moving Average 
with Exogeneous Factor 

SARIMAX (Seasonal Autoregressive Integrated Moving Average with exogeneous 
factor) is an extension of ARIMA that includes seasonal components to model and 
forecast seasonal patterns in the data like ARIMA, SARIMAX requires tuning of its 
hyperparameters. In our project, we used the naïve (persistence) model as a base-
line and then explored the performance of more sophisticated models such as auto-
correlation, ARIMA, and SARIMAX. We have also considered various hyperparam-
eters for each model to achieve the best possible forecasting accuracy. An example 
of a research paper that inspired our work is “Time series forecasting of petroleum



Exploring Time Series Analysis Techniques for Sales Forecasting 49

Fig. 1 Data-driven architecture for accurate time series forecasting 

production using ARIMA and exponential smoothing models” by Singh and Verma 
[10]. The authors compared the performance of ARIMA and exponential smoothing 
models for forecasting petroleum production and found that the ARIMA model 
outperformed the exponential smoothing models. 

4 Architecture 

Figure 1 tells us the architecture of our machine learning project follows a structured 
process for building a predictive model. First, we gather the necessary data and 
perform data exploration to identify any issues and plan the data request. We then 
perform quality checks and clean the data to ensure it’s accurate and consistent. Next, 
we extract relevant features from the data and use machine learning algorithms to 
build the predictive model. We implement the best prediction and test it against the 
original data set. We split the data into training, testing, and validation sets to evaluate 
the performance of the model. Overall, this process ensures that our predictive model 
is robust and accurate. 

5 Result and Discussion 

Our study aimed to forecast time series data using a combination of feature extraction 
and time series decomposition methods. While our results showed that the perfor-
mance of each method varied depending on the characteristics of the data, several 
studies have used similar approaches to achieve even better accuracy. For example, 
Yang and Li [11] proposed a combination forecasting model for auto sales based 
on the seasonal index and radial basis function (RBF) neural network. Their model
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achieved better accuracy than traditional time series models, with an average fore-
casting error of less than 5%. Similarly, Yurtsever and Tecim [12] used logistic 
models and machine learning techniques to predict epidemic trends in COVID-19. 
Their results showed that the proposed models outperformed traditional time series 
models, achieving an accuracy of up to 96% in some cases. 

Our study provides valuable insights into the performance of various time series 
forecasting methods for sales prediction. We compare the accuracy of several 
commonly used methods, including naive (persistence), auto-regression, moving 
average, ARIMA, and SARIMAX. We evaluate the forecasts using metrics such as 
mean absolute error (MAE), root means squared error (RMSE), and mean abso-
lute percentage error (MAPE). Our findings demonstrate that the SARIMAX model 
outperforms other models in terms of accuracy, with an MAE of 10.3, RMSE of 
13.2, and MAPE of 7.1%. The ARIMA model also performs well, with an MAE 
of 11.4, RMSE of 14.1, and MAPE of 7.9%. In contrast, the naive (persistence) 
model performs the worst, with an MAE of 23.6, RMSE of 30.5, and MAPE of 
16.9%. Although our study shows that SARIMAX and ARIMA are the most accu-
rate models, it’s important to consider their computational complexity. SARIMAX 
is the most computationally expensive, while ARIMA is less complex and can offer 
a good balance between accuracy and computational resources. On the other hand, 
the naive (persistence) model is the simplest and fastest to implement, but it may not 
be suitable for data with a complex seasonal pattern. 

While our study provides valuable insights, there are still opportunities for future 
research to further improve the accuracy of sales forecasting. For instance, the combi-
nation of seasonal index and neural network techniques, as demonstrated in the study 
by Elcio Tarallo [6] or the use of machine learning techniques, as explored in the 
works of (2020), Ariff [13], Ohrimuk [14], Krishna [15], Pinho [16], Wang and Liu 
[17], and Serkan Aras [18], may lead to even better forecasting accuracy. Overall, our 
study highlights the importance of feature extraction and time series decomposition 
in improving the accuracy of sales forecasts and guides practitioners in selecting the 
most appropriate forecasting method for their specific needs (Figs. 2, 3, 4, 5 and 
Tables 1, 2, 3).

6 Conclusion 

In conclusion, this study highlights the efficacy of time series analysis techniques in 
accurately forecasting retail store sales. By applying various data analysis techniques, 
we were able to explore and transform time series data, identify patterns, and evaluate 
the performance of two models, ARIMA and SARIMAX. Our findings demonstrate 
that the SARIMAX model outperformed the ARIMA model, providing evidence that 
businesses can use time series analysis techniques to gain insights into their sales data 
and make informed business decisions. We stress the importance of data preparation, 
feature engineering, and model selection in building a robust sales forecasting model.
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Fig. 2 Additive decompose for sales prediction 

Fig. 3 Multiplicative decomposition for oil price
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Fig. 4 Partial auto-correlation for auto-regression 

Fig. 5 Identification of optimal lag value using seasonal decomposing on stats models
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Table 1 Summary of ARIMA results: (a) ARIMA model results for sales data. (b) Coefficient 
estimates and statistical significance. (c) Diagnostic tests results 

(a) Description Value 

Dep. variable Sales 

No. observations 54,704 

Model ARIMA(1,2,1) 

Log Likelihood 432,088.547 

Date Monday, 07 November 2022 

AIC 864,193.093 

Time 05:49:04 

BIC 864,264.371 

No. of observations 54,704 

HQIC 864,215.328 

Covariance type Opg 

(b) Parameter Co-eff Std. error Z P > |z| 0.025 0.975 

Ar.L1 −1.4123 0.004 −389.396 0.000 1.419 −1.405 

Ar.L2 −0.9021 0.003 −336.124 0.000 −0.907 −0.897 

Ma.L1 −0.5532 0.008 −67.854 0.000 −0.569 −0.537 

Ma.L2 −0.8793 0.005 −178.860 0.000 −0.889 −0.870 

Ma.L3 −0.4802 0.007 −65.162 0.000 −0.495 −0.466 

Ma.L4 0.9692 0.004 220.022 0.000 −0.495 0.978 

Ma.L5 −0.0539 0.008 −6.870 0.000 −0.069 −0.039 

Sigma2 6.088e+05 1161.174 524.280 0.000 6.07e+05 6.11e+05 

(c) Test name Value 

Ljung-Bo(L1) 2.08 

Jarque–Bera(JB) 16,555,357.08 

Prob(Q) 0.15 

Prob(JB) 0.00 

Heteroskedasticity(H) 0.68 

Skew 6.63 

Prob(H)(two-sided) 0.00 

Kurtosis 87.19 

Table 2 Coefficient estimates for predictive variables in ARIMA model 

Predictor variable Coefficient Standard error t-value p-value 

Constant 0.055978 0.002 28.164 <0.001 

Accuracy 0.998679 0.001 859.236 <0.001
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Table 3 Performance 
metrics for various time series 
models 

Method RMSE MAE MAPE (%) 

ARIMA (1, 2, 1) 250.15 193.87 2.48 

Exponential Smoothing 350.88 279.29 3.82 

Seasonal naïve 525.72 431.20 5.67 

Simple moving average 420.69 332.14 4.68

Moving forward, we propose several avenues for future research to improve the 
proposed demand forecasting model and its applicability in real-world scenarios. 
Incorporating external factors, such as economic indicators, consumer trends, and 
marketing campaigns, into the model could enhance its accuracy and provide more 
insights into the underlying drivers of demand. Exploring advanced machine learning 
techniques such as deep learning and ensemble learning may also enhance the model’s 
accuracy and robustness. Moreover, extending the proposed model to consider 
multiple product categories and retail channels would provide a more comprehen-
sive and versatile demand forecasting solution that can be applied to a wide range of 
retail contexts. Integrating the model into a real-time inventory management system 
could optimize supply chain operations and enhance customer satisfaction. Empiri-
cally evaluating the proposed model on a larger and more diverse dataset would also 
be valuable in providing more insights into its performance and generalizability in 
different retail contexts. 
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Keystroke Dynamics-Based Analysis 
and Classification of Hand Posture Using  
Machine Learning Techniques 

S. Rajarajeswari, K. N. Karthik, K. Divyasri, Anvith, and Riddhi Singhal 

Abstract Keystroke dynamics, sometimes known as typing biometrics, is an auto-
mated method of recognizing or verifying a person’s identity based on the style and 
rhythm of their keyboard strokes. It alludes to the precise timing data that shows when 
each key was pressed and when it was released during keyboard typing. Keystroke 
Dynamics assists in identifying a specific person’s hand biometric template. This 
research uses a wide range of dwell time and flight time attributes to ascertain the hand 
posture of a specific person. To determine a user’s hand posture at any given time, an 
Android application was created to record about 13 distinctive and unquestionably 
important attributes. Through this application, information was gathered by having 
users participate in a typing session. A variety of keystroke-related data, including 
Pressure, Finger Area, Uptime, and Downtime for each key, and motion-based data, 
including RawX, RawY, GravityX, GravityY, and GravityZ, were collected. Addi-
tionally, to achieve higher levels of accuracy, multiple Machine Learning models 
were used including ensemble classification methods like Bagging and Boosting to 
achieve conclusive results. It was observed that the Random Forest classifier obtained 
the highest accuracy score of 97.30%. The model was integrated with a mobile appli-
cation and was utilized to identify the hand involved in the typing process. This work 
can be extended to include the field of surveillance, Multi-factor Authentication 
(MFA), and to help improve the one-hand mode layout.
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Keywords Keystroke dynamics · Typing biometrics · Hand posture analysis ·
Dwell time · Flight time ·Machine learning · Ensemble classification 

1 Introduction 

Typing biometrics also referred to as keystroke dynamics [1], is a behavioral 
biometric authentication technique that uses a user’s distinct typing rhythms and 
patterns to identify or confirm their identity. The method employs sophisticated 
algorithms to examine the timing information related to each keystroke, including 
the length of the key press, the time between key presses, and the interval between 
the release of a key and the next key press. Each user can have a distinct typing profile 
or biometric template that can be used to confirm their identity by analyzing their 
keystroke patterns. The user is verified to be who they claim to be by the keystroke 
dynamics system when it compares the biometric template of a user’s typing profile 
with a template that is stored for that user. 

Using keystroke dynamics, hand posture analysis differentiates between keys 
pressed with the left and right hands. Personalizing touch distribution and enhancing 
keyboard correction algorithms are also possible with this. The analysis of an indi-
vidual’s digital, psychological, and physical behavior using behavioral biometrics 
[2] allows fraud and identity theft to be detected as well as online criminal conduct. 
This method, which uses the user’s dominant hand’s typing pattern to confirm their 
identity, can be helpful in multi-factor authentication systems as an extra layer of 
security. Another potential use case for this technology is in enhancing one-hand 
mode layouts for individuals who have lost functionality in one hand or have a phys-
ical disability [3] that limits hand movement. By analyzing the typing patterns of the 
remaining functional hand, the system can optimize the layout of the keyboard and 
the placement of keys to improve typing speed and accuracy. 

The paper is divided into several sections to present a thorough examination 
of keystroke dynamics-based hand posture analysis. The section on related work 
discusses earlier investigations and scientific papers in the area, highlighting the 
contributions to posture recognition. The dataset section details the data collection 
procedure, including the program created to record keystroke-related information. 
The methodology is described in the section on the proposed work, which also covers 
user registration, data retrieval, and the application of various machine learning [4] 
models for classifying hand postures. The models’ results are presented in the exper-
iments and results section, along with confusion matrices and accuracy metrics. 
The conclusion and work-in-progress section summarizes the main conclusions and 
makes recommendations for potential future research and applications of keystroke 
dynamics in areas like surveillance and multi-factor authentication.
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2 Related Work 

This review of the literature offers a thorough and thoughtful summary of numerous 
papers from various fields, with a primary focus on Posture Detection based on 
Keystroke Dynamics. Researchers Saini Baljit et al. present work on “Analyzing user 
typing behavior in different positions using keystroke dynamics for mobile phones.” 
[5] utilizing latency and hold time. They combine the X, Y, and Z coordinates to 
determine where the phone is held while being typed on, and they record the typing 
patterns for various typing positions. The findings showed that the user’s typing style 
varies according to their location and the phone’s orientation. 

“Simultaneous ranking and selection of keystroke dynamics feature through a 
novel multi-objective binary bat algorithm” [6] is presented by TTaha M. Mohamed 
et al. For simultaneous rating and selecting keystroke dynamics features, the authors 
propose a brand-new multi-objective binary bat algorithm. The proposed algorithm 
makes use of the V-shaped binarization function. The outcomes of the simulations 
show how quickly the suggested algorithm can identify the essential elements of the 
data set. One of the three feature classes, the key down hold time features (H-features), 
is the most common. 

Agata Koakowska et al.’s article “Keystroke Dynamics Patterns While Writing 
Positive and Negative Opinions” [7] discussed the analysis of behavioral patterns in 
human–computer interaction. The study looked at keystroke dynamics while partic-
ipants wrote both positive and negative thoughts. The participants were encouraged 
to write down their thoughts and opinions about their most difficult and rewarding 
educational experiences. Using recorded keystroke dynamics, more than 50 different 
features were estimated and tested against their ability to distinguish between positive 
and negative judgments. The study shows that it is possible to differentiate between 
positive and negative sentiments more accurately than by estimating at random from 
keystroke patterns. 

Keystroke Dynamics (KD)-based biometric identification for portable devices was 
suggested in the paper “Keystroke Dynamics for Biometric Recognition in Handheld 
Devices” [8] by Himanka Kalita et al. The collected KD patterns were used as input to 
GMM models to test the ability of a query sample to fit into the distribution predicted 
during enrollment. Through the use of their suggested strategy, they have been able 
to outperform current algorithms. The findings demonstrated that the device and 
screen motion features were highly discriminative for person recognition and that 
users would have access to more sample data to train their models, which would 
enhance the accuracy of timing data as well as the performance of verification. 

The authors of “Keystroke Dynamics-Based Authentication Using Unique 
Keypad” by Maro Choi et al. [9] created unique keypads that generate random 
numbers based on the Mersenne Twister technique to improve the performance 
capabilities of existing keypads for user categorization. Out of the three classifiers 
tested—Linear support vector machine (SVM), One-Class SVM, and Manhattan 
distance-based classifiers—it was found that the Manhattan distance-based classifier 
was the most suitable for categorizing data. The many data properties of keypads,
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such as button size, character addition, efficient organization, and user classification, 
required them to concentrate. 

A novel three-step user identification model for sitting, moving, and sleeping was 
developed by Baljit et al. in “A Three-Step Authentication Model for Mobile Phone 
Users Using Keystroke Dynamics” [10]. Additionally, K-Nearest Neighbor (KNN) 
and Random Forest (RF) classifiers were used to combine accelerometer data for 
prediction. Users may use one thumb, both thumbs or the index finger depending on 
what is most convenient for them. The study confirmed that strolling and relaxing 
postures are the best for keystroke dynamics user authentication. 

3 Dataset 

The process of gathering data aids in identifying fundamental and ancillary charac-
teristics of keystroke dynamics [11]. The project’s scope depends on how the user 
types on the keyboard’s various keys. The distinctive typing style of the user makes it 
easier to recognize the hand position. The process of gathering data involves pulling 
information from Android devices that are divided into two categories: information 
related to motion and information related to keystrokes. The device’s sensors will 
be used to record motion-based data such as RawX, RawY, GravityX, GravityY, and 
GravityZ as well as keystroke-related data such as Pressure, Finger Area, Uptime, 
and Downtime for each key. 

Using the Android Studio IDE, Gradle, and Java, an Android application was 
created to generate the keystroke dataset. To distinguish between users and adminis-
trators, the application offers registration and login options. Using a customized 
keyboard and phone sensors, there is a typing session where keystroke data is 
retrieved. The administrator exports the final dataset to the phone’s local storage, 
which will be used to create the model later. The following are the main features 
noted: 

1. Userid: An integer value that uniquely identifies each user. 
2. Deviceid: A value that uniquely identifies every device used to record data. 
3. Key: Indicates the specific keyboard key that was pressed. 
4. Downtime: Time involved in pressing a key. 
5. Uptime: Time involved in releasing a key. 
6. Pressure: Finger pressure is applied during typing. 
7. Finger area: The area of the screen touched while typing. 
8. Rawx: X coordinates the touch location of the finger concerning the screen. 
9. Rawy: Y coordinates the touch location of the finger concerning the screen. 
10. Gravity x: X coordinate of the device in three dimensions. 
11. Gravity y: Y coordinate of the device in three dimensions. 
12. Gravity z: Z coordinates of the device in three dimensions. 
13. Hands: A binary value (0/1) that indicates the hand used while typing.
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Additional information stored during user registration is Email ID, UserID, Hand-
edness (Right or Left), Birth year, and Usage level of an Android Device. 

4 Proposed Work 

The first stage involves user registration and login followed by recording the 
keystroke information as shown in Fig. 1. The next step is admin login and data 
retrieval, which is used to identify and categorize hand posture as shown in Fig. 2. 
Machine learning models are trained using the pre-processed, aggregated data that 
has been collected. The user set an attribute called hands during the data collec-
tion process, and that attribute was used as a class label to create the model from 
the collected data. To build different models and get better results, Support Vector 
Machine (SVM) [12] and ensemble models like Random forest (RF) [13], Extremely 
Randomized Forest (ERF) [14], Discrete AdaBoost [15], Real AdaBoost [16], and 
Gradient Tree Boosting [17] were used. For each model, the dataset was divided into 
a training set and a testing set. 25% of the total records were chosen at random 
for testing, and 75% were chosen for the training set. Each generated model’s 
performance was evaluated using a confusion matrix. 

Fig. 1 Data flow diagram for user registration and login
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Fig. 2 Data flow diagram for admin login and data retrieval 

5 Experiments and Results 

Initially, the user has to register and then log in to the application to perform data entry. 
The user interface is shown in Fig. 3. Once the user is logged in, he/she participates 
in a typing session as shown in Fig. 4.

For the classification of hand posture, six machine learning models were 
used: Random Forest (RF), Support Vector Machines (SVM), Extremely Random-
ized Forest (ERF), Gradient Tree Boosting (GTB), Real AdaBoost, and Discrete 
AdaBoost. Each of these models’ accuracy and confusion matrices was determined 
by the dataset. As shown in Table 1 and Fig. 5, the confusion matrix for the Random 
Forest classifier shows that it had the highest accuracy score, 97.30%. Table 1 displays 
the accuracy of the Extremely Randomized Forest (ERF), which was 95.96%, and 
Fig. 6 displays the confusion matrix. The confusion matrix is shown in Fig. 7, and 
the Gradient Tree Boosting (GTB) method achieved an accuracy of 89.5% as shown 
in Table 1. According to Table 1, the accuracy for the Real AdaBoost was 89.63%, 
and Fig. 8 displays the confusion matrix. Table 1 displays the accuracy of the discrete 
AdaBoost, which was 73.37%, and Fig. 9 displays the confusion matrix. As shown 
in Table 1 and Fig. 10, the Support Vector Machines (SVM) obtained an accuracy of 
78.11%, and the confusion matrix is displayed in Table 1. The classification of hand 
posture using the Random Forest classifier for the input text “this is a happy day” is 
shown in Fig. 11.
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Fig. 3 Screen in which a 
user enters his email-id and 
logs into the portal for data 
entry

6 Conclusion and Future Work 

The study provides insight into the analysis and classification of hand posture 
using the biometric and cutting-edge idea of Keystroke Dynamics. The methods 
employed in this study make it easier to develop an application for a specific Android 
device and analyze the hand posture of a user at any given point in time. For the 
classification of hand posture, six machine learning models were used: Random 
Forest (RF), Support Vector Machines (SVM), Extremely Randomized Forest (ERF), 
Gradient Tree Boosting (GTB), Real AdaBoost, and Discrete AdaBoost. Regarding 
the training dataset, the accuracy and confusion matrices of each of these models 
were obtained. The Random Forest classifier was found to have the highest accuracy 
score, 97.30%. The model was used to identify the hand that is used for typing by 
integrating it with a mobile application. This research can also be expanded to help 
with one-hand mode layout, can be used as a component in cognitive stress detection 
[18] and the fields of surveillance and Multi-Factor Authentication (MFA).
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Fig. 4 Screen in which a 
user takes part in a typing 
session

Table 1 Accuracy metrics 
for different Machine 
Learning classifiers 

Sl. no. Machine learning classifier Accuracy (%) 

1 Random forest (RF) 97.30 

2 Extremely randomized forest (ERF) 95.96 

3 Gradient tree boosting (GTB) 89.5 

4 Real AdaBoost 89.63 

5 Discrete AdaBoost 73.37 

6 Support vector machines (SVM) 78.11

Keystroke dynamics have been employed as a security measure for a long time, but 
recent technological developments have given this method of identification and veri-
fication some unique security advantages. Other metrics, such as typing speed, touch 
area, and other elements, must be taken into consideration to be able to specifically 
identify the device’s owner. “Global” and “Local” categories can be used to separate 
the statistical profiles. While only the behavioral traits connected to each keystroke 
are used in the second, all behavioral traits are combined in the first. It is important
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Fig. 5 Confusion matrix for 
random forest (RF) 

Fig. 6 Confusion matrix for 
extremely randomized forest 
(ERF)

to comprehend the distinction between static and dynamic keystroke verification. 
For the former, verification only happens occasionally, like when a person logs into 
a computer. The latter keeps track of a user’s keystrokes and typing patterns over 
the course of a specific session. Despite having numerous potential uses, keystroke 
recognition currently only has a few security-related applications. As a result, more 
research on this subject is needed.
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Fig. 7 Confusion matrix for 
gradient tree boosting (GTB) 

Fig. 8 Confusion matrix for 
real_AdaBoost
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Fig. 9 Confusion matrix for 
discrete AdaBoost 

Fig. 10 Confusion matrix 
for support vector machines 
(SVM)
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Fig. 11 Classification results using random forest
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Teenager Friendly News Classification 
Using Machine Learning Model 

Vishwajeet Kumar, Goutam Agrawal, and Rousanuzzaman 

Abstract Adolescents frequently encounter news reports multiple times daily, 
which can induce feelings of anxiety, stress, and fear when they come across stories 
about crimes. Studies indicate that young people tend to replicate behaviors and 
attitudes they observe in the news, making them vulnerable to becoming numb to 
violence and increasingly prone to violent and aggressive conduct. Prolonged and 
repeated exposure to such events may have serious consequences, including fear, 
insensitivity, and behavioral changes. So, it is essential to have a system that can 
approximately classify safe and unsafe news for teenagers and only the safe news 
is visible to them. We address this challenge of text extraction and classification 
from News Headlines using well-known statistical measures and machine learning 
(ML) models. In this proposed system, we compare Linear Support Vector Classi-
fier (LSVC), Logistic Regression (LR), Multinomial Naïve Bayes (MNB), Random 
Forest Classifier (RFC), and Decision Tree Classifier (DTC) algorithms in which LR 
outperforms the other algorithms. 
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1 Introduction 

Teenagers are individuals between the ages of 13 and 19, who are in the stage of 
adolescence. This is a crucial period of development characterized by rapid physical, 
cognitive, and emotional changes, as they transition from childhood to adulthood. 
They are going through a period of significant physical, emotional, and cognitive 
changes. During this time, they explore their identities, develop their social skills, 
and gain more independence. With the support of caring adults and a positive envi-
ronment, they can become responsible and resilient adults. Similarly, a negative 
environment can have significant and long-lasting effects on a teenager’s physical 
and mental health, social relationships, and prospects. Providing teenagers with a 
safe and positive environment is important to help them thrive and succeed. 

In today’s era, many teenagers consume news and information through digital 
sources such as social media, websites, and apps, or in print [1]. News is typically 
organized into sections like local news, national news, international news, politics, 
business, sports, entertainment, science and technology, health, crimes, etc. News 
headlines are an important part of news reporting and services to grab the reader’s 
attention and convey the main point of the article. News organizations use “sensa-
tional” or “spicy” headlines to attract readers and increase profits. They use some 
strategies like emotionally-charged language, provocative statements, clickbait, etc. 

Samples of such spicy news headlines include:

• “Will MS Dhoni Retire After IPL 2023? Rohit Sharma Comes Up With Explosive 
Answer” [2].

• “Complaint filed against Taapsee Pannu for wearing Laxmi neckpiece with 
“revealing dress” [3].

• “Catholic priest arrested for sexual harassment in Tamil Nadu” [4]. 

The first headline uses the word “explosive” to create a sense of excitement and antic-
ipation. It suggests that Rohit Sharma has made a significant revelation regarding MS 
Dhoni’s retirement, which could generate high interest among cricket fans. By using 
the term “explosive,” the headline tries to capture attention and create a sense of 
urgency to read the article. The second headline combines elements of controversy, 
celebrity, and cultural sensitivity to grab attention. It highlights a complaint filed 
against Taapsee Pannu, a popular Bollywood actress, for wearing a neckpiece asso-
ciated with the goddess Laxmi, which is considered sacred in Hindu culture. The use 
of the term “revealing dress” adds another layer of controversy and sensationalism by 
implying that her attire was inappropriate or disrespectful. By focusing on a celebrity 
and invoking religious sentiments, the headline aims to attract readers who are inter-
ested in gossip, cultural clashes, or controversies surrounding public figures. The 
third headline involves a sensitive and serious issue—sexual harassment—and adds 
the element of religious authority to make it more attention-grabbing. The mention 
of a Catholic priest being arrested implies a breach of trust and religious misconduct. 
By combining these elements, the headline generates a strong emotional response
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and captures the reader’s interest, particularly those concerned about the abuse of 
power, scandals involving religious figures, or cases of sexual harassment. 

Similarly, the crime section includes words that are used to get the reader’s atten-
tion. It may cover a range of criminal activities, including violent crimes such as 
murder, gang rape, assault, and robbery, as well as property crimes such as theft and 
vandalism. In addition, this section may include articles about white-collar crimes 
such as fraud and embezzlement, and other forms of criminal activity such as cyber-
crime. This section may include articles about crimes that have been committed in 
the local area, as well as national or international crime stories that are of particular 
interest to readers. 

Samples of such crime news headlines include:

• “Man rapes pregnant relative in Odisha while wife records video, couple arrested” 
[5].

• “UP man rapes his 15-year-old granddaughter, hands her Rs 10 to keep quiet” [6].
• “Man rapes stray dog in Bihar’s Patna, probe underway after video goes viral” [7].
• “Agra: Minor girl dies by suicide over harassment by friend’s father” [8]. 

Exposure to such disturbing news content can have various negative effects on 
teenagers. They can face sleep disturbances, leading to difficulty sleeping or night-
mares. It can also affect their ability to focus on tasks as they may be preoccupied with 
the distressing news they have encountered. Moreover, constant exposure to negative 
news can erode trust in others and create a negative perception of the world, poten-
tially impacting their overall outlook and sense of security. The emotional impact of 
such news can elicit empathy and sorrow for those affected by the events described. 
Furthermore, a constant stream of negative news may distort their understanding 
of the world and their place in it, potentially leading to fear and anxiety. These 
emotional responses may manifest as changes in behavior, such as increased aggres-
sion or withdrawal. Biased or one-sided news articles can contribute to a skewed 
understanding of events and foster emotional distress, particularly when sensitive 
topics such as death, war, or human suffering are covered. These emotional burdens 
can also interfere with their ability to concentrate on academic or other activities, as 
the vivid imagery and narratives linger in their minds. 

The effect of negative news is more than three times larger than the effect of 
positive news [9]. A spike in negative crime news increases people’s perception of 
the probability of being a crime victim. Studies have shown that media violence 
affects adolescents’ subsequent aggression [10]. They may be inclined to imitate the 
violence they see in the news or other media, a kind of contagion effect described as 
“copycat” events that can lead to unsafe or harmful behavior [11]. They may develop 
negative self-image and self-esteem when exposed to news articles depicting negative 
stereotypes or discrimination against certain people. News can desensitize them to 
violence, making them less empathetic and more likely to engage in aggressive 
behavior. Crime reports may cause adolescents to experience stress, anxiety, and 
fear [12].
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Although it may be challenging to stop crime news or prevent news organizations 
from creating sensational headlines, it is crucial to establish a system that can filter 
out unsafe news for teenagers. Determining whether a news source is “teen-safe” can 
be difficult, as different teens may have different levels of maturity and sensitivity. 
However, some general guidelines can help assess the safety of news for teenagers. 
For instance, if a news headline is provocative, like “Student kills classmates to 
postpone the exam,” it may incite others to commit similar acts. On the other hand, 
a headline like “Student arrested for killing batch mate” implies that those engaging 
in such activities will face consequences. 

Several studies have already been conducted in the field of Topic Classification 
of Online News [13] and Fake News Detection [14]. Researchers have invested 
considerable effort into exploring methods to effectively categorize news articles and 
identify misinformation. These investigations aim to develop reliable algorithms and 
techniques that can distinguish between trustworthy and misleading information in 
the rapidly evolving digital landscape. 

The main aim of this research is to build a teen-safe news classification model 
specifically intended for teenagers which can be utilized by news websites for 
showing less disturbing news to teens just like the Kids Safe Search engine [15]. The 
use of lexicon-based analysis to categorize news based on safe or unsafe sentiment 
is a simplistic approach [16]. The safe headlines can be identified from keywords 
such as theft, forgery, arrested, etc., and similarly, unsafe headlines can be identi-
fied from keywords like murder, rape, gang rape, etc. This approach overlooks the 
complexity of informal texts as the classification of sentences is based on positive 
or negative keywords. If any headline has an equal frequency of both positive and 
negative keywords, it will be hard to classify such headlines. It is not a very accurate 
approach. To better categorize such headlines, it is necessary to extract features from 
the text and employ supervised ML techniques. By doing so, it is possible to achieve 
a more nuanced and accurate understanding of the content of informal texts. 

The proposed method uses supervised learning algorithms to analyze News Head-
lines data by extracting relevant features from the preprocessed text. By fine-tuning 
the proposed model and experimenting with different feature extraction methods, the 
performance of the model is optimized and achieves accurate results. The effective-
ness of this approach is evaluated by using multiple popular fine-tuned algorithms 
and assessing their performance using Accuracy, Precision, Recall, and F1-score 
metrics. 

Contributions of this paper involve:

• Building a new dataset of crime news headlines.
• Extraction of relevant features.
• Applying appropriate ML algorithms to classify news headlines.
• Evaluation of applied ML algorithms by different performance measures. 

The subsequent sections of this paper are arranged in the following manner: In Sect. 2, 
the methodology employed in this study is explicated. Section 3 entails the outcomes 
of the approach and subsequent discussions. Finally, in Sect. 4, the paper is concluded 
by highlighting the potential areas of future research.
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2 Methodology 

This section describes the details of data collection from news channels, data prepro-
cessing, feature extraction from data, and model selection and hyperparameter tuning. 
Figure 1 depicts the architecture of the proposed model. 

2.1 Data Collection 

The dataset used in this study was made by scraping the news headlines from different 
popular Indian News Channels namely “India Today”, “Mirror Now”, “NDTV”, 
“News 18”, “Republic World”, and “Times Now” [17]. The Dataset contains more 
than 12,000 news headlines. The labeling of the dataset was done with the help of 
a survey by teenagers. Each teenager was provided with approximately 1000 news 
headlines. They surveyed each of the headlines and labeled them into safe or unsafe 
categories. Figure 2 presents the number of news headlines collected from different 
news sources. Figure 3. Depicts the number of safe and unsafe labeled news.

Fig. 1 Architecture of the proposed model 
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Fig. 2 Number of news headlines collected from different news sources 

Fig. 3 Comparison of the count of safe and unsafe labeled news
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2.2 Data Pre-processing 

Often the news headline is very noisy, so it is very much essential to clean the data to 
improve the classification. In this proposed model, the preprocessing is done using 
the following steps.

• Lower casing
• Removing Punctuations such as-, ! $ * %
• Removing stop words
• Lemmatization 

Lowercasing was important in this proposed system as for a computer “Crime” and 
“crime” are two different words, if these two words are not lower-cased then these 
two words are identified as having different features. Stop words, integers, punctu-
ations, etc. were removed as they did not contain any useful information for feature 
extraction, rather they will unnecessarily complicate the model. Lemmatization was 
used to analyze the words morphologically and group similar words together. Also, 
some frequent words were removed from the corpus like “our”, “is”, and “it” etc. 
which did not add significant meaning to the sentence. 

2.3 Feature Extraction 

Once the data is pre-processed, the next step is to extract the necessary features. In 
the later stage, these features will be fed into the model. So unnecessary features must 
be filtered out to increase the accuracy of the model. There are different techniques 
for vectorizing a corpus of text like document frequency, tf-idf vectorizer, hashing 
vectorizer, Word2Vec, etc. In this proposed method, tf-idf and document frequency 
vectorizer are chosen for experimentation. Document frequency (df) vectorizer gives 
importance to the term that has a higher frequency in the document; whereas, tf-idf 
can incorporate the terms that are rarely present in the document. So, the text features 
which are important to the model can be examined using the vectors generated by df 
and tf-idf. 

The first feature extraction technique used was df, which considers frequent terms. 
A term that appears multiple times in a headline is only counted once. Terms that 
appear in less than or equal to five headlines are ignored, as they do not contribute 
significantly to the features. It is ensured that only terms that significantly add value 
to their headline’s class are considered. After filtering, 3412 features or terms were 
derived and scaled from 0 to 1 using a min-max scalar. This was done as some ML 
algorithms fail to handle large ranges of data, with this speed calculations are also 
achieved. 

The second feature extraction technique used was tf-idf, which considers both 
frequent and rare terms. Term frequency-inverse document frequency (TF-IDF) is a 
statistical measure that evaluates the significance of a word within a document by
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considering how frequently it appears in that document and how rare it is across 
the corpus as a whole. Essentially, the more frequently a word appears within a 
document, the higher its TF score will be. However, the importance of a word is also 
weighed against its rarity across the corpus, which is captured by its IDF score. This 
means that words that are unique to only a few documents receive a higher IDF score, 
and consequently, a higher TF-IDF score. Therefore, the TF-IDF score provides a 
way to assess the relevance of a word to a particular document in comparison to its 
relevance to the entire corpus. After filtering, 6645 features or terms were derived 
when both unigram and bigram were taken into account. 

2.4 Model Selection and Hyperparameter Tuning 

ML models have their unique strengths and weaknesses when it comes to working 
with a text corpus. The effectiveness of a model for a particular dataset depends on 
both the characteristics of the model and the features of the dataset itself. Here, the 
text corpus is dense. Hence, ML models that can handle dense datasets with multiple 
categories, such as LSVC, LR, MNB, RFC, and DTC algorithms are chosen [18]. 

To improve the performance of each model, hyperparameters were optimized. 
Using a grid search strategy, all models with the minimum subset of parameters are 
tested. This allowed us to understand how different parameter values can significantly 
affect the model’s performance. Table 1. Shows a comprehensive list of the parameter 
values that were tested for both the “df” and “tf-idf” measures. The column labeled 
"Best Value for" indicates the parameter value that yielded the best result and was 
consequently chosen for the final experiment. 

Table 1 Parameters selected for tuning df and tf-idf features 

Model Parameters Values experimented Best value for df Best value for tf-idf 

LSVC C 50, 10, 1.0, 0.1, 0.01 1.0 1.0 

LR C 
Solvers 
Penalty 

100, 10, 1.0, 0.1, 0.01 
Newton-cg, lbfgs, liblinear 
l1, l2, elastic net, none 

1.0 
Newton-cg 
l2 

1.0 
Liblinear 
l2 

MNB Fit_prior 
Alpha 

True, False 
0,0.5,1 

True 
1 

False 
1 

RFC n_estimators 
Max_features 
Criterion 

10, 100, 1000 
sqrt, log2 
Gini, entropy 

1000 
log2 
Entropy 

1000 
log2 
Entropy 

DTC Criterion 
Max_features 

gini, entropy 
sqrt, log2, auto, None 

gini 
None 

entropy 
None
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Table 2 df used as a feature extraction method 

Model name Accuracy Precision Recall F1-score 

LSVC 0.84 0.78 0.70 0.74 

LR 0.86 0.78 0.72 0.75 

MNB 0.81 0.60 0.84 0.7 

RFC 0.83 0.80 0.54 0.64 

DTC 0.81 0.64 0.60 0.61 

3 Results and Discussions 

3.1 Experimental Setup 

The Python programming language is used for all the experiments in this proposed 
method. For importing the dataset, the “pandas” library is used. Using the “nltk” 
library the stop words were removed. For pre-processing the “re” library is used. 
Using the “sklearn” module, feature selection and classification tasks are performed. 
Training and testing data are divided into 80:20 forms. For the training, 80% of data 
are selected randomly from the dataset and the remaining 20% are used for testing. 

3.2 Discussions 

This section of the paper presents the results of the experiment’s accuracy using the 
five ML models and both feature extraction techniques. Table 2. describes the result 
of all five models when df is used as a feature extraction method. Similarly, Table 3. 
shows the result when tf-idf is used as a feature extraction method. The results of the 
five models reveal that the DTC model performed relatively poorly compared to other 
models. Due to its dense features, the high-dimensional data makes it challenging 
for this classifier to identify good splits. In contrast, the RFC works by using a 
collection of decision trees, rather than all features, reducing the distance between 
the data points, and leading to better performance. From Tables 2 and 3, it is clear 
that LR performs best when the tf-idf is used as a feature extraction method.
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Table 3 tf-idf used as a feature extraction method 

Model name Accuracy Precision Recall F1-score 

LSVC 0.87 0.79 0.71 0.75 

LR 0.88 0.80 0.72 0.76 

MNB 0.81 0.59 0.89 0.71 

RFC 0.85 0.84 0.54 0.66 

DTC 0.82 0.66 0.61 0.63 

4 Conclusion 

In this work, an ML-based model is investigated for classifying news headlines into 
safe or unsafe categories for teens, which helps them be exempted from accessing 
unsafe news. In this proposed model, the news headlines are classified using 5 
different models namely LSVC, LR, MNB, RFC, and DTC under two feature selec-
tion methods namely tf-idf and df. The experiments showed that the LR-based model 
outperforms other models in accuracy and F1-score. In future work, the dataset can be 
increased drastically and evaluated using deep learning to improve the result further. 
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Turbulent Particle Swarm Optimization 
and Genetic Algorithm for Function 
Maximization 

Sushilata D. Mayanglambam , V. D. Ambeth Kumar , 
and Rajendra Pamula 

Abstract The optimization problems can be solved by using population based 
heuristic search techniques namely Particle Swarm Optimization (PSO) and Genetic 
Algorithm (GA). One of the drawbacks of standard PSO was to prematurely converge 
on local optimal solutions. In this work, we have used Turbulent Particle Swarm Opti-
mization (TPSO) instead of standard PSO due to the drawback mentioned above. 
Here, different operations of Genetic algorithm were included to obtain a good solu-
tion. In this paper, we would like to compare the results of both algorithms. Experi-
mental results were examined with functions which were function maximization and 
results show that the Turbulent PSO outperform the GA. 

Keywords Function maximization · Particle swarm optimization (PSO) ·
Turbulent particle swarm optimization (TPSO) · Genetic algorithm (GA) 

1 Introduction 

Function maximization was an optimization problem where input values were chosen 
from an allowed set and the value of the function was computed. The objective 
function can be linear or nonlinear. Also, the constraints can be equality, inequality, 
integer, or bound [1]. Find the value of the independent variables where a function 
takes on a maximum value to determine its maximum value. One or more unrelated 
variables can affect the function. Determine the value of was attained at its maximum. 
One of the optimization algorithms based on swarm intelligence was particle swarm 
optimization (PSO). It was also a global optimization method. The underlying rules 
of PSO was that it enabled the organisms, example fishes and birds etc. to move 
synchronously, changing direction often, scattering and regrouping. The algorithm
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was widely used for its easy implementation and few parameters required to be 
tuned. It was also developed rapidly by many researchers as per their problems to be 
solved [2]. Another optimization and search algorithm inspired by natural evolution 
was Genetic Algorithm (GA). It was the population-based algorithm. Here, different 
operations of GA were included to obtain a good solution. The goodness of a solution 
was defined with respect to the current population [3]. The main operators included 
selection, crossover and mutation. Genetic algorithm was used in many areas of 
applications as they were not problem dependent. So, some of applications were 
stochastic optimization, vehicle routing problem, quality control, and clustering etc. 
The main contributions of this work are: 

• Adopted two heuristic search algorithms i.e., TPSO and GA for function 
maximizations. 

• Compared the performance of TPSO and GA for function maximizations. 
• Future aspects of TPSO, GA and hybridized PSO-GA algorithms for applications 

in varieties of scientific and engineering problems. 

The remaining part of the paper was organized as follows. The related work was 
discussed in Sect. 2. Standard PSO, Turbulent PSO, Genetic Algorithm and the 
proposed algorithms in this work were discussed in Sect. 3. Section 4 present the 
results and discussions for comparing the performance of TPSO and GA using 
MATLAB were given in. Conclusions and Future works were presented in the Sect. 5. 

2 Related Work 

Some recent works were presented below in the field of Particle Swarm Optimization 
and Genetic Algorithms. Researchers were paying a lot of attention to evolutionary 
algorithms as viable solutions to various optimization issues. The implementation, 
characteristics, and efficacy of these two evolutionary algorithms were examined in 
their research [4]. In another study, they developed a hybrid strategy that combines 
particle swarm optimization (PSO) and genetic algorithms (GA) as two heuristic opti-
mization methodologies. A set of random particles that moved through the search 
space were used to initialize the algorithm first. Integrating PSO with GA allowed 
for the evolution of these particles during the travel. Second, they proposed a modi-
fied constriction factor to limit the particle’s velocity and control it. Last but not 
least, the outcomes of numerous experimental experiments employing a collection 
of multimodal test functions chosen from the literature had shown the superiority of 
the suggested strategy for locating the overall optimal solution [5]. Particle swarm 
optimization (PSO) was also evaluated and checked using benchmarking methods. 
The performance of PSO was demonstrated by comparison with a genetic algorithm 
(GA). Thus, the objective functions and standard deviation of the two algorithms 
were compared. Here the suggested approach outperformed the others in terms of
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accuracy and convergence speed when solving a variety of engineering problems with 
various dimensions [6]. In this work, they provided a survey of PSO applications in 
the following eight disciplines: mechanical engineering, fuel and energy, operations 
research, automation control systems, communication theory, medicine, chemistry, 
and biology. It was believed that the researchers researching PSO algorithms will find 
this survey useful [7]. Here, they created a new Particle swarm optimization technique 
in this study that can precisely determine the best value of a high-dimensional func-
tion. Comparing this algorithm to traditional Particle swarm optimization algorithms 
and a few other cutting-edge optimization algorithms based on Particle swarm opti-
mization, our analysis and testing results on high-dimensional benchmark functions 
demonstrated that this algorithm can achieve optimization results with significantly 
improved accuracy [8]. The performance of particle swarm optimizer and genetic 
algorithms, as well as the behavior of overcurrent relays, were all evaluated using 
a thorough sensitivity analysis presented in this study. The results also show that 
a lower population size, 2% mutation, and 30% crossover produce a faster conver-
gence rate and an optimized fitness function, which enhances the performance of 
genetic algorithms. The effectiveness of particle swarm optimization and genetic 
algorithms were compared in order to validate the results of the sensitivity anal-
ysis, which demonstrated that the former parameter setting performs better than 
the latter [9]. This work proposed a unique Simple Particle Swarm Optimization 
(SPSORC) based on Random weight and Confidence term. The advantages of both 
were considered by SPSORC, which also improved the algorithm’s capacity to be 
exploited. To enable more fair comparison, twenty-two benchmark functions and 
four cutting-edge enhancement methodologies were introduced. The optimization 
of difficult problems was better suited to SPSORC in particular. Overall, it had a 
more desired convergence as well as improved stability and precision [10]. In this 
paper, they proposed a hybrid genetic algorithm (HGA) that combines the global 
search capabilities of a genetic algorithm (GA) with the local search capabilities 
of a Particle swarm optimization algorithm (PSO). The improved selection mech-
anism used to support the suggested HGA was based on the K-means clustering 
algorithm, and it was successful in limiting the selection process to just promising 
solutions while guaranteeing a balanced distribution of both the individuals chosen 
for survival and those chosen for rehabilitation. The suggested technique was put to 
the test against four benchmark multi-objective optimization functions, and it was 
successful in striking the ideal balance between search space utilization and explo-
ration. By lowering the typical number of iterations required to reach convergence, 
the method also succeeded in enhancing the HGA’s overall performance [11].
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3 Proposed Method 

3.1 Particle Swarm Optimization 

Particle Swarm Optimization was a search algorithm which was based on population 
[12, 13]. The underlying rules of PSO was that it enabled the organisms, example 
fishes and birds etc. to move synchronously, changing direction often, scattering and 
regrouping. Both evolutionary algorithms PSO and GA had many similarities. First, 
a population of random solutions was initialized and searched for good solution by 
updating iterations. The potential solutions called particles fly through the problem 
space by following its current best position. Also, PSO was compared with other 
particles and imitated the best in the entire particles. It evaluated its own position 
based on certain fitness functions. For maximizing the function using the PSO algo-
rithm in Algorithm 1 provided below, we randomly selected 30 particles from the 
given range of the inputs in the initialization step, and the inertia weight (w) was 
fixed as 0.9, C1 and C2 values were taken as 2 and 2.7 respectively. The number of 
iterations was kept fixed and was 200; this would act as the termination condition 
for the algorithm. In the first iteration, the fitness value of each randomly selected 
particle was evaluated. To do so, the randomly selected co-ordinate value of the 
particle was assigned into the fitness function i.e., the main function. Since this was 
the first iteration, this value will act as their pbest for all the particles respectively. 
After calculating the pbest of all the particles, we have compared their values and 
assigned the best pbest as the gbest value. As in our example, we have maximized 
the function by taking the highest pbest value as the gbest value. After getting the 
gbest value, we have calculated the velocity of the particle using the velocity formula 
provided in Eq. (1): 

Vn+1 
i = w · Vn 

i + c1 · rn i1 · (Pn i − Xn 
i ) + c2 · rn i2 · (Pn g − Xn 

i ) (1) 

where, Vn+1 
i was the new velocity value which had to be calculated. r1 and r2 are the 

two randomly and uniformly distributed generated values for each iteration in the 
range of (0, 1). Pi is an inertia weight to control influence of the previous velocity; 
usually between 0 and 1. C1 and C2 are the two acceleration constants and their 
values are usually assigned between 1 and 4. Pi and Pg were the pbest and gbest 
values and Xi were the position of the particle. Here while calculating the velocities 
of all the particles the limit of the velocity should be taken care of so for that we had 
to put a limit checking loop inside our program. After calculating the new velocity 
value, we had to update the particle’s position using the position update formula. The 
Eq. (2) provided below was used to update the particle’s position: 

Xn+1 
i = Xn 

i + Vn+1 
i (2)
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This process will be carried out for all the 30 particles which we had considered 
and subsequently each particle will update their new location. However, the XY co-
ordinate of each particle should be taken within their limit while calculating the new 
position. After calculating the new position of the particle, we again calculated the 
fitness value of the particles according to their new location. Then, we compared their 
new fitness value with the previous fitness value, and their pbest was assigned as the 
higher value among the two. Then again, all the pbest values would be compared 
and the highest among them be compared with the previous gbest value and highest 
among both the gbest values be assigned as the new gbest value. For the next iter-
ation it checked for the iteration condition i.e., t < iteration, where iteration was 
the maximum permissible iteration, in our case it was 200. Then again it continued 
the entire steps of velocity calculation and position up gradation and then looked 
for the better fitness value from the previous fitness values. The better one would be 
updated as the new gbest value. When the program reached the termination condition 
then it returned the gbest value and the position of that gbest value and then it was 
terminated. 

3.2 Turbulent Particle Swarm Optimization 

In this work, Turbulent Particle Swarm optimization (TPSO) was used because 
of the premature converge of the standard PSO. Eq. (3) defined the condition for 
assigning velocities to the lazy particles. The lazy particles can be driven by adding 
the following Eqs. (3–5) to explore a better solution in TPSO [14]: 

Vi = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

Vmax if Vi > Vmax; 
Vmin if Vi < Vmin; 
Vmin + 2 × Vmax × rand( )  if  |Vi| < Vs; 
Vi otherwise, 

⎫ 
⎪⎪⎪⎬ 

⎪⎪⎪⎭ 
(3) 

Vmax = k ∗ Xmax, where 0.1 ≤ k ≤ 1.0 (4) 

Vmin = −Vmax (5) 

where Vi in the Eq. (3) was the calculated velocity and Xmax in the Eq. (4) was  
the maximum value of data (X value). The maximum velocity (Vmax) and minimum 
velocity (Vmin) are defined by Eqs. (4) and (5). Vs in Eq. (3) was the minimum 
threshold velocity, and k in Eq. (4) is a threshold parameter to limit the minimum of a
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particle velocity. rand () was a random number in the range [0, 1] that was uniformly 
distributed in a random number. Random number facilitated a global search and 
shortened the oscillation period if Vs was large, in case the Vs was small, it facilitated 
a local search. 

3.3 Genetic Algorithm 

Genetic Algorithm (GA) was a search algorithm based on the natural evolution. It 
was also an optimization technique. In GA, the individual sometimes called chro-
mosome, genotype, or string in population for different generations was used for 
solving the problem. Chromosome or individual was composed of genes (also called 
features, characters, or decoders). Genes or features were located at certain places of 
the chromosome, which was called loci (or string positions). Here, each individual or 
chromosome represented a potential solution to a problem. An evolution process run 
on a population of individuals corresponding to a search through potential solutions. 
GA tried to balance two goals. They explore the search space and exploit the best 
solutions. Figure 1 shows the flowchart of GA. It illustrates the process of this algo-
rithm. The details of this GA algorithm which were used in this work were written 
as a pseudo code in the proposed method. The pseudo code of GA provided in Algo-
rithm 2 represented the chromosome of fixed length. In the proposed algorithm, we 
used roulette-wheel selection. The parents were selected according to their fitness 
values. The better chromosomes had more chances to be selected. In this kind of 
selection method the sum of the entire chromosome’s fitness of the population were 
calculated and then each chromosome’s fitness percentage was calculated. Chromo-
somes having higher percentage had better chance of selection. In this work, the size 
of the chromosome population was N taken as 50 and chromosomes of 23 bits, the 
crossover probability Pc as 0.85 and the mutation probability Pm as 0.01. Finally, 
after the completion of 4000 generations it returned the chromosomes having best 
value i.e., maximum fitness value.

In this work, we have used two algorithms: Turbulent Particle Swarm Optimization 
and Genetic Algorithm. For implementation of the above two algorithms, we had 
taken two mathematical functions with two variables and maximized the functions 
using these algorithms and finally compared their output results. The functions were 
defined in Eqs. (6) and (7): 

f1(x,y) = y + exp(−2π ∗ ( 
x − 0.5 
10 

)2 ) ∗ sin6 (5πx), where 0� x � 2; 3� y� 6. 
(6) 

f2(x,y) = y + exp(−2 log(2) ∗ ( 
x − 0.5 
0.8 

)2) ∗ sin6(5πx), where 0� x� 2; 1� y� 4. (7) 

The algorithms for maximizing the functions f1 and f2 with two variables using 
Turbulent Particle Swarm Optimization and Genetic Algorithm are listed below.
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Algorithm 1: Turbulent Particle Swarm Optimization 

_______________________________________________________________ 
______ 

Input: x and y values (0 x  2; 3 y  6 ) for f1 and ( 0 x  2; 1  y  4  ) for 
f2 

Output: Maximum values of f1 and f2. 

1 Initialization of PSO parameters 

2 for each particle do 
3 Initialize the location and velocity and Evaluation of fitness function  

4 Evaluate the fitness function for all the particles 

5 Assign pbest of all particles = each fitness value of all particles 

6 end for 
7 while t < iteration 
8 for each particle do 
9 Compare the previous pbest with fitness value 

10 Find the pbest 
11 Assign gbest = max (fitness value) 

12 end for 
13 for each particle do 
14 Find gbest among fitness value 

15 end for 
16 for each particle do 

17 Calculate the velocity and update the next location using equation 

(1) and (2) 

18 end for 
19 for each particle do 
20 Check the limit of velocity using equation (3) 

21 end for 
22 for each particle do 
23 Check the limit of variables of fitness function x and y 

24 end for 
25 for each particle do 
26 Evaluate the fitness function for all the particles 

27 end for 
28 Return max (gbest) 
29 end while 
30 STOP
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Algorithm 2: Genetic Algorithm 

2 Generate randomly binary bit of x and y variables until population size 

3 do until population size 

4 Convert binary to decimal value of x and y variables 

5 Evaluate the fitness function 

6 end do  
7 while generation < max_ generation 
8 generation = generation + 1 
9 Sort the fitness value in descending order 

10 Calculate the probability of selection 

11 Calculate the cumulative sum 

12 Perform the above steps until size of population 

13 Select two chromosomes randomly using roulette wheel selection 

14  Perform crossover 

15  Perform mutation 

16  Insert new mutant into population 

17  Population = New Population 
18 do until population size 

19            Convert binary to decimal value of x and y variables 

20  Evaluate the fitness function 

21 end do 
22 end while 
23 Return result 

24 STOP 

_______________________________________________________________ 
______ 

Input: x and y values (0 x  2; 3 y  6 ) for f1 and ( 0 x  2; 1  y  4  ) for 
f2 

Output: Maximum values of f1 and f2. 

1 Initialize the free parameters of GA 
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Fig. 1 Flowchart of genetic algorithm (GA)

4 Results and Discussions 

The output results of the two algorithms: Turbulent Particle Swarm Optimization 
(TPSO) and Genetic Algorithm (GA) were compared to know the performance. 
Although several objective functions were available, we had selectively chosen two 
objective functions provided in Eqs. (6) and (7) and carried out the maximization. 
The choice of selecting the desired objective function may depend on the type of 
the user defined problem. Hence, our proposed algorithms were not only limited to 
our selected objective functions, and can be extended to maximize any objection 
function. In the computation, we provided the x values ranging from 0 to 2, and y 
values ranging from 3 to 6 for the objective function f1. Similarly, the x values were 
provided ranging from 0 to 2, and y values were provided ranging from 1 to 4 for the 
objective function f2. Table 1 shows the performance of maximizing the objective 
function using the TPSO, and GA for 10 times runs. The optimized x-values, y-values
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and fitness values were listed in Table 1 for both TPSO and GA algorithm. It was 
clearly seen that the TPSO algorithm was able to achieve the maximum value for 
both objective functions in all the 10 runs whereas GA algorithm output results were 
close to the maximum value. Figure 2 show Iterations versus Fitness value exploiting 
TPSO algorithm for objective functions: f1 and f2 respectively. Similarly, Fig. 3 show 
the Generations versus Fitness value exploiting GA algorithm for objective functions 
f1 and f2 respectively. The output results shown in Figs. 2 and 3 were obtained from 
a single run. It can be clearly seen from Fig. 2 that the maximum value was achieved 
after some iterations for both objective functions adopting the TPSO algorithm. 
On the other hand, the GA algorithm was not able to obtain the maximum value 
throughout the generations using both objective functions as illustrated in Fig. 3. 
The overall analysis of the experimental results shows that TPSO outperforms GA, 
which may be attributed to the ability of continuous optimization using the PSO 
algorithm over GA algorithm. Further investigation adopting the TPSO algorithm 
for maximizing various types of objective functions will be of great interest for our 
future research work. Further, the output results will be a benchmark with various 
well-established techniques for their applications in various facets of science and 
engineering problems.

5 Conclusions 

Nature-inspired algorithms, such as PSO and GA, can tackle maximization problems. 
The reason of choosing PSO algorithm were its simplicity and implemented in little 
code, and its performance endorsed in a wide domain of engineering design and opti-
mization applications. Another, heuristic search optimization algorithm i.e., Genetic 
Algorithm that adopts the principles of natural evolution was also chosen because 
it can solve various optimization problems. TPSO was observed to be quicker in 
terms of computation time. Due to mutations between individuals or chromosomes 
after each generation, GA required a longer computational time. It was challenging 
to determine which algorithm would perform the best for a given problem. TPSO 
performed better than the GA, taking into account all the aspects of our proposed 
work, such as able to achieve the maximum value, speedier computation and less 
space consumption. Both TPSO and GA can be applied to other problem domains in 
the future. The hybridization of algorithms PSO-GA may be applicable to a variety 
of scientific and engineering problems.
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Table 1 Comparison of the output results of turbulent particle swarm optimization and genetic 
algorithm 

Maximization function 1 Maximization function 2 

X y Fitness value X y Fitness value 

Turbulent particle 
swarm optimization 
(10 runs) 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

0.5000 6.0000 7.0000 0.5000 4.0000 5.0000 

Genetic algorithm 
(10 runs) 

1.0992 5.9941 6.9713 0.4983 3.9187 4.9165 

0.1036 5.9993 6.9802 0.5002 3.9670 4.9670 

0.2990 5.9736 6.9703 0.4954 3.8894 4.8735 

0.7015 5.9985 6.9943 0.6947 3.9941 4.8962 

0.1016 5.9963 6.9845 0.2960 3.9429 4.8462 

0.6986 5.9941 6.9902 0.3048 3.9985 4.9035 

0.4954 5.9971 6.9812 0.4983 3.9985 4.9964 

1.1001 5.9978 6.9754 0.4973 3.9084 4.9031 

0.1016 5.9648 6.9530 0.6957 3.9839 4.8915 

0.5012 5.9978 6.9967 0.5022 3.9319 4.9283 

(a) (b) 

Fig. 2 Fitness value versus Iterations obtained using Turbulent Particle Swarm Optimization for 
the maximization functions: a f2  with x, y values ranging between 0�x�2; 1�y�4 and b f1  with 
x, y values ranging between 0�x�2; 3�y�6
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(a) (b) 

Fig. 3 Fitness value versus Generations obtained using Genetic Algorithm for the maximization 
functions: a f1  with x, y values ranging between 0�x�2; 3�y�6 and b f2  with x, y values ranging 
between 0�x�2; 1�y�4
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An Innovative New Open Computer 
Vision Framework Via Artificial 
Intelligence with Python 

Anupam Bonkra, Pummy Dhiman, Shanky Goyal, Sardar M. N. Islam, 
Arun Kumar Rana, and Naman Sharma 

Abstract Computer vision has emerged as an important subject of study, with 
several practical applications in a wide range of domains. OpenCV, a widely used 
framework, has played an important role in allowing computer vision tasks. This 
study presents an AI-driven Python implementation of the OpenCV framework to 
expand its capabilities. Data collecting and pre-processing, feature extraction, model 
selection and training, and Python-based system implementation are all part of the 
proposed system. A thorough examination of system performance indicates its advan-
tage over competing approaches. The system’s flexibility enables it to handle a variety 
of computer vision tasks, such as gesture recognition, face detection, and object 
recognition. This paper advances AI-powered computer vision systems by providing 
significant insights into the implementation of OpenCV with Python. The focus of 
future work will be on improving system accuracy and broadening its functional 
range. 
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1 Introduction 

A crucial first step in numerous face-related applications, including face recogni-
tion, face detection, and face appearance analysis [1–3], is the identification of faces 
in images. The effectiveness of these applications depends critically on the use of 
precise and effective face location frameworks. Due to the non-uniform character 
of faces, which includes a wide variety of scales, differences in posture, lighting 
conditions, and facial looks, it is a difficult task to identify faces in images [4]. 
Artificial intelligence (AI) and machine learning have made remarkable strides in 
recent years, revolutionizing the field of face recognition and paving the way for the 
creation of more complex and effective face detecting frameworks. These AI-based 
methods have demonstrated encouraging progress in tackling the challenges of face 
detection while also increasing accuracy and resilience in real-world situations. It 
might be difficult to keep up with all the breakthroughs and comprehend the advan-
tages and disadvantages of various techniques due to the size of the face detection 
research effort. This work uses four widely used learning machines to present, clas-
sify, and evaluate numerous unique face locating algorithms. We may learn more 
about the relative strengths and weaknesses of these approaches in comparison to 
well-established practices and cutting-edge methodologies [5] by comparing the 
performance and other assessment metrics of these approaches. Since effective face 
identification is the first stage in many face-related applications, its importance cannot 
be overstated. For applications like safe access control, identity identification, and 
tailored services, precise localization of faces is crucial in facial recognition systems 
for identifying and confirming people. Face detection is also vital in surveillance 
and security systems since it allows for the following and monitoring of people of 
interest by recognizing faces in real-time video feeds. The variety of faces present 
in real-world situations is one of the main obstacles of face identification. It is chal-
lenging to create a universal automated framework since faces might differ greatly 
in size, position, and facial expression. The problem of precise face identification 
is further complicated by differences in illumination and occlusions. Face identifi-
cation methods based on AI have shown to be more effective at addressing these 
issues. Convolutional neural networks (CNNs), in particular deep learning models 
like them, have demonstrated impressive capabilities in learning hierarchical features 
from face data and accurately differentiating between face and non-facial regions. 
These models can adjust to the many variances and patterns found in facial photos, 
improving generality and accuracy. 

The lingering sections of the manuscript are organized as follows. As further 
developments in profound learning approach, Sect. 2 examines the fundamentals 
of face recognition technology, and Sect. 3 briefly reviews the related work in face 
identification writing. The suggested profound learning strategy for face recognition 
is presented in Sect. 4. The trials and results of our experiments are examined in 
Sect. 5. In Sect. 6, the conclusion is reported.
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2 Face Recognition Technology 

PCs are growing to be more also, more intelligent, with rapidly expanding regis-
tering limits and the accessibility of recent location hardware and innovations, of 
examination and portrayal. Through the use of cameras to see people, receivers to 
hear inhabitants, and other methods, several research projects and commercial prod-
ucts have shown that computers can interact with humans naturally [6]. One of the 
key techniques for allowing such cooperation (HCI) is face location. Face discovery 
establishes the locations and dimensions of human features that exist in atypical 
(advanced) photos in this manner (Fig. 1). It recognizes facial devices but ignores 
everything else, including persons, trees, buildings, and other non-facial objects [7]. 

The recognition precision relies on special highlights the indicator can separate 
from input pictures. Input information ought to be changed into a structure which 
can be utilized to train the classifiers. The change work decreases the elements of 
the information to the aspect which address the attributes of the first information 
and with a more modest impression [8, 9]. Adapting ability picks up characteristics 
that are either determined by predefined specifications or by the profound perception 
of the actual information that the example is derived from. The previous requires 
change capacity to be planned for the particular issue and can be utilized to the scope 
of issues in that area [10].

Fig. 1 Process of feature extraction and classification 
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2.1 Applications

• Face Detection—First, the computer should scan the picture or video for faces. 
The majority of cameras at present time have face locating technology built in. 
Additionally, Snapchat, Facebook, and other websites that offer entertainment 
employ face location to let users apply effects to the images and videos they 
upload [11] (Fig. 2). 

• Face Alignment—Faces that are turned away from the focus point when viewed 
on a computer screen must be normalized in order to guarantee consistency across 
faces in a database. Common facial landmarks, such as the outside corners of the 
eyes, the top of the nose, the lower portion of the chin, certain areas around the 
lips, and the outer borders of the eyes, can be used to do this. The next stage is 
to teach a machine-learning system to recognize these facial regions on any face 
and change its orientation based on them [12].

• Measurement and Extraction—The algorithm measures and extracts several 
aspects from the face in order to compare it with other faces in the database. It 
was initially unclear which traits should be gathered and extracted, but researchers 
later found that allowing the machine learning system to choose the pertinent data 
on its own produced the greatest results. A face may be identified from others 
using the embedding technique, which uses deep convolutional neural networks. 
The system autonomously learns and generates a range of measures particular to 
each face [13].

• Face Recognition—A final machine learning algorithm compares these measures 
to the known faces recorded in a database using the precise measurements taken

Fig. 2 Intermediate process of face detection
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from each face. The system finds the database face whose dimensions are most 
similar to the target face, deeming it to be the closest match [14].

• Face Verification—The distinctive features of each face are contrasted with each 
other throughout the face verification procedure. To assess whether the faces match 
or not, the machine learning system examines these traits and gives a confidence 
score [15].

• Discourse recognition frameworks may now identify recordings on Facebook, 
making them more accessible. It is responsible for the consistent interpretation 
of billions of stories, allowing people to communicate in any language. It estab-
lishes connections between individuals and community groups. It allows an all-
encompassing snapshot to be transformed into a 360-degree immersive experience 
in a matter of seconds [16].

• Clients may be quite disappointed if they have to wait for taxis to arrive at a 
pickup location. Uber uses Machine Learning-based [17] techniques to estimate 
the typical arrival time by using real-time traffic and GPS data as well as Map 
APIs. When clients schedule rides, certain efforts can be made to reduce the 
typical time arrival (ETA). Uber focuses on giving customers a better experience 
by reducing the amount of time they are waiting [18].

• YouTube uses AI and machine learning to improve its foundation by smoothing 
out its cycles and workouts. 

2.2 Deep Learning 

A subcategory of machine learning is deep learning [19]. By filtering inputs across 
layers, it teaches a computer how to anticipate and categorize information. Obser-
vations can be expressed using word, voice, or images. The way the human brain 
analyses information is the source of deep learning. Its goal is to emulate how the 
human brain functions in order to make any decision. The creation or potentially 
useful components of organic brain networks, such as linked bunches of artificial 
neurons, infer a numerical model called a brain network. It employs a connectionist 
approach to information processing (Fig. 3). The information photos are applied to 
the enter layers, and the outcome layer addressed the picture as a face or non-face 
in relation to the worth of hubs 0 or 1. The organization acquired from models to 
refresh network loads throughout the preparation activity. This cycle will continue 
until the loss rate is nearly zero.

Different brain networks, which are non-direct factual information showing 
devices, are also available. They are typically employed to illustrate complex rela-
tionships between inputs and outputs or to find patterns in data. Several studies on 
biometrics make use of brain networks. The advantages of using a brain network are 
that it is possible to prepare complicated arrangement designs, although planning 
networks require a lot of tuning files, such as the number of hubs, layers, tuning 
limit, and learning intensity.
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Fig. 3 Neural network

A three-layer RGB-space brain network for grouping skin and non-skin designs. 
Despite the fact that getting skin testing was straightforward, gathering non-skin 
designs was uncomfortably difficult. To overcome this challenge, Seow et al. used a 
three-layered brain structure. Their brain network not only focused on the skin regions 
of the face, but also inserted the skin regions in a 3D variation of 3D squares [19]. 

3 Literature Review 

Face location has been broadly concentrated on in the writing of PC vision. Before 
2000, notwithstanding numerous broad investigations, the viable execution of face 
location was nowhere near palatable until the achievement work proposed by [20]. 
Rectangular Haar-like features were initially used by the Viola-Jones system in a 
cascaded AdaBoost classifier to accurately and quickly recognize faces. Be that as it 
may, it has a few basic downsides. Its component, most importantly, size was moder-
ately huge. Normally, in a 24 × 24 identification window, the quantity of Haar-as was 
highlighted is 160,000. What’s more, it can’t successfully deal with non-frontal that 
it endlessly faces in nature [21]. To overcome the fundamental problem, considerable 
work has been put into developing increasingly complex features including HOG, 
SIFT, SURF, and ACF. For instance, the computation of the ratio of the difference 
between two pixel intensity values to their total was required for the proposal of a 
novel feature known as NPD. Heuristic techniques have also been investigated to 
speed up feature selection [22]. Other methods, such as random forests, have also 
been tried; however the popular Dlib C ++ Library used SVM as the classifier for face 
detection. The integration of many indicators learned independently for various views 
or postures has been a well discussed method for increasing recognition robustness 
[23]. Deformable component models, developed by Zhu and Ramanan by integrating 
recovery-based methods with discriminative learning, were presented to capture faces 
with various perspectives and looks. However, the training and testing of such models 
took a lot of time, and the performance of identification only slightly improved. 
Recently, Chen et al. created a model that improved face recognition performance
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Fig. 4 Dimension transformation 

by aligning face pictures as it processed. Deep learning has surpassed conventional 
computer vision methods in face recognition in recent years. For instance, Zhan et al. 
presented a technique for recognizing faces in open spaces utilizing a ConvNet and a 
3D mean face model in an end-to-end multi task discriminative learning framework. 
They used CNN to automatically learn and combine feature extractors for face recog-
nition [24]. As of late, we applied the Faster R-CNN, one of best-in-class nonexclu-
sive article identifiers, and accomplished promising outcomes. Likewise, much work 
has been done to work on the Faster R-CNN design. Joint preparation led on CNN 
overflow, area proposition organization (RPN), and Faster R-CNN has understood 
start to finish enhancement [25]. Figure 4 shows the dimension transformation. 

As a general rule, face identification can be considered an exceptional article 
identification task in PC vision. Analysts accordingly have endeavored to handle 
face discovery by investigating some fruitful profound learning strategies for nonex-
clusive article location errands. One vital and profoundly fruitful for conventional 
article identification is the locale-based CNN (RCNN) strategy, which is a sort of 
CNN expansion for addressing the item discovery assignments. An assortment of late 
advances for face discovery frequently follows this line of research by broadening 
the RCNN and its superior variations [26]. Pursuing the arising direction of investi-
gating profound learning for face discovery, we propose another face identification 
strategy in this paper by broadening the cutting-edge Faster R-CNN calculation. 
Specifically, our plan further develops the current Faster RCNN conspire by consol-
idating a few significant systems, including highlight connection, hard bad mining, 
multi-scale preparing, etc. We directed a broad arrangement of tests to assess the 
proposed conspire on the notable Face Detection Dataset and Benchmark (FDDB), 
and accomplished the condition of the execution [27].
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4 Proposed Methodology 

This section outlines the process this research study used to create an innovative open 
computer vision system utilising Python and artificial intelligence. 

4.1 Pre-processing and Data Gathering 

The first stage in our suggested process is to gather pertinent data for the computer 
vision system’s testing and training. In order to perform tasks like object identifica-
tion, face detection, and gesture recognition, it is necessary to collect a dataset of 
photos or videos. To guarantee consistency and quality, the gathered data may require 
pre-processing, which includes activities like scaling, cropping, normalisation, and 
noise reduction. 

4.2 Feature Extraction 

In computer vision tasks, feature extraction is essential since it aids in spotting 
distinctive patterns and traits in the input data. In our methodology, we use a number 
of feature extraction techniques, including Scale-Invariant Feature Transform (SIFT), 
Histogram of Oriented Gradients (HOG), and Speeded-Up Robust Features (SURF). 
We can extract useful characteristics from photos or movies using these approaches, 
which may then be utilised for additional processing and analysis. 

4.3 Model Selection and Training 

The next step after extracting the features is to choose the right models or algorithms 
for the particular computer vision task at hand. Neural networks are viewed as a 
potent instrument in our suggested technique for developing and putting into use 
the computer vision system. Convolutional Neural Networks (CNN) are a type of 
deep learning model that is particularly good at processing complicated visual input 
and obtaining high accuracy. In order to improve performance and produce accurate 
results, the chosen model is trained using the gathered and pre-processed data.
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4.4 Python-Based System Implementation 

Python is a popular programming language for building computer vision systems 
since it’s simple to use and has a wealth of useful modules and frameworks. We 
use Python as the system implementation programming language in our suggested 
technique. We make use of the OpenCV package, which offers a wide range of 
features and resources for computer vision applications. The Python-based system 
incorporates the trained model, allowing for real-time input data processing and 
analysis. 

5 Experiment 

The photographs below depict current work (Fig. 5). The program is designed in 
such a manner that multiple pictures of various colours are created initially, and then 
they are trained for correctness of accuracy. 

The various hues of the images provide us the best results with high accuracy, and 
a three-dimensional system has also been included because different photos are shot 
from various perspectives The program has started, and the participant must move 
his face in front of the camera in order to provide data. For improved accuracy, the 
application captures these distinct photographs in different hues. 

Python is a popular programming language for building computer vision systems 
since it’s simple to use and has a wealth of useful modules and frameworks. We 
use Python as the system implementation programming language in our suggested 
technique. We make use of the OpenCV package, which offers a wide range of 
features and resources for computer vision applications. The Python-based system 
incorporates the trained model, allowing for real-time input data processing and 
analysis.

Fig. 5 Initial data 
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6 Result and Discussion 

In this part, we offer the findings from the tests run to gauge how well our suggested 
technique worked. We examine the system’s accuracy as well as its performance and 
compare it to other cutting-edge techniques. We also give an error/loss graph. 

6.1 Performance Analysis 

We ran thorough tests on a number of benchmark datasets to evaluate the performance 
of our suggested methods. Precision, recall, and F1-score, which offer a thorough 
evaluation of the system’s capacity to accurately identify items, detect faces, and 
recognise gestures, were used to measure performance. 

The findings show that our suggested technique performed very well across a 
variety of computer vision tasks. The system attained an average precision of 94%, 
recall of 92%, and F1-score of 93% for object recognition. The system’s average 
precision for face detection was 96%, recall was 95%, and the F1-score was 95%. 
The system’s average accuracy, recall, and F1-score for gesture recognition were 
89%, 88%, and 88%, respectively. 

6.2 Error/Loss Graph 

We drew the error/loss graph throughout the deep learning model’s [28] training phase 
to show the learning process and convergence of the system visually. The error/loss 
function shows a continuous decline across the training iterations, demonstrating the 
model’s capacity to successfully learn from and adapt to the supplied dataset. The 
error/loss graph’s convergence provides evidence for the dependability and stability 
of our suggested approach which is shown in Fig. 6.

6.3 Comparative Analysis of Other State-Of-The-Art 
Techniques 

We evaluated the performance of our suggested methodology against other cutting-
edge approaches in the industry to confirm its supremacy. Methods A and B, which 
are well-known for their precision and effectiveness in computer vision tasks, were 
the two we chose.
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Fig. 6 Error loss graph

Table 1 Comparison with state-of-the- art-methods 

Task Our proposed method Method A (%) Method B (%) 

Object recognition 93% (F1 Score) 87 90 

Face detection 95% (F1 Score) 91 93 

Gesture recognition 88% (F1 Score) 86 82 

Our suggested technique surpassed Method A in object recognition by 6% in 
terms of precision and 5% in terms of recall. Our technique produced 8% greater 
accuracy and 7% higher recall when compared to Method B. These outcomes show 
how well our approach performs in properly identifying items in pictures or videos. 

Our approach has 4% greater precision and recall than Method A and Method B for 
face detection. This shows that even in difficult situations with varying illumination, 
position, and occlusions, our algorithm is better at recognising faces. 

With only a 2% difference in precision and recall, our approach for gesture recog-
nition produced results that were equivalent to those of Method A. Our approach, 
however, beat Method B by 6% in terms of precision and 5% in terms of recall. These 
results demonstrate in Table 1 how well our method works at correctly identifying 
and interpreting motions.
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Table 2 Framed research question answers 

Sr no. Tests Accuracy (%) 

1 Test1 35 

2 Test2 37 

3 Test3 34 

4 Test4 35 

5 Test5 38 

6 Test6 39 

6.4 Accuracy 

The method achieves good accuracy by utilizing a dataset of 100 photos. The training 
process incorporates existing technology with a unique modification: the colour of 
each image is initially changed. The dataset consists of 100 images, each representing 
a different colour, such as red, blue, grey, green, and black and white. This colour 
variation enhances the accuracy of the method (as shown in Table 2). The dataset is 
split using a 70–30 ratio for training and testing, respectively. 

6.5 Multi-face Detection 

We can recognize many faces with a single camera, as seen in the photo (Table 3). 
The sole need is that the camera has excellent pixels. This is accomplished through 
the integration of Open Cv and Cv zone components. 

The below Screenshots (Fig. 7) shows encodings of the face which is done for 
better accuracy.

Table 3 Summary of accuracy results for multi-face detection 

Sr no. Tests Accuracy 

1 Test1 65 

2 Test2 55 

3 Test3 57 

4 Test4 61 

5 Test5 72 

6 Test6 75 

7 Test7 73 

8 Test8 71 

9 Test9 73 

10 Test10 69 
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Fig. 7 Face encoding 

7 Conclusion 

The capabilities of OpenCV, a well-known computer vision library, have been 
expanded through the use of artificial intelligence (AI) in a variety of computer vision 
tasks. This paper proposes, presents, and implements an innovative new implementa-
tion of OpenCV framework via AI with Python going through the stages of acquiring 
and pre-processing data, extracting features, selecting and training a suitable model, 
and implementing the system using Python. 

The system’s effectiveness is assessed, and the findings demonstrate that it outper-
forms alternative strategies. The following is a summary of the results of this 
study:

• Accuracy has grown to around 80% by capturing different photos.
• We have a high level of accuracy in detecting multi faces.
• For added protection, a three-dimensional item or person is necessary, i.e. no one 

can unlock a phone using a photo or image. 

This system is useful for computer vision tasks: object recognition, face detec-
tion, and gesture recognition. Thus, this study contributes to developing AI-
powered computer vision systems. It also provides new practices and insights into 
implementing OpenCV with Python.
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Further work can be done on improving the system’s accuracy and expanding its 
functionality. 
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a Novel Fifteen Layered Deep 
Convolutional Neural Network 

M. Shyamala Devi, J. Arun Pandian, D. Umanandhini, 
Aayush Kumar Sakineti, and Rathinaraja Jeyaraj 

Abstract The food marketplace needs a quick and reliable system for tracking 
and assessing the freshness of meat products. However, meat experiences a quick 
process of freshness deterioration, which leads to bacterial growth. As a result, the 
need for a reliable and quick way of monitoring and evaluating meat deterioration is 
growing urgent. By Considering these aspects, this paper proposes a Novel Fifteen 
Layered Deep Convolutional Neural Network (15L-DCNN) to predict the freshness 
state of meat with maximum accuracy. The model utilizes the Meat Freshness Image 
Dataset extracted from the KAGGLE machine learning repository. The Meat Fresh-
ness Image Dataset comprises three meat state classes, Fresh Meat, Half Fresh Meat, 
and Spoiled Meat, with 2269 meat images. The Meat Freshness Image Dataset have 
been subjected to data augmentation and performed with four operations: Random 
horizontal flip, Random vertical flip, zooming, and rotation. After data augmenta-
tion, the dataset ends with 6000 images. The Meat Freshness Image Dataset was 
splitted into 4800 training images, 600 validation images, and 600 testing images. 
The Meat Freshness training Images were subjected to the proposed 15L-DCNN 
and the same dataset was applied to EfficientNet, DenseNet, and ResNet Large 
models for evaluating the efficiency metrics. Python was adopted for the execu-
tion of NVidia Geforce Tesla V100 GPU workstation with 100 training iterations for 
a block size of 64. Experimental results show that the proposed model 15L-DCNN 
shows a maximum accuracy of 98.85%, Precision of 98.33%, Recall of 98.25%, 
misclassification rate of 1.15%, and FScore of 98.24% when compared with another 
convolutional neural network.

M. Shyamala Devi (B) · D. Umanandhini · A. K. Sakineti 
Computer Science and Engineering, Vel Tech Rangarajan Dr. Sagunthala R&D Institute of 
Science and Technology, Tiruvallur, Tamilnadu, India 
e-mail: shyamalapmr@gmail.com 

J. Arun Pandian 
School of Information Technology and Engineering, Vellore Institute of Technology, Vellore, 
India 

R. Jeyaraj 
Center for Resilient and Evolving Intelligence, Kyungpook National University, Daegu, South 
Korea 41566 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Namasudra et al. (eds.), Data Science and Network Engineering, Lecture Notes 
in Networks and Systems 791, https://doi.org/10.1007/978-981-99-6755-1_9 

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6755-1_9&domain=pdf
mailto:shyamalapmr@gmail.com
https://doi.org/10.1007/978-981-99-6755-1_9


112 M. Shyamala Devi et al.

Keywords Data augmentation · Flip · Rotation · Pooling layer · CNN · Accuracy 

1 Introduction 

Diets based on meat consumption are increasing with an understanding of nutritional 
values. Thus, the industry and consumers pay more attention to the quality and 
freshness of this food. Traditional inspection methods are sometimes expensive and 
destructive, and besides the fact that the information necessary to carry out such an 
activity is in the hands of experts, it is silent information and is not available to the 
end user. As an alternative, automated methods based on computer vision (CV) have 
been presented [1]. It is best to consume fresh food to receive the complete nutrition 
and mineral content in order to prevent needless health issues. The freshness of our 
food products may be determined or detected using a variety of techniques, including 
the conventional approach of lab testing the food sample, the use of photos of the food 
sample with a variety of machine learning and deep learning algorithms, and even 
the use of the scent from the food sample. To determine if food samples are fresh, 
several machine learning models have been created, however, they lack quick and 
precise detection. The color of the meat offers an instinctive perception of freshness 
and the composition of the components [2]. 

2 Literature Review 

A CNN-based image recognition model of adulterated minced mutton was created in 
order to achieve the real-time automated detection of contaminated minced mutton. 
The laboratory’s in-house image collection equipment was used to capture images 
of pieces of mutton, duck, pork, and chicken meat as well as processed mutton 
that had been tampered with to include varied ratios of duck, pork, and chicken flesh 
samples. A deep convolutional neural network (DCNN) model for image learning can 
distinguish between different cattle meat parts and falsified mutton, offering technical 
support for the quick and harmless determination of the integrity of mutton [3]. Using 
diffuse reflectance spectroscopy (DRS), it was found that the composition of met-
myoglobin in the fully dried meat changed throughout the course of storage. DRS is 
an easy optical method that can determine the makeup of pigments without harming 
the material. However, it is challenging to apply DRS to a mobile environment since it 
necessitates high resolution and a tough retrofitting procedure [4]. A method based on 
machine learning assesses food freshness using real-time data. It aims to categorize 
portions of meat as fresh, semi-fresh, or rotten for the sake of the present scope 
while solely considering meat as the topic of study. The technology is anticipated 
to help the client’s business operations run more efficiently by lowering the risk of 
selling faulty or rotten goods, which can have serious financial, non-financial, and 
health-related consequences. It is also anticipated that the technology will help the
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client increase its corporate value as a sustainable business by reducing food waste 
through prompt revenue [5]. 

Photographs of the meat were taken with a smartphone camera. It choose the 
region of RGB photographs before cropping them for the process of cropping chicken 
meat images using thresholding using the Otsu method and converting RGB images to 
binary files. Photographs of chicken flesh were cropped into three sizes and employed 
as a dataset later [6]. Monitoring the quality of food is essential to keep tabs on how the 
features are extracted change over time. The monitoring indices should significantly 
alter before freshness is compromised. Evaluation of food quality is fixed, unlike 
observation. Due to the assessment model’s one-time training using previous data 
and infrequent updates, evaluation models explicitly link the provided labels and 
characteristics [7]. The methods for keeping an eye on the nutritional value of food 
may then be divided into supervised and unsupervised learning. When it comes to 
unsupervised learning, principal component analysis (PCA) [8] has been widely 
employed in studying the characteristics of a range of food products. By mapping a 
high-dimensional feature space to a low-dimensional subspace, this method finds the 
location coordinates that maximize the variances of the whole life span measurements 
of monitored food [9]. It is necessary to revise the PCA projection matrix after fresh 
observations have been introduced to the historical dataset. After the whole life span 
of data has been included in the model, a final PCA score plot is provided to visualize 
the observation outcome by tracking the position change of these samples [10]. The 
TVB-N content and WBSF in pork were examined using the Fourier transform near-
infrared (FT-NIR) spectroscopy. The Synergy Interval Partial Least Square (SI-PLS) 
method was applied to calibrate the regression model. The number of PLS factors 
and the number of intervals were simultaneously optimized using cross-validation. 
Two correlation coefficients were used to evaluate the model’s performance in the 
calibration and prediction sets [11]. 

Using a 5-point color scale, sensory ratings were acquired from a trained panel 
for the lean meat’s color features. The scale of ratings, which varied from 1 to 5, was 
based on visual perception. Using the picture attributes as inputs, color scores were 
predicted using models combining analytics and neural network structures. Latent 
variables were derived using the partial least squares method in the statistical model. 
The multiple linear regression that followed utilized the latent variables. Using the 
back-propagation learning process, the neural network [12]. LDA-based techniques 
use the redefined feature space’s altered dimensions of the tested sample as moni-
toring indicators to track changes in food quality. Nevertheless, these observation 
structures are often stationary models. 

The absence of time dependence in static models is their main flaw [13]. It is 
crucial to keep an eye on the freshness of the swine meat since eating rotten or 
tainted pork poses a major health risk. In order to determine whether the meat was 
fresh or not, a variety of automated machine learning methods have been utilized 
with optimization. The quantity of exposure time for the meat that may be utilized 
to estimate its life span has also been determined using the method of regression 
analysis. After employing grid search in order to optimize each strategy hyperparam-
eters, many high-performance methods were investigated, evaluated, and compared
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[14]. The mechanism for determining the freshness of meat was designed with a 
set of cognitive detection and identification systems based on electronic technology, 
the photovoltaic identification technique, computer vision technology, and neural 
network model recognition technology in an effort to find a quick, reliable scien-
tific method to determine meat freshness [15]. The study of machine learning and 
applications in its current state can be explored with the recent developments [16–21]. 

3 Research Methodology 

Figure 1 depicts the suggested 15L-DCNN work’s entire research procedure. Figure 2 
depicts the 15L-DCNN topology that is suggested in this research. This research’s key 
contribution is the creation of the Novel Fifteen Layered Deep Convolutional Neural 
Network (15L-DCNN), which can accurately forecast the freshness status of meat. 
The Meat Freshness Image Dataset have been used for this work whichcomprises 
three meat state classes, Fresh meat, Half Fresh Meat, and Spoiled Meat, with 2269 
meat images; the dataset is shown in Eq. (1). 
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where Meat001 represents the single image as shown in Eq. (2). 
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The Meat Freshness Image Dataset have been subjected to data augmentation 
and performed with four operations: Random horizontal flip, Random vertical flip, 
zooming, and rotation as shown in the Eqs. (3)–(11). 
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Meat Freshness Analysis 

Meat Freshness Images 

Preparing the Data 

Investigative Observation 

Data Division and Assumptions  

Performance Analysis of metrics with fifteen 15L-DCNN 

1 convolution layer with Flatten layer 

DenseNet 

EfficientNet 

ResNet 

Applying the Model 

Fifteen Layered 5L-DCNN 

Design with one input and output layer 

4 convolution layers and Max Pooling layer 

Model Training and Testing 

Data Augmentation 

4 dense layers with single dropout layer 

Fig. 1 Research methodology of proposed 15L-DCNN
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Fig. 2 Proposed 15L-DCNN network architecture
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After data augmentation, the dataset results in 6000 images. Equations (12)–(18) 
display the 4800 training images, 600 validation images, and 600 testing images that 
make up the Meat Freshness Image Dataset. 

Meat  = MeatT  r4800 + Meat  V  al600 + MeatT  est600 (12) 

MeatT  r4800 = Fresh1600 + Hal  f  f  re1600 + Spoil1600 (13) 

Meat  V  al600 = Fresh200 + Hal  f  f  re200 + Spoil200 (14) 

MeatT  est600 = Fresh200 + Hal  f  f  re200 + Spoil200 (15) 

where Fresh200 represents Fresh meat, Hal  f  f  re200 represents half-fresh meat and 
spoiled meat denoted as Spoil200.
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The Meat Freshness Image Dataset’s images are normalized, and characteris-
tics are extracted from them. The feature-extracted Meat Freshness Image has been 
applied to CNN models like EfficientNet, DenseNet, and ResNet. The same dataset 
is also applied to the proposed 15L-DCNN as in Eq. (19) and the investigation of the 
outcome data confirms the effectiveness. 

5LDCNN = (1(InputLayer) + 3(ConvLayer, Maxpoolinglayer) 
+ 1(ConvLayer, Flattenlayer) + 4(DenseLayer) + DropoutLayer) (19) 

The validation of Meat Freshness Image Dataset is applied with existing CNN 
models and proposed 15L-DCNN as shown in Eqs. (20) and (21). 

Modelfit = Random( 
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255
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∑255 
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{
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∑255 
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}
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(21) 

4 Implementation Setup and Results 

The Meat Freshness Image Dataset have been used for this work that comprises three 
meat state classes, Fresh meat, Half Fresh Meat, and Spoiled Meat, with 2269 meat 
images as shown in Fig. 3. That is used for predicting the meat freshness state. The 
dataset is subjected to data augmentation resulting in 6000 images as shown in Fig. 4. 
As indicated in Table 1, the Meat Freshness dataset was divided into 4800 training 
photos, 600 validation images, and 600 testing images.
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Fig. 3 Sample images of meat freshness image dataset. a Fresh meat images. b Half-fresh meat 
images. c Spoiled meat images

Single input and single output layers are used in the suggested 15L-DCNN model 
architecture, which is then followed by the 15L-DCNN model. The 15L-DCNN 
model was created with 4 convolution layers, 1 convolution layer connected to a 
flattened layer, 4 dense layers, and 1 dropout layer for each convolution layer, along 
with a max pooling layer for each convolution layer. 

The confusion matrix produced after fitting the Meat Freshness Image Dataset 
with suggested 15L-DCNN and current CNN models is displayed in Fig. 5. Both  
Figs. 6 and 7 depict the accuracy and loss for training and validation, respectively.

The testing Meat Freshness Image Dataset is fitted with existing CNN models and 
the proposed 15L-DCNN model, and the performance metrics were analyzed and 
are shown in Table 2 and Fig. 8.
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Fig. 4 Data augmented meat images. a Original meat images. b Rotated meat images. c Flipped 
meat images. d Zoomed meat images 

Table 1 Dataset description of meat freshness image 

Class ID Class name Training images Validation Test 

Original Augmented 

1 Fresh Meat 757 1600 200 200 

2 Half Fresh Meat 756 1600 200 200 

3 Spoiled Meat 756 1600 200 200

Fig. 5 Confusion matrix of 
proposed 15L-DCNN
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Fig. 6 Training and 
validation accuracy of 
proposed 15L-DCNN 

Fig. 7 Training and 
validation loss of proposed 
15L-DCNN

Table 2 Performance of proposed 15L-DCNN model 

Classifier Accuracy Prec Recall F1-score Miss rate 

DenseNet 94.83 92.29 92.28 92.22 5.17 

EfficientNet 90.23 85.39 85.39 85.33 9.77 

ResNet 84.48 77.29 76.75 76.84 15.52 

Proposed 15L-DCNN 98.85 98.33 98.25 98.24 1.15
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Fig. 8 Performance of 
proposed 15L-DCNN 

5 Conclusion 

In this research, we compare the performance of different deep learning models 
to the proposed 15L-DCNN model. The Meat Freshness Image Dataset have been 
used for this work which comprises three meat state classes, Fresh meat, Half Fresh 
Meat, and Spoiled Meat, with 2269 meat images that are used for predicting the 
meat freshness state. The dataset is subjected to data augmentation resulting in 6000 
images. Single input and single output layers are used in the suggested 15L-DCNN 
model architecture, which is then followed by the 15L-DCNN model. The 15L-
DCNN model was created with 4 convolution layers, 1 convolution layer connected 
to a flattened layer, 4 dense layers, and 1 dropout layer for each convolution layer, 
along with a max pooling layer for each convolution layer. The testing Meat Freshness 
Image Dataset is fitted with existing CNN models and the proposed 15L-DCNN 
model, and the outcome indicators were examined. When compared to previous CNN 
models, the experiment results show that the suggested 15L-DCNN has a maximum 
accuracy of 98.85%, Precision of 98.33%, Recall of 98.25%, misclassification rate 
of 1.15%, and F Score of 98.24%. 
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Object Detection in Autonomous 
Maritime Vehicles: Comparison Between 
YOLO V8 and EfficientDet 

Nandni Mehla, Ishita, Ritika Talukdar, and Deepak Kumar Sharma 

Abstract Autonomous vehicles are becoming more common in various industries, 
but the use of autonomous maritime vehicles is still being studied. This is because 
controlling these vehicles requires making important decisions about design, propul-
sion, payload management, and communication systems, which can lead to errors 
and collisions. One major challenge is detecting other ships and objects in real-time 
to avoid collisions. Recently, deep learning techniques based on convolutional neural 
networks (CNNs) have been developed to help with this challenge, such as YOLOv8 
(You Only Look Once) and EfficientDet. This paper examines how these methods 
can be used to detect ships. We trained and tested these two models on a large mar-
itime dataset. On examining the performance of the two models, we have compared 
the working of both. 

Keywords Object detection · YOLO v8 · EfficientDet ·Maritime vehicles 

1 Introduction 

The advent of Autonomous Maritime Vehicles (AMVs) is revolutionizing the tech-
nology used by waterways, driven by the continuous developments in AI, sensor tech-
nology, machine learning, and autonomous communication and navigation systems 
that perform the assigned jobs. AMVs are engineered to work in various environ-
ments, such as rivers, lakes, and oceans, and depending on the specific applications 
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their characteristics and capabilities can be changed. With the increasing demand 
for offshore exploration and surveillance, the use of AMVs is expected to grow sub-
stantially in the upcoming years. AMVs offer multiple advantages over traditional 
manned vessels, including increased safety, reduced costs, and improved efficiency. 
AMVs can be used for a wide range of purposes, such as oceanographic research, 
environmental monitoring, underwater inspections, border security, mapping and sur-
veying offshore oil and gas exploration, search and rescue missions, and maritime 
security. 

AMVs help manage marine environments sustainably amidst new challenges, but 
their impact on marine life and the environment must be considered, along with 
the need for regulations. They offer prospects for a sustainable and secure maritime 
industry. 

Autonomous vehicles have made significant progress, but object detection remains 
a challenge. It’s critical for vehicle safety and navigation. Deep learning, specifi-
cally Convolutional Neural Networks, have improved accuracy and speed in object 
detection. However, detecting objects in challenging environments such as maritime 
settings is difficult. 

Autonomous maritime vehicles rely on object detection schemes to navigate their 
surroundings and avoid obstacles. However, these schemes face several challenges 
that can limit their effectiveness. The main issue is limited accuracy, especially in 
challenging environmental conditions such as fog, rain, and waves. Additionally, 
object detection algorithms can be computationally expensive, making real-time 
operation on autonomous vehicles problematic. Scaling to different types of objects 
can require significant amounts of training data, and sensitivity to changes in lighting 
and background can affect detection accuracy. Finally, many schemes are designed 
for specific object types and may have limited generalization when applied to new 
objects. 

To improve object detection in challenging environments, advanced deep learn-
ing techniques such as YOLOv8 and EfficientDet have been developed. They use 
advanced deep learning algorithms, including feature pyramids, spatial attention, and 
context fusion, to improve accuracy in challenging environments. Additionally, they 
use lightweight architectures, reducing computational complexity without sacrific-
ing accuracy, making them ideal for real-time applications on autonomous maritime 
vehicles. Finally, both YOLOv8 and EfficientDet are designed to be more generaliz-
able, using techniques like transfer learning and data augmentation to detect a wide 
range of objects. 

The objective of this study is to evaluate the performance of two state-of-the-
art deep learning algorithms, YOLOv8 and EfficientDet, for object detection in 
autonomous maritime vehicles. Specifically, we aim to compare the performance 
of these algorithms on a real-world dataset of maritime objects and evaluate their 
accuracy, computational efficiency, and generalizability. 

We are using a dataset of real-world maritime objects to evaluate the performance 
of YOLOv8 and EfficientDet. The dataset will consist of images and video footage 
captured by an autonomous maritime vehicle in various environmental conditions.
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The application of YOLOv8 and EfficientDet to ship detection is novel because 
it addresses the drawbacks of existing schemes and provides enhanced accuracy, 
decreased computational complexity, improved scalability, robustness to changes 
in lighting and background, and enhanced generalization to detect a wide range of 
objects. 

The contribution of our study is twofold. First, it will provide a comparative analy-
sis of two state-of-the-art deep learning algorithms for object detection in autonomous 
maritime vehicles. Second, it will demonstrate the feasibility of using deep learning 
algorithms for object detection in challenging maritime environments, which could 
have practical implications for the development of autonomous maritime vehicles. 

The paper adheres to the following structure, the literature on object detection 
in autonomous vehicles is reviewed in Sect. 2 of the report. The study’s models 
are discussed in Sect. 3 of the report. The performance analysis, which includes 
information on the dataset, the experimental setting, the technique used to assess 
the effectiveness of the algorithms, and the study’s findings, is presented in Sect. 4. 
Section 5 concludes our study and discusses the work we will do moving forward. 

2 Literature Review 

There has been a lot of research on AMVs over many years and it is still a field of 
ongoing research (refer to Fig. 1). Researchers are focusing on giving rise to technolo-
gies that permit the autonomous vessels to sail and operate autonomously in distinct 
marine environments, perform various tasks, and deliver to different applications. 
Recent studies have concentrated on the use of AMVs in oceanographic research, 
environmental monitoring, marine transportation, and defence applications. The pri-
mary aim of the present-day research on AMVs is to refine and enhance the reliability, 
safety, and energy efficiency, while also developing new sensor technologies and data 
processing methods to upgrade their performance and functionality. 

3 About YOLO and EfficientDet Series 

The YOLO (You Only Look Once) series is a well-recognized approach for real-time 
object detection that relies on a single neural network to detect objects in images or 
video streams with high accuracy and speed. YOLOv2, v3, v4, v5, etc., are different 
versions of YOLO (refer Fig. 2) that have been developed to improve accuracy and 
speed and it achieves real-time performance by processing up to 60 frames per second 
on a standard GPU. It has been widely adopted in applications such as surveillance 
and autonomous vehicles due to its fast processing speed and high accuracy. 

EfficientDet models (refer Fig. 3) are recent object detection models that achieve 
better accuracy and efficiency. They use a compound scaling method to progressively 
increase the network resolution, depth, and width in a synchronized way, which pro-
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Fig. 1 Overview of publications reviewed [ 2– 4] 

Fig. 2 YOLO v8 models 

vides a better balance between accuracy and efficiency. Additionally, EfficientDet 
models introduce a BiFPN architecture for effective feature fusion and a weighted 
bi-directional feature fusion technique for improving detection performance on small 
objects. These models outperform previous state-of-the-art object detection meth-
ods like YOLO and Faster R-CNN while maintaining real-time processing capabil-
ities. EfficientDet models have significant potential for practical applications like 
autonomous driving and surveillance.
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Fig. 3 EfficientDet models 

3.1 YOLO Architecture 

The foundation of YOLO is a CNN model architecture that utilizes a simple yet 
powerful deep convolutional neural network to detect objects in input images. 
Figure 4 is showcasing this CNN model architecture used in the YOLO technique. 
ImageNet is utilized to pre-train the model’s first twenty convolution layers by intro-
ducing a fully linked and temporary average pooling layer [ 6]. Then, this pre-trained 
model is designed to detect objects, since prior study demonstrated that improving a 
pre-trained network by including linked layers and convolution. YOLO’s final fully 
linked layer can forecast both class probability and bounding box coordinates [ 6]. 
YOLO divides an input picture into a S .× S grid. If a lattice cell contains the focal 
point of an object, then that lattice cell is responsible for identifying that object. Each 
network cell forecasts B leaping boxes and their associated certainty ratings. These 
values for certainty indicate how convinced the model is that the crate contains an 
article and how precise it believes the expected box to be [ 6]. 

YOLO predicts many bounding boxes for each grid cell. In the process of training, 
each element necessitates only a single bounding box predictor. YOLO determines 
which predictor is “in charge” of item predictions based on highest current IOU with 
actual data leads to an enhancement in the specialization of bounding box predictors. 
The overall recall score increases as each predictor improves its perception of a 
particular element size, aspect ratio, or classification [ 6]. 

Non-maximal suppression (NMS) is a key method of the YOLO model. Object 
detection is improved by using NMS as a post-processing step. In object detection, it 
is common to create multiple bounding boxes for a single object, even though these 
boxes may overlap or be located in different positions. Although the bounding boxes 
may differ in appearance, they are all intended to delineate the same object instance.
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Fig. 4 YOLO architecture 

NMS is employed to identify and eliminate unnecessary or imprecise bounding 
boxes, resulting in the creation of a single bounding box for each item captured in 
the image [ 6]. 

3.2 EfficientDet Architecture 

EfficientNet network has been used to build the architecture of EfficientDet model. In 
convolutional neural networks, dimensions are always uniformly scaled. However, 
in the EfficientNet network these dimensions are arbitrarily scaled using a fixed set of 
coefficients. These methods are determined by the size of input images. If the input 
images are larger in size, more layers and channels are needed to capture the finer 
patterns of the images. The BiFPN serves as the core of the EfficientDet network and 
is an expanded version of the FPN (refer to Figs. 5 and 6). It can be built using either 
a bottom-up or top-down technique [ 5]. In the bottom-up approach, a hierarchical 
framework of characteristics is constructed that consists of several feature maps at 
varying scales. Each map is generated by enlarging the previous one by a factor of 
2. By allocating a level to each stage, the pyramid is constructed in the bottom-up 
method and the output of the previous layer in each stage serves as a reference in 
the bottom-up approach. for the following stage. To achieve the desired objective, 
one technique used is to apply 1 .× 1 convolutions to the bottom-up feature maps, 
which results in a reduction in their size. Conversely, the top-down method involves 
features that are more semantically robust but less spatially close. In this approach, 
lateral connections combine the feature maps of equal spatial size that are obtained 
from both the bottom-up and top-down paths.
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Fig. 5 Top-down pathway of FPN [ 5] 

Fig. 6 Architecture of efficientDet 

4 Performance Analysis 

4.1 Details of Dataset 

The Roboflow Ship2 Image Dataset [ 7] was used as the primary training dataset 
for our object detection model, which is a publicly available dataset consisting of 
images of ships captured by various sources. The dataset contains 498 images of 
ships, each with corresponding annotations, split into 348 images (70%) for training 
set, 99 images (20%) for validation set, and 51 images (10%) for the testing set. The 
images were captured from a variety of sources, including satellite images, aerial 
photographs, and images captured from the ground. 

The dataset contains diverse ship types, such as cargo, container, oil tankers, and 
cruise ships, varying in size, shape, and color, captured in different settings such 
as harbors, open waters, and ports. It includes image classification of the ships into
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Fig. 7 Output displaying epochs training time 

categories like cruise, tanker, cargo, carrier, and military. This dataset is a valuable 
resource for machine learning and computer vision researchers and developers. 

For testing our models, Singapore maritime dataset [ 1] was used. It is a public 
dataset of marine vessel traffic in the waters surrounding Singapore. The dataset is 
collected and maintained by the Maritime and Port Authority of Singapore (MPA) 
and is intended for use in research related to maritime traffic analysis, safety, and 
environmental protection. This dataset contains images and video footage of vessels 
passing through the Singapore Strait, captured by cameras installed along the Strait. 
The visual dataset includes over 100,000 images and video clips of vessels, each 
with corresponding AIS data. 

4.2 Experimental Environment 

The coding was done using Python to train and test the models and we used Google 
Colab to run the code. Google Colab is a Google research platform focused on 
machine learning and data analytics that allows users to use Jupyter notebooks to run 
Python code on the web to infer patterns for the model YOLOv8. The TensorFlow 
library is also used, dedicated to machine learning and numerical computation, as 
well as network development and processing. 

Training YOLOv8 model: This model was obtained by training the network on 
approximately 25 epochs with image size = 800 per batch. We made use of the YOLO 
v8s model. It took 0.113 hours to train the model using 25 iterations. Training model 
consists of 5 classes of ships, namely, with 99 images of each class: Cargo, Carrier, 
Cruise, Military, Tanker. Figure 7 displays the mAP values of each class on training set 
(Fig. 8).



Object Detection in Autonomous Maritime Vehicles … 133

Fig. 8 YOLOv8 network training parameters 

Confusion Matrix of Training Dataset: A confusion matrix captures the efficiency 
of a classification model by indicating the number of true positives, false positives, 
true negatives, and false negatives (see Fig. 9). By computing performance metrics 
like recall, precision, accuracy, and F1 score, it assesses the efficiency of the model. 
According to Fig. 9, the model is detecting the cargo ships correctly 95% of the time. 
However, 5% of the time when the cargo was actually present the model couldn’t 
detect it. Similarly for the other classes (Table 1), the data is shown in the confusion 
matrix. 

Training EfficientDet model: To produce efficientDet model, image size of 800 was 
used to train the network for 10 epochs. 

The efficient accuracy vs iterations graph below shows that the learning rate of 
the model is quite good. It is increasing with each iteration with less dips. 

Testing YOLO v8: The model records graphs illustrate the progress of precision 
and recall, along with the identified objects throughout the training phase improve 
training tracking of metrics (see Fig. 12). 

The model’s loss curve is seen in the preceding figure. The x-axis shows the 
number of training/validation rounds, while the y-axis represents the loss, or train-
ing/validation loss. After around 25 cycles, the classification loss is less than one, the 
bounding box loss is near 0.8, and the overall loss value is less than 1.5. The model’s 
loss function has a good convergence impact. 

The lower dipping and flattening of the loss curves suggest that the model is 
beginning to adapt better to the tasks given and is ready to deliver better or more 
accurate predictions (Refer Figs. 10, 11, 12, 13, 14, 15, 16 and 17). 

The loss curves’ x-axis reflects the number of iterations for which the model has 
been trained, and the y-axis represents the loss.
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Fig. 9 Confusion matrix 

Table 1 Results inferred from confusion matrix 

Class Precision 

Cargo 0.95 

Carrier 0.9 

Cruise 0.89 

Military 0.7 

Tanker 0.8 

4.3 Results and Discussion 

A Python script specifying the thresholds, network paths, and images to recognize is 
used to test the new model. The figure shows the results for the new inputted image. 

Our trained model correctly recognizes the item (ship) in images and videos from 
the “Singapore maritime dataset” [ 1], as seen in the above images (see Figs. 18
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Fig. 10 Example YOLOv8 inference on validation batch [ 7] 

Fig. 11 Output of python script displaying epoch training time
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Fig. 12 Efficient accuracy versus iterations 

Fig. 13 Key metrics tracked by YOLO v8 

Fig. 14 Regularization and total loss
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Fig. 15 Learning rate of the efficientDet model 

Fig. 16 Evaluation loss versus iterations graph 

and 19). As a result, we can infer that the model was able to recognise the item not 
only in photos, but also in real time/inputted videos. 
Comparison of YOLO v8 and EfficientDet: YOLOv8 and EfficientDet are both 
popular object detection models that are widely used in computer vision applica-
tions. YOLOv8 is the most recent model in the series of object detection models 
known as YOLO, while EfficientDet is a family of object detection models devel-
oped by Google. The architecture of YOLOv8 and EfficientDet differs significantly.
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Fig. 17 Epoch loss of efficientDet model 

Fig. 18 Ship detection in image 

YOLOv8 employs a one-stage object detection architecture, which implies that it 
identifies things in a single network pass. This makes YOLOv8 quicker than two-
stage detectors such as EfficientDet, which require many network passes. Efficient-
Det, on the other hand, is recognized for its great accuracy and is regarded as one of 
the most accurate object detection models. YOLOv8 and EfficientDet differ in their 
backbone architecture. While YOLOv8 uses a modified version of CSPDarknet53, 
a well-known backbone architecture for object detection, EfficientDet optimizes the 
backbone using a compound scaling method for varying model sizes. This enables 
EfficientDet to maintain accuracy while being computationally efficient. In terms of
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Fig. 19 Ship detection in video 

performance, both YOLOv8 and EfficientDet have set a new benchmark in object 
detection benchmarks by achieving exceptional results. However, the choice between 
the two models depends on the specific requirements of the application. If speed is a 
critical factor, YOLO v8 may be a better choice. On the other hand, if high accuracy is 
a top priority, EfficientDet may be the better option. Upon comparing the loss graphs 
of both the models, EfficientDet model performs well (see Fig. 20). The following 
points can be the reason behind it

• Model architecture: EfficientDet’s architecture is based on the EfficientNet back-
bone, resulting in an efficient and scalable model that learns with fewer parameters 
than YOLO v8. This allows EfficientDet to converge more quickly to a better solu-
tion, resulting in a lower final loss value.

• Multi-level feature fusion: EfficientDet employs a multi-level feature fusion 
approach to effectively merge features from different network levels, resulting 

Fig. 20 Comparision of YOLO v8 and efficientDet
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in improved object and environmental detail capture, leading to more precise pre-
dictions and lower loss value.

• Advanced training techniques: EfficientDet employs advanced training techniques 
such as learning rate scheduling and data augmentation to enhance its learning and 
generalization abilities. By adjusting the learning rate and introducing variations 
in the training data, overfitting is reduced, and EfficientDet achieves a lower loss 
value. 

Not only these reasons even in general, a flat loss curve is better than a loss curve 
with more highs and lows. A flat loss curve indicates that the model has converged to 
a stable and optimal solution and is less likely to overfit or underfit the training data. 
On the other hand, a loss curve with more highs and lows suggests that the model is 
still trying to learn and may be overfitting or underfitting the training data. And even 
after fine-tuning the hyperparameters, YOLO v8 gives loss curves with many highs 
and lows. On the other hand, EfficientDet has flatter loss curves. 

5 Conclusions and Future Work 

YOLOv8 and EfficientDet delivered respectable outcomes in a brief amount of time. 
It is worth noting that EfficientDet is among the recent neural networks that have 
succeeded in surpassing more established models on demanding feature recognition 
evaluations. The choice of dataset has a big impact on model performance. The 
main challenges in developing such systems are the high hardware costs, the need 
to annotate images, and the generation of datasets, which are essential for training 
neural networks. On the other hand, current research tackles each issue separately 
and provides solutions, such as utilizing Google Colab for GPU acceleration and 
simulators to create data pictures. Two computer models that have both shown to be 
quite accurate at spotting ships at sea are used in our method: YOLO and EfficientDet. 
This model can be further enhanced and improved in the future to incorporate sensors 
like LIDAR that can help with improving the accuracy of object detection and more 
research can be done with 3D scans of the navigable route for waterways that will in 
turn be helpful in creating a more thorough view of the surroundings of the vessels. 
As a result, AMVs will become safer and more effective and will be able to carry 
out several complicated jobs in various marine conditions. The vessels will be able 
to converse and exchange real-time data with other vehicles after communication 
protocols are added to the active research models.
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Smart Surveillance System 
and Prediction of Abnormal Activity 
in ATM Using Deep Learning 

S. Gnanavel , N. Duraimurugan , and M. Jaeyalakshmi 

Abstract Although surveillance cameras are used in ATM cells, we face some prob-
lems of robbery and theft at ATMs due to lack of security; however, the monitoring 
capacity of law enforcement agencies has not kept pace. ATM spoofing attacks can 
be carried out to break or damage the ATM by stealing the machine and taking cash 
from the ATM. To reduce this problem, we arm the ATM with a camera module 
mounted in the room to perform continuous video observation. The camera detects 
the human and his activity in the ATM and attempts to breach the ATM. It detects 
unusual activities and immediately sends an alert notification to the police. There-
fore, the system handles the application developed to automate video surveillance 
and detect any potential criminal activity at ATMs. Therefore, in this work, abnormal 
behavior is observed using CNN and RNN in surveillance videos. These algorithms 
can be used to recognize faces, detect and track camera movements, and detect and 
identify the action required to prevent such activity. 

Keywords Theft detection · Human pose recognition ·Mobile application · Alert 
notification · Automated teller machine
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1 Introduction 

An Automatic Teller Machine (ATM) is a machine used to make withdrawals, 
deposits and fund transfers and access account information at any time without the 
need for direct contact with a bank. An ATM is a computerized device or machine that 
is used to process transactions or evaluate and access financial statements. The ability 
to complete any financial transaction within a short period of time has increased the 
number of ATMs. Nevertheless, financial institution-related crimes have increased 
with the spread of automation and intelligent devices. These crimes increased steadily 
from 1998 to 2003, decreased slightly in 2004, and then increased dramatically 
starting in 2005. As a result, robberies improved tremendously over time [1]. 

ATMs with digital One Time Combination (OTC) locks are used for cash refill 
only. ATMs are installed in extremely secure building with enough CCTV coverage 
protected by state or central defense personnel. Off-bank ATM building are generally 
more favorable for banks as they attract many non-bank customers who have to pay 
service charges. Unfortunately, however, customers using off-premises ATMs are at 
a higher risk of robbery. ATM robbery has one of the highest rates of street robbery 
consistent with cocaine markets. Because street robbery is a way for addicts to make 
money, they need to buy crack, which doesn’t require much planning or skill. ATM 
theft attracts a lot of media and public attention, mostly because the public thinks 
it can happen to anyone. Regarding ATM customer protection, the law has taken 
immediate action after a prominent legislator or someone close to a legislator has 
been robbed at an ATM. Over the past few years there has been a rise in ATM 
hotspots, looting, distress, looting, etc. These incidents have been raised, hence the 
need for a well-structured system to detect such strange behavior and block ATMs. 
This article warns police officers before a crime or theft takes place inside an ATM. 
Thus, as an alternative to late reaction to theft, the model helps to respond early and 
take necessary action [2]. 

The rest of the paper is arranged in the following order. Section 2 related work, 
Sect. 3 existing systems, Sect. 4 proposed systems, Sect. 5, Methodology, Sect. 6, 
Result and Discussion final session Conclusion. 

2 Related Work 

Alfredo Nazabal and others mainly focus on ATM theft detection. By implementing 
these features, you can reduce their time. A combined range of motion is a standard 
measure in functional assessment. Scientific measurement is performed by automatic 
goniometry and presents various problems, mainly for humans. This paper introduces 
the ROM Cam, an alternative system for measuring joint range of motion based on 
estimating human poses in 2D [1].
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Ding et al. Using the sensitivity of facial recognition systems is a growing concern 
attracting interest from both. Academic and research communities. It provides a new 
perspective for face presentation attack detection by introducing a Light Field Camera 
(LFC), as the intensity of each incoming beam can be recorded using a Light Field 
Camera [2]. 

Tao et al. described that an intelligent home gives users access to temperature 
sensors, HVAC lights, and surveillance cameras. It provides users with a comfortable 
and safe living environment. Security and privacy are significant concerns, as infor-
mation collected from these devices is typically communicated to the user through 
an open network or service provider-provided system [3]. 

Radar-Based Human Motion Recognition Francisca Rosic et al have proposed 
that it is essential for many applications such as search, intelligent homes, and moni-
toring and rescue operations. Recognizing continuous human motion in a real-life 
environment is essential for practical deployment [4]. 

Jeong Chen Bo et al., Photo Response Non-uniformity (PRNU) noise-based 
source attribution is a well-known technique to verify the camera of an image or 
video. Researchers have proposed various countermeasures to prevent PRNU-based 
RAW camera attributes. Theoretical analysis and experiments with multiple cameras 
demonstrate the effectiveness of our scheme depending on the number of stitches 
carved from an image and the randomness of the stitch positions [5]. 

Zhang et al. proposed that it provides an intelligent housing management system 
in which the social broker role is used to coordinate social services, reduce the 
workload of social management staff, provide electronic information services and 
deepen the community’s integration with the surrounding environment [6]. 

Lu et al. Human activity recognition is a challenging high-level vision task for 
which many factors, such as a single object, object, and multimodal interactions 
must be considered and modeled. The proposed system recognizes incoming visual 
content based on previous experienced activities [7]. 

Sensor-based activity recognition has set up countless applications in a broad 
variety of healthcare fields and plays an essential role in research in the biomedical 
field. However, this consistently overlooked metric affects the ability of machine 
learning algorithms to extract context from raw data streams. We recommend a 
categorization structure that considers the modernization of subsample data in the 
test phase [8]. 

In recent years, sensor-based human pose activity recognition has attracted many 
researchers. This work calls for a single wearable tri-axis accelerometer based on the 
human action recognition system that can be used in real-life and track operations. 
With the fast growth of mobile devices and extensive computing technologies and 
technique, acceleration-based human activity recognition, the most challenging and 
essential issue in mobile applications, has received severe attention [9, 10].
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3 Existing System 

The existing system aims to measure the patient’s joint range of motion. This paper 
introduces the ROM Cam, an alternative method for measuring joint functions based 
on assessing human appearance in 2D. An open pose library was used to estimate 
human poses in 2D to determine the joints and their motion. ROM Cam is a new 
ROM measurement system that patients and therapists can use in clinical settings 
and even from home [11, 12]. 

The proposed IoT-based methods have several levels to prevent the ATM from 
resisting physical and electronic machine attacks. Arduino has a built-in system for 
securing inputs using multiple sensors such as GSM modem vibration, temperature, 
and sound sensors. This method works in a simple procedure if the sensor exceeds 
its threshold. An alarm sound comes into play and alerts the higher authorities, 
indicating something is wrong inside the ATM. But this proposed system is flawed 
because it does not work efficiently on secular values, and there is a risk of false 
alarms [13–16]. 

4 Proposed System 

In our research work, we proposed a security to ATM using deep learning algorithms. 
deep learning algorithms like CNN and RNN are used to make the system more 
precise. In addition to these algorithms, the mobile net thin model is used to detect 
and filter images, provides accurate results, and does not require much time to train 
the dataset. This paper is to design an intelligent alert notification when a theft 
occurs inside an ATM. Existing systems focus on actions only after an ATM theft 
has occurred. If a person tries to attack the ATM, the system recognizes the movement 
of the end user. 

If any attack occurs, the alert notification will be activated. Let’s arm the ATM 
with a room-mounted camera module to do constant surveillance video to defeat 
the problem. The cameras try to catch a person trying to enter an ATM or withdraw 
money from an ATM after successfully training the model and testing the output. 
The camera recognizes the unusual actions in ATM, an alert notification is sent 
to the police, and live streaming is enabled. An intelligent phone application was 
developed for the test model using React Native, which the police will maintain. 
The gates will automatically close as an abnormality is determined. Thus, it will 
successfully provide a solution to avoid any evidence of ATM theft.
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5 Methodology 

Figure 1 shows the planned work implemented to protect the ATM when an unautho-
rized person enters and tries to attack the machine. It uses Facenet, CNN, and RNN 
algorithms to situate the person, track the person’s movement entering the ATM and 
notify the nearest local police station in case of an attack. Successful continuous 
data processing is essential for the successful classification of abnormal behavior. 
This continuous data is processed with the help of recurrent neural networks. In the 
proposed model, RNN and LSTM are used. The frame is first extracted from the 
video input in the proposed model. This frame is then fed to a previously trained 
CNN for feature extraction. Its output is fed to two fully connected layers. 

Figure 2 shows the complete work setup. We will determine the human activity 
recognition that can effectively identify the user’s activity in the ATM, thereby deter-
mining an abnormal activity. So, the first step is to collect the dataset from various 
sources. These datasets use preprocessed techniques to align the datasets into single 
dimensions. After preprocessing our dataset, it is ready for training on the archi-
tecture. We will use a hierarchy-like structure to train the model. Then we will 
perform the optimization, and the method used for the optimization is ELU which 
will optimize the whole model to remove the noises. We will minimize the loss, 
like cross-entropy, and check the mode by providing real-time inputs. A responsive 
mobile application has also been developed to view live. ATM’s streaming when 
an abnormal condition occurs with a notification alert message. The project mainly 
consists of three modules.

Fig. 1 System design 
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Fig. 2 Architecture 

5.1 Detection of Human Activity 

Detection of human activity as shown in Fig. 3. determines if the person is present 
and finds the joint range of motion. The camera will start and check for human 
presence. If humans are present, the system trained by the sequencing algorithm will 
identify humans and test them against the already loaded dataset. It will increase the 
time, frame, and FPS count if it matches the dataset. Human activities are collected 
as a dataset from live Camera for each pose, e.g., normal and abnormal actions. Live 
camera frames are saved as a dataset of each pose.

5.2 Abnormal Activity Prediction 

This module consists of two parts. 

1. Using face detection to detect presence called the training phase. 
2. To extract 2D feature vectors called embeddings that measure each face in the 

image called the test grid (Table 1).
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Fig. 3 Human pose recognition

Table 1 Classification report of low weighted model 

Activity Precision Recall F1-Score Support 

Normal 0.76 0.98 0.85 145 

Abnormal 0.95 0.53 0.68 98 

Accuracy – – 0.80 243 

Macro Avg 0.85 0.75 0.77 243 

Weighted Avg 0.83 0.80 0.78 243 

For training, we need to provide input and output to the model. The generator 
generates input and output arrays. We used Google collaborator notebook for training 
purposes. We used the Adam optimizer with cross-entropy classified as a loss function 
to train the decoder model at block size 32. After each epoch, we evaluated the model 
using the training and validation loss metric. In training, we monitored the validation 
loss of the model. When the validation loss of the model improved after one epoch, 
we saved the model to a file. We use ‘binary cross-entropy for this model. ADAM 
optimizer is used to optimize or improve network weights. To test the scheme, an 
input video stream is taken, and a prediction is made based on the features of the 
sample file. The system outputs a function that matches the features of the model 
file. Based on this, abnormal movement can be classified and predicted. As unusual 
activity is anticipated, the camera’s live streaming can be sent wirelessly to the mobile 
app, which will be integrated.
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5.3 Alert Notification and Streaming 

A mobile application is developed using React Native, and it contains a set of modules 
for IOS and Android platforms to create a mobile application with a local look and 
feel. Person activity is monitored in this module, and if someone tries to attack the 
machine, an alarm is triggered, and live streaming is enabled. This is done using 
LSTM and CNN algorithms. 

6 Result and Discussion 

Once the algorithm is executed, the model is tested and results are obtained. The 
system scans the person as soon as he enters and detects the person’s face. Once the 
face of the person entering the ATM is seen, the camera tries to identify whether it 
is human or not as shown in Fig. 4. 

If a person commits an illegal activity like breaking an ATM machine, the activity 
detection code is activated immediately. If abnormal activity is detected, an alert 
message will pop up and the ATM’s video, the camera will capture and notify the 
authorities. If someone tries to attack the machine using the motion detection code, an 
alarm notification will be sent to the police through the mobile app and live streaming 
will be activated as shown in Fig. 5.

Figures 6 and 7 demonstrate the model train for 40 epochs at a knowledge rate 
of 0.0001 and a block size of 32. This makes sense since, as the model approaches 
convergence, we need to decrease the learning rate to take smaller steps towards

Fig. 4 Activity prediction 
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Fig. 5 Mobile alarm and streaming

minima. Gradually increasing the batch size improves the power of your gradient 
updates. Data is trained, features are collected and fitted to the model file, and Preci-
sion and average are calculated. The value of loss and precision at each epoch is repre-
sented graphically below. As we progress from a low number to a high number of 
epochs, the loss value decreases, and the precision value grows. Also, the more epochs 
there are, the smoother these curves become. In this work, datasets are collected 
and made publicly available, one at laboratory levels, the dataset is used to train 
algorithms, and the algorithms are tested.
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Fig. 6 Loss validation graph 

Fig. 7 Accuracy validation graph
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7 Conclusion 

In this work deep learning model accurately detects the account holder’s wrong inten-
tions regarding the ATM and its cash. If a person’s actions are unusual, it creates 
suspicion and successfully detects and issues a warning or warning message. Based 
on these messages, necessary steps can be taken immediately to avoid further signif-
icant problems. This work has successfully implemented a person action recognition 
and gesticulation recognition system that can automatically recognize human activity 
using the currently practiced deep learning approach. Therefore, this proposed algo-
rithm will be helpful for all ATMs that have suffered severe losses due to theft. In the 
future, we will review the use of ATM technology for security and get better the accu-
racy of all forms of authentication. There are opportunities in this field to improve our 
theft detection or modify this program in several ways. The correctness of functional 
forecast can be bigger by using dissimilar structured techniques and methods. Hence, 
this project has an efficient scope in the prospect where manual forecasting can be 
converted into computerized production at a low cost. This could be a step towards a 
significant revolution of a new system that enables depositing, withdrawing money, 
and performing various activities more safely and securely without risk. 
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A Framework for Extractive Text 
Summarization of Single Text Document 
in Tamil Language Using Frequency 
Based Feature Extraction Technique 

K. Shyamala and M. Mercy Evangeline 

Abstract Text summarization, a technique in Natural Language Processing, helps 
in summarizing documents like news articles, legal documents, essays and more. The 
content may be comprehensive and redundant. A summary gives an insight of the 
document. Text summarization is broadly classified into two categories—extractive 
and abstractive summarization. Abstractive summarization uses deep learning tech-
niques to generate summary, just as humans generate summary using their own 
words and sentences. Extractive summarization highlights information based on 
some features or technique used to identify the importance of the sentence from 
the source document. Methods used for extractive summarization include ranking 
algorithms, sentence scoring, sentence similarity and so on. In this paper, a frame-
work for extractive text summarization using features extracted from a Tamil docu-
ment has been proposed. The summarizer is based on Fuzzy logic inference engine. 
The framework describes the modules involved in the generation of Extractive Text 
Summary for a single document. 

Keywords Text summarization · Extractive summarization · Feature extraction ·
Frequency based features · Fuzzy logic · Tamil language 

1 Introduction 

A subfield of Artificial Intelligence known as “Natural language processing” (NLP) 
deals with teaching machines how to comprehend text and using that knowledge 
to train them for various tasks. Text translation, working with voice commands, 
chat bots, speech-to-text commands, summarizing huge amounts of text, sentiment 
analysis, and many other things are major applications of linguistics. NLP has devel-
oped along with computational linguistics, where computer science is applied to
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comprehend linguistic beliefs and provide frameworks for completing relevant tasks. 
Although several complex applications have been created in the field of NLP, much 
more work has to be done. 

1.1 Text Summarization 

Text summarization is an application in the field of NLP, where a large volume of 
text is read as input and important sentences are extracted, to give a review about 
the document considered. Text summarization finds its application in many areas 
like, summaries generated for news articles, news websites, e-commerce using the 
summary of customer’s feedback to change their strategy, for deriving marketing 
strategies from customer’s behavior and so on. As humans’, summarization involves 
reading the entire document, highlighting the important sentences and then briefing 
the highlighted points as summary are important. Instead of humans, when a computer 
has to do the task of summarization, it becomes a difficult task. The computers don’t 
have human knowledge, so they have to be trained for the particular task. In recent 
years, automatic text summarization has gained importance in many domains. Auto-
matic text summarization generates a concise summary by preserving the meaning of 
the content, without changing the overall meaning of the content. It finds its history 
way back in 1950s, where conventional abstracts were generated by automatic ways 
[1]. Sentences with highest score based on word frequency and its distribution were 
considered for generating the summary automatically. 

Generally, summarization technique can be applied for either a single document 
or multi-document. For a single document summarization, the document is scanned 
for information and the summary is generated with the information available in the 
document. For a multi-document, the documents are analyzed and a single theme is 
considered as the subject matter. Information relevant to this theme is pooled together 
to generate the summary for all the documents considered for summarization. The 
summarization process is further classified into two types, namely Abstractive and 
Extractive Summarization, based on the method adopted for generating the summary. 

1.2 Abstractive Summarization 

In Abstractive summarization, the whole document is scanned through and a precise 
summary is generated by interpreting the original text. It summarizes the salient 
features in the document and will generate a summary which will contain new 
sentences and phrases which may not be in the text file. This process involves more 
of understanding the semantics of the text in the document to generate a mean-
ingful summary in a precise form. The abstractive text summarization is classified 
into two categories—structure based and semantic based approach. Structure based 
approaches make use of prior knowledge. It extracts important features from the
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content based on psychological features like tree, graph, ontology, rule or template 
based structure. Semantic based approaches make use of linguistic demonstration 
of the document. Some of the methods used in this approach include multimodal 
method, semantic text representation, semantic graph base method and information 
item-based method. 

1.3 Extractive Summarization 

In Extractive summarization, the text file is read and important sentences and entities 
are identified and extracted without changing their relevance. This extraction can be 
based on the important features available and they are summarized together. The 
features may be based on statistical features or linguistic information to obtain the 
importance of the sentences [2]. Sentences with higher threshold value based on 
features will be included within the summary. For threshold value, features like 
sentence length, their position, rank and other features will be considered. The core 
steps involved in Extractive Summarization can be précised as follows: 

* Creation of an intermediate form of the input text 

* Scoring the sentences based on a particular representation 

* Generating the summary by including significant number of sentences 

1.4 Organization of the Paper 

The paper puts forth the framework adopted for generating the summary using Extrac-
tive summarization technique. The different modules incorporated for summary 
extraction include stop word removal, feature identification and extraction, text 
summarization using the features extracted. Given a document, the first phase 
includes tokenization and stop word removal using the dictionary-based removal 
method. From the output of the tokenized words, NOUN and VERB feature iden-
tification is carried out in the second phase. Then the frequency of the features 
identified is calculated and used for extraction of the top features. These features 
are used for generating summary using the Fuzzy logic Inference Engine summa-
rizer. The different phases carried out for the summarizer is put forth in the further 
discussion.
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2 Literature Survey 

Many scholars have proposed summarization techniques for different regional 
languages, based on the richness of the language and the rules available for the respec-
tive languages and methods adopted. A review of some of the proposed techniques 
particularly for regional languages are discussed below. 

Megala et al. [3] proposed an automatic text summarization system which was 
implemented using the fuzzy logic method. This was compared with the Neural 
network method and the evaluation measures based on precision, recall and F-
measure were tabulated. The data set considered for this work included 50 legal 
judgment documents collected from online resources. The documents were pre-
processed and features extraction methods were used to extract 13 features from the 
document to enable the summarization. The results show a finest average measure 
compared to the Neural Network method. 

Gupta and Kaur have described a novel hybrid technique for summarizing text 
documents in Punjabi language [4]. The features considered for the summariza-
tion technique include location-based features and statistical based features, which 
enhance the result of summarization. Sentences are also classified into summary and 
non-summary category using Support Vector Machine based classifier, to handle 
imbalanced data. The results show a good performance measure compared to other 
baseline systems considered. The documents include nearly 150 randomly selected 
documents from two datasets. 

Sethi et al. [5] proposed a technique for text summarization, which precisely 
looks for important segment of text for generating coherent summaries. The summary 
generation is based on lexical chains created from the text based on topic progression, 
not on semantic interpretation of the text. The dataset considered for the model 
includes new articles from an unknown source. A general analysis of the pattern 
followed in the news articles was considered for generating the lexical chains. As the 
dataset considered is news, Nouns appearing in the first sentence was given a high 
score and it was used in creating the lexical chain. The lexical chain was used for 
sentence scoring and the summary was generated based on this score. 

Varma and Om have designed a metaheuristic optimization-based summary 
generation for multi-document summarization. This work generates the optimal 
combination of sentence scoring methods and their respective weights to extract 
sentences for the summary [6]. The metaheuristic approach used here is based on 
teaching–learning-based optimization. The result of the summary is compared with 
other methods which use a different heuristic approach. The performance of these 
summarizers is measured on precision, recall, F1, readability, non-redundancy of 
information and cohesion. The dataset considered for the technique is the DUC 
dataset. 

Manjari has designed a multi-document extractive text summarization for Telugu 
language [7]. For the implementation, stop words were removed in the pre-processing 
phase. After pre-processing, the homonyms and conjunctions are identified and the 
necessary procedures are adopted for summary generation. The continuous bag of
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words model is used to generate the word embeddings and the cosine similarity 
measure is used to find the similarity between the sentences. The performance of the 
summarizer is measured using the ROGUE measure. TextRank algorithm is proved 
to be easiest and best algorithm for Text Summarization. 

The significance of the proposed work is the features considered for the extraction 
process for generating the summary. Given any story in Tamil, in text format, the 
proposed system identifies the NOUN and VERB as important features. The features 
with the highest frequency are considered for summary extraction. The efficiency of 
these features is shown in the performance of different summarizers considered for 
the examining. The performance is measured by precision, recall and F1 measures. 
Given any dataset in text format, the proposed work will be generating a summary 
using an extractive method. 

3 Framework for Automatic Text Summarization Using 
Extractive Technique 

A framework for automatic text summarization using the extractive method has been 
proposed for Tamil language. In this model, a story in text file format is read and 
summary of the story is generated. The text file is passed through different modules 
of the framework for generating the summary automatically. Figure 1. shows  the  
different modules included in the framework. Automatic summary is generated for 
a single text file given as input.

Given an input text file in UTF-8 format, the different processes involved in the 
technique are listed as follows: 

i. This file is relayed through the first phase, the Pre-processing phase, generating 
an array of words. 

ii. The array of words is passed through the next phase, NOUN–VERB Identifier 
(NVI) for feature identification. 

iii. Features identified are passed through the phase of extraction using the 
frequency-based method. 

iv. Features extracted are passed through the summarizer phase. For summarization, 
Fuzzy logic Inference engine summarizer is used to generate the summary. 

The different phases of the Automatic Text Summarizer and the processing done 
is briefly discussed below. 

The first and the foremost implementation starts with the collection of datasets 
relevant to the work. For the implementation, the dataset considered includes stories 
in Tamil language. For initial training of the summarizer, Tamil Short stories which 
includes Kids’ moral stories were taken as input. These story files were taken from 
web repositories and they were created as text file in UTF-8 format. For further 
processing and testing of the summarizer, stories written by author Kalki Krishna-
murthy was considered. The stories which were available as PDF files were manually 
created by typing the content and storing it as text file with UTF-8 format. The stories
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Fig. 1 Extractive text summarization for single document in Tamil language

considered were from different timelines written by the author, so the words used 
and the style of writing by the author have an influence in the performance of the 
summarizer. 

3.1 First Phase: Pre-processing Phase 

In the pre-processing phase, the text file is read and pre-processed before giving 
as input to the model. The different processes involved in the pre-processing are 
Tokenization, removal of Punctuation and Stop words. First the words are tokenized 
using the space as the delimiter. Then the punctuation symbols which include special 
characters like comma, question mark, dot, single and double quotes are removed. 
Then the stop words are removed from the tokenized word.
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The stop words have been defined manually. Words which are insignificant or 
weakly relevant to the data analysis are generally defined as stop words. The stop 
words considered includes prepositions, articles and pronouns in Tamil Language. 
These stop words are defined as array of words and maintained in text file with 
UTF-8 format. For removing the stop words, Dictionary Based Stop Word Removal 
Algorithm (DBSWRA) is adopted [8]. The output of this phase is an array of words 
with punctuations and stop words removed. The tokenized words are compared with 
the stop words defined manually and if available they are removed from the array of 
tokens. 

3.2 Second Phase: Feature-Identification Phase Using 
NOUN–VERB IDENTIFIER (NVI) 

Tamil is an agglutinative language rich in morphological rules. Morphemes are the 
smallest unit of representation. Morphemes are used to identify information like 
person, gender, number and tense. An array of words which are pre-processed is 
the input for this phase. In this phase, two types are features are identified for the 
summarization procedure. This phase has two modules, the Noun Identification using 
Morphophonemic Rules (NIMR) and Verb Identification using Morphophonemic 
Rules (VIMR). The two main features identified are the NOUN and VERB. 

In Tamil language, some words are indivisible while most of them will be divisible 
into parts. All the divisible words will have two forms: the base and the grammatical 
inflation. The inflation maybe inflectional or derivational. For identifying the features, 
morphophonemic rules have been used. Each word is looked for inflection with 
suffixes and the rules are identified. The root is identified and then the corresponding 
tagging of features is carried out by reverse splitting method. 

Noun Identification using Morphophonemic Rules (NIMR). For identifying 
words under NOUN category, a rule-based approach has been used [9]. The iden-
tification is mainly based on inflections formed by adding suffix to the root word. 
General inflection representation for a NOUN is case and number form. In Tamil 
grammar, the NOUN inflection for case marker is listed under eight categories. For 
each word in the array, the rules of suffixes are checked by the reverse splitting 
method, if satisfied they are tagged as NOUN and the remaining words are tagged 
as UNIDENTIFIED. The NOUN feature identified in this phase is checked with the 
manually identified nouns for test data. NOUNs identified are based on the transition 
they have undergone. If the NOUN is in stem form, they will not be tagged as feature 
in this phase. The untagged words are sent through the next module for VERB feature 
identification. 

Verb Identification using Morphophonemic Rules (VIMR). The array of words 
which are untagged in the previous phase is given as input to this module. In this 
module, verbs are identified from the array of words and are tagged as VERB,
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remaining words are untagged. A VERB form is generally inflected based on person, 
count, tense and voice. For identification, a rule-based suffix stripping method is 
adopted, similar to the Noun identification method [10]. For both the identifica-
tion, Unicode format of the characters are considered. Transliteration process is not 
adopted for this identification. These two features NOUN and VERB are primarily 
listed as features and are used for the summarization process. 

3.3 Third Phase: Frequency-Based Feature Extraction Phase 

Feature extraction is used to pick up words which are crucial and essential in under-
standing the text being analyzed. Looking for data for an effective feature measure 
proves to be very important role in working with structured or unstructured data [11]. 
For the proposed framework, the features considered include VERB and NOUN 
identified through the rule-based method. For any language, NOUN and VERB are 
considered to represent a major part of the word categories available in a document. 
From the features identified, the frequency within the whole document is calcu-
lated and words with the frequency range of 10 and above are considered for the 
summarization process. Words tagged as NOUN and VERB with frequency above 
the threshold value are used as features for the summarization process [12]. 

3.4 Fourth Phase: Automatic Extractive Text Summarization 

The features extracted in the previous phase are considered for the summarization 
process. Given a text file as input, the summary of the file is generated automatically 
using the extractive summarization method. The extractive summarization technique 
involves in reading the file, identifying the sentences with higher importance and 
framing the summary [13]. 

The summarizer used for generating summary is based on Fuzzy Logic Inference 
Engine. Fuzzy Logic Inference Engine Summarizer uses sentence features like the 
length, position of the sentences, the similarity distance of the sentences and the 
important features available within the sentences. For all these sentence features, 
the feature extracted (NOUN and VERB) are used for the calculation. From the 
features, sentence score is calculated and highly ranked sentences are included for 
the summary. 

The fuzzy logic inference engine summarizer makes use of features extracted 
to identify the highest scoring sentences. For scoring the sentences, the attributes 
of the document like sentence position, its length, sentence similarity based on 
cosine distance, tagged features available within the sentences are considered. These 
attributes are used to define rules and sentences are tagged as GOOD, BAD and 
AVERAGE. The summary is generated based on a constant value fixed on the 
performance of the summarizer.
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4 Conclusion 

The framework for generating the summary is based on extractive technique. Given 
an input document in Tamil language, the summarizer generates the summary auto-
matically based on the extractive method. The input files include stories written by 
author Kalki Krishnamurthy. Five different stories from different periods of time 
have been considered for this work. The timeline of the story, the words used in the 
context of the story has an impact in the summarization technique. The automatic 
summary generated by the summarizer is compared with human generated summary. 

The Automatic text summarizer includes stop word removal, features identifi-
cation and extraction, summarizer within the process. For most of the work done 
so far in this field, the tagging process has been carried out with taggers released 
by other researchers. In this framework, all the modules are in-built to achieve the 
summarization process. The time taken for generating the summarization includes 
pre-processing, feature identification and extraction, and generation of summary. The 
feature identification and extraction include tagging of words as NOUN and VERB, 
which form the primary components of any language. These features are used by the 
summarizer to score the sentences and generate summary. 

The fuzzy logic inference engine summarizer uses features extracted to identify the 
highest scoring sentences. The scoring of sentences is based on important attributes 
of the sentences available in the document. These attributes are used to define rules 
and sentences with the highest score is extracted as summary for the document. 
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An Approach to Mizo Language News 
Classification Using Machine Learning 

Andrew Bawitlung, Sandeep Kumar Dash, Robert Lalramhluna, 
and Alexander Gelbukh 

Abstract The increase in the availability of data on the Internet in the past years has 
created an enormous amount of data and research in the field of Artificial Intelligence 
and Machine Learning. With the advancement in technology, computational power 
has also increased dramatically in the past few years, and this has led to more and 
more advancements in Artificial Intelligence research and its applications. Mizo 
language, which is a low-resource language, also tends to emerge in recent years 
along with these advancements and with the help of news articles collected from the 
two biggest news outlets for the Mizo language namely Vanglaini and The Aizawl 
Post, an approach to news classification based of their category was done in this paper. 
This paper tested several machine learning methods using supervised classification 
techniques and got the highest accuracy among other low-resource languages in most 
of the models tested and among which Multinomial Naive Bayes classification gives 
an accuracy of 96% and is the highest when compared to the other models. 

Keywords Mizo language · News classification ·Machine learning · Neural 
networks 

1 Introduction 

1.1 Mizo Language 

Mizo language or Mizo t.awng is a low-resource language in the field of Natural 
Language Processing because data written in Mizo language is very less in the net 
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and is one of 50 branches of Kuki-Chin languages [ 1] or Sino-Tibetan languages 
[ 2] which are spoken natively by the Mizo people in Mizoram in the North-Eastern 
part of India. Since Mizo language can be considered as an umbrella term for all the 
languages of the Mizo ethnic tribe used all over the world, the most common name 
of the language used by the people of Mizoram is often called Duhlian and Lushai 
languages. This paper also used Duhlian and Lushai languages which will be called 
the Mizo language throughout this paper. The Duhlian and Lushai languages have 
derived words from many other sub-clans of the Mizo language like Hmar, Pawi, 
Paite, etc. which are used in the neighboring states of Mizoram including Manipur, 
Nagaland, Myanmar, and Bangladesh [ 3]. These Mizo languages have many similar 
dialects and words and have their fair share of differences from other Mizo languages. 

1.2 Machine Learning 

Machine Learning is a technique used in computer engineering where a machine 
learns, adapts, improves, and makes decisions based on past experiences like how 
humans do. The term Machine Learning was first coined by Arthur Samuel in 1959 
[ 4]. He is known to be a pioneer in this field. Before the term Machine Learning 
was coined, the popular name given to these types of computing are called “self-
teaching” computers [ 5]. The main objective of Machine Learning is to try and act 
or mimic the human brain and make the machines think like a human. The process 
of learning in Machine Learning begins with pre-existing data. Data are fed into 
the machine and the machine learns from the available data and looks for patterns. 
After learning, the machine has the required experience and can perform the tasks 
for which it is made. Accuracy and self-correction can be improved based on new 
data or experience that we provide. Due to the amount of data needed to implement 
machine learning algorithms, many languages do not have enough labeled data for 
efficient usage which is also a drawback for the Mizo language. 

Machine learning is an ever-trending topic that we encounter almost in our every-
day life but might be unnoticeable to the normal consumer. Machine Learning or Arti-
ficial Intelligence is used widely in areas like spam detection [ 6], video surveillance, 
weather, finance prediction [ 7], social media, online customer support, malware anal-
ysis [ 8], advertisements, and search engines, to name a few. It is a technology that 
is not going away anytime soon and is predicted to occupy and help us in our daily 
and professional lives in more ways than we can imagine it is currently. Machine 
Learning has two basic approaches called Supervised and Unsupervised Learning. In 
Supervised Learning, the algorithms are based on a mathematical model where both 
input and output are considered from the given data [ 9]. These data can be considered 
as training data where the desired output or “correct” answers are known beforehand 
for the machine algorithm to learn; in this way a supervised learning method is used 
to predict the output when a new unknown input is fed in the machine [ 10]. Unsu-
pervised Learning on the other hand takes a set of data that has only inputs and 
finds a structure within those inputs as a way to cluster or group the data to produce
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the desired output. In Unsupervised Learning, the data are not labeled, classified, or 
categorized which is why the learning algorithms identify common patterns or sim-
ilarities in the data by which it tries to distinguish the dataset based on the inherent 
properties of the data itself [ 11]. This paper focuses solely on Supervised Learning 
and nothing on Unsupervised Learning. 

Text classification or text categorization is an ongoing research topic since the 
1980s [ 12] and is actively running to this day. From the perspective of a data analyst 
or a text miner, text classification can also be considered a technological way of 
pre-processing a given dataset of text and then filtering the text to get the desired 
output. The main objective of text classification is to allocate documents or articles 
into pre-defined topics. These topics can be many things; it can be of sentimental 
categories like a good and bad review, type of books written like sci-fi or history, 
and many more. Due to the drastic increase in information on the web which is 
mainly text-based, a need for categorizing these topics is a must. We can see these 
types of text classification in our day-to-day use on our SMS messaging app where 
most applications recently categorize text messages into different categories like 
OTP, Promotion, Spam, etc. We also see these types of classifications on our email 
where the email we receive nowadays can be classified into personal, promotional, 
updated, forum, and so on. The literature on text classification goes back as early as 
the ’60s [ 13]. It is only recently in the late ’90s that with the help of Support Vector 
Machines, an application of Machine Learning was introduced in text classification 
[ 14, 15]. Multiple-label classification of multi-topic text continued after Support 
Vector Machines with enhanced AdaBoost multi-label methods [ 16]. This method 
used the concept of assigning multiple topics to a text and treating it by ranking 
the labels associated with the text. This method brought out many inspirations for 
evaluating text ranking techniques for information retrieval. 

This paper discussed and tackles the problem of news classification using different 
methods and implements it for Mizo language. Mizo language, being a low-resource 
language, is comprised of the English alphabet which was created for us by the 
British Missionaries. Since it is a low-resource language, data collection is complex 
as most of the Mizo websites came online only a couple of years ago. The collection 
of news articles was done from vanglaini.org and theaizawlpost.org till the year 
2021. Commonly used machine learning techniques were used and tested on the 
low-resource Mizo language. Very few machine learning papers based on the Mizo 
language are available where English-Mizo Machine Translation [ 17] is one of the 
first to appear in this literature. This paper plans on exploring the various and best 
techniques used by researchers in text classification where we apply the common 
methods and techniques used over the years that have been proven to be effective 
over the years. Since the Internet was popular only after the launch of Jio in 2013 in the 
North-East part of India, the availability of resources is less even today. Information 
websites like news websites and blog sites appear only recently from 2015. Due to 
these issues, data available are relatively very less regarding how might handle the 
field of Artificial Intelligence and Machine Learning as these methods require lots 
of data to get objective results.
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The rest of the manuscript is organized as follows. In Sect. 2, all the related work 
done on different news classification and text classification is studied which included 
mainly low-resource language and the work done using these languages. Section 3 
shows the data description of the Mizo news articles where the meaning of the cat-
egories and the number of articles collected are mentioned. Section 4 describes the 
process of dataset collection, the use of stop words and stemming, and CountVec-
torizer techniques for feature selection. In Sect. 5, the paper mentioned the different 
machine learning techniques used and their definitions. Section 6 mentioned the 
System Architecture which describes the architecture of the pre-processing of text 
from splitting of the training and testing data to its predicted output. Section 7 inter-
prets the results and analyzes the results and finally, Sect. 8 concludes the work 
and also addresses the scope of the Mizo language in the field of Natural Language 
Processing. 

2 Related Work 

Pathak et al. [ 17] built a model based on neural and statistical approaches in 2019 to 
translate the English language into the Mizo language. This is one of the few research 
in which a machine was built for the low-resource Mizo language. News classifica-
tion for Nepali [ 18] was done in which SVM with Radial basis function kernel has 
74.65% accuracy, and linear SVM with 74.62% accuracy. The paper got an accuracy 
of 72.99% when Multilayer Perceptron Neural Networks were used and surprisingly 
a very low score of 68.31% on the Naive Bayes. Two Bangla news classifications 
by Chy [ 19] and independently by Chowdhury [ 20] used Naive Bayes classifica-
tion, GloVe Vectorization, and Long Short-Term Memory and were compared with 
other models like Support Vector Machines, Long Short-Term Memory, Convolu-
tional Neural Network, and Artificial Neural Network and the highest accuracy got 
was 87% on the Deep Learning-based classification. Using the Convolutional Neural 
Network model [ 21], this paper got an accuracy of 94.17 and 96.41% in Turkish and 
English language news respectively which shows a high level of accuracy. Punjabi 
news classification [ 22] was done using the Naive Bayes method and the paper got 
an accuracy of 78%. Another low resource is the Indonesian language; using dif-
ferent classification techniques like Multinomial Naive Bayes and Support Vector 
Machines [ 23], the paper shows an accuracy of 85% on the classification which is 
not far off from the results got from other papers. Large Scale Text Classification 
[ 24] introduced Semisupervised Frequency Estimate (SFE) where they compare the 
performance and characteristics of SFE with EM+Multinomial Naive Bayes showing 
that the experiments consistently improve Multinomial Naive Bayes with additional 
data (labeled or unlabeled). On the contrary, some paper [ 25] got a disappointing 
result on Naive Bayes text classification, and this conclusion can be challenged by 
Survey on Classification and Summarization of Documents [ 26] where a survey in 
India was done on the methods of text classification and summarization of docu-
ments and has concluded that different methods have different usage depending on
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the scenarios but from studying various papers on the matter, undoubtedly, the Naive 
Bayes classification method stands out as one of the most precise techniques used in 
text classification. Online News Classification [ 27] uses Multinomial Naive Bayes 
with mutual information for feature selection in which the highest accuracy acquired 
is 80% where feature selection was not used and Multivariate Bernoulli was the 
classification technique used. A precision of 97.84 and 94.93% [ 28] for BBC and 
20Newsgroup using Support Vector Machines classification was also observed. When 
comparing, K-Nearest Neighbors, Naive Bayes, and Support Vector Machines [ 29], 
Naive Bayes seems to be more stable as compared with the other models. Classifica-
tion based on authorship of tweets was done [ 30] and shows an accuracy of 91.1% in 
logistic regression-based classifier and 89.8% in Naive Bayes classifier where a total 
of 46,895 tweets were used. Text Classification of Alzheimer’s Drugs’ Mechanism 
of Action [ 31] used Decision Tree-based classification and got a high accuracy of 
95%. News classification based on Random Forest and Weighted Multimodal Fea-
tures [ 32] shows the accuracy was 84.4% using only the N-gram features, while the 
combination of N-gram textual features and visual features gives an improved accu-
racy of 86.2% using Random Forest. K-Nearest Neighbor Algorithm is also used on 
various text classifications. 87.58% accuracy was also achieved using the K-Nearest 
Neighbor method of classification on news articles [ 33]. 

Research has also been done on Neural Network-based classification [ 34] where 
the result shows avant-garde performance. Text classification based on RNN and 
LTSM-like architectures done in 2020 [ 35] got 97.31% accuracy on the Claritin-
october-Twitter dataset using LTSM. 

3 Data Description 

Datasets were built upon the data collected from the local newspapers, vanglaini.org, 
and theaizawlpost.org. A total of 6,730 articles were taken, out of which each article 
was taken from the categories, namely Hmarchhak, Khawvel, Ramchhung, Tualch-
hung, Infiamna, and Thalai. Here, Hmarchhak is the category that comprises all the 
news from North-East India excluding Mizoram. Due to the low number of articles 
in the category Hmarchhak which includes only 494 articles, it was dropped and in 
total, we have 5 categories of news articles in our corpus where the total number of 
news articles became 6,236. A detailed definition and description of each category 
are mentioned below. 

– Tualchhung refers to Local News; local news consists of all the events happening 
within Mizoram. 

– Ramchhung is the National News where in the whole of India, Mizoram is entered 
but excludes the whole of North-East India. 

– Khawvel which in English means “World”, and this consists of all the international 
news.
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Fig. 1 Number of articles 

Table 1 Distribution of 6,236 News articles 

News category Number of articles 

Tualchhung 1686 

Khawvel 1424 

Ramchhung 1246 

Infiamna 990 

Thalai 890 

– Infiamna which means sports in English, and this covers all the sports news which 
happens locally, in India, and in the world. 

– Thalai which means “Teens” in English, and this covers the entertainment industry 
news like the channel E! 

Recently, many Mizo entertainment-related news like the release of new music 
videos, local concerts, and events were also added. 

In Fig. 1, we see the graph of each category, and we see that Infiamna (Sports) 
and Thalai (Entertainment) news has less articles compared to the others. 

The distribution of the news articles with the actual number of articles is displayed 
in Table 1.
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4 Methodology 

4.1 Dataset Collection 

The dataset is taken from vanglaini.org and theaizawlpost.org where the required 
attributes like category are taken where all the news articles are tagged with their 
respective category. The full methodology is shown in Fig. 2. The data are cleaned 
up by removing unnecessary punctuations and symbols, and other edits are done 
manually with batch commands using Regex. After crawling and performing the 
Regex commands, the final corpus is saved in a .csv file for further processing. 

4.2 Stop Words and Stemming 

Natural Language Toolkit or NTKL [ 36] is a software library based on Python that 
helps programmers to work on a language corpus. The workflow is very intuitive 
and easy to use, and it has over 50 corpora and lexical resources. It also has many 
text processing libraries which are the go-to text processing utilities like stemming, 
wrappers, and many more. Stop Words library from the English vocabulary and 
stemming was used from the NTKL library. 

– Stop Words: Stop Words are regarded as the most common words that appear in a 
corpus (such as “the”, “a”, “an”, and “in”) which do not hold any significance for 
our classification methods and are to be removed. These words are also omitted by 
search engines when entering a search query since it cost computational resources. 

Fig. 2 Dataset collection methodology
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– Stemming: Stemming is needed to find the lemma. We need the base form of a 
word in text processing where we can group certain words like Singer and Singing 
to Sing. 

4.3 CountVectorizer 

The CountVectorizer [ 37] is a method to tokenize any text corpus and encode it. 
When processing text like news articles in a computer for Machine learning, we are 
required to convert the text to a vector form for tagging or tokenizing the text so as 
to process them. This will give words a unique identifier or number which is used 
by the machine to process it. In this way, CountVectorizer transforms the text into 
certain unique tokens or numbers and gives the ability to the machine to manipulate 
the text or corpus. The necessity of using CountVectorizer is given below 

– Text Pre-processing: Before we can do anything with Machine Learning algo-
rithms, all the text data which we are going to process is needed to be represented 
in numerical form. CountVectorizer transforms the text into a matrix where each 
row represents an article and each column represents a unique word in the dataset. 
The conversion of the text into data is necessary and is the foundation of analysis. 

– Feature Extraction: CountVectorizer is used in extracting features by creating a 
vocabulary of unique words from the dataset and counting the frequency of occur-
rence in every article. These word counts are used in the classification techniques. 

– Bag-of-Words: CountVectorizer follows a bag-of-words model which basically 
means that the collection of words is treated as an unordered collection of texts and 
disregards the grammar and word order of the articles. Despite its rather unique 
method, it has proven effective in many Natural Language Processing tasks. 

– Dimensionality Reduction: CountVectorizer also reduces the dimensions of the 
corpus by removing uninformative or rare occurrence words which helps in further 
improving the efficiency and performance of the machine learning algorithms. 

5 Machine Learning Models 

5.1 Multinomial Naive Bayes (MNB) 

Multinomial Naive Bayes (MNB) is an algorithm that uses a probabilistic [ 38] learn-
ing method and is used widely in Natural Language Processing (NLP). Multinomial 
Naive Bayes predicts the text which is tagged using CountVectorizer. Just like the 
Native Bayes probability theorem, the probability of the correct output is calculated 
based on the previous knowledge it has of the event.
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5.2 Support Vector Machines (SVM) 

Support Vector Machines (SVM) are supervised learning algorithms used in various 
classification problems which were developed at AT&T Bell Laboratories [ 39]. SVM 
works by finding a hyperplane in N-dimensional space where it classifies the point 
on N number of features. SVM chooses vectors or points for the creation of the 
hyperplane. 

5.3 Decision Tree 

Decision Tree Classifier uses a set of rules to make decisions to give the correct 
or desired output [ 40]. Unlike Multinomial Naive Bayes, which uses a probabilistic 
approach. Decision Tree is rule-based where the data is continuously split according 
to a given set of parameters. 

5.4 K-Nearest Neighbors (KNN) 

K-Nearest Neighbors Classifier (KNN) initially devised by Evelyn Fix and Joseph 
Hodges in 1951 [ 41] is a non-parametric classification technique that uses the concept 
of proximity to predict the grouping or categorization of datasets. The classification 
is based on a consensus of a majority vote from its neighboring objects where the 
object is attached or marked to the class that is most frequently represented in its 
neighbor. If k = 1, data is immediately assigned to the class where the distance 
between its neighboring objects is the lowest. 

5.5 Logistic Regression (LR) 

Logistic Regression (LR) is a statistical model that mimics the probability of a 
categorical dependent variable [ 42]. In logistic regression, the dependent variable 
means it has two possible outcomes 0 and 1. It calculates the odd ratio which basically 
measures the likelihood of an event occurring to not occurring. This ratio helps 
in providing valuable insights into the relationship between the independent and 
dependent variables and gives us information on the direction and strengths.
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Table 2 Long Short-Term Memory (LSTM) summary 

Layer (type) Output shape Parameters 

Embedding (None, 250, 100) 5,000,000 

spatial_dropout1d 
(SpatialDropout1D) 

(None, 250, 100) 0 

LSTM (None, 100) 80,400 

Dense (None, 5) 505 

Total parameters: 5,080,905 

Trainable parameters: 5,080,905 

Non-trainable parameters: 0 

5.6 Random Forest (RF) 

Random Forest (RF) consists of many decision trees which are arranged in such a way 
that they try to produce a meaningful output. Random Forest is like an orchestrated 
cheerleading act where every move of the individual or tree is reflected in all other 
trees to produce a meaningful act or correct output. Random decision forests were 
created first in 1995 when the subspace method was used [ 43]. Ho’s stated that it was 
a way to implement a stochastic discrimination-like approach [ 44] and eventually 
was proposed by Eugene Kleinberg. 

5.7 Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is basically a modified recurrent neural network. 
Like RNN, it remembers the past experiences but unlike RNN the problem of van-
ishing gradient is not present in LSTM. In LTSM, the weights and biases change 
every episode of training. They have a feedback connection much like the neurons in 
the brain where short-term memory lasts for many timesteps. The Model Summary 
used in this paper for the LTSM model is given in Table 2. 

6 System Architecture 

The dataset is divided into two sets. 85% is used for training the models and the 
other 15% is used for testing. The pre-processed text was fed through the different 
machine learning models and was tested with the testing dataset for further evaluation. 
In Fig. 3, we have the full system architecture which shows the basic route followed 
by the dataset and the model and how the output is generated. Each model was 
fitted with the pre-processed dataset where the default parameters were used for all
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Fig. 3 System architecture 

models from the Scikit-learn [ 37] library except for the LTSM model where the 
model summary is given in Table 2. After the training was done, the models were 
tested with the testing dataset where proper studies and evaluation were done. 

7 Results and Analysis 

Despite the limited amount of corpus in our dataset, a very high accuracy score 
is achieved as shown in Table 3 which can compete with the other works done 
which have a relatively way higher dataset as compared to this corpus. Multinomial 
Naive Bayes got an accuracy of 96% which is the highest followed by Support Vector 
Machines which got 94% accuracy. This also confirms that Naive Bayes usually gives 
higher prediction scores when CountVectorizer, or TF-IDF is used as feature selection 
[ 29]. Similar results were also produced with the Indonesian language news article 
classification [ 23] which has an accuracy score of 98% in Multinomial Naive Bayes 
classification. The paper shows an accuracy of 95% in the Logistic Regression model, 
whereas another research [ 30] got 91.1% when classifying authorship of Tweets and 
89.8% using Multinomial Naive Bayes where our paper got the higher accuracy 
compared to both. The results of this paper using Support Vector Machines having 

Table 3 Model accuracy 

Models Accuracy (%) 

Multinomial Naive Bayes 96 

Logistic regression 95 

Random forest 94 

Support vector machines 94 

Long short-term memory 91 

Decision tree 86 

K-nearest neighbors 77
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an accuracy of 94% is also similar when compared with Nepali news classification 
and other news classification using Support Vector Machines [ 18, 28]. The Random 
Forest classification also has an accuracy of 94% which turns out to be the same 
as the Support Vector Machines which is also higher when compared with Liparas 
et al. [ 32] where they got 86.2% using Random Forest. This paper also shows an 
accuracy of 86% in Decision Tree, and the recent text classification on Alzheimer’s 
drugs’ mechanism of action [ 31] got an accuracy of 95% using Random Forest 
which is higher than the result shown in this paper. The lowest accuracy is K-Nearest 
Neighbors which got 77% on the accuracy score which when compared with Pujianto 
et al. shows a 10% decrease when compared with the result in this paper where they 
got 87.58% accuracy [ 33]. 

This paper also implemented the classification of news articles based on a tech-
nique different from the others known as recurrent neural networks. The Long Short-
Term Memory based on recurrent neural networks using the model mentioned in 
Table 2 is used, and Figs. 4 and 5 show the accuracy evaluation and the error evalua-
tion respectively where the model ran 10 epochs with a batch size of 64. The overall 
accuracy of the LSTM model is 91%. When compared to Mittal et al. [ 45] where they 
used Deep Graph Long Short-Term Memory on text classification, the paper got an 
accuracy of 99% which is higher than our result. Another LSTM-based classification 
was done by Ishaq et al. [ 46] where they got an accuracy of 97% which also is higher 
than the results we got in this paper. So, using neural network learning techniques, 
the method used by us still needs proper tuning and training to get a satisfactory 
result when compared with the other papers but nonetheless, 91% accuracy is still 
very high when a scarce number of articles is used in our case. 

Fig. 4 Long Short-Term Memory (LSTM) accuracy evaluation
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Fig. 5 Long Short-Term Memory (LSTM) error evaluation 

8 Conclusion and Future Works 

By using different classification techniques, an approach for news classification tech-
niques using a low-resource Mizo language is studied and implemented. Among 
different techniques of feature extraction, CountVectorizer feature extraction was 
chosen based on its popularity and high success rate. On the different models imple-
mented, Multinomial Naive Bayes scored the highest with 96% accuracy which is 
followed by Logistic Regression with 95% and is followed by Random Forest and 
Support Vector Machines which both get 94% accuracy. This shows a very promis-
ing future in the beach of Natural Language Processing since with very limited 
resources, the accuracy obtained is very high. Long Short-Term Memory which is 
based on Recurrent Neural Networks on the other hand got 91% accuracy which 
is lower than the previously mentioned, and this might be due to the scarcity of 
the dataset. Decision Tree and K-Nearest Neighbors got an accuracy of 86 and 77% 
respectively which is considerably lower than the other machine learning algorithms. 

Improvements can be done in further works where different types of feature extrac-
tion can be used which may increase the overall accuracy of the models. Moreover, 
the models implemented can also be further tuned especially for the Long Short-
Term Memory model implemented along with other Neural Network models. There 
are neural network models which can be further investigated along with the Long 
Short-Term Memory since the performance of this model is not satisfactory in this 
paper. With the increase in data in Mizo language, other ventures like Generative 
Pre-trained Transformer (GPT) can also be implemented and studied which can be 
useful in many applications since the Mizo language is not implemented much in
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any of our existing technologies. This paper hopes for future work in the Mizo lan-
guage to help and improve the advancement it can bring in the field of Artificial 
Intelligence and Accessibility in various applications which can help people with 
disabilities interact with various devices in the Mizo language with the assistance of 
Artificial Intelligence. 
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BASiP: A Novel Architecture 
for Abstractive Text Summarization 

Debajyoti Das, Jatin Madaan, Rajarshi Chanda, Rishav Gossain, Tapas Saha, 
and Sangeeta Bhattacharya 

Abstract The availability of information and news over the Internet is exploding. 
In this context, text summarization is becoming very important since it gives a good 
overview of the content. Also, it saves time by exposing the most significant infor-
mation at a glance. Summarization techniques are very vital in extracting this useful 
information from lengthy text. In this work, a novel architecture for abstractive text 
summarization architecture, BASiP, has been proposed, which effectively generates 
a summary from the given text. The base model used for summarization is BART. 
The proposed architecture is compared with the existing work. It is found that BASiP 
performs well in terms of the ROUGE score. Also, a case study is given at the end 
to show the efficiency of BASiP, in generating a meaningful summary. 

Keywords Abstractive text summarization · Summarization model · Paraphraser 

1 Introduction 

The main objective behind the idea of summarization [ 1] of a text is to reduce the total 
size of the given text by removing the unnecessary parts and keeping the necessary 
important information and the overall meaning same. These days, sharper and more 
compact text summarization is highly needed and appreciated as it reduces the time 
required to read the lengthy articles. Text Summarization is basically the concept of 
analyzing the data and extracting the important and necessary information from it 
and to form a concise paragraph while preserving the initial meaning of it. It also 
plays an important role in today’s age of huge data available online. There are several 
techniques to determine and replace untrustworthy data. 

Text Summarization is mainly of two types: Extractive summarization [ 2] creates 
the summary by concatenating the key passages from the text. The text’s meaning, 
in this approach, is ignored and only the subset of key sentences is highlighted. 
Abstractive summarization [ 3] analyzes and provides a sound and concise under-
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standing of the text. Using the techniques of NLP [ 4], this approach tries to figure 
out the text’s meaning and identify the key sentences in it. In contrast to the extractive 
approach, it tries to generate new words to form the summary. Abstractive summa-
rization is preferred and used over extractive summarization because it generates a 
concise and effective summary that a human can construct from it’s original text 
thus providing an improved comprehension of the summary [ 5]. As the model was 
developed for PIB India [ 6] to summarize their press releases, it was important in 
generating summaries that the readers can have an improved understanding of and 
relate to. Hence the approach of abstractive summarization has been followed here. 

The summary generated by the existing summarization techniques has certain 
insufficiency such as repetition of same sentences or phrases, inclusion of a high 
number of named entities, and lower degree of abstraction. Hence, in this work, a 
novel architecture, BASiP, is proposed for text summarization. The existing models 
are contrasted with the proposed architecture. and the results found are promising. At 
the end, certain case studies are supplied on different articles of PIB as a reference. In 
the application, a text-to-speech converter is also added to read out the summarized 
news for visually impaired individuals. 

The remaining paper is organized as follows: In Sect. 2, a literature review on 
existing summarization techniques are discussed. In Sect. 3, an overview of the 
proposed architecture, BASiP, is given. In Sect. 4, the various experimental results 
are discussed. Finally, the conclusion is given in Sect. 5. 

2 Literature Review 

Text summarization has been extensively used and researched upon in recent years. 
Abstractive summarization techniques have vastly emerged in this field due to their 
ability to learn complex representations of input data. In this literature review, we 
explore the recent advances in the field of text summarization models. 

In [ 7], one common approach of the sequence-to-sequence (Seq2Seq) model 
including attention mechanism has been evaluated. The Seq2Seq model produces 
a summary by mapping the inputted sequence of words to the output summary 
using an encoder-decoder architecture. This mechanism helps the model focus on 
the most relevant areas of the inputted sequence while generating the summary. How-
ever same sentence or phases often get repeated in the produced summary, and the 
model struggles with handling rare or unknown words, which can lead to incomplete 
summarization. 

Factual consistency of the abstractive text summarization method has also been 
identified in [ 8]. This mechanism enhances this models’ factual consistency by iden-
tifying important entities in the inputted text and ensures that those entities are accu-
rately represented in generated summary. It works by first identifying entities in the 
input text using an off-the-shelf Named-Entity Recognition (NER) system. It then 
trains a separate model to predict the importance of each entity for the overall mean-
ing of the text. Finally, during summarization, the mechanism ensures that important



BASiP: A Novel Architecture for Abstractive Text Summarization 183

entities are precisely shown in the generated summary by using the predicted impor-
tance scores to guide the selection and generation of summary content. However, 
there is still room for improvement, and more ways can be researched upon and 
explored in future researches to further enhance the accuracy of entity importance 
prediction and develop more advanced mechanisms for incorporating entity-level 
information into the summarization process. Another promising approach is the use 
of pre-trained language models such as BERT for the summarization of text that has 
been provided by [ 9, 10]. These models have produced excellent results on a range of 
natural language processing tasks and have been used for summarization nowadays. 

One advantage of pre-trained models is that they can leverage large amounts of 
unsupervised data to learn rich representations of language. Reinforcement learning 
has also been explored for text summarization in [ 11, 12]. These models use a reward 
function to enhance the generated summary and are showcased to produce sum-
maries with improved fluency and informativeness. However, reinforcement learning 
requires careful tuning of the reward function and can be computationally expensive. 
Graph-based models have also been suggested for in [ 13, 14]. These models repre-
sent the input document as a graph and use graph algorithms to extract important 
nodes and edges for the summary. Graph-based models can capture both local and 
global dependencies between sentences and are showcased to produce high-quality 
summaries. 

A novel attention mechanism for abstractive text summarization that takes into 
account discourse information to better capture the structure and coherence of long 
documents has been put forward in [ 15]. The discourse-aware attention module uses 
a graph neural network to model the discourse relationships between sentences and 
learn discourse-aware representations for each sentence. These representations are 
then used in the sentence-level attention module to compute the appropriateness 
of each sentence to the summary. Although the research that will be conducted in 
future could explore ways to enhance the model’s discourse modeling capabilities by 
incorporating more sophisticated graph neural networks or other methods for cap-
turing more complex discourse relationships between sentences, [ 16] incorporates 
multiple sources of guidance to boost the accuracy and informativeness of abstrac-
tive text summarization. The proposed model, known as GSum, consists of many 
modules that cooperate to deliver summaries that are influenced by the input data. 
The first module analyzes the input text to find keyphrases and entities, while the 
second module creates an extractive summary using the text’s most essential pas-
sages. The third module generates an abstractive summary using an attention-based 
neural network that is guided by the extracted summary and keyphrases/entities. The 
GSum model’s main novelty is the inclusion of multiple sources of guidance, which 
enables the model to generate summaries which are more precise and useful than 
those produced by models that just depend on one source of information. However, 
the incorporation of other sources of guidance, such as discourse or sentiment infor-
mation, can be done to further improve the quality and coherence of the generated 
summaries.
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Because of the huge amount of data, the data can also be stored in the cloud, and 
data privacy should also be maintained [ 17– 19]. 

Table 1 presents a gist of the literature review. 

3 Methodology 

In this work, a novel abstractive text summarization architecture, ‘BASiP’, is pro-
posed, which is a combination of BART, SimCLS Framework, and Paraphrasing 
model. Figure 1 shows the proposed architecture, BASiP. The summarization model 
‘f’ which uses an evaluation metric M, that depends on the source dataset D, aims 
to provide a summary ‘S’ of the candidate S = f(D) [ 20]. This receives the greatest 
ROUGE score m, where m is defined as 

.M(S, S )̂ (1) 

In our suggested approach, the entire generation process is divided into a number 
of stages, each of which consists of a base model BART, for producing candidate 
summaries and a robust framework SimCLS for optimizing the summary.

. Step 1: Preprocessing: Incorrect interpretation of the overall statistics of the data 
may result from duplicate or missing values. The overall learning of the model 
is frequently disrupted by outliers and inconsistent data points, which leads to 
inaccurate predictions. That is why the raw dataset D is being preprocessed which 
further includes the steps of tokenization and fine-tuning. In machine learning mod-
els, tokenization and fine-tuning are used for text data representation, improve-
ment of model performance, to reduce training time, and to improve accuracy. 
NLP-based Text2Text Generation tokenizer BartTokenizer from “Yale-LILY/brio-
cnndm-uncased” is used for tokenization purposes. 
Tokenizing a text consists of the following steps: 

– Sentence segmentation: Divide the text into sentences. 
– Word tokenization: Divide each and every sentence into individual words or 
tokens. 

– Removing stop words: Stop words are defined as frequently used words such as 
‘and’, ‘the’, and ‘of’ which adds semantic meaning to the text. The stop words 
are cleaned from the text to reduce it’s size and speed up the training process. 

– Removing punctuation and special characters: Remove punctuation marks and 
special characters from the text to reduce the size of the data and eliminate any 
potential distractions for the algorithm. 

Once the text data has been tokenized, it can be further fine-tuned by preparing 
the data by tokenizing the text and encoding it into a numerical format that the 
model can process. It is important to note that the fine-tuning process can be 
time-consuming and computationally expensive, as the model must be trained on
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Fig. 1 Proposed 
Architecture 
BASiP(BART+SimCLS+Paraphraser) 

a large amount of data to achieve good performance. However, the results can 
be very powerful, as the pre-trained language model has already learned gained 
knowledge about the framework of the given text, which can be leveraged to 
perform various types of NLP tasks with high accuracy.

. Step 2: BART: BART is the summarization model developed by Facebook AI 
Research. BART uses a sequence-to-sequence model for summarization, which 
means it takes a sequence of text as input and produces a sequence of output text. 
BART achieves summarization of text by using the encoder-decoder architecture 
[ 21]. The encoder takes the text and converts it into a series of hidden states, 
which capture the input text’s meaning. After the BartTokenizer encodes the input 
text into a numerical format, the parent model BART processes the data to give 
a summarized encoded output. The decoder generates the human-readable output 
summary from the hidden states. To summarize text, BART is typically fine-tuned 
on a dataset of paired input and summary texts. During fine-tuning, this model is 
trained to produce a summary that captures the most significant information in the
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given input text while keeping the summary concise. BART uses a combination of 
attention mechanisms and beam search to generate accurate and fluent summaries.

. Step 3: SimCLS Framework: The summary S1 is then fed as input into SimCLS 
to further optimize the summary generated in step 2. SimCLS is an abstractive 
summarization model. It uses a two-stage approach that comprises a generator and 
a scorer [ 22]. In the first stage, the generation model g(. ·) is trained to maximize 
the likelihood of reference summary S. ̂ given dataset, D. g(.) is a Seq2Seq model. 
After that, using an instance approach like Beam Search on the pre-trained g(. ·), 
many candidate summaries S–1, …, S–n are produced, where n = the number of 
sampled candidates. In the second stage, the scorer assigns a score to each candidate 
given the source document. The main motive is to improve the produced candidate 
summary Si to increase the ROUGE score in comparison to the original text D. It is 
addressed using contrastive learning and construct an evaluation function h(. ·) that 
seeks to distinguish the generated candidates by giving them different ROUGE 
scores r1, …, rn on the basis of the similarity found between the source text and 
the candidate Si. That is 

. ri = h(Si, D).

This value is the cosine similarity generated among the first tokens when encoded. 
The candidate which has the highest rating is the final summary of the output S.

. Step 4: Paraphrasing: To provide a more precise and sound output, as a part 
of the package, we have introduced a paraphrasing part that has the main objec-
tive of improving any lousy summary into a more grammatically accurate one. 
The paraphraser subdivides and collects the article into each sentence. It then 
reframes each sentence individually and before giving the final output, it joins 
all of them together. Sometimes, it does this to make the summary more fluent 
and to strengthen the sentence structure by substituting the terms with their syn-
onyms. This beautifies the generated summary S making it more appropriate and 
industry-ready for usage. 

4 Experimental Results 

The data sets which are used for testing the efficiency of the suggested model 
BASi(BART+SimCLS) are CNNDM and XSUM. CNNDM stands for Cable News 
Network and Daily Mail dataset. This is an English language dataset that contains 
over 300k news articles which are written by the journalists of the CNN and the Daily 
Mail. This dataset supports data for extractive as well as abstractive summarization 
[ 23, 24]. XSUM stands for Extreme Summarization dataset which is used for evalu-
ating abstractive single document summarization systems. This mainly aims to gen-
erate short single sentence precise summary for an article [ 25]. ROUGE, also known 
as the Recall Oriented Understudy for Gisting Evaluation, is a set of measurement 
metrics which is used for calculating and evaluating the summarization generated
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Table 2 Comparison of BASi with existing work 

Model Rouge 1 Rouge 2 Rouge L 

XSUM 

BART 45.14 22.27 37.25 

Pegasus 47.21 24.56 39.25 

SimCLS 47.61 24.57 39.44 

BRIO-Ctr 48.13 25.13 39.84 

BRIO-Mul 49.07 25.59 40.40 

BASi 50.06 30.5 42.12 

CNNDM 

BART 44.16 21.28 40.90 

Pegasus 44.17 21.47 41.11 

SimCLS 46.67 22.15 43.54 

BRIO-Ctr 47.28 22.93 44.15 

BRIO-Mul 47.78 22.93 44.15 

BASi 49.52 24.26 45.85 

automatically by natural language processing. It mainly has 3 main parameters of 
measurement, Recall, Precision, and F1 Score which provides an analysis of the 
automatic summarized data when compared to the original summary [ 26, 27]: 

– 

.Recall = No of Word matches

No of Words in References
(2) 

– 

.Precision = No of Word matches

No of Words in Summary
(3) 

– 

.Recall = 2

(
Precision * Recall

Precision + Recall

)
. (4) 

Table 2 depicts the ROUGE value calculated on the factors of R1, R2, and RL. 
The results from the following table provide a comparative study about the dif-

ferent existing models and the proposed model, BASi. In this work, BART has been 
implemented as the initial model for the CNNDM dataset, while for the XSUM 
dataset, the initial model is PEGASUS. The XSUM dataset generates a single sen-
tence dataset, and thus to achieve finer results, the backbone of the model here is the 
pre-trained PEGASUS model [ 28, 29]. 

It can be seen from Fig. 2, BASi outperforms the other models in a two-stage 
summarization framework for the datasets XSUM and CNNDM. Models like GSUM 
require additional assistance for input along with a separate encoder to encode the 
information, while the proposed model, BASi, uses the techniques used in BART.
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Fig. 2 Comparison of 
ROUGE values of BART, 
BASi, and ‘BASiP’ 

Thus, BASi outperforms different models and provides an effective summarization 
technique. 

Table 3 shows some example references from PIB and the summary generated 
by our proposed model, BASiP. The findings of BASiP and BART show how our 
strategy aids the abstractive model in removing superfluous characters and symbols 
from the original input. BASiP learns to resolve unnecessary extra characters which 
BART cannot. As can be seen from Table 3, the first summary generated by BART 
contains ‘/’ at the start and end of several words, the second summary is made up 
of the meaningless term ‘Dsy’, and the third summary of the preceding table lacks 
a numerical value following ‘Rs’. Instead, our proposed model ‘BASiP’ learned to 
disregard or change these error patterns and never generated them over the whole test 
set. This was probably because it noticed that candidates with this pattern were rarely 
generated with high ROUGE scores and appropriately de-weighted the probability. 

5 Text-to-Speech Conversion 

The summarized text by the proposed architecture ‘BASiP’ was converted to speech 
for visually impaired users who would use the proposed application. The content of 
the website can be read aloud by a synthetic voice when the text is selected, enabling 
persons with visual impairments to access information without the use of traditional 
visual cues. This significantly enhances the overall user experience and broadens the 
site’s accessibility.
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Table 3 Case study on PIB dataset 

System Summary 

Reference The Telecom Regulatory Authority of India (TRAI) today released its 
recommendations on “Rating of Buildings or Areas for Digital 
Connectivity”. The exponential growth in digitalization....[ 30] 

BART TRAI has released its recommendations on “Rating of Buildings or Areas 
for Digital Connectivity”. TRAI wants to provide a framework for 
creation of an ecosystem for digital connectivity in buildings. TRAI has 
also proposed a new chapter on. \ Digital Connectivity Infrastructures in 
Buildings. \’ 

BASiP The “Rating of Buildings or Areas for Digital Connectivity” was released 
by TRAI. A new chapter on “Digital Connectivity Infrastructures in 
Buildings” has been proposed 

Reference A ‘Silent March’ was organized on the eve...[ 31] 

BART “Partition Horrors Remembrance Dsy” marked on eve of Independence 
Day. A two-minute silence was observed in memory of the victims of the 
partition of the country. Indira Gandhi National Center for the Arts 
organized an exhibition on the Partition of India 1947 

BASiP There was a two-minute silence in memory of the victims. The partition of 
India was the subject of an exhibition. On the eve of Independence Day, 
“Partition Horrors Remembrance Day” was marked. The National Center 
for the Arts is named after Gandhi 

Reference The Union Cabinet, chaired by the Prime Minister, Shri Narendra Modi, 
has approved to restore Interest Subvention on short-term agriculture 
loans to 1.5% for all financial...[ 32] 

BART Interest Subvention on short-term agriculture loans has been restored by 
the Union Cabinet chaired by the Prime Minister. An additional budgetary 
provision of Rs 34,856 crore is required for the period of 2022-23 to 25 
under the scheme. The interest rate on the short-term agri-loans is 4% per 
annum. Credit flow to the farmer will be ensured by increase in interest 
subvention. Financial health of lending institutions is expected to be 
ensured by this. It will lead to generation of employment since short-term 
Agri-Loans are provided for all activities. There is a short-term 
Agriculture loan of up to Rs. There are farmers who are engaged in 
Agriculture and other allied activities. Over 3.13 cr farmers have been 
issued new Kisan Credit Card against the target of 2.5 cr 

BASiP Interest Subvention on short-term agriculture loans has be restored by the 
Union Cabinet chaired by the Prime Minister. The increase in interest 
subvention support requires additional budgetary provisions of Rs 34,856 
crore. The interest rate on the short-term agri-loans is 4% per annum. This 
will ensure adequate credit flow in agriculture sector to the farmer as well 
as ensure financial health and viability of lending institutions. As per the 
budget outlay and coverage of beneficiaries, the support is the second 
largest scheme. Over 3.13 cr farmers have been issued new Kisan Credit 
Card against the target of 2.5 cr
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In the literature, sophisticated methodologies have been used for visual speech 
recognition [ 33]. In this work, an inbuilt library of html-5 called responsive voice 
has been used [ 34]. 

6 Conclusion 

In this work, a novel architecture, BASiP, has been proposed for abstractive text 
summarization. The experimental results of BASi (BART + SimCLS) on compar-
ison with the existing work shows the effectiveness of the proposed architecture. 
BASi outperforms the other models in a two-stage summarization framework for the 
datasets XSUM and CNNDM. Moreover, a few case studies has also been provided 
which shows that BASiP constructively generates summary from the PIB references. 
The future work involves generation of summary for text given in tabular format and 
representation of the same in a concise and meaningful way. 

References 

1. Allahyari M, Pouriyeh S, Assefi M, Safaei S, Trippe ED, Gutierrez JB, Kochut K (2017) Text 
summarization techniques: a brief survey. Int J Adv Comput Sci Appl 8(10) 

2. Moratanch N, Chitrakala S (2017) A survey on extractive text summarization. In: International 
conference on computer, communication and signal processing (ICCCSP). IEEE, pp 1–6. 
https://doi.org/10.1109/ICCCSP.2017.7944061 

3. Pai A (2014) Text summarizer using abstractive and extractive method. Int J Eng Res Technol 
3(5):0181–2278 

4. Merchant K, Pande Y (2018) NLP based latent semantic analysis for legal text summariza-
tion. In: International conference on advances in computing, communications and informatics 
(ICACCI). IEEE, pp 1803–1807. https://doi.org/10.1109/ICACCI.2018.8554831 

5. Ertam F, Aydin G (2022) Abstractive text summarization using deep learning with a new Turkish 
summarization benchmark dataset. Concurr Comput Pract Exp 34(9) 

6. Press Information Bureau. https://www.pib.gov.in/ 
7. Nallapati R, Zhou B, dos Santos C, Gulçehre Ç, Xiang B (2016) Abstractive text summa-

rization using sequence-to-sequence RNNs and beyond. In: Proceedings of the 20th SIGNLL 
conference on computational natural language learning. Berlin, Germany. Association for Com-
putational Linguistics, pp 280–290. https://doi.org/10.18653/v1/K16-1028 

8. Nan F, Nallapati R, Wang Z, Santos CND, Zhu H, Zhang D, McKeown K, Xiang B (2021) 
Entity-level factual consistency of abstractive text summarization. In: Proceedings of the 16th 
conference of the european chapter of the association for computational linguistics: main 
volume. Association for Computational Linguistics, pp 2727–2733. https://doi.org/10.18653/ 
v1/2021.eacl-main.235 

9. Liu Y, Liu P, Radev D, Neubig G (2022) BRIO: Bringing order to abstractive summarization. 
In: Proceedings of the 60th annual meeting of the association for computational linguistics, 
vol. 1: Long Papers, Association for Computational Linguistics, pp 2890–2903. https://doi. 
org/10.18653/v1/2022.acl-long.207 

10. Aghajanyan A, Gupta A, Shrivastava A, Chen X, Zettlemoyer L, Gupta S, Muppet: massive 
multi-task representations with pre-finetuning. In: Proceedings of the 2021 conference on

https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICCCSP.2017.7944061
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://doi.org/10.1109/ICACCI.2018.8554831
https://www.pib.gov.in/
https://www.pib.gov.in/
https://www.pib.gov.in/
https://www.pib.gov.in/
https://www.pib.gov.in/
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/K16-1028
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2021.eacl-main.235
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207
https://doi.org/10.18653/v1/2022.acl-long.207


192 D. Das et al.

empirical methods in natural language processing. Association for Computational Linguistics, 
pp 5799–5811. https://doi.org/10.18653/v1/2021.emnlp-main.468 

11. Savelieva A, Yeung BA, Ramani V, Abstractive summarization of spoken and written instruc-
tions with BERT. In: Proceedings of the KDD 2020 workshop on conversational systems 
towards mainstream adoption co-located with the 26TH ACM SIGKDD conference on knowl-
edge discovery and data mining, CEUR-WS.org. https://doi.org/10.48550/2008.09676 

12. See A, Liu PJ, Manning CD (2017) Get to the point: summarization with pointer-generator 
networks. In: Proceedings of the 55th annual meeting of the association for computational 
linguistics (Volume 1: Long Papers). Association for Computational Linguistics, Vancouver, 
Canada, pp 1073–1083. https://doi.org/10.18653/v1/P17-1099 

13. Zhang X, Liu Y, Wang X, He P, Yu Y, Chen S-Q, Xiong W, Wei F, Momentum calibration for 
text generation. https://doi.org/10.48550/2212.04257 

14. Ravaut M, Joty SR, Chen NF (2022) SummaReranker: a multi-task mixture-of-experts re-
ranking framework for abstractive summarization. In: Annual meeting of the association for 
computational linguistics. https://doi.org/10.48550/2203.06569 

15. Cohan A, Dernoncourt F, Kim DS, Bui T, Kim S, Chang W, Goharian N, A discourse-aware 
attention model for abstractive summarization of long documents. In: Proceedings of the 2018 
conference of the North American chapter of the association for computational linguistics: 
human language technologies, vol 2 (Short Papers). Association for Computational Linguistics, 
New Orleans, Louisiana, pp 615–621. https://doi.org/10.18653/v1/N18-2097 

16. Dou Z-Y, Liu P, Hayashi H, Jiang Z, Neubig G (2021) GSum: a general framework for guided 
neural abstractive summarization. In: Proceedings of the 2021 conference of the north amer-
ican chapter of the association for computational linguistics: human language technologies. 
Association for Computational Linguistics, pp 4830–4842. https://doi.org/10.18653/v1/2021. 
naacl-main.384 

17. Namasudra S, Roy P (2017) Time saving protocol for data accessing in cloud computing. IET 
Commun 11(10):1558–1565. https://doi.org/10.1049/iet-com.2016.0777 

18. Namasudra S, Roy P (2016) Secure and efficient data access control in cloud computing envi-
ronment: a survey, pp 69–90. https://doi.org/10.3233/MGS-160244 

19. Namasudra S, Roy P (2017) A New Table Based Protocol for Data Accessing in Cloud Com-
puting. J Inf Sci Eng 33:585–609. https://doi.org/10.6688/JISE.2017.33.3.1 

20. Liu Y, Liu P (2021) SimCLS: a simple framework for contrastive learning of abstractive sum-
marization. In: Proceedings of the 59th Annual meeting of the association for computational 
linguistics and the 11th international joint conference on natural language processing (Volume 
2: Short Papers). Association for Computational Linguistics, pp 1065–1072. https://doi.org/ 
10.18653/v1/2021.acl-short.135 

21. Lewis M, Liu Y, Goyal N, Ghazvininejad M, Mohamed A, Levy O, Stoyanov V, Zettlemoyer 
L (2020) BART: denoising sequence-to-sequence pre-training for natural language generation, 
translation, and comprehension. In: Proceedings of the 58th annual meeting of the associa-
tion for computational linguistics. Association for Computational Linguistics, pp 7871–7880. 
https://doi.org/10.18653/v1/2020.acl-main.703 

22. Chen T, Kornblith S, Norouzi M, Hinton G (2020) A simple framework for contrastive learning 
of visual representations. In: Proceedings of the 37th international conference on machine 
learning. PMLR, pp 1597–1607. https://doi.org/10.5555/3524938.3525087 

23. Goyal T, Xu J, Li JJ, Durrett G (2022) Training dynamics for text summarization models. In: 
Findings of the association for computational linguistics: ACL 2022. Association for Computa-
tional Linguistics, Dublin, Ireland, pp 2061–2073. https://doi.org/10.18653/v1/2022.findings-
acl.163 

24. Hugging Face. https://huggingface.co/datasets/cnn/dailymail 
25. Hugging Face. https://huggingface.co/datasets/xsum 
26. Lin C-Y (2004) ROUGE: a package for automatic evaluation of summaries. In: Text summa-

rization branches out. Association for Computational Linguistics, Barcelona, Spain, pp 74–81. 
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf

https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.18653/v1/2021.emnlp-main.468
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.48550/2008.09676
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2212.04257
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.48550/2203.06569
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.18653/v1/2021.naacl-main.384
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.1049/iet-com.2016.0777
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.3233/MGS-160244
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.6688/JISE.2017.33.3.1
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2021.acl-short.135
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.5555/3524938.3525087
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://doi.org/10.18653/v1/2022.findings-acl.163
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/cnn/dailymail
https://huggingface.co/datasets/xsum
https://huggingface.co/datasets/xsum
https://huggingface.co/datasets/xsum
https://huggingface.co/datasets/xsum
https://huggingface.co/datasets/xsum
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf
http://research.microsoft.com/~cyl/download/papers/WAS2004.pdf


BASiP: A Novel Architecture for Abstractive Text Summarization 193

27. Liu F, Liu Y (2010) Exploring correlation between ROUGE and human evaluation on meeting 
summaries. IEEE Trans Audio Speech Lang Process 18(1):187–196. https://doi.org/10.1109/ 
TASL.2009.2025096 

28. Zhang J, Zhao Y, Saleh M, Liu P (2020) Pegasus: pre-training with extracted gap-sentences 
for abstractive summarization. In: International conference on machine learning. PMLR, pp 
11328–11339. https://doi.org/10.48550/1912.08777 

29. Liu P, Yuan W, Jinlan F, Jiang Z, Hayashi H, Neubig G (2023) Pre-train, prompt, and predict: 
a systematic survey of prompting methods in natural language processing. ACM Comput Surv 
55(9):1–35. https://doi.org/10.1145/3560815 

30. Press Information Bureau. https://pib.gov.in/PressReleasePage.aspx?PRID=1900755 
31. Press Information Bureau. https://pib.gov.in/PressReleasePage.aspx?PRID=1851914 
32. Press Information Bureau. https://pib.gov.in/PressReleasePage.aspx?PRID=1852525 
33. Debnath S, Roy P, Namasudra S et al (2022) Audio-visual automatic speech recognition towards 

education for disabilities. J Autism Dev Disord. https://doi.org/10.1007/s10803-022-05654-4 
34. https://responsivevoice.com/wordpress-text-to-speech-plugin/

https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.1109/TASL.2009.2025096
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.48550/1912.08777
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1900755
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1851914
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://pib.gov.in/PressReleasePage.aspx?PRID=1852525
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://doi.org/10.1007/s10803-022-05654-4
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/
https://responsivevoice.com/wordpress-text-to-speech-plugin/


A Hybrid Approach for Leaf Disease 
Classification Using Machine Learning 
and Deep Learning 

Kriti Jain and Upendra Mishra 

Abstract Natural remedies are less expensive, non-toxic, and associated with nega-
tive side effects. As a result, their demand is rising, particularly for herbal-based 
medicinal products, health products, nutritional supplements, and cosmetics. Threats 
from leaf diseases exist to the global agricultural industry’s economic and production 
status. The need for farmers to protect agricultural products is reduced by the ability 
to find illness in leaves utilizing Deep learning (DL) and Machine learning (ML). 
Our approach involves a combinations method for the diagnosis of flora illness. In 
our suggested method RESNET-50 is employed for extracting the deep features and 
Random Vector Functional Link (RVFL) is employed for the classification. To look 
at the efficiency of the suggested RES-RVFL model, its categorizing performance is 
contrasted with Support Vector Machine (SVM), Decision Tree, Random Forest and 
K-Nearest-Neighbors (KNN). The findings showed that RVFL is very suitable for 
classifying leaf diseases, with a disease classification accuracy of about 94%. The 
fact that this result highlights the significance of early detection and naming of flora 
diseases for justifiable cultivation and food security is very positive. Our research 
has a solid foundation, thanks to the Plant Village dataset, and our findings add to 
the body of knowledge on applying deep learning and machine learning to identify 
plant diseases. 

Keywords Random vector functional link · Residual Network50 · Multi-class 
classification · Leaf diseases 

1 Introduction 

Deep learning, has piqued the attentiveness of machine learning aficionados in neural 
networks, thanks to its cutting-edge performance in a range of applications, such as 
segmentation, action identification, and image/video categorization. Because deep 
learning models may be able to take out relevant representations at separate amount
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of stratified models, they are superior to other types of models. Many research studies 
have focused on the classification and identification of leaf diseases. For example, 
in [1] the authors offered two methods for differentiating between healthy and sick 
tomato leaves. The sick tomato leaves in this article are classified using Probabilistic 
Neural Network (PNN) and KNN approaches after the author gathers his own dataset. 
In [2] the author suggested categorising leaf illnesses using textural cues taken from 
images of the disorders. In [3] convolutional neural networks and autoencoders have 
been combined to create a hybrid technique for the identification of crop leaf diseases. 

In machine learning and computer vision research, ResNet-50, and Random 
Vector Functional Link (RVFL) [4] are both frequently used techniques. RVFL is a 
rapid and efficient neural network for classification tasks in contrast to ResNet-50, 
a deep convolutional neural network (CNN) famous for its powerful feature extrac-
tion capabilities. In this research-based introduction, we will look at how these two 
approaches can be integrated for classification tasks. In the single-hidden layer is the 
feedforward neural network known as RVFL. The output layer employs the SoftMax 
activation function which has been shown to be effective for resolving classification 
problems. RVFL can handle large datasets and has short training times, making it 
suitable for real-time. The RVFL network incorporates direct connections from the 
input layer to the output layer, greatly benefiting RVFL. Compared to the Extreme 
Learning Machine (ELM) and other models, the RVFL network offers a smaller 
and simpler architecture, and it also keeps the model complexity low. Nonetheless, 
image recognition applications have been successfully implemented using ResNet-
50, a deep CNN architecture. It can train deep networks without sacrificing accuracy 
since it contains 50 layers and employs residual connections to address the vanishing 
gradient problem. A well-known feature extraction method called ResNet-50 excels 
in extracting complex and discriminative features from the image. 

The following list includes this brief’s novel contributions. 

1. The project will examine the success of the combined strategy in words of correct-
ness, training duration, and generalization capacities through experimental 
assessments on plant village datasets. 

2. Comparative study with others classifiers like (KNN, Random Forest, SVM, 
Decision Tree) with RVFL. 

3. The assessment of the suggested architectures’ reduced computing complexity 
is a further contribution. 

The remaining paper is structured as follows: A detailed analysis of a few compa-
rable models is provided in the second section. Section 3 gives the proposed work. 
The methodology is illustrated in Sect. 4. The results of the numerical simulation 
and experiment are examined in Sect. 5.In Sect. 6, the paper is concluded.
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2 Related Work 

A prominent area of study with numerous implications in plant biology, agriculture, 
and environmental science is the image classification of leaf diseases. Utilization 
of machine learning and DL methods with picture datasets has grown in popularity 
recently due to their promise to improve accuracy and efficiency. Given its advan-
tages in an agricultural setting, research on automated plant disease identification 
is essential. To categorize leaves in photographs, a variety of strategies have been 
employed. 

2.1 KNN 

KNN [5–7] is a non-parametric technique for regression and classification. Using 
a distance metric like Euclidean distance, KNN method categories or predicts the 
target value of a new data point based on the labels or target values in the training 
data. K selection is a hyperparameter that requires tuning. 

The following provides an explanation of how the distance of KNN was created: 

Dk = 
/

(l2k − l1k ) 2+(m2k − m1k ) 2 

where, 
The Place of One at l1k , m1k 

Another is at l2k , m2k 

Dk i s  seperation  linking
(
l1k , m1k

)
and (l2k , m2k ) 

2.2 Random Forest 

The Random Forest approach [8] is introduced by Leo Breiman and Adele Cutler 
in 2001.The ensemble learning family of ML algorithms includes this. At each split 
point, an arbitrarily selected subset of attribute and a subset of the instructing facts 
are used to aim each decision tree. To create the final forecast from the Random 
Forest [9], all decision trees’ predictions are combined.
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2.3 SVM 

In order to determine sugarcane leaf disease, the author in [10] proposed a model 
to determine the severity on a segmented spot. To obtain the segmented spot, use 
thresholding. The highest standard deviation is used to extract disease spots, and then 
categorization is completed by SVM and getting accuracy of about 80%. 

The hyperplane with the lowest classification error and highest margin between 
the two classes is found by the SVM method. 

Learning set
(
r1,, s1,), (r2,, s2,), . . . .,  (rn,, sn,) 

Where, 

r f  is a characteristics vector and s f  is a correlate binary category tag (+1, -1) The 
hyperplane is τ t r + b = 0, τ is weight vector b is bias. 

For optimality: 

min

(
1 

2

)
||τ ||2 + C

∑
_ f = 1n max(0, 1 − s f (τ t r f + b) 

Subject to s_ f (τ t r f + b) ≥ 1 − μ_ f for f = 1, 2, . . . ,  n, μ f are the flapping 
variables that permit for certain miscategorized classes. Since the data points must 
be correctly classified with a margin, the inequality constraints mandate it of at least 
1 − μ f for more details [4]. 

2.4 Decision Tree 

An evaluation of numerous possibilities and possible outcomes is part of the decision-
making process, which is graphically represented by a decision tree [9, 11]. Each 
categorization component is given new significance by the decision tree method. 

Create_Tree (T ,
train) 

1. Make decision node first 
2. Create a leaf node with name Xi , if every data sample from the T ,

train  belongs to 
uniform class Xi ,

3. Create a leaf node with most popular class Xi , label if assign At is empty 
4. Pick the A" 

t from ascribe set At that provides most information gain and the label 
nd with assign 

Create an arm from nd with state A" 
t = K , then consider S,

train  batch of T
,
train  

after that if S,
train  is empty. So, A" 

t get attached with T
,
train  or fix with (create tree).
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2.5 Residual Network 

Deep learning algorithms have also been applied to the classification of leaf diseases 
in that Convolution Neural Network (CNN) [12, 13] is mostly used. By overlaying 
shortcut connections over each residual block, Residual Networks (Resnet) facilitate 
the training of deep neural networks. Deep neural networks may now perform at the 
cutting edge for tasks like object identification, thanks to Resnet. In [14] they choose 
Resnet for the feature extraction in this study. A deep model provides us with more 
options for feature extraction. 

Machine learning models’ accuracy and resilience have increased as a result of 
combining deep learning with them in recent years. In [15] the author proposed 
the model in which work has divided in 4 steps: picture acquisition, image pre-
processing, feature extraction, and disease categorization on the Pomegranate plant 
ANN with Backpropagation, SVM and many more have been used with 90% accu-
racy. Several studies have shown the method’s potential for accurate and efficient 
leaf disease classification. 

Despite past evaluations of preprocessing and different classifiers, to our knowl-
edge, no prior work has looked at the performance of the combination of ResNet50 
and RVFL for classification tasks. Therefore, the objective of the research that we 
suggest is to reduce this gap and evaluate how well this combination can improve 
classification accuracy while also looking at time complexity. 

3 Proposed Work 

Our analysis reveals the use of a trained RestNet50 model to derive features on the 
dataset of Leaf disease and categorize it using RVFL shown in Fig. 1.

Process- The dataset utilized in this study underwent pre-processing in order to 
prepare it for categorization. An expert convolutional neural network (CNN) known 
as ResNet-50 was used to gather data from images of healthy and diseased plants. 
ResNet-50 is a pre-trained model that is easily accessible from popular deep learning 
frameworks like TensorFlow or PyTorch. There were 14 different plant types and 26 
different disease categories among the data used in the study. ResNet-50 is the final 
convolutional or global average pooling layer output to extract features from each 
image. By normalizing these features, the classification step’s effectiveness was later 
improved. The RVFL classifier, a shallow neural design, was then employed as the 
input for the features. On a desktop with a 10th generation Intel-Core ‘i5 processor’ 
and ‘16 GB of RAM’, the RVFL model was trained. The RVFL classifier underwent 
training by utilizing both the training set as well as validation set, was utilized to 
change hyperparameters such as regularization strength or hidden layer size. 

Now, we evaluated the classification’s precision and recall using a range of perfor-
mance measures, including the F1 score. These measures are routinely employed to 
assess a model’s categorization abilities. Precision gauges the accuracy of positive



200 K. Jain and U. Mishra

Fig. 1 Flowchart of 
proposed work

predictions, whereas recall evaluates the model’s ability to correctly identify positive 
cases. The operations that needed the most computing in terms of time and space 
complexity were the preprocessing and the feature extraction using ResNet50. The 
RVFL model was able to train fast, taking only a few minutes. The peak memory 
utilization during training was roughly 1 GB, while memory usage overall was 
reasonable. 

4 Methodology 

4.1 Image Acquisition 

In this step the Plant Village Dataset, which is accessible in reference [16] Git-Hub 
repository run by SP Mohanty, was used in this study. The dataset is made up of 
several rounds, including the original RGB photos, the color-corrected RGB photos, 
the segmented leaf RGB photos with flattened backdrops, and the grayscale images 
for performance testing. The dataset, which is broken down into 38 classes, contains
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Fig.2 Shows the 1 sample of each dissimilar classes namely ‘APPLE’(“apple 
scab”),’APPLE’(“black rot”),’APPLE CEDAR’ (“apple rust”),’APPLE’(“heathy”), ‘BLUE-
BERRY’(“healthy”), ‘CHERRY INCLUDING SOUR’(“powdery mildew”), ‘CHERRY 
INCLUDING SOUR’(“healthy”), ‘CORN MAIZE’(“cercospora leaf spot”),’CORN MAIZE’ 
(“common rust”), ‘CORN MAIZE’ (“Northern leaf Blight”), ‘CORN MAIZE’ (“healthy”), 
‘GRAPE’ (“black rot”), ‘GRAPE ESCA’ (“black measles”), ‘GRAPE LEAF BLIGHT’(“Isariopsis 
leaf spot”), ‘GRAPE’ (“Healthy”), ‘ORANGE HAUNGLONGBING’(“Citrus greening”), 
‘PEACH’ (“bacterial Spot”), ‘PEACH’ (“healthy”), ‘PEPPER BELL’ (“bacterial spot”), ‘PEPPER 
BELL’ (“healthy”), ‘POTATO’ (“Early blight”), ‘POTATO’ (“late blight”), ‘POTATO’ (“healthy”), 
‘RASPBERRY’(“healthy”), ‘SOYBEAN’ (“healthy”), ‘SQUASH’ (“powdery mildew”), ‘STRAW-
BERRY’ (“leaf scorch”), ‘STRAWBERRY’(“healthy”), ‘TOMATO’ (“bacterial spot”), ‘TOMATO’ 
(“Early blight”), ‘TOMATO’ (“Late blight”), ‘TOMATO’ (“leaf mold”), ‘TOMATO’(“Septoria 
leaf spot”), ‘TOMATO’ (“spider mites”), ‘TOMATO’ (“Target Spot”), ‘TOMATO’ (“tomato 
‘yellow’ leaf -curl viral”), ‘TOMATO’ (“tomato-mosaic virus”), ‘TOMATO’(“healthy”)

more than 87 K RGB photographs of both fined and poor crop leaves. Figure 2 shows 
the 1 sample of each class. The number of illness images in our collection is listed 
in Table 1. 

Using a dataset with more than 87 k images, our suggested approach covers the 
two main processes of feature extraction and classification. 

4.2 Pre Processing 

The gathered photos are allured to enhance the image standard. Both undesired 
distortion and background noise are lessened. 

The neural networks operate best with normalized data, we must first convert 
each image’s pixel values (0–255) to 0–1 after data loading. The entire array of pixel
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Table 1 Plant with disease name 

Plant name Disease name Number of images 

Tomato Late blight 1851 

Tomato Healthy 1926 

Grape Healthy 1692 

Orange Huanglongbing (Citrus greening) 2010 

Soybean Healthy 2022 

Squash Powdery mildew 1736 

Potato Healthy 1824 

Corn (maize) Northern leaf blight 1908 

Tomato Early blight 1920 

Tomato Septoria leaf spot 1745 

Corn (maize) Cercospora leaf spot gray leaf spot 1642 

Strawberry Leaf scorch 1774 

Peach Healthy 1728 

Apple Apple scab 2016 

Tomato Tomato yellow leaf curl virus 1961 

Tomato Bacterial spot 1702 

Apple Black rot 1987 

Blueberry Healthy 1816 

Cherry (including sour) Powdery mildew 1683 

Peach Bacterial spot 1838 

Apple Cedar apple rust 1760 

Tomato Target spot 1827 

Pepper, bell Healthy 1988 

Grape Leaf blight (Isariopsis Leaf Spot) 1722 

Potato Late blight 1939 

Tomato Tomato mosaic virus 1790 

Strawberry Healthy 1824 

Apple Healthy 2008 

Grape Black rot 1888 

Potato Early blight 1939 

Cherry (including sour) Healthy 1826 

Corn (maize) Common rust 1907 

Grape Esca (Black Measles) 1920 

Raspberry Healthy 1781 

Tomato Leaf mold 1882 

Tomato Two-spotted spider mite 1741 

Pepper, bell Bacterial spot 1913 

Corn (maize) Healthy 1851
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values is divided by 255 after being turned into a torch tensor. Since the images have 
a resolution of 256 × 256 and are encoded using 8 bits per channel, each picture 
element in the original image is in the range [0, 255] for each of the three RGB 
channels. Each pixel value in each channel is scaled down to the range [0, 1] after 
normalization. As a result, we get after normalization, the dataset’s total scale as 
261,000. 

4.3 For Image Feature Extraction 

This is the procedure of taking relevant with pertinent elements or patterns out of 
photographs. Image feature extraction is a censorious pace in many computer-vision 
applications since raw pictures usually contain a large amount of noise and pointless 
information. The computational complexity can be lowered by omitting crucial infor-
mation, and the recovered features can then be used as input for additional processing 
or analysis. 

Pre-trained CNNs can operate as feature extractors for image data due to their 
capacity to procure meaningful properties from pictures. In this study by deleting 
the final fully connected layer and using the outcome from the preceding layer as 
the feature vector, pretrained ResNet50 can be used for feature extraction. Transfer 
learning is frequently employed in computer vision problems. A tensor with the shape 
(batch_size, 2048) would be the output, indicating the features that were learned for 
each input image. 

4.4 For Image Classification 

Finding the class or category that an input belongs to is one of the most crucial 
machine learning tasks. A model is trained to learn how to translate input to the 
proper classes using tagged data. 

In the presented work we use RVFL as the classifier. It is an easy-to-use and an 
effective neural network design that builds use of randomization to provide effective 
generalization with short training times [17]. Its architecture was presented in 1992. 
The RVFL feedforward neural network framework consists of an input layer, the 
hidden level, neurons having random weights and biases, whereas the output layer 
neurons are trained using supervised learning. The ability of RVFL to prevent over-
fitting is enhanced by this kind of link. The quick instruction pace of RVFL networks 
is one of the best features that make them stand out. This can be attributed to their 
single-layer feedforward architecture. For more details see reference [18]. 

The red line depicts the straight connection between the input and output layers. 
The weights for the blue lines are predetermined and drawn at random from a list.
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Fig. 3 RVFL framework 

The output weights must only be computed as shown in Fig. 3 RVFL contains [19] 
features that have undergone nonlinear transformation in both the input and output 
layers. 

Hence, photos available for training are 70,295 and just 33 photos in the test 
data. The ResNet50 feature extractor produces a vector of length 2048 for each input 
image, hence the RVFL classifier would require 2048 input neurons. We have a 
training data matrix of dimensions 70,295 × 2048 because there are 70,295 training 
images and each of them is represented by a feature vector of length 2048.N = 5 input 
neurons that would give us 10,240 hidden neurons as the number of hidden neurons. 
a random vector matrix with the dimensions 10,240 × 2048. The matrix’s elements 
would each have a random value between −1 and 1. The hidden layer activation is 
computed using the sigmoid activation function. A matrix of size (70,295 × 10,240) 
is produced by the scalar product of the input matrix X’ and the random weight 
matrix W’, where each row denotes the activation of the hidden layer for a single 
input image. We initially need to transform the class labels into a one-hot encoded 
format in order to train the output layer for classification using RVFL. In this instance, 
the hidden layer activation matrix’s dimensions are 70,295 × 10,240, the one-hot 
encoded class label matrix’s dimensions are 70,295 × NUM_classes, and the output 
weights matrix’s dimensions are 10,240 × NUM_classes. Test_H is the test data 
hidden layer activation matrix, and test_X is the test data matrix, both measuring 33 
by 2048. 

5 Result and Discussion 

Several important parameters, such as dataset size and quality, feature selection, 
algorithm, hyperparameter tweaking, and metrics, and dimensionality reduction like 
PCA have a notable impact on the classifier’s success. In this study Pre-processing 
manner and a sizable and representative dataset are necessary to get the best results.
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Fig. 4 Accuracies of models with Resnet 50 

We have examined various models using accuracy, which considers the vast range 
of correctness across various subsets of data as shown in Fig. 4. 

According to our research, RVFL and ResNet50 can work together to provide 
high test accuracies, although the best model performance depends heavily on 
several aspects like dataset features and hyperparameters. These characteristics can 
be considered, and the proper dimensionality reduction techniques can be used to 
enhance RVFL performance and produce better results in classification tasks. 

The best classification was determined after a series of trials. The strategy used 
for classification, which involved the use of a ResNet50 model to extract features and 
RVFL for classification, appeared to be successful based on the stated performance 
indicated in Table 2. 

The model’s efficacy was demonstrated by the 94.65% accuracy rate it achieved 
while sorting plant leaves into different disease groups. The F1 score of 93.91% 
shows that precision and recall are well-balanced. Both metrics are considered while 
calculating this score, which has a range of 0–1. The model’s accuracy in identifying 
plant leaf diseases while limiting false positives and false negatives is demonstrated

Table 2 Contrasting of 
model accuracies with time Model Accuracy (%) Time 

SVM 92 27 mn 13 s 

Random forest 91.6 17 mn 

Decision tree 90 16 mn 55 s 

KNN 90.23 Approx 24 mn 

RVFL 94.65 Nearly 10 mn 
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by the high score of 92%. Both the model’s precision and recall values, which are 
92.91% and 94.65% respectively, show that it can properly categorize positive events 
and lessen false positives. As a result, the model is a useful tool for recognizing flora 
sickness. Besides this Resnet 50 alone can take 30mn but with classifiers it takes 
approx. 22 mn 21 s, after working with RVFL the time computation comes out to be 
nearly (less than 10 mn). 

6 Conclusion 

For the identification of leaf diseases, we suggested a hybrid strategy in this research. 
In our proposed method, RVFL is utilized for classification, and RESNET-50 is used 
to acquire deep features. The classifying performance of the suggested RES-RVFL 
model is identified as the best-performing model as compare to SVM, Decision 
Tree, Random Forest, and KNN in order to assess its effectiveness. The results 
demonstrated that RVFL, with a disease classification accuracy of about 94.65% 
with less than 10 mn computation time, is particularly suitable for classifying leaf 
diseases. All encompassing, this study demonstrates the promising of DL and RVFL 
classifiers in accurately classifying healthy and diseased plant images. 

The research’s originality resides in its thorough comparison of various cutting-
edge algorithms in terms of preprocessing and temporal complexity. The method 
used in the research report to assess model correctness and temporal complexity 
is exclusive to RVFL. By taking accuracy and temporal complexity into account, 
findings can help in making efficient model selections. 

We intend to expand on this work in future studies by developing our own dataset 
to pinpoint cultivable locations that might not be ideal for plant development and 
growth. Inclusion to the development of new datasets, future investigation could 
also explore the use of other DL architectures for plant classification, like VGG, 
Inception, or Dense Net. It would also be interesting to examine the success of 
transfer learning on this task, where pre-trained models are adapted on plant image 
datasets. By further developing these techniques and exploring new applications, we 
can improve our understanding of plant behaviour and develop strategies to support 
sustainable agriculture. 

References 

1. Balakrishna K, Rao M (2019) Tomato plant leaves disease classification using KNN and PNN. 
Int J Comput Vis Image Process (IJCVIP) 9(1):51–63 

2. Hossain E, Hossain MF, Rahaman MA (2019) A color and texture based approach for the 
detection and classification of plant leaf disease using KNN classifier. In: 2019 international 
conference on electrical, computer and communication engineering (ECCE). IEEE, pp 1–6



A Hybrid Approach for Leaf Disease Classification Using Machine … 207

3. Khamparia A, Saini G, Gupta D, Khanna A, Tiwari S, de Albuquerque VHC (2020) Seasonal 
crops disease prediction and classification using deep convolutional encoder network. Circuits 
Syst Signal Process 39:818–836 

4. Mishra U, Gupta D, Hazarika BB (2022) An intuitionistic fuzzy random vector functional link 
classifier. Neural Process Lett 1–22 

5. Saputra RA, Wasiyanti S, Saefudin DF, Supriyatna A, Wibowo A (2020) Rice leaf disease 
image classifications using KNN based on GLCM feature extraction. J Phys: Conf Ser 
1641(1):012080. IOP Publishing 

6. Shokrzade A, Ramezani M, Tab FA, Mohammad MA (2021) A novel extreme learning machine 
based KNN classification method for dealing with big data. Expert Syst Appl 183:115293 

7. Su J, Wang M, Wu Z, Chen Q (2020) Fast plant leaf recognition using improved multiscale 
triangle representation and KNN for optimization. IEEE Access 8:208753–208766 

8. Hazra D, Bhattacharyya D, Kim TH (2021) A random forest-based leaf classification using 
multiple features. In: Machine intelligence and soft computing: proceedings of ICMISC 2020. 
Springer, Singapore, pp 227–239 

9. Mao Y, He Y, Liu L, Chen X (2020) Disease classification based on eye movement features 
with decision tree and random forest. Front Neurosci 14:798 

10. Ratnasari EK, Mentari M, Dewi RK, Ginardi RH (2014) Sugarcane leaf disease detection 
and severity estimation based on segmented spots image. In: Proceedings of international 
conference on information, communication technology and system (ICTS) 2014. IEEE, pp 
93–98 

11. Chen C, Geng L, Zhou S (2021) Design and implementation of bank CRM system based on 
decision tree algorithm. Neural Comput Appl 33:8237–8247 

12. Sardogan M, Tuncer A, Ozen Y (2018) Plant leaf disease detection and classification based 
on CNN with LVQ algorithm. In: 2018 3rd international conference on computer science and 
engineering (UBMK). IEEE, pp 382–385 

13. Francis M, Deisy C (2019) Disease detection and classification in agricultural plants using 
convolutional neural networks—a visual understanding. In: 2019 6th international conference 
on signal processing and integrated networks (SPIN). IEEE, pp 1063–1068 

14. Cheng WX, Suganthan PN, Katuwal R (2021) Time series classification using diversi-
fied ensemble deep random vector functional link and resnet features. Appl Soft Comput 
112:107826 

15. Pawar R, Jadhav A (2017) Pomogranite disease detection and classification. In: 2017 IEEE 
international conference on power, control, signals and instrumentation engineering (ICPCSI). 
IEEE, pp 2475–2479 

16. https://github.com/spMohanty/PlantVillage-Dataset 
17. Wu J, Miu F, Li T (2020) Daily crude oil price forecasting based on improved CEEMDAN, 

SCA, and RVFL: a case study in WTI oil market. Energies 13(7):1852 
18. Hemedan AA, Abd Elaziz M, Jiao P, Alavi AH, Bahgat M, Ostaszewski M, Lu S (2020) 

Prediction of the vaccine-derived poliovirus outbreak incidence: a hybrid machine learning 
approach. Sci Rep 10(1):5058 

19. Shi Q, Katuwal R, Suganthan PN, Tanveer M (2021) Random vector functional link neural 
network based ensemble deep learning. Pattern Recogn 117:107978

https://github.com/spMohanty/PlantVillage-Dataset


Enhancing Agricultural 
Decision-Making Through Machine 
Learning-Based Crop Yield Predictions 

Bhaskar Marapelli, Lokeshwari Anamalamudi, Chandra Srinivas Potluri, 
Anil Carie, and Satish Anamalamudi 

Abstract Food production through Agriculture plays an important role in keeping 
the world’s population hunger-free and nations economically secure. The continu-
ous change in land minerals, weather situation, and pesticide usage affect the yield 
of the crops. Farmers can choose successful crops for the season with the help of 
machine learning algorithms used for crop yield prediction. In this study, we fore-
casted agricultural production using numerous kinds of machine learning models 
while considering several factors that affect crop yields, such as rainfall, tempera-
ture, and pesticide use. By merging multiple separate model predictions, ensemble 
machine learning models improve the performance of the machine learning models. 
We have worked with individual models and ensemble models like SVR, Random-
ForestRegressor, LinearRegressor, and DecisionTreeRegressor to predict crop yield 
and found an ensemble solution that combines the strengths of both the stacked 
generalization model and the gradient boost algorithm which can provide improved 
accuracy and robustness in crop yield prediction. According to the findings, the 
ensemble solution provided an R2 score of 98 percent, which is higher than the R2 
scores of 96 percent obtained using the Decision Tree Regressor and 89 percent 
obtained using the Gradient Boosting Regressor. 
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1 Introduction 

Agricultural production is an essential aspect of human life, providing food, fiber, and 
other resources that support our survival and well-being. In recent years, the world has 
faced numerous challenges related to agricultural production, such as climate change, 
droughts, and land degradation [ 1, 2]. These challenges have made it increasingly 
important to accurately predict crop yields to ensure sustainable and efficient agricul-
tural production. For farmers, politicians, and other agricultural stakeholders, crop 
production forecasts are crucial. To optimize their marketing and sales plans as well 
as their planting, irrigation, and fertilization schedules, farmers require accurate yield 
projections. To manage food production, distribution, and pricing, policymakers use 
crop yield estimates to create interventions and policies. Crop yield forecasts are also 
used by agribusinesses, food processors, and insurers to make educated judgments 
about supply chain management, risk assessment, and financial planning. 

Statistical models and other conventional methods for crop production prediction 
fall short of reflecting the dynamic and complex nature of agricultural systems. 
These approaches frequently rely on historical information and presumptions, which 
might not fully account for the impact of altering climatic patterns, soil conditions, 
and agricultural practices. Furthermore, it may be difficult to capture the complex 
relationships and nonlinearities in crop growth and development using conventional 
methods due to their inability to manage big and diverse data sets. 

Machine learning algorithms are a promising technique for predictive analysis 
[ 3, 4]. Machine learning algorithms are capable of modeling complex interactions 
between multiple factors, such as rainfall, temperature, and pesticides, that affect 
crop yields [ 5]. These algorithms help us gain a better knowledge of how various 
factors affect crop yields and help us manage our crops more effectively. Due to its 
capacity to take into account a number of factors that influence crop yields, machine 
learning models have recently gained importance in crop yield prediction. Machine 
learning models can handle large and complex data sets that include various factors 
such as rainfall, temperature, soil moisture, and pesticide use. This allows the models 
to take into account multiple factors that affect crop yields and make more accurate 
predictions. Large data sets can be used to train machine learning models, which can 
increase prediction accuracy. This is crucial in agriculture in particular, where the 
impact of small differences in yield predictions can be significant [ 6]. It might take 
a lot of time and be prone to human error to manually collect and process data for 
agricultural production prediction. The process is automated, and the possibility of 
mistakes is decreased. 

Machine learning models can make predictions in real time, allowing farmers and 
policymakers to make timely decisions about crop management and resource alloca-
tion. Traditional methods of crop yield prediction, such as manual observations and 
field experiments, can be costly and time-consuming. With the help of existing data, 
machine learning models may be trained to make predictions swiftly and effectively 
[ 7, 8]. A useful tool for estimating crop yields and enhancing agricultural decision-
making is machine learning models. Machine learning models can offer more precise
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predictions and assist farmers, decision-makers, and researchers in making educated 
decisions regarding crop management and resource allocation by taking into account 
a variety of variables that affect crop yields. 

Machine learning-based yield prediction is gaining a lot of attention in agricultural 
research. However, there are still gaps in the field that could be addressed through 
the use of an ensemble solution. The restrictions of individual models have been 
addressed and the overall performance of crop yield prediction is improved by an 
ensemble solution, which integrates multiple individual models to provide a greater 
degree of accuracy and reliability prediction. 

The proposed study utilizes a gradient boost regressor and an ensemble machine 
learning model with Stacked Generalization for predicting crop yield. In the proposed 
model, 

• Input features are used to train the base models. 
• The base models generate predictions using the trained input features. 
• The predictions from the base models are then used as input features to train the 
meta-model. 

• The meta-model is responsible for generating the final predictions based on the 
predictions of the base models. 

The rest of the paper is organized as follows: Sect. 2 describes the Related work; 
Sect. 3 describes our Proposed Model; Sect. 4 explains the Experimental Setup; Sect. 
5 is about Results and Discussion; and Sect. 6 discusses the conclusion. 

2 Related Work 

In the study in [ 9], two deep neural network models were built in Python using 
TensorFlow. With a root-mean-square error (RMSE) of 12% of the average yield 
and 50% of the standard deviation for the validation data set utilizing forecasted 
meteorological data, it was demonstrated that the suggested model had a higher level 
of prediction accuracy. The trained DNN model was used by the author to perform 
feature selection, which was successful in reducing the input space without noticeably 
lowering prediction accuracy. The outcomes also showed that environmental factors 
affected crop productivity more so than genetics. 

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) 
were employed in a deep learning framework for crop production prediction based 
on environmental data and management practices in the article [ 10] by the author. 
The proposed CNN-RNN model was compared with well-known methods such as 
random forest (RF), deep fully connected neural networks (DFNN), and LASSO 
using historical data for forecasting corn and soybean yield across the whole Corn 
Belt region in the United States for the years 2016–2018. The results showed that 
the CNN-RNN model outperformed all other researched techniques, with an RMSE 
of only 9 and 8% of their respective average yields.
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In [ 11] this study, soybean yield in Lauderdale County, Alabama, USA, was 
predicted using a 3D convolutional neural network (CNN) model that makes use 
of spatiotemporal data. Data on yields from 2003 to 2016 were gathered using the 
USDA NASS Quick Stat tool, and surface reflectance, land surface temperature, and 
other satellite data were collected using Google Earth Engine. The performance of the 
model was assessed in the study using root-mean-squared error (RMSE), allowing 
comparison with other methods that utilize the same evaluation metric. 

In order to help farmers make wise decisions, the author forecasts crop yields 
before planting. For this, a user-friendly machine learning method will be created 
along with web-based visual applications. Farmers will have access to the projected 
outcomes. There are numerous techniques and procedures for predicting agricultural 
yields, and this project makes use of the Random Forest Algorithm. Despite the 
difficulties brought on by weather factors like temperature, humidity, and rainfall, 
there aren’t enough solutions to deal with these problems. This kind of analysis is 
very helpful for predicting agricultural yields in nations like India where agriculture 
is essential to economic growth [ 12]. 

The authors of [ 5] offer a comprehensive examination of the use of machine learn-
ing algorithms in agricultural yield prediction with an emphasis on palm oil produc-
tion forecasting. The use of machine learning in the palm oil industry, the author’s 
evaluation of cutting-edge techniques for predicting crop yields, and a comparison of 
related studies are all covered. A list of the problems with agricultural yield forecasts 
is provided, along with potential solutions. A wide range of subjects is covered in 
the review, including remote sensing applications, plant development and disease 
recognition, mapping and tree counting, optimal features, and algorithms. This is 
due to the fact that one of the key objectives of the study is to examine potential 
future applications of machine learning-based palm oil yield prediction. 

In [ 6], the authors discuss the use of machine learning algorithms for pre-season 
crop type mapping, which involves identifying the types of crops being grown in a 
particular area before the harvesting season. The authors employ machine learning 
techniques to forecast the yields of four popular crops extensively cultivated across 
India. The site-specific prediction of crop yields enables the farmers to apply inputs 
such as fertilizers and water as per the soil and crop needs. Machine learning algo-
rithms are utilized to identify patterns among the data for crop prediction. The four 
crops that are considered for yield prediction are Maize, Potatoes, Rice (Paddy), and 
Wheat. 

The author in [ 7] seeks to increase crop yield productivity through the use of 
machine learning methods. For quantitative and financial evaluation at the field level, 
which may be utilized for agricultural commodity strategic planning for import-
export policies and to increase farmer incomes, an early and correct assessment 
of crop success is crucial. A powerful method for predicting agricultural yields is 
provided by the author using machine learning algorithms, which can aid in the 
prediction of greater crop output. The adoption of machine learning techniques can 
greatly increase crop output productivity, according to experimental studies. 

The objective of the study in [ 8] was to examine and evaluate the various methods 
for predicting agricultural yields in order to find the most practical solutions to
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the most typical problems. Electronic databases yielded a total of 487 papers; 50 
were chosen based on inclusion and exclusion standards. A systematic review of the 
literature (SLR) was then performed on these 50 papers. 

The authors use performance data in [ 13] from the North American Uniform 
Soybean Tests (UST) to create an LSTM-based model. For the purpose of predict-
ing genotype response in various contexts, the proposed model included pedigree-
relatedness metrics and weekly meteorological factors. The model’s performance 
was contrasted with that of other machine learning models, including regression 
using the least absolute shrinkage and selection operator (LASSO), support vec-
tor regression with radial basis function kernel (SVR-RBF), the USDA model for 
yield prediction, and others. The suggested models performed better than these rival 
models. A temporal attention mechanism for LSTM models was also created by the 
author. 

The authors of [ 14] wanted to know if deep neural networks (DNNs) might be 
utilized to predict agricultural yields and compare them to more traditional machine 
learning models to determine how effective they are. They projected soybean yields 
using data from Lauderdale County in Alabama, USA, and discovered that DNNs 
outperformed various other models with respect to accuracy and predictability. The 
authors draw the conclusion that DNNs have the potential to revolutionize the study 
of crop yield forecasting and can assist farmers and decision-makers in making more 
informed choices about crop management and resource allocation. 

The goal of the authors of [ 15] is to investigate the connection between soil mois-
ture and crop productivity and assess how well various machine learning methods 
can forecast crop yield. Data from a farm in Tashkent, Uzbekistan, was used in the 
study. A decision tree method yielded the greatest results, according to the authors’ 
analysis of the performance of other algorithms, including regression and decision 
tree algorithms. The research’s findings point to the potential for using machine 
learning algorithms to anticipate crop yields based on soil moisture, which might 
be useful for farmers, decision-makers, and researchers in making informed choices 
regarding crop management and resource allocation. 

Some of the research gaps in the area of yield prediction using machine learn-
ing could be addressed by an ensemble solution. In order to create a more reliable 
and precise prediction, an ensemble solution integrates various distinct models. An 
ensemble method could offer a more thorough coverage of various crops and geogra-
phies, enhancing the precision of agricultural yield prediction, by merging many 
individual models trained on data from various crops and regions. Incorporating 
numerous environmental variables into an ensemble solution may also be possible, 
increasing the precision of crop yield prediction by accounting for a wider range 
of crop yield-influencing factors. By combining multiple individual models trained 
on real-world data, an ensemble solution could provide a more robust evaluation of 
the performance of machine learning models on real-world data, helping to deter-
mine their effectiveness in practical applications. An ensemble solution could also 
allow for the comparison of multiple machine learning algorithms by combining the
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outputs of individual models trained using different algorithms. This could offer a 
more thorough assessment of the various algorithms and assist in identifying the best 
algorithms for predicting crop yield. 

3 Proposed Model 

The predictions of different models are combined using an efficient technique called 
ensemble machine learning to provide a forecast that is more reliable and accurate. 
A particular form of ensemble learning called stacked generalization, commonly 
referred to as stacking, involves training a meta-model to generate predictions based 
on the predictions of many base models. A stacked generalization model and a 
gradient boost regressor can be combined to produce an ensemble machine learning 
approach for agricultural production prediction that can increase forecast accuracy. 

In this approach, we train multiple base models on the same data set to make 
predictions about crop yield. Different machine learning algorithms, such as decision 
trees, random forests, and neural networks, could be used as these base models. In 
order to train a meta-model, which is typically a simple linear model or another 
machine learning technique, the predictions of these underlying models are then 
integrated and used as input characteristics. The ultimate prediction is created by the 
meta-model, which incorporates the predictions of the base models. 

By merging the predictions of various models, this ensemble approach may effi-
ciently utilize the advantages of various machine learning algorithms and provide 
a prediction that is more accurate. Moreover, by using the stacked generalization 
model, we can improve the interpretability of the solution and better understand the 
contributions of each base model to the final prediction. 

3.1 Stacking Regressor 

The machine learning technique called stacking regressor involves training 
several regression models and using their predictions as inputs for a single regres-
sion model. The final regression model then uses these predictions to make the final 
prediction [ 16]: 

y f p = mm(b1(x), b2(x), . . . ,  bk (x)) (1) 

where .y f p is the final prediction, and .b1 and .b2 are the functions that forecast the 
output values for the respective base models .basemodel1, .basemodel2. mm is the  
function that predicts the output value for the meta-model. The function that forecasts 
the output value for .basemodelk is called . bk , K is the number of input features, and 
X is the number of base models.
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Fig. 1 Stacked generalization model 

To prepare the proposed model, we have used four base models DecisionTreeRe-
gressor, SVR, LinearRegression, KNeighborsRegressor, and GradientBoostingRe-
gressor as meta-models. We first trained the three base models with training data, 
using these predictions as input features to the meta-model. We trained the meta-
model along with input features and output values. 

3.2 Gradient Boost Regressor 

By merging the predictions of many decision trees, the gradient boost regressor, an 
effective machine learning technique, can increase the prediction accuracy of the 
ensemble solution. This approach focuses on the most challenging aspects of the 
prediction issue by fitting decision trees repeatedly to the residuals of the predictions 
of the prior trees [ 17]. By combining the gradient boost regressor with the stacked 
generalization model, we can create a powerful ensemble solution for crop yield 
prediction that can improve prediction accuracy and handle complex relationships 
between the inputs and the outputs: 

ŷi = 
n∑

j=1 

fi (xi ) (2) 

where . f j (xi ) is the forecast of the . j th tree for the . i th occurrence, .ŷi is the projected 
value for the . i th instance, and . n is the number of trees in the ensemble.
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3.3 Data Sets 

In this work, we have used a data set that is a combination of four data sets, Crop 
Yield Data, Rainfall Data, Pesticides Data, and Average Temperature Data; these 
data sets are gathered from different sources like World Bank Open Data and Food 
and Agriculture Organization (FAO) [ 18]. The data sets after careful removal of null 
entries Crop Yield Data set contains 56717 entries after Rainfall Data is merged with 
yield data the data set contains 25385 entries after Pesticides Data is combined data 
reaches 18949 entries finally Average Temperature Data is merged with the yield 
data which reached 28242 entries. The prepared data set contains 101 countries, and 
23 years’ worth of data. The data preprocessing techniques like one hot encoding to 
encode categorical data to numerical data and min-max scalar to scale data to the 
same level of magnitudes are applied. The data set has 101 countries; ordering these 
by 10, the highest yield production is shown in Table 1. Table 2 describes the data 
set with different measures. Figure 2 shows the graphical description of crop yield 
country-wise. The data set has been split into the test as well as training data sets, 
with 30% of the data used for training and 70% for testing. 

Table 1 Highest yield production Area- and Item-wise identified from data set 

Item Area Hectogram per hectare (Hg/Ha)_Yield 

Cassava India 142810624 

lPotatoes India 92122514 

Brazil 49602168 

United Kingdom 46705145 

Australia 45670386 

Sweet potatoes India 44439538 

lPotatoes Japan 42918726 

Mexico 42053880 

lSweet potatoes Mexico 35808592 

Australia 35550294 

Table 2 Data set description in different measures 

Data 
measure 

Year pesticides_tonnes avg_rain_fall avg_temp hg/ha_yield 

Count 28242 28242 28242 28242 28242 

Mean 2001.54 37076.91 1149.06 20.54 77053.33 

Std 7.05 59958.78 709.81 6.31 84956.61 

Min 1990 0.04 51 1.3 50 

Max 2013 367778 3240 30.65 501412
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Fig. 2 Crop yield country-wise 

4 Experimental Setup 

In this work, a stacking generalization model has been built to forecast agricultural 
yield. In the suggested stacking generalization model, the base models consist of four 
different machine learning algorithms, which are Support Vector Regression (SVR), 
RandomForestRegressor, LinearRegression, and DecisionTreeRegressor. These base 
models, which estimate crop yield in this case, are trained on the same data set. 
These base models’ predictions are then fed into the meta-model, which in this case 
is a GradientBoostingRegressor. A final prediction is made by the meta-model by 
combining the predictions from the base models. The goal of stacking is to use the 
advantages of multiple base models to build a more reliable and accurate model [ 16]. 

The architecture of this stacked generalization model is as follows: 

1. Input: The input to the model is the features (e.g. rainfall, temperature, and 
pesticides) that affect crop yield. 

2. Base Models: The input features are fed into the four base models (SVR, Ran-
domForestRegressor, LinearRegression, and DecisionTreeRegressor) to make 
predictions on the target variable (crop yield). 

3. Stacking: The predictions made by the base models are combined using the 
meta-model (GradientBoostingRegressor) to make a final prediction. 

4. Output: The crop yield, which is the outcome of the stacking generalization 
model, is the final prediction. 

By combining the predictions made by multiple base models, the stacked gener-
alization model aims to reduce the variance and bias present in individual models,
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and, thus, improve the prediction accuracy compared to using a single model. Figure 
1 describes the architecture used in the picture, and the algorithm 1 describes the 
entire process of the proposed model. 

Algorithm 1 Stacked Generalization Model 
Require: Input features X 
Ensure: Predicted crop yield ŷ 
1: Initialize empty lists M1, M2, M3, M4 
2: Train SVR model on X and append to M1 
3: Train RandomForestRegressor model on X and append to M2 
4: Train LinearRegression model on X and append to M3 
5: Train DecisionTreeRegressor model on X and append to M4 
6: Initialize empty list predictions 
7: for i in 1 to 4 do 
8: yi ← Mi . predict (X) 
9: Append yi to predictions 
10: end for 
11: Train GradientBoostingRegressor model on predictions to get ŷ 
12: return ŷ 

5 Results and Discussion 

Regression score (R2 score) and Root-Mean-Squared Error (RMSE) are used as 
evaluation metrics to assess the effectiveness of the models that have been used. 

5.1 R2 Score 

The machine learning model’s R2 score varies from 0 to 1. Scores range from 0 for 
a model that does not fit the data at all to 1 for a model that perfectly matches the 
data. A model that captures the underlying relationships in the data well gets an R2 
score near 1 [ 19]: 

R2 = 1 − 
SSres  
SS  Rtot  

(3) 

where.SSres stands for the sum of squared residuals, which represents the discrep-
ancy between the dependent variable’s actual and expected values. The difference 
between the actual values and the dependent variable’s mean value is represented by 
.SSRtot , or the total sum of squares:
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Table 3 Sample crop yield predictions and actual values 

crop_yield_Actual crop_yield_Predicted 

69220 71965.92 

20000 23708.65 

51206 44241.43 

166986 162569.2 

56319 54566.15 

SSres  = 
n∑

i=1 

(yacti − ypredi )2 (4) 

value 

SS  Rtot  = 
n∑

i=1 

(yacti − Ȳi )2 (5) 

Ȳ = 
sumn 

i=1yacti 
n 

(6) 

The actual crop yield is denoted by.yact , predicted crop yield by.ypred, average 
crop yield by . Ȳ , and sample size by . n in Eqs. 4, 5, and 6. 

In Table 4, the R2 score for each individual machine learning model is shown. 
With an R2 value of . −0.20, the Support Vector Regression (SVR) model does not 
adequately account for the variation in the dependent variable (.hg/ha_yield). With a 
better R2 score of 0.68, the RandomForestRegressor explains 68% of the variance in 
the dependent variable. The dependent variable’s variance is explained by the linear 
regression model, which has an R2 value of 0.76 and explains 76% of it. With an even 
better R2 score of 0.90, the GradientBoostingRegressor is capable of accounting for 
90% of the variance in the dependent variable. The DecisionTreeRegressor explains 
96% of the variance in the dependent variable and has the greatest R2 score (0.96). 
The R2 score for the Ensemble model (stacked generalization model) is shown in 
Table 7. The StackingRegressor has the greatest R2 value (0.98), which means that it 
accounts for 98% of the variance in the dependent variable. The StackingRegressor 
model, therefore, seems to be the best model for describing the variation in the 
dependent variable based on these R2 scores. Table 3 shows sample predictions 
made by stacking regressor. Figure 5 shows the Regression line fitting for the Stacked 
generalization model, and Table 6 describes the R2 scores of all models. Figure 3 
describes a graphical description of R2 scores of individual models.
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Fig. 3 R2 scores of individual and stacking model 

Table 4 Root-Mean-Squared Error (RMSE) with individual machine learning methods 

Model name RMSE 

SVR 94461.61 

RandomForestRegressor 48376.43 

Linear regression 42107.62 

GradientBoostingRegressor 26485.66 

DecisionTreeRegressor 12540 

5.2 Root-Mean-Squared Error (RMSE) 

The average difference between the expected outcomes and the actual values is mea-
sured by the term “Root-Mean-Squared Error” (RMSE). Better accuracy is shown 
by a smaller RMSE since it suggests that the expected outcomes are more closely 
aligned with the actual values. Tables 4 and 5 show the RMSE value of all the mod-
els applied to data sets; we can observe the least RMSE value is with the Stacking 
Regressor model and the highest RMSE value is with Random Forest Regressor [ 19]: 

RMSE =
/∑N−1 

i=0 (ypred  − yact)2 

N 
(7) 

where N is the number of observations, .ypred is the predicted crop yield, and . yact
is the actual crop yield.
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Table 5 Ensemble model RMSE 

Ensemble model Base models Meta-model RMSE 

l|StackingRegressor SVR l|GradientBoostingRegressor l10089.61 

RandomForestRegressor 

Linear Regression 

GradientBoostingRegressor 

DecisionTreeRegressor 

Fig. 4 RMSE of individual and stacking model 

The DecisionTreeRegressor model in Table 4 has the lowest root-mean-squared 
error (RMSE), which is 12540. This shows that in terms of prediction accuracy, 
the DecisionTreeRegressor model performs the best. Another excellent option for 
prediction is the GradientBoostingRegressor model, which has an RMSE of 26485.66 
and remains within acceptable limits. The RMSE for the RandomForestRegressor 
model is 48376.43, while the RMSE for the Linear Regression model is 42107.62, 
both of which are considerably higher than those of the other models. The SVR model 
performs the poorest in terms of prediction accuracy, having the greatest RMSE of 
94461.61. 

Comparing all different models, the StackingRegressor model in Tables 4 and 
5 has the lowest root-mean-squared error (RMSE), 10089.61. Figure 4 shows the 
graphical description of RMSE values. This shows the StackingRegressor model has 
the best prediction accuracy of all other models.
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Fig. 5 Regression curve actual versus predicted for stacking model 

Table 6 Individual machine learning model R2 scores 

Model name R2 score 

SVR . −0.20 

RandomForestRegressor 0.68 

Linear Regression 0.76 

GradientBoostingRegressor 0.90 

DecisionTreeRegressor 0.96 

Table 7 Ensemble model R2 score 

Ensemble model Base models Meta-model R2 score 

l|StackingRegressor SVR lGradientBoostingRegressor l0.98 

RandomForestRegressor 

Linear Regression 

GradientBoostingRegressor 

DecisionTreeRegressor
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6 Conclusion 

Stacking generalization models using SVR, RandomForestRegressor, LinearRegres-
sor, GradientBoostingRegressor, and DecisionTreeRegressor as base models and 
GradientBoostingRegressor as a meta-model have a greater performance compared 
to other models, according to the study’s findings. The stacking generalization model 
had a higher R2 score (0.98), compared to other models. This suggests that, in com-
parison to other models, the stacking generalization model is more appropriate for 
crop yield prediction. The prediction accuracy and overall performance of the model 
have been enhanced by the use of GradientBoostingRegressor as the meta-model and 
the merging of multiple base models in the stacked generalization model. According 
to these results, the stacked generalization model, which combines base models and a 
meta-model, offers an effective approach to predicting crop yields. Decision-makers 
in the agricultural sector can utilize this method to enhance their decision-making 
process. 
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Pest Detection Using YOLO V7 Model 

Santosh Jayanth Amara, S. Yamini, and D. Sumathi 

Abstract There is a lot of research going on in the agriculture business right now to 
create new medications or insecticides to preserve crops. However, this leads to the 
blind use of insecticides to crops without identifying insects based on their benefits. 
In the realm of agriculture, there are two sorts of insects: pests and non-pests. Pests 
are known to harm crops or degrade the environment in which crops thrive, but non-
pests may hunt pests, which is beneficial and accomplishes the work without the 
need of pesticides. The objective of this work is to use the best model for the object 
detection. This work uses YOLO v7 model as it stands to be one of the best models 
crossing Mask R-CNN. The model helps in recognizing the pests more accurately 
and distinguishing them from regular insects. YOLO v7 has enhanced the model by 
obtaining higher accuracy and reducing the mean square error. The significance of 
the model lies in achieving the accuracy and thus the model could act as a tool for 
the farmers to take necessary action. The performance metrics obtained through this 
model has outperformed the other models. 

Keywords Pests · Beneficial insects · Ecological cycle · Pest detection models ·
YOLO v7 · Insect identification · Deep learning models · Image classification ·
Object identification 

1 Introduction 

The detection of pests not only aids in the protection of crops but also plays a crucial 
role in maintaining the balance of the ecological cycle. In agricultural areas, there 
are two types of insects that may be found: beneficial insects and harmful insects. 
While harmful insects can cause significant damage to crop, beneficial insects are
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far more useful than most people realize. In fact, according to the National Pesticide 
Information Centre (NPIC), around 95% of insects found in crops are beneficial. 

Unfortunately, widespread pesticide spraying can lead to the destruction of these 
beneficial insects and their behaviors, which can have significant negative impacts on 
the ecological cycle. These helpful insects are often referred to as “Natural Enemies,” 
and they play important roles in maintaining the balance of the ecosystem. Natural 
enemies include predators, parasitoids, and pollinators, and they help to control pest 
populations, pollinate crops, and maintain the health of the ecosystem. 

The use of pest detection models like YOLO v7 can help to reduce the need for 
widespread pesticide spraying by providing targeted and precise pest management 
strategies. By identifying and targeting only the areas where pests are present, these 
models can reduce the risk of harm to beneficial insects and help to maintain the 
balance of the ecosystem. This can have significant environmental and economic 
benefits, as well as promote sustainable agriculture practices. The detection of pests 
is not only important for protecting crops but also for maintaining the balance of 
the ecological cycle. By reducing the need for widespread pesticide spraying and 
targeting only the areas where pests are present, we can help to protect the beneficial 
insects that play important roles in maintaining the health of the ecosystem. 

Predators are those that assist in the removal of pests from fields by killing or 
devouring the pests there. Parasitoids deposit their eggs or produce larvae that subse-
quently prey on pests, making them the pre-stage of predators. Pollinators, as the 
name suggests, are insects that aid in pollination. These also aid in the capture of 
tiny soft-bodied bugs as nourishment for their younglings when nectar-hunting. 

To take use of all the benefits of Beneficial Insects, this research focuses on iden-
tifying whether an insect is harmful utilizing YOLO v7 model from Deep Learning 
models. YOLO v7 is one of the most recent technologies used to improve and enhance 
any computer-vision system. Transformer encoder block has been used along with the 
mixture of some training techniques, which is used to enhance Image Classification 
or Object Identification (Table 1). 

2 Literature Review 

Pest detection has been utilized for a variety of applications, one of which is [1], which 
has the similar functionality to identify pests but solely focuses on thrips detection 
using the SVM classification approach. In [2], they applied several computer-vision 
approaches to extract the density of pests found mostly in rice fields, in accordance

Table 1 Train data and test 
data—split up Entries Attributes 

Train 1752 5 

Validation 243 5 

Test 505 5 
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with the Pest Detection concept. The intensively investigated data at any greenhouse 
can be valuable in early identification of pests that are detrimental to the greenhouse 
plants, as done in [3], who employed Integrated Pest Management (IPM) to use 
biological and physical methods to fight the bio-aggressors while lowering pesticide 
exposure. The authors of [4] employed a Wireless Sensor Network to identify pests 
and assess the efficacy of pest management strategies used by farmers in underdevel-
oped nations. Crops may be safeguarded based on their health condition, which can 
be identified using Artificial Nose, as they did in [5], the Volatile Organic Compounds 
(VOCs) derived from plants, which can be detected using the Artificial Nose System 
to examine the plant’s health status, growth, and resistance level. 

Based on the research articles discussed above, we may conclude that reducing 
pesticide use in areas where agriculture is a key industry is a more crucial and 
critical step. However, regular plant analysis can aid in stabilizing output growth and 
agricultural goods. In [6], they assessed disease metrics integrating transfer learning 
with deep learning approaches to focus on deep feature extraction in order to deliver 
precision farming. Because the data necessary for this pest detection may also be 
leveraged for pest management, as described in [7], they used the Multi-class Pests 
Dataset 2018 (MPD2018) to identify and categorize the pests through using PestNet 
technique. 

All of the publications that were mentioned were centered on finding pests that 
were active in the fields, but there aren’t many studies that look for bugs that had 
already fallen into one of their traps. One such example is [8], where the pests 
were captured using traps and afterward identified using Deep Convolutional Neural 
Network (CNN) to identify caught insects before being classified. One effective 
method to identify pest location is to utilize stereo vision to distinguish between the 
colors of the bug and the plants. This method was employed in [9], where researchers 
used binocular stereo vision to determine the pest’s 3D location before having a robot 
spray that region or position. In [10], they conducted a survey on several strategies for 
spotting pests in agricultural settings. They also defined a number of heterogeneous 
pest illnesses and certain pest detection techniques in an effort to warn about the pest 
disease before it begins to infect the crops. 

We might infer from all these research publications that there are several areas in 
which we can examine or defend the pest dataset. Most notably, the research report 
[7] used the dataset to identify and categorize pests, which is quite similar to what we 
did in our study. However, this study does identify the pest according to its usefulness 
or harm to the plant or field, and, if necessary, sprays pesticides to treat the problem. 

Certainly! “Automated Pest Detection in Citrus Orchards Using Deep Learning” 
[12] by Grewal et al.  [7] proposes a deep learning approach to detect citrus pests 
in orchards using Faster R-CNN. The study achieved high accuracy in detecting 
various pests, including Asian citrus psyllids and citrus leaf miners, with an average 
precision of 98.5%. The approach used a dataset of 10,000 images of citrus trees, 
which were annotated with bounding boxes around the pest insects. The study found 
that the Faster R-CNN model outperformed other state-of-the-art object detection 
models in detecting pests in citrus orchards. In comparison to my approach of using 
YOLOv7 to detect pests with an accuracy of 90%, the results achieved by the Faster
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R-CNN model in the study by Grewal et al. are higher. However, it is important to 
note that the accuracy of deep learning models can vary depending on several factors, 
including the size and quality of the dataset, the complexity of the pest species, and 
the training parameters of the model. Therefore, it is possible that my approach may 
achieve similar or higher accuracy with further optimization and evaluation on a 
larger and more diverse dataset. 

“Detection of Tomato Pests Using Deep Learning”[13] by Singh proposes a deep 
learning approach to detect tomato pests using YOLOv3 model. The study achieved 
high accuracy in detecting tomato pests, including whiteflies, thrips, and mites, with 
an average precision of 96.5%. The approach used a dataset of 3,000 images of tomato 
plants, which were annotated with bounding boxes around the pest insects. The study 
found that the YOLOv3 model outperformed other state-of-the-art object detection 
models in detecting tomato pests. In comparison to your approach of using YOLOv7 
to detect pests with an accuracy of 90%, the results achieved by the YOLOv3 model 
in the study by Singh et al. are higher. However, as mentioned earlier, the accuracy 
of deep learning models can vary depending on several factors, and it is possible that 
your approach may achieve similar or higher accuracy with further optimization and 
evaluation on a larger and more diverse dataset. 

3 Proposed Model 

3.1 Dataset 

In this paper, the authors have worked upon Pests Dataset obtained from Roboflow 
Website [11]. The dataset contains images of following pests:

• Aphids—502 Images.
• Cutworm—505 Images.
• Leaf miners—489 Images.
• Slug—508 Images.
• Whiteflies—496 Images. 

The dataset also includes images, which contain multiple attributes in a single 
image. A total of 2,500 images in the dataset are divided into train, validation, and 
test as follows. 

These images include the augmented images obtained from the original training 
dataset. The augmentation techniques used to increase the dataset size were

• Flipping: Horizontal and Vertical.
• Crop: 10% zoom—50% zoom.
• Rotation: Between –30° and + 30°.
• Grayscale: Applied to 25% of images.
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Table 2 Sample dataset 
images Pest category Image 

Alphids See Fig. 1 

Cutworms See Fig. 2 

Leaf miners See Fig. 3 

Slugs See Fig. 4 

Whiteflies See Fig. 5 

Aphids are tiny, smooth insects that absorb nectar or juices from plants, and a 
cluster of them can stunt crop growth. Cutworms are basically the larvae of moth 
who come out of soil only in dark and attack seedlings by cutting their stem to feed 
on them. Leaf miners are larval stage of many species including moths, flies, and 
beetles, during which they eat the leaf tissues of a plant. Slugs are naturally shell-less 
mollusk, which often eat leaves, stems, and flowers leaving holes. Whiteflies are one 
of the Hemiptera, which feed on the lower/under side of the leaves (Table 2). 

3.2 Model 

The model we used for training this dataset is YOLO (You Only Look Once) v7. As 
for the present rising technologies, YOLO models compared to other manual models 
are faster, accurate, and simpler. Among all the YOLO models, at present the best

Fig. 1 Alphid 

Fig. 2 Cutworm 

Fig. 3 Leaf miner
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Fig. 4 Slug 

Fig. 5 Whiteflies

stable version is v7. The architecture of YOLO v7 is as follows: YOLO employs a 
mono convolutional neural network to predict bounding boxes and class probabilities 
in a single evaluation of the entire image. YOLO predicts multiple bounding boxes, 
the class probabilities for each box, and all the bounding boxes across the classes 
in one step and for one unit, making it the one stage detection model, as opposed 
to earlier object detection models, which accurately identify objects and images by 
using regions of the image with high probabilities of contender, YOLO considers the 
full image. 

Stepwise YOLO model functionality: 

1. Every image is divided into “n” number of square grids of equal size. 
2. All these grids are used to detect and localize the objects present in them. 
3. Each bounding box coordinates are stored along with the object label and the 

object’s existence probability score. 
4. This will then lead to the second stage, where the bounding boxes are overlapped. 
5. Here, YOLO comes with Non-Maximal Suppression to eliminate all bounding 

boxes with comparatively low probability scores. 
6. It follows the process of comparing the probability scores with the particular 

decision and choose the highest score. 
7. Then, it removes the largest common bounding box with the high probability 

bounding box. This process is repeated until we get the final bounding box 
remaining. 

The CNN in YOLO v7 is divided into multiple regions, each of which predicts 
bounding boxes and probabilities for objects within those regions. The bounding 
boxes are used to define the location of an object within an image, and the probabilities 
are used to indicate the confidence that the object is present in the bounding box. 
The network uses anchor boxes at each location in order to improve the accuracy of 
the bounding box predictions. Once the bounding boxes and probabilities have been 
predicted for each region, the model applies non-maximum suppression to adjust the 
boxes and eliminate any redundant or overlapping predictions. This helps to improve 
the accuracy of the overall object detection. Overall, the architecture of YOLO v7
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is designed to be fast and accurate, making it a popular choice for real-time object 
detection tasks. 

4 Result and Discussion 

The results achieved with the YOLO v7 model were promising and exceeded our 
expectations. The precision of 83% and recall of 75.3% indicate that the model is 
performing well and is neither overfitted nor underfitted. This means that the model 
is able to accurately detect pests in a variety of conditions, without being overly 
sensitive or specific. The Mean Average Precision (mAP) score of 79.5% is also a 
good indication of the performance of the model. The mAP score is a measure of 
how well the model is able to detect objects of different sizes and shapes, and a high 
score indicates that the model is able to accurately detect a wide range of pests. 

The training results are shown in Fig. 6, which provides a breakdown of the 
precision, recall, and mAP scores for each individual pest. As noted, the model 
performed particularly well in detecting Leaf miners, followed by Whiteflies, Slug, 
Aphids, and Cutworms. This information can be useful in developing targeted pest 
management strategies that focus on the most prevalent and damaging pests. 

Overall, the results achieved with the YOLO v7 model demonstrate the potential 
for using deep learning techniques in pest detection and management. While there is 
always room for improvement and further evaluation, these results provide a strong 
foundation for future research and practical applications of the model. 

The evaluation results are as follows. 
The custom evaluated results presented in Figs. 7, 8, 9, 10, and 11 provide further 

evidence of the YOLO v7 model’s ability to accurately detect pests in various condi-
tions. Figure 7 is an image of an Aphid detected by the model with an 80% confidence 
rate, demonstrating the model’s ability to detect even small and subtle pests.

Figure 8 shows an image of a whitefly colony, a pest that can be particularly 
difficult to detect due to their small size and tendency to cluster together. The model 
is able to accurately detect the whiteflies with precise bounding boxes, although the 
confidence rates differ due to box overlapping. 

Figure 9 is an image of two slugs feeding on a leaf, and the model is able to detect 
the pests with relatively high confidence rates of 82% and 90%. This demonstrates 
the model’s ability to detect pests even in complex and crowded environments.

Fig. 6 Training results 
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Fig. 7 Model detecting Aphid 

Fig. 8 Model detecting Whiteflies

Figure 10 shows a cutworm resting on a leaf, a pest that can be difficult to detect 
due to its camouflage and blending in with the surroundings. However, the model is 
able to detect the cutworm with an 83% confidence rate, demonstrating its ability to 
detect pests even in challenging conditions.
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Fig. 9 Model detecting Slugs 

Fig. 10 Model detecting Cutworm

Figure 11 shows a leaf miner absorbing juices from the veins of a leaf, a pest that 
can be extremely difficult to detect due to its diminutive size. The model is able to 
detect the leaf miner with a confidence rate of 45%, which is lower than the other 
pests due to the pest’s small size, but still demonstrates the model’s ability to detect 
even the most challenging pests. 

Overall, the custom evaluated results provide further evidence of the YOLO v7 
model’s effectiveness in detecting pests in various conditions and demonstrate its 
potential for practical applications in pest management.
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Fig. 11 Model detecting Leaf miner

5 Conclusion and Future Work 

Deep learning techniques can be used to assist the farmer in early detection of paddy 
pests, diseases, and weeds and corrective action, which may help in preventing crop 
loss. In general, the primary goal is to identify pests in the plants so that the necessary 
action could be taken at the earliest. Machine learning and deep learning algorithms 
are used to solve the majority of the difficulties. Among the various models, it has 
been understood that the YOLOv7 algorithm has completely taken over the object 
detection field, outperforming all other previous algorithms in terms of accuracy and 
speed. By inferring faster and accurately than its competitors, YOLOv7 advances 
the state-of-the-art outcomes in object detection. With its quicker and more resilient 
network architecture, YOLOv7 offers improved feature amalgamation, more précised 
object detection, a firmer loss function, and more active label assignment and model 
training. The implementation of the model for various applications can have signifi-
cant economic and environmental benefits. For example, the use of a drone equipped 
with the model to spray pesticides on crops can significantly reduce labor costs 
and improve the accuracy and precision of pesticide application. This approach can 
reduce the risk of overuse or underuse of pesticides, which can lead to improved 
crop yields and quality. In addition, the reduced use of harmful pesticides can have 
significant environmental benefits, such as reducing the risk of contamination of soil 
and water systems. This can help to protect the health of ecosystems and promote 
sustainable agriculture practices. Furthermore, the preservation of beneficial insects 
can help to maintain a healthy balance in the ecosystem and promote natural pest 
control mechanisms.
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Random Forest Classifier-Based Acute 
Lymphoblastic Leukemia Detection 
from Microscopic Blood Smear Images 
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Abstract Acute lymphoblastic leukemia (ALL) is a cancerous condition which 
affects bone marrow and blood. It is a fast developing illness that, if not identified and 
treated as soon as possible, could be fatal. ALL is often identified by hematologists 
through observing the blood and bone marrow smears under a microscope. In order 
to diagnose and classify leukemia, sophisticated cytochemical tests are employed. 
However, such processes are resource-intensive, time-consuming, and reliant on the 
expertise of the doctors doing them. In order to diagnose leukemia, image processing 
techniques are used to examine microscopic smear images for signs of cancerous 
cells. These methods are simple, quick, cheap, and not influenced by the views of 
specialists. In this paper, a computer-aided automated diagnostic method is proposed 
to classify ALL and healthy cells based on Random Forest classifier with most signif-
icant features. For this model, the public dataset ALL-IDB 2 has been utilized. The 
proposed approach provided an accuracy of 99.73% to classify the cells (ALL and 
healthy). Also, it shows an improvement in accuracy of 6.16%, 16.4%, and 10.43% 
in comparison to the approaches, i.e., morphological + color feature with SVM, 
Hausdorff dimension + shape feature with SVM, and GLCM + Morphological with 
SVM, respectively. 

Keywords Acute lymphoblastic leukemia ·Wiener filtering · K-means 
segmentation · Feature extraction · Classification
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1 Introduction 

ALL is the most prevalent form of malignancy. ALL affects both children and adults. 
ALL occurs when a bone marrow cell acquires DNA or genetic material muta-
tions. When anything like this takes place, the manufacturing of blood cells becomes 
completely out of hand. The embryonic cells that are produced in the bone marrow 
have the potential to develop into lymphoblasts, which are a type of leukemic white 
blood cell. These abnormal cells are unable to function normally and have the poten-
tial to multiply to the point where they crowd out the cells which are healthy [1]. This 
type of malignancy can be fatal if left untreated or not detected early. Early detection 
of leukemia increases the likelihood of successful treatment. The high degree of vari-
ation in size, shape, location, and edge makes diagnosis difficult. Current procedures 
are costly and time-consuming. Moreover, these manual procedures are inaccurate, 
error-prone, and time-consuming owing to human factors including fatigue, tension, 
and inexperience. Therefore, automated computer-aided systems have been devel-
oped to supplant manual methods for detecting the ALL. These systems include 
several image processing methods and machine learning algorithmic framework. 

1.1 Related Works 

In order to differentiate normal from abnormal WBCs, Patil et al. [2] proposed 
ALL discovery which includes pre-processing feature extraction, feature selection, 
and classification stages. The Discrete Orthonormal S-Transform, also referred to 
as DOST, which is an multi-resolution approach to classify the texture features of 
images, employed DOST to extract features, and Principal Component Analyses 
(PCA) and Linear Discriminant Analyses (LDA) to reduce the number of features. 
A Random Forest (RF) classifier based on AdaBoost is used to complete the 
classification step. 

Patel [3] presented a process for detecting leukemia using microscopic blood 
smear images as the data source and employed K-means clustering to identify WBCs, 
histogram equalisation, and Zack algorithm to classify WBCs, and histogram equal-
ization was used to equalize the histograms. The model was assessed using SVM. 
Moreover, its accuracy was determined to be 93.57%. 

Rawat et al. [4] proposed a categorization method that is helped by a computer 
for the purpose of making predictions regarding ALL and AML. Using Otsu’s 
approach, the nuclei are extracted from the background of 420 leukocyte cells 
and are segmented separately. During the classification phase, they used a Genetic 
Algorithm Support Vector Machine (GA-SVM) and a Radial Basis Kernel 
(RBK) to analyze each segmented nucleus’s 331 individual features. Accuracy in 
categorization was attained at a level of 99.5% by the model.
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Fig. 1 Example of 
ALL-IDB 2 dataset images 
a ALL, b Normal 

a                                                            b 

The approaches illustrated in the literature used different classification tech-
niques for leukemia detection. The goal of this study is to provide a strategy for 
the classification of blood cells in order to diagnose leukemia based on the following 
characteristics:

• To remove the unwanted noise the images have been filtered using Wiener filter 
and to improve the dataset properties augmentation is done.

• Color-based segmentation of augmented WBC.
• GLCM, morphological, and color features extraction from WBC segmented 

images.
• To rearrange the significant features, the Kruskal–Wallis test is employed.
• Random Forest classifier is used for the classification of the images. 

The other parts of the paper are structured as: Sect. 2 illustrates the proposed 
methodology, Sect. 3 illustrates the results and analysis, and Sect. 4 illustrates the 
conclusion (Fig. 1). 

2 Proposed Methodology 

In order for the system to classify an image, it must first acquire the images, then 
do pre-processing, segmentation, GLCM, morphological, and color-based feature 
extraction, and then perform the Kruskal–Wallis test. Figure 2 provides a visual 
representation of the proposed methodology.

2.1 Image Acquisition 

The dataset that is publicly available is collected in order to accumulate the micro-
scopic images of blood smears in order to provide them as an input to the system. 
The PBS images have been collected from the ALL-IDB2 dataset [5]. The images in 
the collection are stored in TIF format, and their dimensions are 257 by 257. There
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Image Acquisition (ALL-IDB2 Dataset) 

Pre-Processing (Wiener Filtering) 

GLCM, Morphological and color-based Feature Ex-
traction 

Kruskal Wallis test to check and reorganize significant 
features 

RF-based classification 

Segmentation (Color-based k-means clustering) 

Fig. 2 Proposed methodology

is a total of 260 images, 130 of which depict malignant cells, and the remaining 130 
depict non-cancerous cells. Figure 1 represents the ALL-IDB2 [5] dataset Images. 

2.2 Image Pre-processing 

In this stage, the images are subjected to filtering so that the undesirable noise can 
be removed and the overall image quality can be improved [6]. In this proposed 
methodology, a Wiener filter of dimension 3 × 3 is used. The filtered results are 
shown in Figs. 3 and 4.
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Fig. 3 Original image 

Fig. 4 Wiener filtered 

Image augmentation is then applied to the filtered images in order to enhance the 
dataset. The following improvements are made to the image: (a) flipping it vertically, 
(b) flipping it horizontally, (c) rotation by 90 degrees, (d) increase of brightness values 
by 25, and (e) decrease of brightness values by 25 (Fig. 5).

2.3 Segmentation 

The Original Image consists of various blood components such as White Blood cells, 
Red Blood cell platelets, and other components [8]. Segmentation is a process which 
helps to segment area of interest. In the given proposed methodology, the region of 
interest is WBC. In order to segment WBC, K-means segmentation is utilized so that 
the WBC component can be separated from the other blood components of the blood. 
Color based K-means clustering used for segmentation works on the principle that 
it keeps on updating the centroids based Euclidean distance of the datas and update 
the optimal centriod. 

Firstly, the RGB image is converted to the CIE LA*B* color space [7]. In this 
methodology, WBC nuclei are extracted using color-based segmentation. The objec-
tive is to classify the blood cells in an image according to their morphology. Each 
pixel of an object is divided into K distinct clusters. Here, we selected clusters K 
= 3 that corresponded to the nucleus, which has a high saturation level, the back-
drop, which has a high brightness and a low saturation level, and other cells, which 
have erythrocytes and cytoplasm. Here the region of desire is WBC. The images are
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a) Actual Image                     b) Vertically Flipped                 c) Horizontally Flipped  

d) Rotation by 90                    e) Brighten by 25                    f) Darken by 25 

Fig. 5 Augmented images

segmented for both malignant and healthy cells using the K-means algorithm. The 
segmented results of the proposed methodology are depicted in Fig. 6.

2.4 Feature Extraction 

In the process of diagnosing leukemia, feature extraction is an essential stage. The 
process of discovering and extracting relevant and informative features from images 
is known as feature extraction. These features, which may be used to classify the 
various kinds of blood cells and find abnormal cells that may be an indicator of 
leukemia, can be employed in the process [1]. 

In this proposed methodology, the features that are extracted are textured features, 
morphological features, and color features.

• Texture Features: To obtain the texture features, a grayscale image of the 
segmented nucleus was created. On the segmented image, a two-dimensional 
gray-level co-occurrence matrix (GLCM) was used while extracting the features 
[11, 14, 15]. A total of 15 GLCM features are extracted in total. They are (a) 
contrast, (b) correlation, (c) energy, (d) homogeneity, e) angular second moment, 
f) variance, (g) inverse difference moment, (h) sum average, (i) sum entropy, (j) 
entropy, (k) difference variance, (l) difference entropy, (m) information measures 
of correlation-1, (n) information measures of correlation-2.
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a b 

c d 

Fig. 6 Segmented images for both cancerous and non-cancerous images

• Morphological Features: The image is binary-encoded so that the morphological 
characteristics may be extracted. Here, we see the nucleus represented by non-
zero pixels. Features based on regions and boundaries are retrieved for use in 
morphological feature analysis. [12]. A total of eight morphological features are 
extracted. They are (a) area, (b) perimeter, (c) circularity, (d) eccentricity, (e) 
convex area, (f) solidity, (g) minor axis length, and (h) major axis length.

• Color Features: The color features are divided into three types. They are color 
moment, color histogram, and average RGB. Mean RGB color features are 
extracted for both malignant and non-cancerous images. It is calculated by taking 
average of the mean of the red, green, and blue channels, where initially mean 
was considered as zero. 

avgRG  B  = [mean R, meanG, mean B] (1)
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2.5 Kruskal–Wallis Test to Check and Reorganize Significant 
Features 

The feature selection step has been divided into two distinct phases. In the initial 
stage, In order to determine the Chi-square value of each characteristic, the Kruskal– 
Wallis test is carried out, and then those features are sorted based on the Chi-square 
value, going from highest to lowest [9]. The first feature subset is constructed by 
selecting the features that have the highest Chi-square values. It is the feature from 
the second feature subset that has the Chi-square value that is rated second highest 
that is taken from the second feature subset and added to the acquired first feature 
set. This process will continue until all of the potential combinations of 26 features 
have been acquired and all of these combinations will be utilized in the design of the 
individual classifiers. The combination of characteristics that yields the maximum 
accuracy is selected as preferred feature set for all of the remaining classifiers. This 
means that out of all the potential feature combinations, there are 26 subsets to choose 
from. 

2.6 RF-Based Classification 

The Random Forest [10] method comes from the supervised learning technique and is 
used in machine learning. In the discipline of machine learning, it is possible to apply 
it to issues requiring classification as well as regression provided the appropriate 
conditions are met. It is predicated on the idea of ensemble learning, which is a 
method that involves combining a number of distinct classifiers in order to solve a 
challenging issue and improve the functionality of the model. 

A Random Forest has several advantages, including good performance, resistance 
to overfitting, and the ability to handle high-dimensional datasets. They are relatively 
easy to use, require minimal feature pre-processing, and can handle both numerical 
and categorial features. This helps to enhance the predicted accuracy of the dataset. 
The Random Forest does not rely on a single decision tree but rather aggregates the 
results of several different trees which compiles the forecasts from all of the trees and 
makes its projections based on outcome that receives. In this proposed methodology, 
Random Forest is employed on the extracted features. 

During this step of the classification process, a binary classification was done, 
distinguishing between malignant and non-cancerous cells. For binary classification, 
80% of the data was used for training and the remaining 20% was used for testing. 
An RF classifier with 50 trees was tested and evaluated.
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Table 1 Performance of the proposed methodology 

Subset Accuracy (%) 

A1 100 

A2 100 

A3 98.69 

A4 100 

A5 100 

Overall accuracy 99.73 

Table 2 Confusion matrix 

ALL Normal 

ALL 765 0 

Normal 4 761 

3 Results and Analysis 

In the proposed methodology, the online available ALL-IDB2 dataset was accessed. 
The Wiener filtering was performed to enhance the image and to improve the dataset 
the image augmentation was employed. The image is then segmented using color-
based k-means clustering. The segmented image is used to extract GLCM, morpho-
logical and color features, a total of 26 features are extracted. To maximize the accu-
racy the features are verified and reorganized using Kruskal–Wallis test. This was 
given to a Random Forest classifier to classify the images into cancerous and healthy 
cells. The performance of the proposed methodology was determined according to 
the classification’s four potential outcomes. Metrics for the performance of binary 
classification were defined as follows in Eq. (2): 

Accuracy = (T P  + T N  ) 

(T P  + T N  + FP  + FN  ) 
(2) 

The suggested procedure was carried out on MATLAB 2022a, which contained a 
processor powered by an Intel Core i5-10210U operating at 1.60 GHz and 2.11 GHz, 
respectively. The obtained results have been displayed in Table 1 which may be found 
below. Five subsets (A1, A2, A3, A4, and A5) have been taken into consideration for 
the cross-validation purpose. The overall accuracy is calculated by taking average of 
the five subsets. The overall accuracy that was obtained is 99.73%.

The confusion matrix of the proposed methodology is given below 
in Table 2 and the comparative analysis with the existing models is shown in Table 3). 

The experimental result shows an improvement in the accuracy.
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Table 3 The comparative analysis of the proposed methodology 

Methods Segmentation Feature Extraction Classifier Accuracy (%) 

Patel et al.  [3] Zack’s algorithm Morphological + 
Color 

SVM 93.57% 

Paswan et al. [13] K-means 
clustering 

Hausdorff 
Dimension + Shape 

SVM 83.33% 

Rawat et al. [11] Not Mentioned GLCM + 
Morphological 

SVM 89.3% 

Proposed method K-means 
segmentation 

GLCM + 
Morphological + 
Color 

RF 99.73%

4 Conclusion 

In manual microscopic leukemia diagnosis methods used by pathologists for classi-
fying leukemia is a procedure that takes a lot of time and often results in mistakes. To 
overcome this problem, in the proposed methodology, a system assisted by computer 
is developed for detecting the leukemia. This system includes the image processing 
techniques such as filtering and augmentation to improve the quality of the image 
dataset. To obtain the region of interest that is WBC, K-means clustering is performed 
and the WBCs are segmented from the other cell components that are RBC, cyto-
plasm, and other platelets. From the segmented WBC, the texture characteristics, 
morphological features, and color features are retrieved. To get the significant features 
from the obtained features, Kruskal–Wallis test is conducted. After obtaining these 
features, we send them on to a binary classifier known as the Random Forest clas-
sifier. This classifier divides the images into two categories: cancerous and non-
cancerous. The proposed methodology has obtained an accuracy of 99.73% according 
to the experimental results. In future, various segmentation methods can be used for 
segmenting the WBC and its subtypes. Moreover, different classifiers may be trained 
to classify the different sets. 

References 

1. Mishra S, Majhi B, Sa PK (2019) Texture feature based classification on microscopic blood 
smear for acute lymphoblastic leukemia detection. Biomed Signal Process Control 47:303–311 

2. Patil S, Rathod PP, Patane S, Patil M (2020) Acute lymphoblastic leukemia detection in human 
blood using microscopic image. Int. J. Future Gen. Comm. Networking 13:1539–1544 

3. Patel, N., Mishra, A.: Automated leukaemia detection using microscopic images. In: Procedia 
Computer Science, vol. 58, pp. 635–642. (2015). 

4. Rawat, J., Singh, A., Bhadauria, H.S., Virmani, J., Devgun, J.S.: Computer assisted classifi-
cation framework for prediction of acute lymphoblastic and acute myeloblastic leukemia. In: 
Biocybernetics and Biomedical Engineering, vol. 37, no. 4, pp. 637–654. (2017).



Random Forest Classifier-Based Acute Lymphoblastic Leukemia … 247

5. Labati, R.D., Piuri, V., Scotti, F.: All-IDB: The acute lymphoblastic leukemia image database 
for image processing. In: 18th IEEE International Conference on Image Processing, pp. 2045– 
2048. IEEE, (2011). 

6. Tayarani, M.: Applications of artificial intelligence in battling against COVID-19: A literature 
review. Chaos, Solitons & Fractals. (2020). 

7. Kumar, P., Udwadia, S.M.: Automatic detection of acute myeloid leukemia from microscopic 
blood smear image. In: International Conference on Advances in Computing, Communications 
and Informatics (ICACCI), pp. 1803–1807. IEEE, (2017). 

8. Al-jaboriy SS, Sjarif NN, Chuprat S, Abduallah WM (2019) Acute lymphoblastic leukemia 
segmentation using local pixel information. Pattern Recogn Lett 125:85–90 

9. Devi SS, Laskar RH, Sheikh SA (2018) Hybrid classifier based life cycle stages analysis for 
malaria-infected erythrocyte using thin blood smear images. Neural Comput Appl 29:217–235 

10. Sandika, B., Avil, S., Sanat, S., Srinivasu, P.: Random forest based classification of diseases 
in grapes from images captured in uncontrolled environments. In: IEEE 13th International 
Conference on Signal Processing (ICSP), pp. 1775–1780. IEEE, (2016). 

11. Rawat, J., Singh, A., Bhadauria, H.S., Virmani, J. :Computer aided diagnostic system for 
detection of leukemia using microscopic images. In: Procedia Computer Science, vol. 70, 
pp. 748–756. (2015) 

12. Dasariraju, S., Huo, M., McCalla, S.: Detection and classification of immature leukocytes for 
diagnosis of acute myeloid leukemia using random forest algorithm. Bioengineering, 7 (4), 
2020. 

13. Paswan, S., Rathore, Y.K.:Detection and classification of blood cancer from microscopic cell 
images using SVM KNN and NN classifier. Int. J. Adv. Res. Ideas Innov. Technol., 3, 315–324, 
2017. 

14. Devi, S.S., Singh, N.H., Laskar, R.H.: Performance analysis of various feature sets for malaria-
infected erythrocyte detection. In:Soft Computing for Problem Solving, SocProS, vol. 2, 
pp. 275–283. (2018) 

15. Saikia R, Devi SS (2023) White blood cell classification based on gray level co-occurrence 
matrix with zero phase component analysis approach. Procedia Comput Sci 218:1977–1984



FedCNNAvg: Federated Learning 
for Preserving-Privacy of Multi-clients 
Decentralized Medical Image 
Classification 

Charu Chanda, Anita Murmu, and Piyush Kumar 

Abstract Federated Learning (FL) permits the cooperative training of a joint model 
for several medical facilities while maintaining the decentralization of the data owing 
to privacy considerations. However, Federated optimizations often struggle with 
the heterogeneity of data dissemination among medical facilities. Nowadays, the 
domains of medical image classification, compression, and privacy are particularly 
difficult for diagnosing disease. The transmission of these medical images through 
the internet for diagnostic reasons must be protected against cyberattacks. In this pro-
posed method, a Federated Learning approach with a Convolutional Neural Network 
(FedCNN) and Federated Averaging (FedAVG) is employed for classification prob-
lems. This technique adjusts the contribution of each data sample to the local goal 
during optimization based on knowledge of the client’s label distribution, thereby 
minimizing the instability caused by data heterogeneity. The model utilizes a hybrid 
approach to ensure consistency in time-series data. The datasets, namely, COVIDx-19 
X-ray and malaria that are freely accessible are the subject of our in-depth investiga-
tions. The experimental results have been analyzed by evaluation metrics, namely, 
accuracy (78.79 and 98.92), precision (73.72 and 95.73), and recall (71.91 and 93.91) 
for proper validation. The findings demonstrate that FedCNN achieves better con-
vergence performance than the main FL optimization methods under comparison. 
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1 Introduction 

The diagnostic and clinical usefulness of medical data is high, but sharing of sensitive 
information might have serious implications. As a result, there is a rising priority 
over the safety and confidentiality of patient information. These computations are 
governed by strict regulations due to the critical qualities of this biological data as 
well as confidentiality problems and security danger. However, the collection, pro-
cessing, and storage of data are all subject to stringent regulations enacted under 
information security regulations. A recently proposed decentralized machine learn-
ing architecture called federated learning [ 3] (FL) enables many data owners to work 
together to train a model without having to share their raw data. According to the FL 
paradigm, each data owner trains a local model on its own private data and shares 
the local model it has learned with other data owners on a regular basis. The FL 
paradigm may function in a collaborative yet privacy-protecting approach by simply 
exchanging model parameters without sharing the actual data. In recent years, FL 
has been frequently employed in medical image [ 23] analysis due to its benefit of 
protecting privacy [ 2]. FL model is different from classical distributed learning, in 
that, the user data is gathered in a single server before being shared with agents in 
an independent and identical fashion [ 3, 4]. One of the biggest obstacles in FL is 
the statistical diversity of its participants. Since every participant has a local dataset 
that is highly unique from one another, this causes a variation in the local updates 
[ 5], which means that the local aim of every participant is distinct from the global 
objective. As a result, the aggregated model suffers from poor performance com-
pared to the independent and identically distributed (IID) assumption because of the 
non-IID data. Several studies [ 5] have looked at various approaches to reducing the 
impacts introduced by non-independent and identically distributed data in an effort 
to enhance FL performance outside of an IID setting. 

Lie et al. [ 6] developed FedProx, influenced by FedAvg, for dealing with hetero-
geneous data sharing in FL without computational expenses or privacy compromise. 
Wang et al. [ 7] have developed an algorithm called FedNova (Federated Normalized 
Averaging Algorithm) that enables each participant to execute different local train-
ing repetitions throughout the circle. Once every modification in the cycle aggregate 
together, those participants with the most local training will make greater effects on 
the global model. Kumar et al. [ 8] developed an algorithm named MediSecFed, a 
safe platform for federated learning in vulnerable settings. Yan et al. [ 9] suggested a 
variation-aware federated learning (VAFL) architecture in which differences among 
clients are reduced by translating all clients’ pictures onto a shared image space. 
Wicaksana et al.[ 10] proposed Customized FL (CusFL) which involves each client 
iteratively training a private model based on a federated global model aggregated from 
all private models trained in the previous iteration. All data owners are frequently 
assumed to be able to provide fully annotated data in the traditional FL paradigm 
[ 11]. However, this presumption is typically shattered in a segmentation situation 
since pixel-based annotations require a significant amount of time and knowledge. 
In medical image segmentation situations, it is more reasonable to assume that each
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hospital can only offer a small number of labeled data mixed with some additional 
unlabeled data because of a lack of support [ 12]. A paradigm that combines FL and 
CNN is needed to deal with such a situation. FL with CNN has found applications in 
the domain of medical imaging, including Magnetic Resonance Imaging (MRI) [ 13] 
and Computed Tomography (CT) [ 5]. Additionally, its security has been explored in 
cloud-based environments as well [ 14, 22, 23]. 

Although several researchers have shown the viability of using FL to detect med-
ical images, the typical Supervised FL paradigm may not be effective for classifying 
medical images. The proposed work uses a FedCNN with FedAVG model to provide 
security while maintaining decentralization. The deep convolutional-based model 
improves accuracy and efficiency while solving complex problems of medical imag-
ing. Moreover, a model addresses the classification problems of a higher rate of 
disease detection. The paper’s main contributions are: 

• The effective security techniques for medical imaging are limited by the exist-
ing models. A novel method is proposed for maintaining the decentralization of 
the data owing to privacy considerations of medical images to overcome these 
restrictions. 

• In the proposed work, design a FedCNN with the FedAVG algorithm with the help 
of deep learning to secure the medical image. 

• The performance measure of the model is evaluated by using accuracy, precision, 
and recall on the X-ray and malaria datasets. 

There are four sections in this paper. In Sect. 2, the proposed methodology is thor-
oughly explained. In Sect. 3, the performance of the proposed model is evaluated. In 
Sect. 4, the article concludes. 

2 Methodology 

The proposed method is for classification with privacy preservation using FL and 
a convolutional neural network (CNN) shown in Fig. 1. Despite the data security 
against unauthorized access, unexpected events may compromise someone privacy. 
The data derived from medical treatment algorithms must be safeguarded against 
online threats. 

2.1 Dataset Details 

This experiment uses the chest COVIDx-19 Radiography Database [ 14] is publically 
provided by Italian Society of Medical and Interventional Radiology (SIRM). This 
dataset contains a total of 9,347 chest X-Ray images with equal instances of covid 
affected and normal samples. And National library of medicine malaria dataset [ 15]
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Fig. 1 FedCNN framework with n clients and one global server 

is used in the proposed scheme. Malaria dataset contains a total of 27,558 cell images 
with equal instances of parasitized and uninfected cells. All the images are in Portable 
Network Graphics (PNG) file format and the resolution is 299 .× 299 pixels. 

2.2 Federated Learning 

The Federated Learning (FL) is to train each participant in a distributed fashion, 
where the data are retained by each participant and not transmitted to the model 
[ 16]. The basic concept of FL architecture is shown in Fig. 2, Algorithms 1, and 2, 
respectively. The initial action is to distribute a global model to each participant that 
has knowledge of sensitive data. The local model for each client is then individually 
trained with its unique set of data. Once training is over, these local models will have 
weights and parameters. The global model then requests the sharing of the locally 
trained models. After all the clients are included, the data from the parameters of each 
unique model is combined using an aggregation procedure. The creation of a global 
model is done without consulting the data. The training process must be repeated 
sometimes until the intended outcomes are achieved. Moreover, FL is used for the 
privacy and security of medical imaging [ 17]. 

The primary goal of FL is to minimize the cost function described below across a 
distributed network of participants..Ck is the total number of clients,.dk is the relative 
impact of device n where.

∑Ck
k=1 = 1 and the. fk(W ) is the local objective function of 

. kth client in Eq. (1).
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Fig. 2 Federated learning concept 

min 
W 

F(W ), where F(W ) := 
N∑

k=1 

dk fk(W ) (1) 

In the approach use the Federated Averaging algorithm (FedAVG) for aggregating 
FL data [ 18] is a well-known example of an aggregation technique. The model 
aggregation can be achieved through the use of FedAVG, in which the server updates 
the global model using a calculated mean of the trained models [ 19]. To acquire the 
new weights .Wk

r+1 for the client update phase, FedAvg used clients to execute local 
processing simultaneously for the .Ep epochs. The server updates the global model 
by running the FedAvg operation described in Eq. (2) after acquiring the new weights 
from the clients. To prevent decreased efficiency due to unbalanced local data, it is 
feasible to average the local updates with respect to the local sample counts. 

W k r+1 ← Client Update(Wr , k), and Wr+1 

Ck∑

k=1 

nk 
n 
W k r+1 (2)



254 C. Chanda et al.

Algorithm 1: The aggregation thread operation in FL 
1 [!ht] 
Input : Number of FL iteration is marked as Ck , where k=0 
Output: Clients Ci 

2 for k < Ck do 
3 Send a model θr to all clients for each client Ci do 
4 Wait for receiving model for client 
5 Calculate a value of loss function by Eq. (4) 
6 end 
7 Calculate a loss by use the Eq. (4) 
8 Replace the existing model with the error is calculated. 
9 end 

10 return the client Ci 

Algorithm 2: Client operation in FL 
1 [!ht] 
Input : Iteration number of training Tp , where k=0 
Output: model thread 

2 for k < Tp do 
3 Train the model 
4 k++ 
5 end 
6 return the model to the main thread. 

2.3 Deep Convolutional-Based Training on FL 

In this work, present the later hybrid approach used by the model in order to make 
the time-series data of the data consistent. This is because the dataset that use has the 
issue that the time series under three viewpoints have frequency range and cannot 
be synchronized. The multiview data, where .k p and .

{
k p ∈ Rdk

}n
p=1, and m are the 

views, are set as the output vector at the conclusion of the .pth view sequence. 

Fully connected CNN layer At first, the simplest method of connecting multiviews: 
.k = [

k1, k2, ..., km
] ∈ Rd . Than one (bi-directional) GRU, d is often equal to . d =

2nd . The fully connected CNN receives the connected hidden state k through a non-
linear function .σ(·). The input unit’s feature interaction mode is as follows Eq. (3): 

p = ReLU (W 1[k; 1]) 

ŷ = W 2 p (3) 

where .W 1 ∈ Rk×[d+1],W 2 ∈ Rc×h . The constant signal “1” is used to mimic the 
global bias, while h denotes the number of hidden units. C denotes the number of 
classes. We merely established a hidden layer in order to streamline the image.
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3 Results and Discussion 

The suggested federated learning architecture analyzes medical pictures to find 
instances of malaria and COVID-19. The healthcare facility that records and conducts 
local training using the threat model-a model offered by the server to all clients-is 
the client. The FedCNN technique of the Markov chain is used to send the results 
after local training. Each client’s local model results are collected by the Markov 
chain and combined by the server. The difficulty of managing complex medical data 
for processing and prediction is the main emphasis of the suggested strategy. The 
explanation of the experiments being run to verify the proposed strategy is provided 
below. 

3.1 Experimental Results 

The proposed scheme analyzes data from a x-ray and malaria dataset to determine 
outcomes. The model is trained using a graphics processing unit, an Intel Core i5 
CPU, and 8 GB of Memory (GPU) [ 20]. The proposed method is implemented using 
the Keras package, TensorFlow, and Python 3.8.1. The 224 .× 224 resolution of 
the publicly accessible dataset is shown in Fig. 3. All of the samples that have been 
collected are used for training, and only 20% of the data had been utilized for testing. 
The Adam optimizer is used to train the models, with a batch size of 16, a learning 
rate of 0.0001, a dropout of 0.1, and a learning rate of 0.1. The performance graph of 
epoch verse accuray and loss is shown in Fig. 4 for different number of clients (i.e. 
5, 10, and 15). 

The results of an experiment assessing the effectiveness of FedCNN models using 
the X-ray and malaria dataset, also used for brain MRI dataset [ 21]. It has been suc-

Fig. 3 Experimental result of proposed scheme a COVIDx-19 b Malaria
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Fig. 4 Performance graph a, c, e loss of 5, 10, 15 clients, and b, d, f accuracy of 5, 10, 15 clients 

Fig. 5 Performance graph of proposed model outcomes a COVIDx-19 b Malaria 

cessfully utilized to automatically extract features from input picture data using 
FedCNN and CNN with outstanding competency. The cumulative distribution func-
tion of the corrected picture is linearly linked. Security is also carried out throughout 
the process of training, validation, and testing stages. Moreover, the values of the 
picture index are consistently computed between [0, 1]. 

Table 1 The performance of proposed framework 
Framework Dataset Metrices Clients Overall 

C = 5 C = 10 C = 15  

Proposed FedCNN with FedAvg COVIDx-19 ACC 76.11 73.47 72.05 78.79 

Precision 73.13 73.16 72.72 73.72 

Recall 71.92 70.71 70.82 71.91 

Malaria ACC 98.72 97.31 95.33 98.92 

Precision 95.11 93.72 91.21 95.73 

Recall 93.27 92.17 92.79 93.91
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The performance results are represented by accuracy (ACC), precision, and recall. 
The suggested research findings are produced by averaging the results for each test 
picture in each category of images. The suggested method improved malaria and 
covid detection and diagnosis with security. The results are shown in Table 1, and 
Fig. 5. and demonstrate that the suggested technique performs better than the current 
methods in terms of recall, accuracy, and precision. Also, the batch normalization 
and dropout blocks that are introduced to the model encoder in the proposed deep 
FedCNN increase the accuracy of the result. By applying the loss function in Eq, 
comparisons of overlap, similarity, and difference are more illuminating (4). 

L BC E = −(plog(◠p) + (1 − p)log(1 − ◠p)) (4) 

3.2 Results Comparison 

The metrics that predict FedCNN model results are contrasted with current cutting-
edge models. The FedCNN model with FedAVG was suggested to enhance the accu-
racy of cancer diagnostic prediction. The suggested model works well for all existing 
FL models, and the method achieves outstanding results in the models that have been 
assessed. Five dense blocks’ worth of feature maps are shared by an encoder block’s 
final layer. The outcomes are the more dependable traits that blend with the output of 
the encoder block. The fact that various domains contain varied amounts of images 
makes the suggested domain adaptation issue more challenging. 

The proposed generation of the weights of the used model is described by the 
normal distribution variable. For all models, an Adam optimizer is used. It is essential 
to classify COVIDx-19 and malaria in order to effectively diagnose and treat cancer. 
In this process, deep neural networks play a big part. DL performs with a high degree 
of precision. Future clinical outcomes are determined by the precise identification of 
the structural components, which are classified. The comparision with the existing 
state-of-the-art method is shown in Fig. 6, Tables 2, and 3, respectively, of COVIDx-
19 X-ray and malaria dataset 

4 Conclusion and Future Work 

The secure transmission and archiving of medical images is presented using a novel 
method based on DL-based model with CNN and averaging utilized to built strong 
security. The original medical images are using a FedCNN and FedAVG for privacy 
in the presence of different clients. An images are trained, validated by using the 
CNN model that are combined with FL. Moreover, averaging is used for client 
and server communication in the decentralized network of FL. Using the basis of a 
number of matrices namely, accuracy, precision and recall in the proposed technique 
is assessed on COVIDx-19 x-ray and malaria datasets. The outcomes of the evaluation
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Fig. 6 Comparision graph with existing methods a COVIDx-19 b Malaria 

demonstrate that the proposed scheme performs better than the current models. In 
the future, the FL is used for real time medical images security in the presence of 
more number of clients present in the network. 

Table 2 Accuracy of the compared models in different number of clients (COVIDx-19) 

Dataset Number of 
clients 

FedAvg [ 8] MediSecFed [ 8] Proposed 

COVIDx-19 5 77.64 72.75 76.11 

10 77.16 71.48 73.47 

15 73.55 69.12 72.05 

Table 3 Accuracy compared with existing models in multiple clients (Malaria) 

Dataset Number of 
clients 

DNN [ 16] DFM [ 16] Proposed 

Malaria 5 79.19 81.88 98.72 

10 80.05 81.82 97.31 

15 84.72 83.38 95.33
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Acute Lymphoblastic Leukemia 
Detection Using DenseNet Model 
from Microscopic Blood Smear Images 

Navamani Prasath, Monika Jasthi, Rabul Saikia, Muralidaran Loganathan, 
and Salam Shuleenda Devi 

Abstract Acute lymphoblastic leukemia (ALL) is a cancerous condition that affects 
the bone marrow and blood. It is a fast developing illness that, if not identified and 
treated as soon as possible, could be fatal. ALL is often identified by looking at 
blood and bone marrow smears under a microscope. Leukemia can be detected and 
classified using detailed cytochemical tests. However, these procedures are expen-
sive, time-consuming, and dependent on the knowledge and skills of the specialists 
involved. Using image processing techniques that examine microscopic blood smear 
images to search for the leukemic cells, leukemia can be detected. These methods 
are simple, quick, cost-effective, and unaffected by the judgments of experts. The 
suggested study describes a computer-aided diagnosis method that uses deep convo-
lutional neural networks (CNNs) that have already been trained to compare leukemia 
images to normal images. The public dataset ALL-IDB 2 was used for the proposed 
research. The study uses the pre-trained model DenseNet-201 for performing the clas-
sification. With the DenseNet201 pre-trained networks employed in the study for the 
ALL_IDB2 dataset, a classification accuracy of 94.6% is achieved. In all of the clas-
sifications carried out, optimization strategies such as cross-validation, fine-tuning, 
and real-time augmentation are also compared. Also use Pre-trained series models 
like ResNet-50, VGG-19, Inceptionv3, MobileNet-v2, Xceptionv3, and VGG-16 
for performing the comparison. The experimental result gives an improvement in 
accuracy (17.76, 10.6, and 13.2%) in comparison to the other approaches namely, 
residual neural network, customized combined CNN, and conVNet neural network, 
respectively.
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1 Introduction 

ALL is a fatal condition that causes abnormally high levels of immature leukocytes 
in the bone marrow and blood. The number of other healthy blood cells decreases 
as a result of these immature white blood cells (WBCs) [2]. It may be caused 
by a variety of things including radiation, environmental contamination, a familial 
history, and many other things. For a successful course of treatment and improved 
patient outcomes, early detection of ALL is essential. Blood tests, which are used 
in traditional diagnosis, are intrusive and time-consuming. Using image processing 
techniques that examine microscopic smear images to search for the detection of 
leukemic cells, leukemia can be detected. These methods are simple, quick, cost-
effective, and unaffected by the judgments of experts. The suggested study describes 
a computer-aided diagnosis method that uses deep convolutional neural networks 
(CNNs) that have already been trained to compare leukemia images to normal images 
[12]. The ALL-IDB 2 dataset, which consists of microscopic images, was used by 
the researchers as the basis for their study. They used the pre-trained DenseNet-201 
model specifically to carry out the classification tasks. The study used the ALL-IDB2 
dataset with the DenseNet-201 pre-trained network. Additionally, cross-validation, 
fine-tuning, and real-time augmentation optimization methodologies were used to 
improve the performance and resilience of the classification system. A huge dataset 
of medical images is used to train the CNN model to find patterns that are char-
acteristic of ALL. This strategy may increase the ALL diagnosis’s precision and 
quickness, which would eventually benefit patients [7, 13, 14]. 

1.1 Related Work 

The application of deep learning algorithms to identify acute lymphoblastic leukemia 
in various medical imaging modalities, blood smears images is the main topic of 
these following papers and reviews. They examine how deep learning might enhance 
the precision and effectiveness of ALL diagnosis and provide information on the 
advantages and disadvantages. The following papers present various deep learning-
based approaches for ALL detection with various pre-trained models, while the 
accuracy may not be as high as some of the previous studies, these approaches 
still provide useful insights and can potentially be further improved with additional 
optimization techniques. Liu et al. [8] attempted a method of deep bagging ensemble 
learning to achieve a precision of 84% in their classification of ALL cells and normal
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cells. With SE-ResNeXt50 CNN, Prellberg et al. [5] classified B-lymphocytes and B-
lymphoblasts with a maximum accuracy of 89.88%. In their study, Tatdow et al. [11] 
classified lymphoblasts (pre-B and pre-T) using CNN- and ML-based techniques, 
and they found that the CNN classifier had an accuracy of 81.74%. Using ResNeXt 
CNN architecture, Matek et al. [7] attempted to classify acute myeloid leukemia 
cancer cells and normal blood cells and attained a precision of 94% in separating 
myoblast cells. 

An automated ALL detection scheme has been proposed in this paper with the 
following contribution.

• Pre-trained CNN architecture DenseNet201 has been employed on the ALL-IDB2 
dataset to classify ALL and Normal WBC.

• Extracted automated features using pre-trained CNN model DenseNet201 rather 
than handcrafted features of traditional machine learning models.

• DenseNet201 has also been utilized for the classification task. Moreover, 
comparison analysis has been performed with several currently used approaches. 

The remaining parts of the paper are structured as: Sect. 2 illustrates the proposed 
methodology, Sect. 3 illustrates the results and analysis, and Sect. 4 illustrates the 
conclusion. 

2 Proposed Methodology 

The suggested method for using a pre-trained CNN model for image classification 
entails pre-processing the input images, extracting important features using a pre-
trained model to the particular classification task, training the model, evaluating its 
performance, and testing its generalization performance on a different test set. The 
proposed methodology of a pre-trained CNN model in image classification typically 
involves the following steps:

• Image Acquisition: The required peripheral blood smear images of the proposed 
methodology are acquired from the ALL-IDB2 public dataset [15]. The dataset is 
comprised of 130 normal images and 130 ALL images of resolution 257 × 257.

• Pre-processing: To reduce the computational complexity of the model, this phase 
entails downsizing the images that are input to a set size, typically smaller than 
their original size. The images could also be normalized to increase the accuracy 
of the model.

• Feature Extraction: To decrease the computational difficulty of the model, this 
phase entails downsizing the images that are input to a set size, typically smaller 
than their original size. The images could also be normalized to improve the 
accuracy of pre-trained model.
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Fig. 1 Proposed methodology 

• Training: The pre-trained layers and the newest layers are trained on the training 
set of images in this step. The goal of the model’s optimization process is to reduce 
the loss function, which calculates the difference between the images’ real class 
labels and predicted class labels.

• Evaluation: After the model has been trained, its accuracy is tested using a different 
validation set of images. Evaluation metrics to evaluate the performance of the 
model.

• Testing: In order to assess how well the model applies to new data, it is evaluated 
on a different test set of images. Figure 1 shows the proposed methodology for 
ALL detection based on DenseNet-201. Figure 2 shows the sample images from 
ALL-IDB 2 dataset.

2.1 DenseNet201 

In 2017, Huang et al. created the convolutional neural network architecture known 
as DenseNet201. It is a subset of the DenseNet architecture, recognized for its highly 
interconnected layers. The 201 layers that make up the DenseNet201 architecture 
include convolutional, pooling, and dense blocks. DenseNet201 has a special struc-
ture that differs from conventional CNN architectures in that each layer is coupled to 
every next layer in a feedforward manner. Through a concatenation procedure, which 
enables the output of each layer to be used as an input to all succeeding levels in the
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(a) (b) 

Fig. 2 Sample images of the ALL-IDB 2 dataset a ALL b Normal

network, this dense connectivity pattern is accomplished [12]. DenseNet201 is more 
memory-efficient thanks to its densely connected layers, which also increase feature 
propagation across the network and lower the number of parameters needed for 
training. DenseNet201 also uses bottleneck layers, which lower the dimensionality 
of the input feature maps using 1× 1 convolutions before using a larger convolutional 
filter, hence requiring less parameters. On a number of image classification tasks, 
including the ImageNet dataset, which consists of over a million images belonging to 
1,000 classes, DenseNet201 has demonstrated state-of-the-art performance. Object 
detection, segmentation, and medical image analysis are just a few of the computer 
vision applications for which its extensive connection and bottleneck layers have 
been demonstrated to be effective (Figs. 3 and 4). 

Similar to other DenseNet models, DenseNet201 features a deep connection struc-
ture across layers, with each layer receiving feature mappings from all previous

Fig. 3 Working process of dense block and transition
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Fig. 4 DenseNet201 architecture

layers in the network. This allows features to be reused and aids the network in 
learning more precise ways to represent the incoming data. The transition layer that 
follows each of the four dense blocks in the DenseNet201 design reduces the output’s 
feature map number and spatial dimension. The first block is a convolutional layer 
with 64 filters, followed by a dense block with 4 layers. Each layer in the dense 
block consists of a batch normalization layer, a rectified linear activation function 
(ReLU), and a 3 × 3 convolutional layer with 32 filters. The second, third, and 
fourth dense blocks in DenseNet201 have 6, 12, and 48 layers, respectively. The 
number of filters in each layer of the dense blocks increases with depth, increasing 
from 128 filters in the second block to a maximum of 1024 filters in the final block.
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Table 1 Accuracy and loss value of the DenseNet201 model 

Data set Training 
accuracy (%) 

Validation accuracy (%) Train loss Val loss 

Subset 1 100 100 7.0875 × 10^-8 0.0052 

Subset 2 100 92.31 1.1204 × 10^-7 1.2567 

Subset 3 100 96.15 4.3902 × 10^-7 0.5743 

Subset 4 100 90.38 1.595 × 10^-8 0.9128 

Subset 5 99.36 94.23 0.0185 0.8396 

Average 99.872 94.614 

Following the last dense block, there is a globally average pooling layer that aver-
ages the feature maps across spatial dimensions and a fully connected layer with a 
softmax activation function that generates the final class probabilities. DenseNet201 
is an effective CNN architecture that has been demonstrated to deliver cutting-edge 
results on a variety of computer-aided applications, including segmentation, object 
identification, and image classification (Table 1). 

3 Results and Analysis 

The classification outcomes were achieved using deep learning DenseNet201 pre-
trained model for the dataset ALL_IDB2. A total of 80% of the dataset’s images 
were randomly chosen for training and 20% for testing in all classification trials. 
This made sure that training purposes were not served by the test images. To obtain 
a mean average accuracy, 20% of images for testing will be kept changing for the 
next iteration and left out images were used for training (Figs. 5 and 6).

3.1 Comparative Analysis 

Feature extraction from blood smear images for leukemia diagnosis involves 
the development of a computer-aided system for acute leukemia diagnosis using 
various deep learning algorithms. In this comparative analysis, we will evaluate the 
performance of various pre-trained deep learning algorithms. 

Based on the results obtained from our experiments, we found that the 
DenseNet201 pre-trained model achieved a mean average accuracy of 94.6%, while 
other pre-trained models achieved less than 91%. This indicates that all the deep 
learnings are effective methods for feature extraction from blood smear images for 
leukemia diagnosis. However, DenseNet201 outperforms other pre-trained models 
in terms of accuracy (Tables 2, 3 and 4).
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(a) (b) 

Fig. 5 a Graph plotting of loss of DenseNet201 model for dataset ALL IDB-2 b Graph plotting of 
accuracy of DenseNet201 model for dataset ALL IDB-2 

Fig. 6 Confusion matrix

Table 2 Evaluation metrics 

Precision 0.948 

Recall 0.942 

Accuracy 0.942 

F1 Score 0.942 

Test accuracy 0.942
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Table 3 Comparision with various pre-trained models 

Model Top accuracy (%) Mean avg accuracy (%) 

VGG19 85.50 < 91  

InceptionV3 97.20 < 91  

MobileNet 94.71 < 91  

ResNet50 82.93 < 91  

DenseNet121 98.64 < 91  

DenseNet201 99.9 94.6 

Table 4 Comparative analysis with other works 

Author Dataset Classifier Accuracy (%) 

Qin et al. [10] Private dataset CNN 76.84 

Prellberg et al. [5] ISBI CNN 89.88 

Liu et al. [8] ISBI CNN 84 

Pansombut et al. [11] ASH CNN 81.74 

Matek et al. [7] Munich University Hospital CNN 94 

Proposed ALL-IDB 2 DenseNet201 94.60 

4 Conclusion 

In leukemia diagnosis, the microscopic method of classifying leukemia is a time-
taking and error-prone process. To overcome this problem, in the proposed method-
ology a computer-aided system is developed to detect leukemia. We used different 
CNN pre-trained models to classify ALL and healthy cells from the ALLIDB-2. 
Based on the results obtained from our experiments, we found that the DenseNet201 
pre-trained model achieved a mean average accuracy of 94.6%, while other pre-
trained models achieved less than 91%. This indicates that all the deep learnings 
are effective methods for feature extraction from blood smear images for leukemia 
diagnosis. However, DenseNet201 outperforms other pre-trained models in terms of 
accuracy. This suggests that deep learning can be a valuable tool in developing 
computer-aided systems for medical diagnosis, particularly in tasks that require 
image analysis. 
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A Disease Prediction Framework Based 
on Predictive Modelling 

Harmohanjeet Kaur, Pooja Shah, Samya Muhuri, and Suchi Kumari 

Abstract The rise of chronic diseases has become a major public health challenge 
globally. Early prediction and prevention of these diseases can help reduce their 
prevalence and improve patient outcomes. The proposed disease prediction system, 
which is based on predictive modeling, may anticipate the user’s illness by using 
the user’s symptoms as input. The framework evaluates the symptoms taken as input 
by the user and generates the likelihood of developing the disease. The disease pre-
diction framework based on machine learning (ML) techniques can help in a more 
accurate diagnosis than conventional methods. In the current manuscript, we have 
designed a disease prediction methodology using multiple ML techniques. The pro-
posed framework also has the potential to enhance disease surveillance and support 
public health interventions, including disease management and resource allocation. 
The accuracy of our approach is shown over the benchmark data sets, which consist 
of more than .230 diseases. The suggested diagnostic algorithm outputs the disease 
name that a person might be experiencing based on the symptoms taken into consid-
eration. The proposed framework provides a scalable and effective solution for public 
health decision-makers to manage chronic diseases and improve patient outcomes. 
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1 Introduction 

A disease prediction framework based on predictive modeling is a cutting-edge 
approach for identifying and preventing the onset of illnesses in patients. The frame-
work employs advanced statistical and computational techniques to analyze a large 
data set of patient information and generate accurate predictions of disease risk. By 
combining patient data from multiple sources, including electronic health records, 
genetic profiles, and environmental factors, the framework can identify risk factors 
and patterns that may not be apparent through traditional diagnostic methods [ 11, 
12, 18]. 

The predictive modeling aspect of the framework is based on machine learning 
algorithms that are trained on historical patient data to identify correlations and 
patterns that are associated with specific diseases. These algorithms are capable of 
learning from vast amounts of data and can continually adapt and improve their 
predictions as more data becomes available. By integrating these algorithms into a 
framework that can process large amounts of data quickly and accurately, medical 
professionals can identify patients who are at high risk of developing certain diseases 
and take proactive measures to prevent or manage their conditions. 

One of the key benefits of a disease prediction framework is that it can help medical 
professionals identify patients who may not yet be exhibiting symptoms of a disease 
but are still at high risk of developing it in the future. By detecting these patients early, 
medical professionals can provide targeted interventions and preventative measures 
to reduce their risk of developing the disease. This can be particularly important for 
diseases that are difficult to diagnose in their early stages or that have few effective 
treatments available. 

Medical data analysis using machine learning (ML) technology has attracted enor-
mous attention in the last two decades [ 17]. ML methodology is used to optimize 
performance using examples or past data. It has two passes, namely the training and 
testing phases. Through these phases, disease prediction can be made by utilizing the 
patient’s symptoms and history. The vast amounts of data generated in the health-
care industry can be overwhelming for clinicians and researchers to analyze, but ML 
algorithms can quickly identify meaningful insights from this data. 

It is possible that the number of random variables in a problem can be reduced 
by generating a set of principal variables, known as dimensionality reduction. It 
involves the representation of variance within the data by incorporating significant 
information as well. In any experiment, the data may consist of many attributes that 
are generally not required or whose influence on the output is insignificant. Also, large 
amounts of data may lead to huge computational complexity and can cause overfitting 
of the framework. Dimensionality reduction can be made by two methods: feature 
extraction [ 19] and feature selection [ 5]. In the current manuscript, the disease is 
predicted by analyzing the given symptoms with reduced dimensionality. 
The objectives of the paper are many folds, including: 

1. Easy to use: The creation of an intuitive and straightforward platform is the major 
objective of this project. In the system, the user would only supply the patients’
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medical information. The employed algorithm would make the decision based 
on the features retrieved. 

2. No human intervention required: The algorithm provides results based on the 
extracted features. The probability of error is so small that no human intervention 
is required, which saves patients’ and doctors’ time and effort. 

3. Efficient use of available annotated data samples: It is used to train ML algorithms 
and requires thousands of annotated training samples. A network is formed 
through the use of data preprocessing to make more efficient use of the available 
samples. 

2 Dimensionality Reduction 

Dimensionality reduction is a popular technique in medical data analysis that involves 
reducing the number of variables in a dataset while retaining as much information 
as possible [ 2]. This is particularly useful in medical research where large amounts 
of data are generated from diverse sources such as genomic data, clinical data, and 
imaging data [ 3]. Dimensionality reduction techniques such as principal component 
analysis (PCA) [ 30], t-SNE [ 13], and UMAP [ 29] can help researchers visualize 
and understand complex relationships within the data, identify patterns and sub-
groups, and ultimately make more accurate predictions. In addition, reducing the 
number of features can help to overcome the “curse of dimensionality,” where mod-
els become increasingly complex and computationally intensive as the number of 
features increases. Also, there can be some redundant and noisy features for the data 
set that are useless and there is no need to include them. Here, our main motivation 
is to shrink the functional space. The transformation of high-dimensional data space 
to low-dimensional feature space is known as dimensionality reduction. Also, it is 
to be kept in mind that all the important properties of the data are preserved and 
none of them is destroyed while performing the process of dimension reduction. In 
data visualization, dimensionality reduction is done so that the data is understood 
well and interpreted well. It is widely used in ML and deep learning techniques to 
simplify tasks. 

2.1 Feature Extraction 

Feature extraction is defined as the process that is used to transform the features so 
that a new set of meaningful features is formed [ 19]. The transformation done in 
feature extraction is often irreversible, and due to this, there is a chance that useful 
information might be lost in the process. Feature extraction is also used for converting 
raw data into numerical features while the original data remain preserved.
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2.2 Feature Selection 

Feature selection is a method that is used to reduce input variables [ 5]. This is done 
so that only relevant data is there in the data set and also reduces the noise. A greedy 
search approach is done on all the results obtained from all possible combinations 
of traits and is evaluated using criteria. 

3 Literature Review 

For the last two decades, the range of ML algorithms in predicting various diseases is 
expanding. Decision trees, SVM, KNN, and Naive Bayes are some Machine learning 
algorithms that have been used in previously proposed systems. This article focuses 
on predicting the probability of contracting a disease from the symptoms. To analyze 
the problem, many latest machine-learning techniques are used to give accurate 
results. 

A comparison chart of the outcomes produced by the previously employed meth-
ods is displayed in Table 1. 

With the advent of advanced computers, doctors need the help of technology in 
many ways, including surgical images, robotic arms, and radiographs. It helps doc-

Table 1 Comparative studies of the benchmark results 

S.No. ISSN Year Author Propose Algorithm 
used 

Acc. (%) 

1 21668689 2022 A. Nassif Prediction of 
heart disease 
[ 4] 

SVM, RF, 
NB 

91 

2 20712605 2021 R. Mallela Disease 
prediction [ 14] 

NB 89 

3 19728716 2020 A. Singh Prediction of 
heart disease 
[ 27] 

NB 87 

4 19887595 2020 S. Gram-
purohit 

Disease 
prediction 
algorithm [ 8] 

RF, NB 95 

5 22780181 2020 A. Rajdhan Disease 
prediction [ 24] 

NB 83 

6 16950479 2022 M. Chen ML based heart 
disease 
diagnosis [ 6] 

RF 82 

7 11188352 2021 K. Reddy Heart disease 
risk prediction 
using ML [ 21] 

KNN 86
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tors make the right decisions in work. Pinagle et al. [ 23] predicted the disease using 
a Naive Based Classifier based on the user’s input with .84.5% accuracy. Vemban-
dasamy et al. [ 28] also used Naive Bayes with slightly better accuracy of .86.4% by 
considering some other parameters using the same datum set. Furthermore, Shah et 
al. [ 26] considered a combination of . 4 algorithms with the highest 90.8% accuracy 
for ANN models and the lowest 80.3% accuracy for all other models. Ali et al. [ 1] 
used a combination of logistic regression, random forest, and ANN, and provided 
.87.5% accuracy. 

The discussed research work on disease prediction is very promising and useful, 
especially given the current scenario of the amount of data generated per day in the 
medical field. However, ML prediction is not sufficient to classify the patient’s risk 
level and cannot prevent the worst things from happening. The proposed work is used 
to predict the likelihood of disease and implement various techniques such as Naive 
Bayes (NB), Random Forest (RF), and decision trees (DT) to classify a patient’s risk 
level. The system can be used to predict diseases such as diabetes, malaria, jaundice, 
dengue fever, and tuberculosis. 

4 Algorithms and Techniques Used 

4.1 Naive Bayes 

Naive Bayes is a classification algorithm that is used for binary and multi-class clas-
sification [ 25]. It is a technique that takes some data as input and makes a prediction 
about it. It is based on the Bayes theorem, which is used to solve classification prob-
lems. It is used to determine the likelihood of prior knowledge hypotheses and also 
handles the data that can be continuous as well as discrete. In real situations, the 
Naive Bayes classifier works efficiently as it can estimate by using a small data set 
and gives fast results as compared to other sophisticated methods. The formula for 
Bayes theorem is given as: 

.P(A/B) = P(B/A)P(A)

P(B)
(1) 

where, .P(A|B) = Posterior probability and .P(B|A) = Likelihood probability. 

4.2 Decision Tree 

A decision tree is an algorithm that divides a node into two or more sub-nodes [ 20]. 
It is defined as a probability tree that can make decisions about some kind of process. 
Classification and regression problems both can be solved by using Decision trees.
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Fig. 1 Decision tree 

They can break down complex data into more manageable pieces; therefore, decision 
trees are very useful for data analysis (Fig. 1). 

4.3 Random Forest 

Classification and regression problems both can be solved by using random forest 
[ 22]. In random forest, multiple classifiers are combined so that the problems can be 
solved and overall can improve the performance of the proposed system. This method 
is suitable for data sets where a decision tree is used for training. This method works 
by combining decision trees such that the output of the decision tree can be derived. 
Even on large data sets, it runs efficiently and predicts outputs with high accuracy 
(Fig. 2). 

5 Evaluation Methods 

To train models, ML uses performance metrics to calculate the performance. To 
calculate performance scores, different parameters are used. In the confusion matrix, 
the parameters used are .T P , .T N , .FP , and .FN . .T P is true positives that are the 
correctly predicted outcomes, .T N is true negatives, i.e., the number of unwanted 
results, .FP is false positives, i.e., the number of results incorrectly predicted to 
be needed and .FN is false negatives, i.e., wrongly predicted result. You can get
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Fig. 2 Random forest 

measurements using Recall, Precision, Accuracy, F1 Score, and Confusion Matrix 
as follows. 

5.1 Confusion Matrix 

The confusion matrix is defined as a table that consists of.T P ,.T N ,.FP , and.FN and 
tells about the performance of a classification algorithm. It is used to measure Recall, 
Precision, Accuracy, AUC-ROC curves. The actual target values are compared with 
the predicted values in the confusion matrix (Fig. 3). 

Fig. 3 Confusion matrix
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5.2 Accuracy 

Accuracy is defined as the percentage of correct predictions for the test data. Accuracy 
tells us the number of times the ML model predicts correctly. It is usually used to 
tell about the performance of a certain model that is being used. The formula used 
for calculating accuracy is provided in (2). 

.Accuracy = T P + T N

T P + T N + FN + FP
(2) 

5.3 Precision 

Precision is used to measure how close the same item is to each other [ 15]. Precision 
is defined as the number of true positives i.e., .T P divided by .(T P + FP) which is 
the total number of positive predictions. Precision is the percentage of your results 
that are relevant. The following is the formula used for calculating precision. 

Precision = T P  

T P  + FP  
(3) 

5.4 Recall 

A recall is defined as the number of positive samples that is .T P divided by the total 
number of positive samples that is.T P + FN [ 7]. Here,.T P is true positive and. FN
is false negative. The success of prediction is measured by using the Precision-Recall 
score. This is generally used when the classes are very imbalanced. 

Recall = T P  

T P  + FN  
(4) 

5.5 F1 Score 

F1 score is one of the most important evaluation metrics in ML [ 9]. Accuracy and 
recall are two competing metrics that are used to summarize a model’s predictive 
performance. A good F1 score means few false positives and few false negatives. It 
uses harmonic means to combine recall and precision.
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F1 score = 
2PR  

P + R 
(5) 

where .P = Precision and .R = Recall. 

5.6 Classification Error 

The overall incorrect classification [ 16] of the classification model is calculated as 
follows: 

Classification error = FP  + FN  

FP  + T N  + FN  + T P  
(6) 

6 Proposed Methodology 

The major advantage of the proposed approach is listed below. 

.∗ Improved disease classification: When the different sets of parameters are con-
sidered in the medical field, it gives a better understanding of the different types of 
diseases and gives good performance in the determination of the type of disease. 
The facilities for data collection are provided by advanced software architec-
tures and data mining paradigms. More attention is paid to the pre-processing 
and evaluation phases. 

.∗ Selection of efficient parameters such as time complexity and accuracy provides 
an adequate result. 

.∗ Used a suitable ML algorithm to obtain a suitable prediction system. 

.∗ ML algorithms predict risk factors through simple analytical methods. Risk 
factors can be predicted early by ML models. The discrepancies in population 
training data sets can be reduced. 

The proposed approach is divided into various phases such as data collection, data 
pre-processing, model selection, model implementation, and comparison of the 
results. 

6.1 Data Collection 

Data is collected from online open sources [ 10] to identify diseases. Here the actual 
symptoms of the disease are collected. No dummy value is entered. Disease symp-
toms are collected from various health-related websites. Before the data is fed into the 
predictive model, the following data cleaning and preprocessing steps are performed: 

.∗ Check for null values and fill them with the forward fill method.
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.∗ Standardize the data by the mean and standard deviation. 

.∗ Split the data set into training and testing sets. 

6.2 Proposed Approaches 

Many methods are used to perform disease prediction. ML is one such approach. 
Learning strategies for random forest machines include grouping, clustering, sum-
marization, and many others. Classification is one of the data mining processes in 
this phase of categorical data classification. During the training phase, the provided 
data and associated class labels are used for classification. The training process uses 
the training tuples, and the test data phase uses the test data tuples to calculate the 
accuracy of the classification rules. Assume that the test data classification rules are 
accurate enough to use the unmined data classification rules. 
Following are the steps of the methodology that is applied in the proposed work: 

Step 1: Selection of data set and Data Pre-processing: It includes outlining of data, removal 
of detected outliers, the inclusion of the detected missing data, and enhancement of 
data by applying normalization techniques. 

Step 2: Model Selection: Suitable ML model is selected based on the understanding of data 
values. 

Step 3: Model Implementation: The model is implemented by importing the data from the 
dataset. 

Step 4: Performance Measurement: The performance is measured by analyzing the result 
through confusion matrix and accuracy is also calculated. The result is compared 
with the previous work. 

7 Results and Analysis 

Various experiments are conducted to evaluate three ML-supervised disease detec-
tion algorithms: Naive Bayes, Random Forest, and Decision Trees. The performance 
measurements of the three classification algorithms are shown in Table 2. Each algo-
rithm’s working is different and classification is made based on some parameters. 
The Decision Trees algorithm reaches a maximum accuracy of .93.65%, followed 
by Random Forest and Naive Bayes. The result clearly shows that Decision Tree 
achieved its maximum recall of .99.59% and Naive Bayes achieved the worst sensi-
tivity. The F1 obtained from the decision tree and Naive Bayes are the maxima and 
minima in this experiment. Decision trees have the highest specificity and random 
forests have the lowest. Finally, it is observed that the decision tree has the best 
overall performance. 
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Table 2 Performance comparison of different techniques 

Decision tree Random forest Naive Bayes 

Accuracy 93.65 86.90 82.83 

Sensitivity 99.59 90.60 80.84 

Specificity 96.57 82.70 83.59 

F1 98.05 86.46 82.67 

Fig. 4 Performance analysis of different algorithms 

The decision tree gives better accuracy than the other two methods, i.e., Random 
Forest and Naive Bayes as shown in Fig. 4. It has the advantage that it adapts to the 
data set quickly and can handle multidimensional data. 

8 Conclusion and Future Scope 

A disease prediction framework based on predictive modeling has the potential to 
revolutionize the way that medical professionals approach disease prevention and 
management. By leveraging advanced statistical and computational techniques, med-
ical professionals can identify patients at high risk of developing diseases and take 
proactive measures to prevent or manage their conditions. As the framework con-
tinues to evolve and incorporate new data sources and analytical techniques, it has 
the potential to improve patient outcomes and ultimately save lives. In the current 
research paper, we have proposed a disease prediction methodology that uses sev-
eral ML techniques like NB, RF, and Decision Tree to predict the disease by taking 
symptoms as input parameters. In the future, we will try to add more features to 
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increase the efficiency of our system. We would also incorporate the opinions of the 
experts for verification and validation purposes. 

This work is thought to lead the prediction of various diseases by knowing the 
symptoms of diseases at an early stage. An extension of this work is also a deep 
learning implementation, as deep learning offers higher-quality performance than 
ML algorithms. This study still has room for further research, from data collection 
to the visualization of results, to improve the quality of the study. To save lives in 
the early stages, hybridization or ensemble approaches in current research can be 
used to obtain better results for determining efficiency, reliability, and efficacy. To 
improve the scalability and accuracy, many other improvements could be considered 
and done for the proposed system. 
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A Data-Driven Diabetes Predictive Model 
Using a Novel Optimized Weighted 
Ensemble Approach 

Sunny Arora, Shailender Kumar, and Pardeep Kumar 

Abstract Early detection of diabetes plays a crucial role in improving health out-
comes and can help people avoid harmful diabetes complications. Machine learning 
algorithms are being used to diagnose a disease in its early stages. This study proposes 
an optimized weighted ensemble model that can predict the risk of type 2 diabetes 
mellitus. A diabetes dataset of 403 patients from the Department of Medicine at 
the University of Virginia given by Dr. John Schorling has been used. We assessed 
ridge regressor, LASSO, feedforward artificial neural networks, and linear regression 
prediction performance. These models were then combined to create an optimized 
weighted ensemble model for prediction. We evaluated our prediction models using 
standard performance metrics: coefficient of determination (R2 score), root mean 
square error (RMSE), mean square error (MSE), and mean absolute error (MAE). 
The results showed that the proposed optimized weighted ensemble model outper-
formed individual models, achieving the highest 0.81 (R2 score) and lowest 0.98 
(MSE). 

Keywords Diabetes prediction · Weight optimization · Ensemble model 

1 Introduction 

Diabetes Mellitus (DM), a chronic condition, is characterized by metabolic disorders 
caused by an imbalance in insulin and glucagon pancreatic hormones in the body [ 1]. 
The American Diabetes Association (ADA) primarily classifies diabetes as follows: 
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1.1 Type 1 DM (T1DM) 

The autoimmune destruction of insulin-producing beta cells, which causes T1DM. 
Furthermore, it is possible to distinguish three distinct phases of type 1 diabetes using 
Table 1. 
Type 2 DM (T2DM) Insulin deficiency caused by its impaired secretion contributes 
to T2DM [ 2]. Glycated blood hemoglobin (glyhb(a1c)) testing provides evidence of 
a person’s average blood glucose levels in the previous two to three months, which 
is the expected half-life of red blood cells (RBCs) [ 3]. As the standard measure for 
blood glucose monitoring in diabetic patients, HbA1c is recommended (especially 
in T2DM) [ 4]and is a risk factor for all complications[ 5]. According to reports from 
the International Diabetes Federation (IDF) Atlas, a total of 9.3% of global adults 
in the age group (20–79 years) had diabetes, and figures included diagnosed and 
undiagnosed type 1 and type 2 diabetes. The global prevalence of diabetes is expected 
to increase by 10.2 by 2030 and 10.9 by 2045. An estimated 1.1 million children and 
adolescents (under 20 years of age) had type 1 diabetes. Diabetes-related deaths and 
complications were estimated at 4.2 million in 2019 [ 6]. 

Rapid technological progress in wearable continuous glucose monitoring (CGM) 
sensors, physical activity monitoring biosensors, and smart devices with mobile 
applications has immensely contributed to daily health and lifestyle monitoring to 
address diabetes issues. Integration of data originating from wearable CGM sen-
sors and electronic health records (EHR) utilized by machine learning methods 
offers preventive, predictive, and customized diabetes therapeutics and helps physi-
cians and patients in decision-making [ 7– 9]. Observing the potential of data analyt-
ics, researchers have exploited various state-of-the-art machine learning techniques 
[ 10– 12] and produced significant findings for predicting diabetes or prediabetes [ 13]. 
A varying level of accuracy has often been achieved depending on different learning 
techniques. Therefore, it is essential to identify mechanisms that can generate high 
prediction accuracy before the outbreak of diabetes. An ensemble learning strategy 
is one of the most popular and extensively used models for machine learning. The 
fundamental aim is to integrate different machine learning models to minimize bias 
and variance, thereby boosting prediction outcomes [ 14– 18]. 

The remainder of the paper is organized as follows: Sect. 2 explains the related 
work on models of diabetes prediction; Sect. 3 provides a detailed data set and selec-
tion of features. Section 4 presents the methodology for the proposed model, while 
Sect. 5 explains performance measures. Sect. 6 presents the results and discussions, 

Table 1 Different phases of diabetes 

Phase 1 Phase 2 Phase 3 

Euglycemia Dysglycemia Hyperglycemia 

Pre-symptomatic Pre-symptomatic Symptomatic
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Table 2 Previous works reported in literature 

Publications ML approach Participants Age group Dataset-
DS/Databases-
DB 

Mani et al. [ 19] NB, LR, KNN, 
CART, RF, SVM 

Total: 20,675 
Study: 2280 
Diabetic: 228 M: 
912(40. %) F:  
1368 

5451 9.62 

Han et al. [ 20] SVM, RF Total: 8597 
Study: 7913 
Diabetic:646 

. ≥18yrs CHNS-DB China 

Lee et al. [ 21] LR, ANN-BPN Total: 811 Study: 
88 Diabetic: 88 
M: 35F: 53 

18–64 yrs. Taiwan-DB 

Perveen et al. [ 22] INDDM with 
Gaussian HMM 

Total: 1,72,168 
Study: 1918 
Diabetic: 584 
M:1143 F: 775 

18 yrs. or more CPCSSN, DB 
Canada 

Choi et al. [ 23] LR, LDA, QDA, 
KNN 

Total: 52631 
Study: 8454 
Diabetic: 404 

53.9 (Avg) KUGH DB, 
Korea 

Dwivedi et al. 
[ 24] 

SVM, LR, ANN, 
NB, 
Classification tree 

Total: 768 
Diabetic: 268 M: 
0 F: 768 

. ≥21 yrs. PIMA DS 
NIDDK 

Sudharsan et al. 
[ 25] 

RF, KNN, SVM, 
NB 

DS1: 1037 DS2: 
6686 DS3: 1091 
DS4: 2000 

18–64 yrs. Well doc Inc, 
USA 

and Sect. 7 provides final remarks and discusses several limitations and other chal-
lenges (Table 2). 

2 Literature Survey 

An early diabetes risk prediction model is necessary to inform individuals of the risk 
of hyperglycemia, which might provide them with an opportunity to adopt preventive 
measures. 

Sheikhi et al. carried out the analysis without taking into consideration some 
variables directly connected with T2DM, i.e., hemoglobin glycated (HbA1c). Then, 
they performed a feature selection using LASSO and ridge LR for T2DM prediction 
purposes [ 26]. Bernardini et al. presented a Sparse Balanced Support Vector Machine 
(SB-SVM) ML technique to discover T2DM using an EHR-based FIMMG dataset. 
Results show that SB-SVM degraded predictive and computational performance 
[ 27]. Zheng et al. developed a feature-driven engineering approach for improving 
the performance of standard models for ML (logistic regression (LR), decision tree
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(DT), K-nearest neighbor (KNN), random forests (RF), and naive Bayes) in T2DM 
forecasting [ 28]. J48 Decision Tree and Naïve Bayes algorithms for future diabetes 
prediction were suggested by Perveen et al. based on relevant risk factors resulting 
from logistic regression analysis and overbalanced and unbalanced data [ 22]. In this 
research, the dataset had 667907 records for 2003–2013. Results demonstrate that 
increasing HDL levels is good for preventing the onset of diabetes, especially in 
women. Furthermore, the results showed that Naïve Bayes is superior to random 
under-sampling, over-sampling, and non-sampling with a K-medoid method. 

The subject has or has not been diagnosed with diabetes, depending on the deter-
mination focused on the subject’s glycosylated hemoglobin. If a value of glycosy-
lated hemoglobin >7.0 is diagnosed as diabetes, otherwise it is regular. We have 
predicted the future value of the feature Glycosylated Haemoglobin (glyhb) using 
machine learning-based individual models (ridge regression, LASSO, ANN, Linear 
Regression) as well as their optimized weighted ensemble model. Table 3 shows a 
description of the dataset used, along with the type and NaN values of its features. 

3 Dataset Description 

This section discusses the dataset description. The study aims to determine whether 
the risk of diabetes can be predicted using the dataset provided by Dr. John Schorling 
of the Department of Medicine at the University of Virginia [ 29]. There were 403 
instances in the records. The subjects were questioned to identify the prevalence of 
diabetes in Central America among African Americans. 

4 Methodology 

Figure 1 shows the proposed model’s methodology with workflow from the original 
dataset consisting of raw data to construct and evaluate predictive models for diabetes 
risk estimates. 

4.1 Data Preprocessing 

First, we analyzed the medical consequences of each feature and their relationship 
to diabetes prediction. We concluded that the subject ID is of no significance in 
context with predictions. Thus, by dropping the feature subject ID, the complexity 
of the original dataset was reduced. Further, we observed missing and incorrect val-
ues in the dataset due to errors or deregulation, and for example, a large number of 
values of bp.2s, bp.2d, bp.1s, and height were NaN (65%) in the original dataset, 
which indicates that the real values were missing. Therefore, we also eliminated the
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Table 3 The detailed dataset 

Features Description Units Type NaN values 

Id Subject id (mg/dl) Numeric 0 

Chol Total cholesterol (mg/dl) Numeric 1 

stab.glu Stabilized 
glucose 

(mg/dl) Numeric 0 

Hdl High density 
lipoprotein 

(mg/dl) Numeric 1 

Ratio Cholesterol/HDL 
ratio 

– Numeric 1 

glyhb(a1c) Glycosylated 
haemoglobins 

(mmol/mol) Numeric 13 

Location Location – Nominal 0 

Age Age (years) Numeric 0 

Gender Gender subject 
id 

– Nominal 0 

Height Height (inches) Numeric 5 

Weight Weight (pounds) Numeric 1 

Frame A factor id (level-
small/medium/large) 

Nominal 12 

Bp.1s First systolic 
blood pressure 

(mmHg) Numeric 5 

Bp.1d First diastolic 
blood pressure 

(mmHg) Numeric 5 

Bp.2s Second systolic 
blood pressure 

(mmHg) Numeric 262 

Bp.2d Second diastolic 
blood pressure 

(mmHg) Numeric 262 

Waist Waist 
circumference 

(inch) Numeric 2 

Hip Hip 
circumference 

(inch) Numeric 2 

Time Postprandial 
time 

(inch) Numeric 3 

bp.2s and bp.2d features to reduce the influence of irrelevant NaN values. Medians 
of features containing numeric values were used to impute NaN values, excluding 
categorical features with nominal values such as location, gender, and frame. Since 
age and gender didn’t have any NaN values, they remained out of the missing value 
imputation process, but the frame feature was imputed with median values. Outliers 
that lead to overfitting and could be disruptive in our prediction model, The removal 
of outliers from the training set enhances prediction accuracy. Thus, we plotted the 
distribution of features in the next step to detect outliers, but the skewed data was 
found, and the data variance used to detect outliers has a criterion that must be Gaus-
sian or normally distributed. Hence, data transformation was required. To transform
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Fig. 1 The detailed architecture of proposed OWEM model 

the data, we employed logarithmic and square root mathematical transformations 
for performance improvement of our proposed model; therefore, we incorporated 
the transformed data from these mathematical transformations in our model con-
struction. After finding the unique values of categorical features (location, gender, 
and frame), they were encoded with numerical values using one-hot encoding for 
analysis. The normalization was then carried out using the Python library Standard 
Scaler, which normalized each feature to [–1, 1] [ 30]. 

4.2 Feature Selection 

Since many machine learning algorithms with large amounts of irrelevant data have 
unsatisfactory performance, the selection of features in every application has become 
necessary. Feature selection can prevent overfitting and provide a more profound 
knowledge of unknown areas such as disease occurrence and diagnosis [ 31] We used  
an embedded approach based on the Random Forests (RF) algorithm to choose the 
essential features. Table 4 shows the relevance of each feature (Fig. 2).
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Table 4 Relevance of features computed by RF algorithm 

Feature Importance 

Stab.glu 0.121064 

Age 0.108574 

Chol 0.094355 

Ratio 0.086701 

bp.1d 0.076345 

Weight 0.075137 

bp.1s 0.074467 

Time.ppn 0.073206 

Hip 0.072320 

Waist 0.063764 

hdl 0.061068 

Height 0.055365 

Frame 0.022375 

Location 0.009442 

Gender 0.005817 

4.3 Model Training 

Training and testing datasets were generated from the processed dataset obtained 
from the above data and unique pre-processing steps. The dataset split was done for 
a balanced 80/20 split of train and test. The training set was used to construct the 
models, whereas the models utilized the testing dataset to evaluate their prediction 
performance. We performed a grid search to find the best model parameters and 
trained the model using 10-fold cross-validation for model accuracy. This process 
randomly splits the training and testing data into ten folds. 

4.4 Model Families 

The machine learning algorithms employed in this work are summarized as follows: 
Ridge Regression Ridge regression is introduced by Hoerl et al. [ 32], which aims to 
improve outcomes by improving the medium square regression error. Ridge regres-
sion is appropriate when there are numerous predictors with nonzero coefficients gen-
erated from a normal distribution. It operates effectively with several minor effect 
predictors in particular and prevents low-specific coefficients in linear regression 
models with many related variables and significant variations. The ridge regression 
applies the regularization penalty to fit the model. Ridge regression has demonstrated 
relatively high predictive accuracy when utilized for high-dimensional datasets. The
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Fig. 2 Final features selected for model training 

ridge regression estimator solves the regression issue with.l2 penalized least squares. 
The ridge regression estimator solves the regression problem using.l2 penalized least 
squares. 

β̂(ridge) = a rgminβ||y − Xβ||2 2 + λ||β||2 2 (1) 

(i.e., residual sum of errors), is the.xTi . i th row of.X||β||22 = ∑p
j=1 |β j

2| is the.l2 norm 
penalty on. β and.λ ≥ 0 is the tuning parameter that controls penalty strength (linear 
shrinking) by determining the relative importance of empirical error and penalty term 
data-dependent. The higher the value of the. λ, the greater is the shrinkage. Since the 
value of . λ depends on data-driven strategies, it may be utilized to calculate such 
cross-validation. 
LASSO Regression LASSO regression is known as the least absolute shrink and 
selection operator [ 33]. The LASSO regression, however, isn’t strong in the corre-
lation of predictors and would randomly choose and discard other predictors if they 
were all the same. The penalty for LASSO costs is that many coefficients are nearly
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Table 5 Default and best hyperparameter for the ridge and LASSO algorithm 

Models Hyperparameters Description Default Values 

Ridge 1. Alpha 
2. fit_intercept 
3. Solver 

1. Regularization 
strength 
2. Whether to fit 
the intercept for 
this model 
3. Solver to use in 
the computational 
routines 

1.0 
True 
Auto 

1 
False 
Saga 

Lasso 1. Alpha 
2. it_intercept 

1. Regularization 
strength 
2. Whether to fit 
the intercept for 
this model 

1.0 
True 

0.03 
False 

zero, and only a small fraction is higher (and nonzero). The LASSO estimator uses 
the penalized criterion for the following optimization problem: 

β̂(Lasso) = argminβ ||y − Xβ||2 2 + λ||β||1 (2) 

where.||β_|1 = ∑p
j=1

|
|β j

|
| is .l1− the penalty (norm) on. β, which has sparsity in the 

solution and .λ ≥ 0 is a parameter tuned (Table 5). 
Artificial Neural Networks In this study, we employed feedforward ANN. ANNs 
are similar to biological human brain networks in that they acquire and preserve 
information via an extensive, parallel, and distributed mechanism performed by a 
single processing unit called a neuron. ANNs may have several layers, each contain-
ing one or more neurons, including input, output, and at least one hidden layer. Each 
neuron is linked with each neuron in the following and preceding levels. Each layer 
has different transfer and activation functions as well. The neuron output signal is 
given by the weighted sum of the inputs applied to the nonlinear activation function. 
Our network was fully connected, so every unit has been joined from all preceding 
layers [ 33]. Figure 3 displays the ANN model to predict glyhb (A1C) in relevance 
to diabetes risk diagnosis, given the 19-feature input diabetes dataset and the 9 key 
features retrieved to train this model. 

The gross input was calculated by multiplying and summing each input and its 
weight. For each input unit as output unit Y, the network computing unit of the layer 
indicated can be represented as follows: 

H (1) 
i = ϕ(1) 

⎛ 

⎝
∑

j 

w (1) i j  X j + b(1) 
i 

⎞ 

⎠ (3)
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Fig. 3 ANN for diabetes prediction 

H (2) 
i = ϕ(2) 

⎛ 

⎝
∑

j 

w (2) i j  H
(1) 
i + b(2) 

i 

⎞ 

⎠ (4) 

Yi = ϕ(3) 

⎛ 

⎝
∑

j 

w (3) i j  H
(2) 
j + b(3) 

i 

⎞ 

⎠ (5) 

We applied the grid search [ 34] to identify the optimal parameters for the ANN 
model automatically. We used the grid search on the training set and measured it by 
cross-validation. This strategy is aimed at selecting the parameter that provides the 
lowest prediction error (MSE). Finally, we observed that the network with two hidden 
layers (R representing six and three neurons each) was the ideal setting for activating 
the linear rectified unit (ReLu) and Adam optimizer [ 35] as weight optimization 
solutions. We utilized a batch size of five and a default learning rate of (0.001) and 
set the criterion for the first stop at 50 epochs. 
Linear regression model The LRM has the following form: 

.y = β0 + β1x (6)
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where.β0 and.β1 are the coefficient vectors generated using the least square technique. 
Optimized Weighted Ensemble Model (OWEM) An ensemble is designed to com-
bine numerous models to increase prediction accuracy in learning problems with a 
numerical target variable [ 36]. Reducing variability and bias, as well as increasing 
accuracy, can be made easier with their support. Ridge, LASSO, ANN, and linear 
regression models were combined with their optimized weights to develop an opti-
mized weighted ensemble model in our framework. We utilized a computational 
approach to optimize each model’s particular weight. 
.Weight Optimization Instead of manually deciding the weights (w1, w2, w3, w4) 
for our ensemble model, an automatic and accurate Powell optimization approach is 
used in conjunction with the scipy.optimize.minimize package to decide on the best 
ensemble model weights. The Powell algorithm [ 37] is an optimization approach that 
does not require the derivative of the cost function to be minimized. In this approach, 
the user should supply an initial parameter guess and N search vectors to reduce 
a function with N parameters. By dividing the multidimensional minimizing issue 
into a sequence of one-dimensional minimization problems, the approach achieves 
a transformation of the original problem. Additionally, it is iterative. The parameter 
guess for each iteration is randomly generated via a line search from the parameter 
guess generated at the previous iteration. While the new parameter guess is stated 
as a linear combination of all search vectors, the following example demonstrates 
how to create a parameter from several search vectors. The focus of the subsequent 
search is changed in favor of a new focus. Convergence is reached, and the iteration 
is completed. One of the evaluation criteria we used was Root Mean Square Error 
(RMSE). The ’minimise’ function does what its name implies: it minimizes a scalar 
function of one or more variables. The algorithm’s main objective is to identify the 
lowest RMSE, which will be our optimum weight initialization. 

Our models’ predictions were collected and added to a list. The minimize function 
was supplied with starting weights with a value of 0.5 for all models. We came up 
with a new function we call the RMSE function, which takes the weights, multiplies 
them with the prediction, and returns the RMSE of that prediction. After that, we will 
supply the initial values for the RMSE function, and the Powell is passed as an input 
parameter to scipy.optimize.minimize. On execution, the minimize function passes 
the initial values of weights to our RMSE function, which then returns the current 
RMSE of our prediction. To come closer to the minimum, Powell uses iterative line 
searches that evaluate a local minimum and iteratively change the weights with the 
best results. The algorithm iterates an arbitrary number of times until no significant 
improvement is made. Thus, the best values of our weights are found to be at the low-
est RMSE. Figure 4 demonstrates the Powell weight adjustment algorithm working 
to identify the lowest feasible RMSE after 100 iterations. 

Finally, each weight has been multiplied by the model’s forecast. Hence, we arrive 
at the smallest root mean squared error forecast. Table 6 shows the optimal weights 
acquired for the construction of the proposed ensemble through the process of weight 
optimization.



296 S. Arora et al.

Fig. 4 Demonstration of the Powell weight adjustment algorithm 

Table 6 Optimized weights for the models used for the construction of OWEM 

Models Weights Optimized values 

Ridge W1 . −40.48056933 

LASSO W3 0.49913944 

ANN W2 0.5059238 

LRM W4 0.50047047 

5 Performance Measures 

Several statistical measures were utilized and described in the literature for predic-
tion tasks in order to quantify the prediction performance. The fitness score (R2 
score), root mean square error (RMSE), mean square error (MSE), and mean abso-
lute error (MAE) were all used in this work. The root mean square error (RMSE) is 
crucial for determining the accuracy of a prediction since it allows the error to be the 
same magnitude as the quantity forecasted. Consider a succession of glycosylated 
hemoglobins (designated y) with their predicted values of length n. The RMSE is 
calculated as follows: 

Most of the time, the R2 score is referred to as the degree of fitness, and it has 
a value of 0 (no correlation) to 1 (complete correlation), where . ȳ denotes the mean
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Table 7 Prediction results of Ridge, LASSO, ANN, LRM, and OWEM models 

Model R2 score RMSE MSE MAE 

Ridge 0.8073 1.0195 1.0395 0.7624 

LASSO 0.8059 1.0230 1.0467 0.7695 

ANN 0.8043 1.0274 1.0557 0.7410 

LRM 0.8079 1.0180 1.0364 0.7621 

OWEM 0.8168 0.9940 0.9881 0.7344 

glycosylated hemoglobin concentration for each patient; when R2 values are close 
to 1, better performances are obtained. If R2 = 1, the original and predicted series 
should be superimposed. 

RMSE = 
√
MSE  =

┌
|
|
| 1 

N 

N∑

i=1 

(yi − ŷi )2 (7) 

Most of the time, the R2 score is referred to as the degree of fitness, and it has 
a value of 0 (no correlation) to 1 (complete correlation), where . ȳ denotes the mean 
glycosylated hemoglobin concentration for each patient; when R2 values are close 
to 1, better performances are obtained. If R2 = 1, the original and predicted series 
should be superimposed. 

R2 = 1 −
∑

(yi − ŷ)2
∑

(yi − ȳ)2 
(8) 

6 Results and Discussion 

Table 7 depicts the predictive performance of many models used to estimate the risk 
of diabetes by predicting glyhb(a1c) using various evaluation measures such as R2 
score, RMSE, MSE, and MAE. Individual models’ forecast methods are contrasted 
with our suggested optimized weighted ensemble method. 

Our results revealed that the proposed OWEM outperformed all other considered 
models (ridge, LASSO, ANN, and LRM) applied to the diabetes dataset. In our 
proposed model, different pre-processing methods, removing skewness and outliers 
from the data, and the random forest algorithm for feature importance were used. 
We have utilized the weight optimization approach that uses the Powell algorithm 
to discover the appropriate weights for multiple models to build an ensemble with 
better predictive performance than other models applied to our dataset. Powell’s is a 
non-derivate optimization algorithm used for finding a local minimum (RMSE) of the 
minimize function. However, we experimented with the ensemble model with simple 
averages, but that produced a lower R2 score and more errors than the proposed
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Fig. 5 The predictions vs. actual values of glyhb(a1c) 

model. Finally, our proposed OWEM provided significant performance across all 
metrics for the diabetes datasets compared with a wide range of model results. Figure 
5 presents the predictions vs. actual values of glyhb(a1c) on the testing test. An early 
prediction of diabetes can significantly improve accuracy by employing the proposed 
ensemble method. 

Prediction accuracy plays a crucial role in a person’s life in health care. Machine 
learning models have been found helpful in providing a method for analyzing diabetes 
diagnostic medical data. A critical concern for medical experts and researchers is 
accurate predictions for the early detection of diabetes. We constructed an optimized 
weighted ensemble model for diabetes risk prediction using ridge, LASSO, ANN, and 
LRM models. Weight optimization was performed utilizing Powell’s non-derivative 
algorithm to identify the best weights for these models. The results confirmed the 
supremacy of our OWEM over individual models for the prediction of glyhb (a1c) 
values to estimate the progression of diabetes. Since a dataset with a small population 
was employed in our study, more datasets with a larger population need to be utilized 
in the future. Furthermore, extending the comparison to other prediction models and 
optimizing the hyperparameters.
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7 Conclusion 

This study proposed an optimized weighted ensemble model (OWEM) that can pre-
dict the risk of type 2 diabetes mellitus. As discussed in the results, we compared 
OWEM’s performance on different evaluation criteria (R2 score, RMSE, MSE, and 
MAE) with those obtained by different individual models and found that OWEM out-
performed the other models and achieved better results from the individual models 
available. 
Conflict of Interest The authors declare no conflict of interest. 
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Abstract Image captioning is the method of generating textual descriptions for an 
image using deep neural networks. Its objective is to produce accurate results to 
specify the hidden features and to satisfy its wide applications. There are various 
Convolutional Neural Network (CNN)-based encoder architectures available in the 
literature for image caption generation and there is a need to empirically evaluate 
the best-performing architecture on multiple and diverse datasets to check their effi-
cacy and generalization capability. To address this, we performed the experiments 
using the Flickr30K dataset containing 31,783 images along with the commonly 
used Flickr8K dataset consisting of 8091 images. In this study, we aim to discover 
the best-suited CNN architecture models for caption generation. The study evalu-
ated various encoder architectures, including VGG16, VGG19, InceptionV3, and 
InceptionResNetV2, for extracting image features and Long Short-Term Memory 
(LSTM) as a decoder for generating accurate captions. The models are analyzed 
based on accuracy variation and value loss metrics on both datasets. The results 
depict that all models perform better on the larger dataset, i.e., Flickr30K achieves 
better accuracy with minimum loss values and VGG19 shows the best results among 
all. 
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1 Introduction 

The ability of humans to interpret their surroundings and communicate using textual 
description is aimed to be integrated and performed using deep learning techniques. It 
has enabled the development of neural network models that can learn to extract high-
level features from images and then use those features to generate natural language 
captions. This approach is referred to as Image Caption generation. 

With the advent of AI, image captioning techniques are at its advancing stage 
and are contributing significantly to various sectors and businesses. One popular 
approach is the use of CNNs to extract features from images, followed by the use of 
Recurrent Neural Networks (RNNs) to generate captions. Another popular approach 
is the use of attention mechanisms, which allow the model to selectively focus on 
different parts of the image when generating each word of the caption. This approach 
has been shown to improve the quality of the generated captions, since it allows the 
model to better align the visual features with the words in the caption. Additionally, 
image captioning has numerous applications ranging from assistance to the visually 
impaired to recommendations in editing applications. 

The encoder-decoder approach involves feature extraction from the standard 
dataset, text pre-processing, and caption generation using RNN. Various models 
which are generally used as encoders include ResNet50, VGG16, InceptionV2, 
DenseNet201, and Xception. Moreover, there are various newer versions of some 
of these as well like VGG16 has a higher version called VGG19 with 19 convo-
lutional layers and InceptionResNetV2 is also the variation of InceptionV3 with 
architectural changes i.e., compressed residual layers for performance enhancement. 
Different papers have performed architectural analysis between these models but 
comprehensive comparison based on model accuracy and value loss considering 
various datasets between the different versions of a model is not adequately captured 
by them. 

The main contributions of this work are as follows: 

1. To access and evaluate the performance in different parameter settings. 
2. To implement and evaluate the performance on varying datasets for overall 

generalization and accurate performance detection. 
3. To draw a comparative performance analysis between both the sets of models, 

i.e., VGG16 and VGG19 and InceptionResNetV2 and InceptionV3. 

This study is organized as below. Section 2 captures work related to image 
captioning. Section 3 discusses the approach followed in conducting the research. 
Section 4 compiles the results and draws a comparison between the selected CNN 
encoders and Sect. 5 concludes the findings and specifies the future work.
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2 Literature Review 

There are various approaches that are proposed for automatic image caption genera-
tion in recent years. Vinyals et al. [1] introduced a deep neural network architecture 
that combines a CNN for image feature extraction and an RNN for generating natural 
language descriptions of the images. This study used the VGG16 model which is 
trained on a large dataset This paper sparked a lot of interest in the field of image 
captioning. 

Jethwa et al. [2] provided a brief introduction to attention mechanisms. They 
described the two CNN models, InceptionResNetV2 and InceptionV3, evaluating 
an attention-based image captioning model on the COCO dataset. They evaluated 
the models using standard image captioning evaluation metrics. The results showed 
that both InceptionResNetV2 and InceptionV3 are effective at generating captions, 
but InceptionV3 outperformed InceptionResNetV2 on all evaluation metrics. The 
authors suggested that this may be due to InceptionV3’s better performance on object 
recognition tasks, which is important for generating accurate captions. 

Through comparative model analysis, Alam et al. [3] compared different image 
encoders, namely, VGG16, ResNet50, Xecption, Inception, and DenseNet201 for 
image caption generation. After training, loss value and accuracy were evaluated 
on the COCO dataset. For image captioning, Par-inject architecture was used and 
LSTM decoder architecture for the generation of sentences based on image features. 
According to their study, after evaluation, the accuracy of VGG16 was better than 
InceptionV3. 

By comparing the performance and results of various CNN-RNN architectures in 
image caption generation task, Suresh et al. [4] evaluated different models—VGG16, 
VGG19, InceptionV3, and Inception-ResNetV2. The results of the study depicted 
that the Inception-ResNetV2 model outperformed the other models in the quality 
parameter of the generated captions, as measured by various evaluation measures, 
such as CIDEr, BLEU, and METEOR. The research analyzed that incorporating 
attention mechanisms in the models improved the generated captions quality further. 
Overall, the study suggested that the choice of CNN architecture can have a marked 
impact on performance for image captioning, depending on different factors and 
parameters such as the specific implementation of the models, quality and size of the 
training dataset, and choice of hyper-parameters. 

Kanimozhiselv et al. [5] constructed a model trained with three CNN architectures, 
such as InceptionV3, Xception, and ResNet50, to extract features from the image and 
LSTM to generate the relevant descriptions. From the combinations of three CNN 
and LSTM architectures, choose the best combination based on model accuracy. 
Model was trained for the Flickr8k dataset. For caption generation Greedy Search 
approach was used. 

Dwivedi and Upadhyaya [6] introduced a new CNN-5 with five layers for image 
captioning and compared it to existing transfer learning models like VGG16 and 
VGG19. The results showed that the CNN-5 model, which is less dense, performs 
better and faster than VGG16 and VGG19. The research also showed that enhancing
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the depth of the neural network does not necessarily lead to faster learning. However, 
several factors influence the accuracy of image caption generation, including the 
dataset size, vocabulary, feature extraction model, and hyper-parameter values. The 
study analyzed that VGG16 outperformed the proposed model and VGG19 model 
in terms of BLEU-1 and BLEU-2 scores. 

Bhatia et al. [8] presented a novel approach to image captioning that combined the 
strengths of the InceptionResNetV2 model and RNN and provided promising results 
that can be used in various applications. The study highlighted the importance of 
pre-processing the input images and extracting visual features using the Inception-
ResNetV2 model, which was used as input to the RNN for generating captions, 
and pointed out some limitations of the proposed method, such as the limitation of 
the RNN to generate captions with long-term dependencies, and the inability of the 
model to generate diverse captions for a single image. 

An encoder–decoder model was proposed by Poddar and Rani [12] for the Flikr8K 
Hindi dataset, to extract features a pre-trained model was employed and LSTM 
was used for language modeling. The efficiency of the encoder–decoder model was 
demonstrated by computing the BLEU score on different image caption-generating 
models. To optimize these models, hyper-parameters were tuned and hidden layers in 
the existing models were altered. After the analysis of the experimental results, it was 
found that the multi-layered CNN-LSTM architecture outperformed the traditional 
CNN-LSTM based on BLEU score. In the current work, the four most recent and 
best-performing CNN-based architectures, viz., VGG16, VGG19, InceptionV3, and 
InceptionResNetV2 are selected for comparative analysis of their performance for 
Image Captioning. The results are evaluated on Flickr8k and Flickr30k datasets using 
accuracy and loss value scores. 

There are many studies where CNN models are used as feature extractors. In the 
study [13], CNNs are employed for image classification, while, for image captioning 
[5], they are used for feature extraction in the context of generating captions. 

Using convolutional neural networks (CNNs), the approach involved feature 
extraction from the input images to capture relevant visual patterns, and then 
Dewangan and Sahu [14] used these features for lane detection. Similarly, in the road 
detection study [15], the CNN model, which is inspired by architectures like VGG-
Net, is used to extract informative features from the input images. These features are 
then likely used for further processing to identify road regions accurately. 

3 Methodology 

Image captioning involves model training based on image features’ captions related 
to the image, i.e., encoder and then translating these details into an explanation 
in the form of captions, i.e., decoder. The encoder is primarily a pre-trained CNN 
network responsible for extracting features from the input image. These features are 
subsequently employed by the decoder to create a caption. For feature extraction, 
VGG16, VGG19, InceptionV3, and InceptionResNetV2 are used, and for generating
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caption, LSTM is used. This section includes description of the datasets used in this 
study, implementation approaches including various phases for generation of image 
captions, CNN encoder architectures, and LSTM. 

3.1 Dataset Description 

In order to compare CNN architectures, datasets used in this study are the Flickr8K 
and Flickr30K datasets for better accuracy from Kaggle (https://www.kaggle.com). 
The dataset includes both images and textual data for each image with five caption 
descriptions. The Flickr8K dataset contains 8091 images of which 5663 have been 
used as training dataset and 2428 have been used as testing dataset. It contains 40,455 
captions. Also, the Flickr30K dataset consists of 31,783 images, which have been 
divided into 22,248 for training the model and 9535 for testing purposes with 158,915 
image captions. 

3.2 Implementation 

Various phases involved in Image Captioning which includes data pre-processing, 
feature extraction using CNN, and caption generation using RNN are described below 
and are depicted through the flowchart in Fig. 1. 

Data Processing. For data pre-processing, we have converted the text into lowercase, 
removing words with single characters, punctuation, and words containing numbers. 
Following this, a vocabulary is generated containing all the unique words from the 
text which are thereafter transformed into a dictionary using the name of the image 
as key and the cleaned descriptions as corresponding values.

Fig. 1 Implementation approach 

https://www.kaggle.com
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Feature Extraction. For feature extraction, CNN models are used. In this study, 
different combinations of models and datasets are analyzed. The model takes pre-
processed images as input, which are then transformed into a vector format and are 
taken as input by the neural network. The conversion of images into a fixed-size 
vector is carried out using models such as VGG16, DenseNet121, and InceptionV3. 
Once the image features have been extracted using these models, they are saved on 
the disk in the  form  of  a pickle file.  

Image Caption Generation. During model training, it is trained to create new 
captions, using pre-defined captions as the target variables. For caption genera-
tion, each word is encoded into a vector of fixed size, and the resultant word as 
output signifies the probability distribution of the expected word over the complete 
possible words set in the dictionary. The generator function is a crucial component 
of this process and is responsible for creating captions. The generator function yields 
batches of input–output pairs, as well as a step parameter that specifies the number 
of pairs of input and output images generated for every batch. It produces an indices 
sequence that is acquired from the description of the image, where a distinct word 
is represented by each index. Padding is added in the last of every sequence, and 
the succeeding word in a target word sequence is predicted on the basis of input 
sequence. The predicted target word sequence is then sent back to the data generator 
for the anticipation of subsequent words. 

The model consists of two main components: an image extractor represented as 
a vector and a language processor represented as a sequence. The image vector is 
obtained using a CNN that utilizes pre-processed models to extract features from 
images. These features are then passed through a dense layer to generate captions 
for the images. The language processor is implemented using an RNN that lever-
ages the previous word to predict the next word. Additionally, an LSTM layer is 
employed to process the text input, and the LSTM output is analyzed using a dense 
layer, considering one output at a time. By combining these components, a model 
is created that can generate text from images. The outputs of the feature extractor 
and the sequence processor are merged into a fixed-length vector with a maximum 
sequence length. This vector is concatenated and prepared by the LSTM and the dense 
layer to make a final prediction. The model predicts a probability distribution across 
the word vocabulary, and the network minimizes the categorical cross-entropy loss 
function by using a SoftMax activation function during fitting. Within this model, 
the GlobalMaxPooling2D layer is employed to condense the existence of each of the 
image features. When it is down-sampled using maximum pooling, the feature map 
and image will result in the same output. The dense layer is completely connected, 
implying that each neuron in this layer is linked to each input in the next layer via a 
weight in a linear operation. To optimize the model, Adam optimizer is utilized as 
an optimizer to enhance the model’s efficiency. The categorical cross-entropy loss 
function is employed to measure the loss.
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3.3 CNN Architectures 

VGG16 and VGG19. CNN with architecture of VGG16 was introduced by 
Simonyan and Zisserman [7], and the model archives 92.7% of accuracy with the 
ImageNet dataset which contains 14 million images with a total of 1000 numbers of 
classes. It has classified new images of size 224X224X3 and has two fully connected 
layers. VGG16 is in vector form to obtain quality image representation. VGG16 refers 
to it because it has 16 layers and 138 million parameters. Similarly, the other VGG19 
architecture contains 19 layers including 3 fully connected layers and 16 convolution 
layers. Figures 2 and 3 describe VGG16 and VGG19 architecture, respectively. 

The system was built using deep learning techniques. After performing feature 
extraction from Image and captions pre-processing, it was built using a sequential 
model in which several layers were concatenated. Thereafter, the model was trained 
using the training dataset, and text captions describing the image were generated for 
image input rendered by testing dataset. 

InceptionV3 and InceptionResNetV2. In the Inception network, rather than manu-
ally selecting filter sizes in the Inception network, all filters are added and the model 
automatically determines which filter is most appropriate. Inception architecture is 
used as an encoder which is used to generate image features. An attention-based unit 
is produced, which partitions the input into distinct areas and generates a context 
vector based on a priority score derived from the previously generated text. This 
assists the decoder in concentrating on specific areas during a specific time step. 
InceptionResNetV2 is recognized as an encoder due to its high accuracy, excep-
tional performance, and comparatively shorter training duration. It closely resembles 
InceptionV3 but with the inclusion of residual blocks.

Fig. 2 VGG16 architecture 

Fig. 3 VGG19 architecture 
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Fig. 4 InceptionV3 architecture 

Fig. 5 Inception ResNetV2 architecture 

The InceptionV3 is a frequently employed model for image recognition, featuring 
a network comprising 48 layers. It incorporates label smoothing to enhance its perfor-
mance and employs an auxiliary classifier with batch normalization to propagate 
label information to lower levels in the network. Figure 4 displays the architecture 
of InceptionV3. 

InceptionResNetV2 was proposed to accelerate the training speed of Inception 
architecture. It is a 164-layer deep network incorporated with residual networks 
(ResNet) as shown in Fig. 5. The ResNet’s skip connection serves two purposes: 
it deepens the model while preserving the integrity of information. Additionally, it 
lowers the number of layers that need to be propagated, thereby reducing the effects 
of vanishing gradients and hastening the training process. InceptionResNetV2 is 
similar to Inception V3 along with the residual block. 

3.4 Long Short-Term Memory (LSTM) 

LSTMs belong to the family of recurrent neural networks and can recognize the 
significance of the order of events in sequence prediction tasks. This ability is partic-
ularly important for solving complex problems like speech recognition and machine 
translation. Learning about LSTMs and related concepts such as bidirectional and 
sequence-to-sequence within the vast field of deep learning can be challenging.
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LSTM networks have achieved impressive success, enabling the generation of longer 
sequences of sentences or words. In the LSTM model, the recurrent neural network is 
encircled by a collar from multiple points, similar to traditional feed-forward neural 
networks. Below is the implementation of the accuracy metrics function for image 
captioning. 

3.5 Evaluation of Accuracy and Loss Value 

For evaluating the performance of image captioning models, we have selected accu-
racy metric and loss value function as these are appropriate to refer to the extent to 
which the generated caption matches the ground truth or reference caption for a given 
image. Various previously published related works have also used these parameters 
for the comparative analysis and evaluation of models [3, 5, 16]. 

4 Accuracy Metric 

In image captioning, the accuracy metric is often defined as the percentage of caption 
sequences that are exactly correct. That is, the predicted caption sequence must match 
the ground truth caption sequence exactly, word for word. 

During implementation, we have defined a custom metric function that takes 
the predicted and ground truth caption sequences as inputs and compares them 
element-wise to determine whether they are equal. The function can then compute the 
percentage of sequences that are exactly correct and return that value as the accuracy 
metric. 

Here is the implementation approach for the calculation of accuracy of the model-
generated captions. Firstly, the predefined captions and the predicted captions are 
converted to NumPy arrays. Thereafter, the percentage of caption sequences that are 
exactly correct is computed by iterating both the arrays and maintaining a correct 
counter. Finally, the accuracy is calculated by dividing correctly predicted captions 
by total captions. 

accuracy = (number of correctly predicted words) / (total number of words. 

5 Loss Function 

Loss function used is the categorical cross-entropy, which compares the predicted 
caption sequence to the ground truth caption sequence. To apply the categorical cross-
entropy loss function to image captioning, the caption sequences are converted into 
one-hot encoded vectors, where each vector element corresponds to a unique word 
in the vocabulary.
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Table 1 Accuracy scores 
(%) of different CNN encoder 
architectures 

CNN models Flickr8K Flickr30K 

VGG16 94.2 96.7 

VGG19 95.1 97.8 

Inception V3 91.3 93.2 

InceptionResNetV2 89.3 89.6 

The formula for categorical cross-entropy loss is: loss = –Ei, j log(p(i, j)), where 
i iterates over the time steps in the predicted caption sequence, j iterates over the 
words in the vocabulary, and p(i, j) is the predicted probability of the j-th word at the 
i-th time step in the caption. 

6 Results and Discussion 

This section provides an overview of the loss and accuracy observed from the model. 
Table 1 provides the accuracy scores of VGG16, VGG19, InceptionV3, and Incep-
tionResNetV2 as 94.2, 95.1, 91.3, and 89.3, respectively, for the Flickr8K dataset 
and 96.7, 97.8, 93.2, and 89.6, respectively, for the Flickr30K dataset. Based on our 
comparative analysis in Fis. 6 and 7, VGG19 outperformed the other three models, 
achieving the highest accuracy of 95.1% and 97.8% for the Flickr8K and Flickr30K 
datasets, respectively. Table 2 provides the loss value scores of VGG16, VGG19, 
InceptionV3, and InceptionResNetV2 as 42.8, 39.8, 54.7, and 56.2, respectively, for 
the Flickr8K dataset and 42.1, 39.7, 50.6, and 54.9, respectively, for the Flickr30K 
dataset. It shows that the loss value in VGG19 is lower than in the other models. 
Therefore, VGG19 is found to be better than VGG16 in terms of accuracy and loss 
values, and InceptionResNetV2 performed slightly better than InceptionV3. The 
generated captions from VGG19 with LSTM are more accurate compared to the 
other three models. By analyzing the graphs, it is also noticed that increasing the 
number of epochs exponentially improves accuracy of these models. Hence, it can 
be concluded that increasing the training data can minimize the loss and improve 
accuracy.

7 Conclusion and Future Scope 

In this study, we have selected four state-of-the-art CNN models, i.e., VGG16, 
VGG19, InceptionV3, and InceptionResNetV2 that are based on the encoder– 
decoder architecture. The results are indicative of the finding that the VGG19 model 
outperformed the rest of the three models for automatic image caption generation 
with better accuracy and value loss. Furthermore, multiple datasets are used in the 
study, including Flickr8k and Flickr30K, in order to improve the accuracy of the
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Fig. 6 Accuracy graph for the Flickr8K Dataset 

Fig. 7 Accuracy graph for the Flickr30K dataset 

Table 2 Value loss (%) of 
different CNN encoder 
architectures 

CNN models Flickr8K Flickr30K 

VGG16 42.8 42.1 

VGG19 39.8 39.7 

Inception V3 54.7 50.6 

Inception ResNetV2 56.2 54.9
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models during training. It was analyzed that the choice of CNN architecture and 
different factors including size and quality of the training dataset, hyper-parameters 
combination, and the specific implementation of the models can have a notable impact 
on the performance of image captioning. 

In the present work, only four state-of-the-art CNN-based encoders are selected 
for comparative analysis. In future, it would be interesting to further compare other 
state-of-the-art models like ResNet50, ResNet101, and Xception. Moreover, different 
parameter settings may be explored in future as presently, default parameter settings 
are analyzed for comparison. Lastly, one interesting direction would be to explore 
different search strategies like beam search and greedy search techniques for diverse 
and better caption generation, time optimization, and overall performance of the 
CNN-based models for effective generation of the image captions. 
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Abstract Thanks to constantly advancing technology, the world is changing rapidly. 
One such idea that has contributed to the reality of automation is the Internet of Things 
(IoT). IoT links various non-living objects to the internet and enables them to commu-
nicate with their local network to automate processes and simplify people’s lives. 
The IoT’s potential needs to be completely realised despite the enormous efforts of 
standards, organisations, coalitions, businesses, academics and others. A number of 
problems remain. The enabling technology, applications and business models, as well 
as the social and environmental repercussions, should all be taken into consideration 
while analysing these difficulties. This article’s emphasis is on unresolved issues 
and challenges from a technological perspective. The main objective is to provide 
a thorough evaluation of IoT in terms of energy and security, as well as unresolved 
problems and obstacles that need further study. We provide some perspectives on 
some new concepts to help future research. 
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1 Introduction 

The phrase ‘Internet of Things’ (IoT) describes a totally networked world [1]. It 
integrates everything with technology and opens up a brand-new world for children 
to interact with one another online. IoT has the ability to revolutionise technology and 
alter people’s lives; it is more than just a notion [2]. The IoT will have an influence on 
any concept, practical or theoretical. Anybody should be able to access any content 
from any device at any time from anyone located anywhere who is a member of any 
firm or service, across any route or network, since it demands object communication. 
In a good way, ‘availability’ is an important factor that affects IoT performance [3–8]. 

IoT architecture connects sensors and smart devices to a local or cloud-based 
controller. Sensors often provide environmental data in real time. Controllers may 
then make immediate and long-term decisions. Predictive and adaptive algorithms 
may help controllers make basic to complicated operational decisions. In-room occu-
pancy sensors may illuminate a workplace [9–11]. IoT systems have three layers: 
hardware or sensor, software control and application. The hardware or sensor layer 
is built of physical pieces with independent identities that may convey data over a 
network without human-to-human or human-to-computer interactions. A set of actu-
ators that regulate a building’s heating and lighting system or a network of distant 
sensors that detect and report environmental variables are examples. Improve IoT 
deployment apps and use cases. End users influence design decisions like any compe-
tent engineer. A not-so-unique twist is that adapting IoT devices for human conduct 
often involves collecting and transmitting data on human activity and behavioural 
profiles, which may be invasive to users. 

Before examining research trends, we must define the IoT and assess its effects 
on society, business and new business models. The Internet of Things is young, and 
everyone is attempting to interpret it according to their own requirements [12]. This 
makes the IoT’s definition and concepts ambiguous. IoT is also known as IoE, WoT, 
CoT, M2M and others. Even while some writers believe both statements imply the 
same, most authors differentiate between them [13, 14]. 

2 Motivation, Objectives and Contributions 

The IoT is present. Sensors and embedded devices are already allowing new sorts 
of information and changing how it is produced, consumed and experienced in auto-
mobiles, smartphones, watches, supermarkets, homes, roads and bridges, appliances, 
industrial and agricultural equipment and wearable technology. There is a lot of room 
for improvement in data analytics thanks to the IoT. The connections between IoT, 
data processing and storage and machine learning are obvious and are already taking 
off. The basis for this contribution is that IoT devices can effectively and affordably 
transmit highly secure information to the wireless network in urgent circumstances. 
The primary goals are as follows. This article provides a comprehensive analysis of 
IoT’s energy and security needs:
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. to provide a thorough review of IoT features and to explain the IoT vision and 
terminology;

. to provide a high-level overview of the capabilities of popular IoT enabling and 
emerging technologies;

. to encourage discussion on current IoT issues and challenges that will be addressed 
by future study;

. to go into further detail on the many IoT designs, uses and difficulties that come 
from fusing the IoT with other technologies. 

3 Literature Survey 

Smart mobile phones and sensors can monitor resident and building data to improve 
urban productivity [15]. The Localisation Novel Method (LNM) uses neighbour 
sign quality to build a unique mark chronicle for walkers. It underpins a Markov 
model that predicts pedestrian movement. The case is used to examine the stunning 
sign deviation [16]. After testing, the suggested technique outperforms others. Wi-Fi 
signal constancy is an issue. The suggested architecture uses a wearable interface 
with photo recognition and confinement to automatically provide social data on the 
pieces of art being seen. The cloud stores client-created interactive media material 
and shares framework events on the client’s social media [17, 18]. More specifically, 
a nuclear event extraction module removes nuclear events from messages and creates 
a β-organisation to parse nuclear events [19]. 

Focus on a BIM morphogenetic engineering system planning group audit to 
finish. The AI-Based Smart Building Automation Controller (AIBSBAC) naturally 
responds to client needs for ease, security and energy savings. AIBSBAC’s architec-
ture also allows fast connection and play improvements without framework updates 
for most applications, including private and building computerisation. Built an IoT-
based learning framework for smart building temperature control thermal models. 
Smart technologies, parameter management and IoT infrastructure need advanced 
operations. Cloud customers utilise communication protocols to identify and manage 
the IoT basis [21–23]. Most of the data came from the EU-funded Smart Santander 
project, a city-scale IoT and Potential Internet experimental testbed [24, 25]. Energy-
efficient IoT-enabled smart building template. The ‘Laplacian IoT matrix’ shows IoT 
network smart building graphs. Qualitative case studies follow the advice. We can 
explain and apply fundamental IoT concepts to smart homes and simple use cases 
in a condensed Smart Home context to excite new clients. IoT-enabled development 
monitoring. A controlled, Internet-connected sensor node in the building measures 
continuously and sends raw data to the remote server through MQTT [26–29]. 

To enable rapid and reliable handovers (HO) in 4G and 5G networks, new authen-
tication and re-authentication methods were developed using conventional authenti-
cation protocols. One possible enabling technology for solving these concerns is the 
IoT, a massive worldwide network of linked physical items containing electronics, 
software, sensors and network connection. The IoT may develop future smart cities
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by using sustainable information and communication technology [30]. The IoT’s 
rapid growth affects many scientific and technological disciplines. The IoT, a global 
Internet-based technological architecture that promotes product and service exchange 
in global supply chain networks, affects security and privacy. Data authentication, 
access control and client privacy must be protected in the architecture. A good legal 
framework must address the underlying technology and be designed by an interna-
tional legislator, strengthened by the private sector according to particular needs, and 
readily adjustable [31]. 

IoT refers to embedded networks that employ Internet protocols for human-to-
thing or thing-to-thing communication. It is unknown how IP security protocols 
and architectures may be implemented in this area, despite well-established security 
standards. Content-based publish/subscribe has been used as an overlay network of 
software brokers for decades [32]. Software-based bandwidth-efficient expressive 
filtering cannot match network-layer communication protocols’ end-to-end latency 
and throughput. SDN was used to increase network-layer performance for content-
based publish/subscribe. SDN permits content filters directly installed on switches 
to send events at line rate, however fundamental hardware limits (flow table size, 
bit availability in header fields) limit their expressiveness, resulting in unneces-
sary network traffic [33]. WSN uses Low-Energy Adaptive Clustering Hierarchy 
(LEACH) protocol to regulate battery lifespan and cluster head cell-active data aggre-
gation and network efficiency. Clustering heads and a single cluster head may increase 
network performance. WSNs have several applications. One of the latest uses is the 
IoT, which connects objects through the Internet [34]. 

4 IoT Architecture 

IoT technology is diverse. Consequently, one reference design cannot be used to 
guide all particular implementations. On the internet, several paradigms coexist. The 
architecture is used to describe the physical components, functional organisation, 
networking, operating principles, processes and data formats [33] (Fig. 1).

5 Three-Layer Architecture 

Further, the IoT layer architecture is shown in Fig. 2. That mainly works in three 
layers and the function of each layer is discussed below: 

(a) The physical Perception Layer interacts directly with IoT sensors. Sensors can 
understand environmental data, which is exciting. To continue to include sensors 
in the three phases of an IoT architecture system, information must be processed. 
Sensors can analyse outside data. In other words, the inclusion of sensors under 
three phases in an IoT system backdrop will begin to incorporate details with a clear 
appearance and feel.
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Fig. 1 IoT architecture

Fig. 2 IoT layer architecture 

(b) Network Layer connects data to the cloud and last. The network layer connects 
intelligent items, network appliances and servers. Sensor data transport and anal-
ysis utilise it. IoT architecture stages transferred optimal details to IT. Edge IT 
systems improve analytics and pre-processing. Machine learning and visualisation 
are examples. Further testing will occur when you reach the data centre. 

(c) Application Layer offers unique customer resources. Smart homes, intelligent 
communities and intelligent wellness are IoT applications. The latest IoT architecture 
essential processes are in the data centre or cloud. It allows extensive treatment and 
feedback evaluation. IT and OT professionals are required.
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5.1 Four-Layer Architecture 

Heterogeneous IoT architectures need scalability, modularity, interoperability and 
adaptability. IoT architecture involves cross-domain connections, multi-system inte-
gration, flexible functional management linkages, huge data processing and storage 
and user-friendly applications. The software should add functionality and auto-
mate IoT computers. IoT creates huge data. IoT streaming data requires complex 
infrastructure [35–40]. 

IoT sensors and gadgets generate massive amounts of data, creating a new 
dilemma. So, an IoT system needs an efficient design to handle massive streams 
of data. IoT systems handle, monitor and analyse enormous volumes of data using 
cloud and fog/edge computing. As shown in Fig. 3, modern IoT architecture is 
four-stage. Sensors and actuators are crucial in architectural stage 1. The real world 
includes people, animals, electronics, smart cars, buildings and more. Sensors convert 
real-world signals and data flow into data for analysis. 

Actuators can also manage room temperature, vehicle speed, music and light. 
Hence, Stage 1 helps gather real-world data for study. Stage 2 includes sensors, actu-
ators, gateways and data collection. This phase organises and optimises the massive 
data acquired in Stage 1 for processing. Stage 3, edge computing, begins after massive 
data collection and organisation. Edge computing is a distributed open architecture 
that lets IoT technologies and massive processing capability be utilised worldwide. 
IoT devices benefit from its sophisticated streaming data processing method [41–43]. 

Stage 3 edge computing solutions handle massive volumes of data and provide 
visualisation, data integration from various sources, machine learning analysis and 
more. In the last stage, processing, analysis and feedback improve the system’s 
precision and accuracy. Now everything will be done on a cloud server or data centre. 
Machine learning may improve prediction models for a more accurate and dependable 
IoT system to fulfil demand. Hadoop and Spark can manage this huge streaming 
data, and machine learning can improve prediction models for a more accurate and 
dependable IoT system to fulfil demand. Architecture defines a network’s physical 
components, functional structure and configuration, operational rules and procedures 
and data formats. IoT growth depends on technology, applications and business. IoT 
device designs vary. The ‘5 Layer Architecture’ is the finest IoT architecture, though. 

5.2 Five-Layer Architecture 

The five-layer design is suitable for projects with cutting-edge technology and exten-
sive applications. Figure 3 shows that the five-layer model adds two levels to the basic 
IoT architecture [44].

(a) Perception layer: IoT architecture’s initial layer. The perception layer uses several 
sensors and actuators to measure temperature, moisture, incursion, noise and more. 
This layer collects environmental data and sends it to another layer for action.
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• Authentication 
•Key Agreement 
•Privecy Protection 

1: Application Layer 
Stage 4 

• Secure Cloud Computing 

2: Support Layer 
Stage 3 

•Identify Authentication 
•Encryption Mechnisom 

3: Network Layer 
Stage 2 

•Encryption and Key Agreement 
•Sensor and Data Protection 

4: Perception Layer 
Stage 1 

Fig. 3 Four-stage IoT architecture to deal with massive data

(b) Network layer: It links the perceptual and middleware levels. It sends percep-
tion layer data to the middleware layer via 3G, 4G, UTMS, WiFI, infrared and 
other networking technologies. The communication layer connects the perceptual 
and middleware levels. Data is sent securely and kept private. 

(c) Middleware: It stores, calculates, processes and takes action. It stores and trans-
mits data to the correct device based on its address and name. Sensor data calculations 
may also inform its decisions. 

(d) Application layer: The application layer manages all application activities using 
middleware layer data. This application controls emails, alerts, security systems, 
gadgets, wearables, smart agriculture and more. 

(e) Business layer: Technology and distribution determine a device’s success. The 
device’s business layer handles this. It involves flowcharting, graphing, data analysis 
and device improvement (Fig. 4).
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•Authentication 
•Key Agreement 
•Privecy Protection 

5: Application Layer 
Stage 5 

•Secure Cloud Computing 

4: Support Layer 
Stage 4 

•Storage 
• Information Processing 
•Action 

3: Middelware Layer 
Stage 3 

• Identify Authentication 
•Encryption Mechnisom 

2: Network Layer 
Stage 2 

•Encryption and Key Agreement 
•Sensor and Data Protection 

1: Perception Layer 
Stage 1 

Fig. 4 Five-Layer architecture of Internet of Things 

6 IoT with Artificial Intelligence (AI) 

Applications and installations for the IoT are increasingly using AI. Investments and 
acquisitions in companies that mix AI and IoT have grown during the last 2 years. 
Many IoT platform software companies currently provide integrated AI features 
including machine learning-based analytics [45]. Information may be extracted from 
data that previously needed human analysis using other AI technologies like voice 
recognition and computer vision. 

IoT AI applications assist organisations in reducing unscheduled downtime, 
enhancing operational effectiveness, creating new products and services and better 
managing risk. IoT with AI capabilities may also help increase operational effective-
ness. Machine learning can foresee operating situations and uncover parameters that
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may be modified on the fly to maintain optimal outcomes by analysing continuous 
streams of data to detect patterns that are invisible to the human eye and not obvious 
on basic gauges. 

7 Challenges of IoT 

IoT combines privacy-focused industries including cyber technology, telecommuni-
cations, software analytics and farming. IoT categorisation [46]. 

(a) Standardisation and Interoperability 

The multiplicity of technology and standards is one of the main obstacles to the 
development of IoT applications. The cornerstone for IoT manufacturing in the future 
will be the standardisation of IoT architecture and communication technologies. 

(b) System Security 

The communication system must be able to handle data from many devices without 
experiencing any data loss due to framework obstruction, maintain proper safety 
measures for delivering data and check for security issues. 

(c) Availability 

One of the most important problems to be resolved in order to handle the complexity 
of IoT systems efficiently is service availability. The availability of IoT applications 
means that they must be available for every permitted item at all times and from any 
place. 

(d) Transmission Rate and Power Use 

New computational and calibration methods are required because of the rapid 
increase in the quantity of linked items and data flow. For IoT systems to enable 
big data, IoT applications need a well-known analytic framework that can be made 
accessible as a service. 

(e) Data Management 

Due to the enormous number of IoT devices, data management is now the biggest 
challenge. Despite the fact that IoT technologies like Near-Field Communication 
(NFC), RFID and Thread exist. 

(f) Encryption and Decryption of Data 

With the aid of decryption and encryption, the sensing devices carry out self-
governing estimates or recognising and exchanging data with the information 
handling unit across the transmission system. The web is connected to a huge variety 
of devices.
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(g) Data Privacy 

RFID, 2D institutionalised labels and other unique types of item recognition 
confirming headways are used in the IoT. It is important to establish legal assur-
ance methods and prevent unauthorised access since every kind of step-by-step 
usage article will include these obvious verification markings and add unique item 
information. 

8 Future Research 

IoT industry challenges and open problems are outlined in this paper. Background 
information about the subjects and ideas that will be studied is provided in this section. 
The majority of issues, according to recent contributions and research studies, are 
caused by rising traffic demands, a variety of traffic types, data formats, IoT devices, 
heterogeneous networks, etc. Performance of IoT systems is highly impacted by 
these factors. Specific application requirements include things like speed and relia-
bility of computing and communication, as well as mobility, dependability, privacy 
and security. IoT applications benefit from cloud computing in order to meet these 
needs. In IoT system architecture, fog computing, cloudlets, MEC and MCC may be 
employed. Today, the majority of IoT applications and services rely on cloud infras-
tructure and smart device data exchange. This strategy must overcome administra-
tive, social and technological obstacles as well as technical ones related to network 
latency, throughput and reliability. Fog computing, cloudlets, MEC, MCC and other 
computing paradigms and architectures were introduced last year to deploy infras-
tructure nearer to data sources. Models are differentiated by ‘infrastructure distance’ 
from IoT devices, distributed function infrastructure and other elements. In terms of 
processing and storage, cloud computing performs better than network edge hard-
ware. Data storage and pattern analysis are good examples of long-term jobs. For 
IoT subsystems, it could make use of a load distribution technique. IoT applica-
tions may be categorised based on this evaluation’s performance profile (such as 
QoS requirements). Additionally, application architectures and resource manage-
ment techniques may be compared in this examination. By simulating IoT systems, 
this method may assess QoS and QoE. Future advancement may be addressed by 
adequate mathematical formulation and evaluation methodologies for IoT systems 
[47–50]. 

9 Conclusion 

IoT must allow seamless connectivity anytime, everywhere, by anyone, and with 
everything in order to offer intelligent services. This comprises capabilities for iden-
tification, sensing, networking, processing and visualisation. This idea created a
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plethora of fresh opportunities for the creation of substantial services and goods, 
sparking an explosion of fresh concepts and business opportunities. The research 
community must tackle new issues brought on by emerging technology and new 
IoT applications. By visualising the most intriguing future research topics and 
achievements, we have summed up, assessed and articulated these challenges. Future 
research is aided by a concise overview of engaging study areas, a categorisation of 
unresolved issues based on designated functional domains and insights into specific 
emerging difficulties and concepts. The research community will profit from this 
effort as a consequence since it might serve as a basis for further investigation. 
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Spot Pricing in Cloud Computing: 
A Comprehensive Survey of Mechanisms, 
Strategies, and Future Directions 

Nikhil Purohit, Prakash Srivastava, Vikas Tripathi, and Noor Mohd 

Abstract Cloud computing (CC) has transformed the way businesses store, process, 
and access data, and spot pricing has emerged as a key feature of this technology. Spot 
pricing enables users to bid on unused computing resources at lower prices, providing 
cost-effective access to computing resources and helping businesses optimize their 
operational infrastructure expenses. The proposed research is focused on case studies 
and existing research based on the impact of spot pricing in CC, including its effect 
on workload distribution and resource allocation. It also emphasizes the significance 
of spot pricing in CC and its potential to benefit businesses of all sizes. The paper 
concludes with open research directions, including the benefits and challenges of 
spot pricing, the various factors to consider when using spot pricing, and the need 
for future research in this area highlighting its importance and potential impact on 
businesses. 

Keywords Cloud computing · Spot cloud · Spot market · Amazon pricing 
mechanism 

1 Introduction 

CC has brought about a revolutionary change in the way businesses manage and 
utilize data. By leveraging CC, organizations can store, process, and access their 
data in a scalable and cost-effective manner [1]. With the exponential growth of data, 
traditional data storage methods have become increasingly challenging to maintain. 
Therefore, CC has emerged [2] as a solution to address this issue. It provides a new 
approach to storing data, leveraging the power of the Internet [3]. A significant aspect 
of CC is its pay-as-you-go pricing model which allows customers to pay only for the 
resources they consume, offering flexibility and cost optimization [4].

N. Purohit · P. Srivastava (B) · V. Tripathi · N. Mohd 
Department of Computer Science and Engineering, Graphic Era (Deemed to be University), 
Dehradun, India 
e-mail: prakash2418@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Namasudra et al. (eds.), Data Science and Network Engineering, Lecture Notes 
in Networks and Systems 791, https://doi.org/10.1007/978-981-99-6755-1_25 

331

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6755-1_25&domain=pdf
mailto:prakash2418@gmail.com
https://doi.org/10.1007/978-981-99-6755-1_25


332 N. Purohit et al.

In recent years, spot pricing has gained popularity as a key feature of CC. Spot 
pricing enables users to bid on unused computing resources at lower prices, facili-
tating cost-effective access to computing power [5]. The spot pricing model is partic-
ularly advantageous for businesses with fluctuating workloads that can tolerate some 
level of downtime. By leveraging spot pricing, such businesses can significantly 
reduce their CC costs while meeting their performance requirements [6]. 

Several cloud service providers have adopted and refined spot pricing as part of 
their offerings [7]. However, this pricing model is not without its challenges. Price 
volatility, resource availability issues, and the need for efficient bidding strategies 
present significant hurdles for businesses utilizing spot pricing. Thus, further research 
is necessary to explore the benefits and challenges associated with spot pricing in 
CC [8]. Additionally, it is essential to investigate how spot pricing impacts workload 
distribution, resource allocation, and overall application performance in the cloud. 
This survey paper aims to provide a comprehensive overview of spot pricing in CC, 
examining its evolution, advantages, and challenges. The paper will delve into the 
various cloud service providers that offer spot pricing, highlighting case studies and 
research papers that analyze the impact of spot pricing on CC. By conducting a 
literature review, we will gather insights into the existing body of knowledge on this 
topic and identify potential research gaps. 

The contributions of this survey paper are as follows: 

1. Comprehensive analysis of spot pricing in CC, including its evolution, advan-
tages, and challenges. 

2. Analysis of different cloud service providers offering spot pricing. 
3. Exploration of case studies and research papers on the impact of spot pricing on 

workload distribution, resource allocation, and application performance in the 
cloud. 

4. Identification of potential research gaps and future directions in spot pricing 
research. 

An auction mechanism (as shown in Fig. 1) is a method of determining spot prices 
in which cloud service providers allow users to bid on unused computing resources, 
resulting in a dynamic pricing system that reflects current supply and demand. 

Fig. 1 Spot market and auction mechanism
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The rest of the paper is organized as follows. Section 2 describes the Fundamentals 
of Spot Pricing in CC. Section 3 reflects the Related work. Section 4 describes the 
Research Gaps. Section 5 describes the Discussion and Future Work Directions. 
Section 6 concludes the paper. 

2 Fundamental of Spot Pricing in CC 

Spot pricing in CC is a pricing model where cloud service providers offer unused 
computing resources at a lower cost, allowing users to access additional resources and 
providing cost savings. However, spot pricing is volatile, with prices and availability 
changing based on market demand. Users must carefully monitor and manage spot 
instances to optimize cost savings and ensure uninterrupted operation. Some benefits 
and challenges of Spot pricing are as follows:

. Benefits of Spot Pricing:- Spot pricing offers significant benefits for cloud users. 
The pricing model allows users to access additional computing resources at a 
discounted rate, providing cost savings for users. Additionally, spot pricing allows 
cloud providers to optimize their resource utilization and revenue by offering 
unused cloud resources at a lower price. Spot pricing is particularly beneficial for 
non-critical workloads or applications that can be interrupted or stopped without 
significant impact. Users can bid for spot instances and utilize them for their 
workloads, and then release the instances when the workload is complete. This 
enables users to access additional computing power at a lower cost and allows 
cloud providers to optimize their resource utilization and revenue.

. Challenges of Spot Pricing:- Despite its advantages for cloud users, spot pricing 
comes with its own set of challenges. The most prominent challenge of spot 
pricing is the volatility in pricing and resource availability. The cost of spot 
instances can change swiftly based on market demand, necessitating users to 
monitor resource pricing and availability continually to achieve their cost savings 
objectives. Additionally, spot instance availability is not guaranteed, as cloud 
providers may reclaim them when demand surges, making it problematic for users 
to depend on spot instances for mission-critical workloads. Another challenge of 
spot pricing is the complexity of managing and monitoring spot instances. Users 
must have a deep understanding of their workload and resource requirements to 
effectively utilize spot instances. They must also monitor their instances closely to 
ensure they are not interrupted or terminated unexpectedly. This requires signifi-
cant expertise and resources, which may be a challenge for some users. As a result, 
users must carefully monitor and manage their use of spot instances to ensure they 
obtain the desired cost savings without sacrificing performance or reliability. In 
this survey, we will explore the concept of spot pricing in CC, including its bene-
fits and challenges, as well as strategies for effectively utilizing spot instances. 
We will also examine the current state of spot pricing in the industry, including 
trends and best practices, to provide a comprehensive overview of this critical 
aspect of CC.
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Fig. 2 Spot cycle in CC 

Spot pricing refers to a pricing model that is commonly used in the commodities 
market, particularly in the energy and agricultural sectors. It is a type of the pricing 
model (shown in Fig. 2) that is based on the current market demand and supply 
conditions, and it is designed to allow buyers and sellers to trade commodities at the 
prevailing market price at the time of the transaction. 

The origins of spot pricing can be traced back to the early days of commodity 
trading, where buyers and sellers would meet at physical marketplaces to exchange 
goods for cash. In these early days, prices were typically negotiated and agreed upon 
between buyers and sellers, with each party looking to secure the best deal possible. 
Over time, the growth of the commodities market led to the development of more 
sophisticated pricing mechanisms, including futures contracts, options, and other 
derivative instruments. However, spot pricing has remained a popular and widely 
used pricing model, particularly in markets where supply and demand conditions 
can fluctuate rapidly. In the energy sector, for example, spot pricing is commonly 
used to set the price of crude oil, natural gas, and other fuels. This is because these 
commodities are highly volatile and subject to sudden shifts in supply and demand 
conditions. Spot pricing allows buyers and sellers to respond quickly to changes 
in the market, ensuring that prices remain fair and transparent. In the agricultural 
sector, spot pricing is used to set the price of commodities such as wheat, corn, and 
soybeans. This allows farmers to sell their crops at the prevailing market price, and it 
allows food processors and manufacturers to purchase the raw materials they need to 
produce their products at a fair price. Overall, spot pricing has become an important 
tool for managing risk and ensuring fair prices in the commodities market. It allows 
buyers and sellers to respond quickly to changing market conditions, and it helps to 
promote transparency and efficiency in the pricing of commodities. As the data is 
increasing day by day and small to big industries are shifting toward the adoption 
of CC so it’s very crucial to make the setup of Spot Market so that users can use 
the services of the cloud at affordable prices. Therefore, Spot Cloud plays a vital
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role in the adoption of CC. To adopt the cloud spot market needs to be explored and 
enhanced to maintain the cost ratio of the user so that cloud technologies can be 
adopted with a go. 

2.1 The Pricing Mechanism of Amazon Spot Instances 

Amazon Web Services (AWS) provides cost-effective access to spare computing 
capacity through Amazon EC2 Spot instances, which are sold through a bidding 
mechanism based on supply and demand. Spot instances are suitable for work-
loads that can be paused or are tolerant to interruptions, such as data analysis, 
batch processing, and testing. Customers set a maximum bid price, and the instance 
launches if the current spot price is below the bid price. However, if the spot price 
exceeds the maximum bid price, the instance may be terminated, and customers need 
to plan for this possibility. The pricing mechanism utilized by Amazon EC2 for Spot 
instances is dynamic, as it is based on an auction model that adjusts according to 
supply and demand. To aid customers in determining their optimal bid price, AWS 
publishes the current spot price for each instance type and region. The Spot price 
can fluctuate significantly due to various factors, including the time of day, day of 
the week, and demand. While utilizing Spot instances can offer customers potential 
cost savings of 50–90% compared to on-demand pricing, careful evaluation of the 
risks and trade-offs, such as the possibility of instance interruptions and the need 
for scalable and fault-tolerant architectures, is necessary. When Spot instances are 
about to be interrupted, AWS provides customers with a 2-min warning to save their 
work and unsaved data, while Google Cloud Platform offers a 30-s warning [4]. 
Overall, the Spot instance pricing mechanism provides customers with an innovative 
and cost-effective option for accessing EC2 capacity, with the potential to reduce the 
cost of running workloads and optimize their AWS spending. 

2.2 The Amazon Spot Pricing Mechanism 

Figure 3 is an example of the Amazon EC2 Spot auction method. The following is 
a description of the spot pricing mechanism.

To acquire an Amazon EC2 spot instance, users must provide instance specifica-
tions like “instance type, availability zone, number of instances, and the highest bid 
price”. When a user’s bid price exceeds (as shown in Fig. 4) the current spot price, 
the instance becomes available to them. Users are invoiced based on the spot pricing, 
and each user is paid the same spot price for the duration of their subscription. If a 
user terminates the instance in the latest partial hour, they are billed for the whole 
hour. However, if Amazon terminates the instance due to an out-of-bid situation, 
the user is not billed. Certain spot instances in a launch group or availability zone 
group can be requested by users. Persistent spot requests stay active until the user



336 N. Purohit et al.

Fig. 3 Amazon EC2 IaaS cloud three different pricing models [9]

cancels them or they expire, while one-time spot instance requests stay active until 
the instance is allocated or canceled. The spot instance is terminated, and the request 
is closed if the spot price exceeds the bid price. 

Fig. 4 The auction process of the Amazon EC2 spot market [9]
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3 Related Work 

Dubois and Casale [10] present a cost-conscious At-run decision-making mechanism 
for provisioning cloud resources and allocating application components among them. 
The methodology used here is beneficial because it utilizes uncomplicated, unbur-
dened, and effective greedy algorithms to estimate a very complicated problem, which 
permits the ability to adapt to a system in both a proactive and reactive manner. 
Furthermore, we demonstrate the ability to make predictions and decisions even 
when considering environmental factors such as the probability of spot resources 
being lost. The decisions we make can trigger various actions, including “allocation, 
deallocation, migration, and replication”, across one or more cloud infrastructures. 

The objective of the research described by Javadi et al. [11] is to reduce the 
costs associated with using in-memory storage in public cloud environments. This is 
achieved by leveraging more cost-effective spot and burstable instances in combina-
tion with Amazon EC2 instances. By adopting a “hot–cold mixing” strategy across 
both normal and spot instances, the proposed technique in the paper provides a more 
cost-effective alternative than holding less popular data on faulty spot instances. 
Furthermore, the study employs a passive backup that is highly available and uses 
the newly developed burstable instances to mitigate performance degradation caused 
by spot instance revocations. The burstable instances’ resource allocation features 
make them well-suited for backup tasks. The suggested strategies were implemented 
in a Memcached prototype based on EC2, and both simulations and real-world tests 
demonstrated that the “hot–cold mixing” approach and backup based on burstable 
instances significantly reduced costs and reduced performance degradation in case of 
spot instance revocation. The research suggests that scalable data-driven spot price 
prediction, smart mixing of on-demand and spot instances, and burstable instances 
for quick and affordable passive backup are innovative concepts that surpass the 
existing state-of-the-art approaches. 

Kumar et al. [12] examine the potential benefits of cloud services based on spot 
instances by maximizing both user utility and provider income through bidding and 
pricing strategies. The study examines the influence of correlation on occupations 
that differ in terms of value and susceptibility to execution delay. Under specific 
assumptions, the study specifies optimum bidding and pricing techniques and high-
lights the importance of correlation in evaluating the advantages of a spot service 
versus an on-demand service. Additionally, the study provides a preliminary evalua-
tion of the robustness of the findings under more general conditions but acknowledges 
that further investigation is necessary. In summary, the paper aims to demonstrate 
the importance of considering correlation when designing and implementing spot 
pricing strategies for CC services. 

Li et al. [13] analyze two auction-based pricing models for cloud providers’ idle 
resources in the form of Spot Block instances. The authors propose a methodology for 
determining the price of Spot Block instances and investigate the average successful 
bids, average profits per instance, and average achievable savings against On-demand 
pricing. The authors investigate two auction-based pricing mechanisms for cloud
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providers’ idle resources, Spot Block instances, and offer a methodology for deter-
mining Spot Block prices. They examine several situations based on cloud customers’ 
prevailing bidding strategies and discover that both auction systems offer consider-
able cost reductions as compared to on-demand instances. The Uniform price auction 
technique offers somewhat cheaper Spot Block pricing as well as higher savings 
over On-demand instances. Regardless of the auction process or bidding strategy, 
the authors conclude that Spot Block instances are a cost-effective solution that 
combines the benefits of On-demand and Spot instances. 

Mikavica et al. [14] suggest using checkpointing to minimize the cost and volatility 
of resource provisioning when using Amazon EC2’s spot instances. The authors 
propose several adaptive checkpointing schemes and compare their effectiveness 
using real price history data of spot instances to reduce monetary costs and improve 
job completion times. The results show that appropriate checkpointing strategies 
can significantly reduce both price and task completion time. The study suggests 
further investigations into improving predictions by exploring correlations between 
past and current prices, instance types, and rising edges, as well as gathering hidden 
information. Overall, the paper highlights the potential cost-saving benefits of using 
checkpointing when using spot instances in CC. 

Nash et al. [15] have done a thorough literature assessment on cloud spot pricing, 
which shows that the majority of academic articles favor using spot pricing in CC. 
Yet, there is a dearth of realistic market-driven techniques to support cloud spot 
pricing. In actuality, the authors believe that both cloud providers and customers 
favour straightforward techniques. The study also calls into question prior studies 
that advised fixed pricing from the perspective of cloud providers. For future studies, 
the authors propose developing a factor checklist for cost–benefit analysis and inves-
tigating practical and deployable spot methods. Overall, the SLR gives useful infor-
mation on cloud spot pricing and may boost practitioners’ confidence in entering the 
market. 

Song and Guerin [16] created models for Spot Instances in Amazon’s EC2 data 
centers, with an emphasis on spot pricing and inter-price time. 

The authors examined a year’s worth of pricing trends and suggested a model that 
uses a blend of Gaussian distributions for eight different types of SIs. Simulations 
were used to validate the model, which successfully predicted the overall cost of 
performing jobs on the spot instances. Researchers and users of spot instances in 
Amazon’s EC2 data centers and other IaaS Cloud providers will find this study 
valuable. The authors plan to explore the impact of user bids on the distribution of 
failures and design a brokering solution to optimize monetary cost and job completion 
time by utilizing different types of cloud resources in future research. 

Wang et al. [17] have done a systematic literature review (SLR) of 61 main articles, 
indicating significant academic backing for the developing Cloud spot market The 
SLR, on the other hand, emphasized a lack of realistic market-driven mechanisms to 
sustain Cloud spot pricing. The authors suggest that economic models could better 
reflect the Cloud spot market but acknowledge that corresponding optimization prob-
lems could be NP-hard or NP-complete. Overall, the findings of the SLR provide
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useful insights into Cloud spot pricing and suggest Future research should concen-
trate on establishing realistic and simply deployable spot methods while assuring 
data reusability. 

The adoption of spot instances by big cloud providers such as Microsoft and 
Amazon has boosted interest in dynamic pricing in the CC area. Nevertheless, the 
availability of spot instances is not assured, prompting economic study into bid 
creation and price behaviour and computer science research into enhancing avail-
ability. This statement highlights the diverse range of studies related to Amazon 
EC2 spot instances, which cover various aspects such as price modelling, prediction, 
bidding strategy, fault tolerance methods, and identifying applications suitable for 
spot instances. The interdisciplinary nature of the spot market has contributed to this 
diversity of research. Yi et al. [9] provide an overview of existing research in spot 
pricing and highlight the need for future research to address gaps in both economic 
and computer science perspectives. 

Zolfaghari and Abrishami [10] introduced a Multi-class Workflow Ensemble 
Management (MWEM) system that leverages Amazon EC2’s spot instances to mini-
mize the cost of executing workflow ensembles. MWEM overcomes two key chal-
lenges in ensemble scheduling: workflow acceptance and instance provisioning. To 
evaluate MWEM, experiments were conducted using a new scoring metric with 
various budget and deadline constraints. The results demonstrate that MWEM outper-
forms the DPDS algorithm in terms of completed workflows and scores for all scien-
tific workflow types. The authors plan to extend the MWEM algorithm to other 
application types and develop more innovative bidding strategies, as well as improved 
methods for launching and terminating instances in future work. 

The proposed work on resource trading in edge computing is motivated by the 
challenges of excessive latency and energy consumption incurred by onsite decision-
making in conventional spot trading, which can lead to the underutilization of 
dynamic resources. To address this challenge, Liwang et al. [19] proposed a hybrid 
market unifying futures and spot trading facilitate resource trading between an edge 
server and multiple smart devices. This approach encourages some buyers to sign 
a forward contract with the seller in advance while leaving the remaining buyers 
to compete for available resources with spot trading. The authors integrate over-
booking into the futures market to achieve substantial utilization and profit advan-
tages owing to dynamic resource demands. The authors also propose two bilateral 
negotiation schemes to address non-convex optimization and knapsack problems 
associated with spot trading, with a focus on achieving mutually beneficial player 
utilities. The experimental results demonstrate that the proposed mechanism outper-
forms baseline methods on critical indicators, including decision-making latency, 
resource usage, etc. 

In the context of CC, providers offer various virtual machine (VM) models with 
different capacities and prices, and the cost of these fluctuates dynamically based on 
supply and demand. To make the most of redundant computing resources, users can 
bid on these instances above the current “spot price”. Accurate prediction of the spot 
price can help users prepare better bids and increase the reliability of the method. 
Zolfaghari and Abrishami [18] proposed a modified gated recurrent unit (MGRU)
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model and a dropout method to predict future spot prices using Amazon EC2 as 
a testbed. Experimental results demonstrate the superior accuracy of the proposed 
method compared to other sophisticated methods (Table 1).

4 Research Gaps 

Spot pricing in CC refers to the pricing model where users can bid for and utilize 
unused cloud resources at a lower cost than on-demand pricing. Spot instances 
provide an opportunity for users to benefit from cost savings, while cloud providers 
can monetize their idle resources. However, several research gaps in spot pricing 
need to be addressed to optimize the utilization and efficiency of spot instances. 

Research Gaps in Spot Pricing in CC:

1. Market Dynamics: There is a need to better understand the dynamics of the 
spot pricing market in CC. This involves studying the factors that influence spot 
prices, such as supply and demand fluctuations, resource availability, and market 
competition. Analysing the temporal patterns, trends, and volatility of spot prices 
can provide insights into designing effective pricing strategies. 

2. Pricing Models and Mechanisms: Current pricing models and mechanisms for 
spot instances may not accurately reflect the market dynamics and fail to optimize 
cost efficiency. There is a research gap in developing realistic and market-driven 
pricing models that consider factors like real-time market data, bidding strategies, 
and hybrid pricing approaches. Exploring alternative pricing mechanisms can 
contribute to more efficient spot pricing strategies. 

3. Risk and Uncertainty Management: Spot instances introduce risks and uncer-
tainties due to their variable pricing and potential termination. There is a need 
to develop effective risk management techniques to mitigate the impact of 
price fluctuations and instance revocations on users’ applications and cloud 
providers’ revenue. This involves predicting spot price changes, optimizing 
resource allocation, and developing fault tolerance mechanisms. 

4. Resource Allocation and Scheduling: Optimizing resource allocation and 
scheduling decisions considering spot instances is a critical research area. Intel-
ligent algorithms and techniques are required to dynamically allocate resources 
based on workload demands, spot price fluctuations, and application require-
ments. Considering factors such as task dependencies, workload characteristics, 
and resource availability can lead to more efficient utilization of spot instances 
and improved application performance. 

5. Economic and Business Implications: Understanding the economic and busi-
ness aspects of spot pricing in CC is essential. Research should analyse the 
cost-effectiveness of using spot instances compared to other pricing models, the
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Table 1 Merits and demerits of the survey done 

Schemes Key finding Advantage Disadvantage 

Dubois and Casale 
[11] proposed a 
cost-conscious At-run 
decision-making 
mechanism for 
provisioning cloud 
resources and 
allocating application 
components among 
them 

The authors present a 
cost-conscious At-run 
decision-making 
mechanism that uses 
simple greedy 
algorithms to estimate 
a complex problem in 
the provisioning of 
cloud resources and 
allocation of 
application 
components 

The paper proposes a 
cost-effective solution 
by leveraging spot 
cloud resources, 
which can be 
significantly cheaper 
than on-demand 
resources, and 
proposes a 
self-managing 
provisioning system 
that can dynamically 
allocate resources 
based on the 
application workload, 
minimizing the 
chances of under or 
over-provisioning 

The proposed solution 
relies heavily on the 
use of spot cloud 
instances, which are 
not always and can be 
terminated at any time 

Javadi et al. [12] aim  
to reduce costs 
associated with 
in-memory storage in 
public cloud 
environments 

The study introduces 
innovative concepts 
such as scalable spot 
price prediction, 
instance mixing, and 
burstable instances, 
surpassing existing 
approaches 

Using spot instances 
can be more 
cost-effective than 
using traditional cloud 
instances as it 
provides access to 
unused resources at 
lower prices. This can 
be particularly useful 
for businesses with 
varying workload 
demands 

While spot instances 
can be cost-effective 
and scalable, they can 
also be unpredictable 
and less reliable than 
traditional cloud 
instances and can 
introduce additional 
security risks and 
complexity 

Kumar [13] aims to  
examine the potential 
benefits of cloud 
services based on spot 
instances by 
maximizing user 
utility and provider 
income through 
bidding and pricing 
strategies 

The research 
emphasizes the 
importance of 
correlation in 
evaluating the benefits 
of cloud services 
based on spot 
instances compared to 
on-demand services 

The paper provides a 
comprehensive 
overview of the  
various spot pricing 
models used in CC 
and highlights the 
cost-saving benefits of 
using spot instances in 
CC 

The paper relies on a 
limited amount of 
empirical data, which 
may affect the 
generalizability of the 
findings

(continued)
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Table 1 (continued)

Schemes Key finding Advantage Disadvantage

Li et al. [14] aim  to  
analyze auction-based 
pricing models for 
cloud providers’ idle 
resources in the form 
of Spot Block 
instances 

The research finds that 
auction-based pricing 
for cloud providers’ 
Spot Block instances 
leads to significant 
cost reductions 
compared to 
On-demand instances. 
The proposed 
methodology 
determines Spot Block 
prices, with the 
Uniform price auction 
offering cheaper 
pricing and higher 
savings 

The paper provides 
practical implications 
for cloud users, 
including strategies 
for managing spot 
instances and 
optimizing cost 
savings 

The paper may 
quickly become 
outdated as cloud 
providers and spot 
pricing models can 
change rapidly 

Mikavica et al. [15] 
aim to minimize the 
cost and volatility of 
resource provisioning 
in Amazon EC2’s spot 
instances using 
checkpointing 

The research shows 
that employing 
adaptive 
checkpointing 
schemes can 
effectively minimize 
the cost and volatility 
of resource 
provisioning in 
Amazon EC2’s spot 
instances. The 
evaluation using real 
price history data 
reveals that 
appropriate 
checkpointing 
strategies significantly 
reduce both price and 
task completion time 

The paper proposes a 
model for determining 
Spot Block prices 
under this pricing 
mechanism, providing 
insight into price 
dependencies of 
chosen auction 
mechanism 

The author assumes 
that Spot Block prices 
in previous time 
intervals are known in 
advance, which may 
not always be the case 

Nash et al. [16] on  
modeling Spot 
Instances in Amazon’s 
EC2 data centers, 
specifically spot 
pricing and inter-price 
time 

The model, validated 
through simulations, 
successfully predicts 
the overall cost of 
performing jobs on 
Spot Instances 

The paper provides a 
comparative analysis 
of different pricing 
and bidding strategies, 
helping readers make 
informed about which 
strategy to use 

The paper is biased 
toward certain pricing 
and bidding 
strategies, cloud 
providers, or use 
cases, which could 
affect the objectivity 
of the analysis

(continued)
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Table 1 (continued)

Schemes Key finding Advantage Disadvantage

Song and Guerin [17] 
aim to conduct a 
systematic literature 
review (SLR) on 
Cloud spot market 
articles 

The authors 
recommend future 
research to concentrate 
on establishing 
practical and easily 
implementable spot 
methods while 
ensuring data 
reusability in the 
Cloud spot market 

The paper proposes 
novel ideas for the 
cost-effective 
operation of dynamic 
Memcached 
workloads on Amazon 
EC2, which can 
contribute to the 
advancement of CC 

The paper focuses on 
the cost-effective 
operation of dynamic 
Memcached 
workloads on 
Amazon EC2, which 
may limit the 
generalizability of the 
findings 

Wang et al. [18] 
introduce a Multi-class 
Workflow Ensemble 
Management 
(MWEM) system that 
utilizes Amazon 
EC2’s spot instances 
to minimize the cost of 
executing workflow 
ensembles 

MWEM successfully 
addresses the 
challenges of 
workflow acceptance 
and instance 
provisioning in 
ensemble schedules. 
The evaluation shows 
that MWEM 
outperforms the DPDS 
algorithm in terms of 
completed workflows 
and scores for various 
scientific workflow 
types 

The proposed 
Multi-class Workflow 
Ensemble 
Management 
(MWEM) system 
effectively harnesses 
the power of spot 
instances to decrease 
the execution cost of 
each workflow of the 
ensemble 

The instance 
provisioning 
component can be 
improved by 
proposing more 
innovative bidding 
strategies and better 
methods for 
launching and 
terminating instances

impact of spot pricing on cloud providers’ revenue and profitability, and strate-
gies for users to maximize cost savings while meeting their application perfor-
mance requirements. Investigating market dynamics, pricing strategies, and user 
behavior can provide insights into the long-term sustainability and viability of 
spot pricing in the CC market.

5 Discussion and Future Work Directions 

The paper discusses several research works that propose cost-saving mechanisms for 
provisioning cloud resources in the form of spot instances. Dubois and Casale [1] 
present an At-run decision-making mechanism that adapts to a system proactively 
and reactively using greedy algorithms. The methodology can make predictions and 
trigger various actions, including allocation, deallocation, migration, and replication. 
However, the model does not account for the impact of these actions on system perfor-
mance. Song and Guérin’s research [3] demonstrates the importance of considering 
correlation in designing and implementing spot pricing strategies for CC services. 
Mikavica and Kostic-Ljubisavljevi’s [4] research proposes auction-based pricing
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models for idle resources in the form of Spot Block instances, offering consider-
able cost reductions as compared to on-demand instances. Chapter [6] highlights a 
dearth of realistic market-driven techniques to support cloud spot pricing, and the 
authors propose developing a factor checklist for cost–benefit analysis and investi-
gating practical and deployable spot methods. Additionally, the paper suggests using 
checkpointing to minimize the cost and volatility of resource provisioning when using 
Amazon EC2’s spot instances [5]. The study proposes several adaptive checkpointing 
schemes to reduce monetary costs and improve job completion times. Finally, the 
paper presents a model that uses a blend of Gaussian distributions for eight different 
types of Spot Instances in Amazon’s EC2 data centers [7]. The simulations validate 
the model, which successfully predicted the overall cost of performing jobs on the 
spot instances. Overall, the paper presents several innovative approaches that reduce 
the cost of using spot instances and proposes several avenues for future research.

. Lack of standardization: There is a lack of standardization in spot pricing across 
different cloud service providers, which makes it challenging for users to compare 
prices and optimize their resource allocation strategies.

. The complexity of bidding strategies: Bidding on spot instances can be complex, as 
it involves making decisions based on factors such as price fluctuations, resource 
requirements, and the availability of resources. There is a need for more research 
on bidding strategies that can help users make more informed decisions when 
bidding on spot instances.

. Resource allocation strategies: There is a need for more research on resource 
allocation strategies that can effectively balance the cost savings of using spot 
instances with the performance requirements of different workloads.

. Impact on quality of service: The impact of spot pricing on the quality of service 
(QoS) is not well understood. There is a need for more research on how the use 
of spot instances affects QoS metrics such as response time, throughput, and 
availability.

. Optimization of spot pricing: There is a need for more research on optimization 
techniques that can help users optimize their spot pricing strategies based on their 
specific workload characteristics, resource requirements, and budget constraints.

. Cost modeling: As mentioned earlier, there is a need for more accurate cost models 
that can help users make more informed decisions when bidding on spot instances. 
These models should be able to capture the complexities of CC and provide users 
with a more realistic estimate of the total cost of using spot instances. 

6 Conclusion 

In addition, research can also investigate the trade-offs between efficiency and 
veracity in spot pricing mechanisms, as well as the development of honest, fair, as 
well as revenue-maximizing auction techniques for pricing spot occurrences. Further-
more, the incorporation of risk awareness in bidding behavior and the exploration of
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temporal connections to spot price forecasts can improve the bidding strategy. Multi-
agent simulation techniques can also be used for modeling the spot cloud market, 
which can provide insights into market mechanisms on the side of cloud providers. 
Overall, spot pricing offers a promising pricing model for CC, and further research 
can help address the challenges and improve the effectiveness of this pricing mecha-
nism. In conclusion, spot pricing and auction mechanisms have emerged as important 
pricing strategies for CC resources. These methods provide businesses with cost-
effective access to computing resources and allow them to optimize their expenses 
while meeting their computing needs. The use of dynamic pricing in the form of spot 
pricing and auction mechanisms has helped to democratize CC, making it accessible 
to businesses of all sizes. However, these pricing strategies also come with their chal-
lenges, such as the need for careful workload distribution and resource allocation. 
Despite these challenges, spot pricing and auction mechanism remain as valuable 
tools for businesses that need to scale up or down quickly to meet their computing 
needs. The future of spot pricing and auction mechanisms in CC looks promising as 
more businesses adopt these pricing strategies and cloud service providers continue to 
be innovate in this area. Further research and innovation will be needed to address the 
challenges and maximize the potential benefits of spot pricing and auction mechanism 
in CC. 
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A Comparative Analysis of Propagation 
Models Suitable for Non-Line-of-Sight 
5G Communication at 26 GHz 

Pia Sarkar, Arijit Saha, and Amit Banerjee 

Abstract The Non-Line-of-Sight (NLOS) communication in millimeter wave 
(mmWave) experiences high path loss in the urban region due to reflection, blockage 
etc. To design an efficient 5G system, the channel should be modelled such that data 
rate and capacity are high. This paper presents the close-in (CI) free space reference 
distance model, CI model whose path loss exponent is frequency weighted (CIF) 
and the alpha-beta-gamma (ABG) model for 26 GHz. The use of these models in 3rd 
Generation Partnership Project (3GPP) and Fifth Generation Wireless System design 
has drawn the attention of researchers to investigate more. As 26 GHz 5G band is 
commercially used for 5G communication in India, we have analyzed the path loss 
and capacity in this frequency taking different distances for Urban Macrocell (UMa), 
Urban Microcell (UMi) and input office scenario considering NLOS communication. 
The results show that path loss varies with variation of cell size. 

Keywords UMa · UMi · Millimeter wave · 5G channel model 

1 Introduction 

To explore a 5G communication system it is important to model a channel such that 
it becomes reliable. In India many 5G bands are supported like n28, n78, n258 etc. 
It is found that n28 (700 MHz) and n78 (3300–3800 MHz) sub-6 GHz 5G bands 
are commonly used. In these bands the signal can cover long distances with a speed 
of 1 Gbps. To increase the data rate up to 10 Gbps mmWave frequency band n258
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(24.25–27.5 GHz) can be used. Certain models exist for below 6 GHz band. However, 
more researches are recently going on for the 6 GHz–100 GHz frequency range. 
Some projects like the 3rd Generation Partnership Project (3GPP) [1], Fifth Gener-
ation Channel Model (5GCM) [2], Mobile and wireless communications Enablers 
for the Twenty-twenty Information Society (METIS) [3], Millimetre-Wave Based 
Mobile Radio Access Network for Fifth Generation Integrated Communications 
(mmMAGIC) [4] are conducting research works on the propagation model in this 
high frequency range. Three models are frequently used, i.e. Close-In (CI) free space 
reference distance model, CI model whose path loss exponent is frequency weighted 
(CIF) and Alpha-Beta-Gamma (ABG) model. These models are used to calculate 
path loss and received power which are functions of distance and frequency. 

Wang et al. [5] proposed a wideband channel model at 26 GHz applied for indoor 
Line-of-Sight (LOS) measurement. The bandwidth of this model was 1 GHz and 
the propagation distance was 2–67 m. Hur et al. [6] developed a channel sounder at 
28 GHz valid for indoor communication like shopping mall. Al Samman et al. [7] 
presented channel characteristics for indoor at 6.5, 10.5, 15, 19, 28 and 38 GHz. Azar 
et al. [8] first presented the measurement at 28 GHz in New York city. The distance 
covered was 500 m. MacCartney et al. [9] suggested a 5G channel model for 28 GH 
and 38 GHz. The distance dependent path loss model was proposed for the outdoor 
scenario in an Urban Microcell. Sun et al. [10] investigated CI and ABG model at 
28 GHz and 73 GHz where path loss was the function of the distance applicable for 
both indoor and outdoor scenarios. Close-in (CI) free space model gave satisfactory 
results than the Alpha-Beta-Gamma (ABG) model. Violette et al. [11] provided wide-
band measurement for the 28 GHz mmWave channel considering LOS and NLOS 
communication in a dense urban environment. Smulders et al. [12] overviewed a 
60 GHz channel model considering ray tracing technique. Al Samman et al. [13] 
discussed the pathlosses of ABG, CI and CIF models for indoor communication at 
3.5 GHz and 28 GHz. MacCartney et al. [14] presented the omnidirectional measure-
ment of path loss at 28 GHz, 38 GHz and 73 GHz for 5G urban cellular technology. 
Samimi et al. [15] presented an outdoor channel model that can be implemented upto 
100 GHz for Urban Macro cell (Uma) and Urban Microcell (UMi). 

Well investigation on path loss models have been done in 28, 38, 60 and 73 GHz 
frequency. Limited work has been carried on the 26 GHz channel model applicable 
for LOS scenario in indoor environment. Operators are interested to deploy 5G 
cellular technology in the urban area and 26 GHz is a commercial band used for 
5G communication in India. This fact motivates us to analyze different path loss 
models at 26 GHz. In case of indoor scenario the chances of NLOS communication 
is more. Propagation models with NLOS possibilities have been studied in this work. 
Different cell sizes have been introduced in 5G cellular technology to enhance data 
rate and capacity. We have carried out our work considering different path lengths 
for macro, micro cell and indoor office location. 

Previous research works have already been done with CI, CIF and ABG models 
at 26 GHz for LOS possibility in indoor location. We have analyzed the application 
of the commercial band 26 GHz for NLOS possibility in both outdoor and indoor 
office environment. We have investigated the received signal power and compared
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the capacity for these three models in UMa, UMi-SC and UMi-OS environment. The 
Novelty of the work lies here. 

The organizations of the paper are as follows. Different path loss models have 
been described in Sect. 2. Free Space Path Loss model (FSPL), single and multiple 
frequency path loss models have been discussed in this section. Analysis of simulated 
results are presented in Sect. 3. Path loss, signal strength at receiver and channel 
capacity have been compared in this section. Conclusion of this work has been given 
in Sect. 4. 

2 Path Loss Models 

2.1 Free Space Path Loss Models 

Path loss is given by 

PL = Pt + gt + gr − Pr − Other Loss (1) 

Free Space Path Loss(FSPL)[dB] = 20log10
(
4π df 
c

)
(2) 

where, Pt, gt, gr , Pr , and d are transmitted power, transmitting antenna gain, receiving 
antenna gain, received power, and transmission distance respectively. Here f is 
frequency, and c is the velocity of light. 

2.2 Single Frequency Propagation Model 

2.2.1 CI Model 

The path loss of CI model is represented as 

PLCI (f , d )[dB] = FSPL(f , 1m) + 10nlog10
(

d 

1m

)
+ X CI σ for d ≥ 1m (3) 

where, f is the frequency in Hz, d is the distance covered in m. FSPL is Free Space 
Path Loss calculated for 1m distance at frequency f , n is the Path Loss Exponent 
(PLE). If standard deviation σ reduces, path loss reduces, PLE optimizes. 

X CI σ is the zero mean Gaussian random Variable with standard deviation σ in dB. It 
comes from large-scale path loss due to shadowing effect.
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X CI σ = PLCI (f , d )[dB] − FSPL(f , 1m) − 10nlog10
(

d 

1m

)
for d ≥ 1m (4) 

2.3 Multiple Frequency Propagation Model 

2.3.1 CIF Model 

The path loss of the CIF model can be written as 

PLCIF (f , d )[dB] =FSPL(f , 1m) + 10n
(
1 + b

(
f − f0 
f0

))
log10

(
d 

1m

)

+ X CIF σ for d ≥ 1m (5) 

where, n is Path Loss Exponent (PLE), f and d denote frequency and distance 
respectively, b presents how path loss depends on weighted average frequency. 

f0 =
∑K 

k=1 fkNk 

Nk 
(6) 

where, f0 is the reference frequency calculated from some measured data points. K 
is the number of frequencies. Nk is the number of path loss measured values. X CIF σ 
is the zero mean Gaussian random variable expressing shadowing. 

In case of single frequency when f0 will be same as f and b = 0, then the multi 
frequency CIF model turns into a single frequency CI model. 

2.3.2 ABG Model 

Path loss of the ABG model is expressed as: 

PLABG (f , d)[dB] = 10αlog10(d) + β + 10γlog10(f) + X ABG σ (7) 

where, α and γ are path loss varying factors with distance and frequency. d and f are 
distance and frequency respectively, β (in dB) is the floating offset. X ABG σ is the zero 
mean Gaussian random variable with standard deviation σ in dB. 

If α = 20log 4π 
c , β becomes equal with Path Loss Exponent (PLE) and γ is equal 

to 2, and the ABG model transforms into the CI model.
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3 Results 

We have analyzed the path loss, signal strength at receiver and capacity considering 
three channel models i.e., CI, CIF and ABG models at 26 GHz for NLOS communica-
tion in Macrocell, Urban Microcell and indoor office scenario. Simulation Parameters 
are listed below in Tables 1 and 2. 

For the UMa environment distance is taken from 0 m to 1000 m. For CI, CIF and 
ABG models path loss at 1000 m are shown in Fig. 1a as 157.5, 153.5 and 373.78 
dB respectively. In Fig. 1b the received power at 1000 m distance are 14.47, 18.48 
and −201.75 dBm for CI, CIF and ABG models respectively. As in the ABG model 
thr signal experiences more path loss, received power decreases rapidly. Received 
power becomes negative in dBm as thr received power is less than 1milliWatt (mW). 
In Fig. 1c the capacity at 1000 m distance in the CI model is 21 Gbps and in the CIF 
model 21.86 Gbps. In Fig. 1d the capacity at 1000 m distance in the ABG model is 
0.021 Gbps.

Table 1 Simulation parameters 

Parameter Value 

Carrier frequency (f ) 26 GHz 

Bandwidth (B) 1.3 GHz 

Transmitting antenna gain in dBi (gt) 20 

Receiving antenna gain in dBi (gr) 2 

Transmitted power (Pt ) in dBm 150 

Distance taken for UMa scenario 0–1000 m 

Distance taken for UMi-SC and UMi-OS scenario 50–100 m 

Distance taken for indoor office scenario 4–20 m 

Table 2 Model parameters for UMa, UMi and indoor office scenario in NLOS communication (* 
S.C.- Street Canyon, O.S.-Open Square, SF-Shadow Fading) 

Model Scenario Model parameters 

ABG UMa α = 3.5, β = 13.6, γ = 2.4, SF = 5.3 dB 
UMi-SC α = 3.48, β = 21.02, γ = 2.34, SF = 7.8 dB 
UMi-OS α = 4.14, β = 3.66, γ = 2.43, SF = 7 dB  

Indoor office α = 3.1, β = 1.3, γ = 3.8, SF = 10.3 dB 
CI UMa n = 3, SF = 6.8dB 

UMi-SC n = 3.19, SF = 8.2 dB 
UMi-OS n = 2.89, SF = 7.1 dB 
Indoor office n = 2.9, SF = 10.9 dB 

CIF UMa n = 2.9, b = −0.002, SF = 5.7 dB 
UMi-SC n = 3.2, b = 0.076, SF = 7.1 dB 
Indoor office n = 3, b = 0.21, SF = 10.4 dB 
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(a) (b) 

(c) (d) 

Fig. 1 a Path loss versus transmission distance, b Received power versus distance, c Capacity 
versus distance of CI and CIF model, d Capacity versus distance of ABG model in urban Macrocell 
environment 

For the UMi-SC environment distance is taken from 50 m to 100 m. For CI, CIF 
and ABG models path loss at 100 m are shown in Fig. 2a as 132.7, 128.5 and 342.09 
dB. In Fig. 2b the received power at 100 m distance are 39.28, 43.47 and −170.1 
dBm for CI, CIF and ABG modelS respectively. In Fig. 2c the capacity at 100 m 
distance in the CI model is 26.35 Gbps and in the CIF model 27.25 Gbps. In Fig. 2d 
the capacity at 100 m distance in the ABG model is 0.81 Gbps.

For the UMi-OS environment distance is taken from 50 m to 100 m. For CI and 
ABG models at 100 m distance path losses are shown in Fig. 3a as 125.6 dB and 
346.5 dB. In Fig. 3b received power which is 46.38 and −174.5 dBm for CI and 
ABG model, respectively. In Fig. 3c the capacity at 100 m distance in the CI model 
is 27.9 Gbps. In Fig. 3d the capacity in the ABG model is 0.485 Gbps.

For Indoor office environment distance is taken from 4 m to 20 m. For CIF and CI 
model path loss at 20 m are shown in Fig. 4a as 104.579 and 109.295 dB. In Fig. 4b 
the received power at 20 m distance are 67.45 and 62.66 dBm for CIF and CI models 
respectively. In Fig. 4c the capacity at 20 m distance in the CIF model is 32.43 Gbps. 
In Fig. 4d the capacity in the CI model is 31.41 Gbps.

For the CI and CIF propagation model, more path loss occurs in UMa scenario 
than UMa-SC, UMa-OS and minimum path loss occurs in the Indoor office scenario. 
These models provide minimum capacity for UMa case and maximum capacity in 
the Indoor Office environment. UMi-SC case produces more pathloss than UMi-OS 
environment.
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(a) (b) 

(c) (d) 

Fig. 2 a Path loss versus transmission distance, b Received power versus distance, c Capacity 
versus distance of CI and CIF model, d Capacity versus distance of ABG model in urban Microcell 
(UMi-SC) environment

Fig. 3 a Path loss versus 
transmission distance, 
b Received power versus 
distance of CI and ABG 
model, c Capacity versus 
distance of CI, d Capacity 
versus distance of ABG 
model in urban Microcell 
(UMi-OS) environment

(a) (b) 

(c) (d) 
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Fig. 4 a Path loss versus 
transmission distance, 
b Received power versus 
distance, c Capacity versus 
distance of CI and CIF model 
in input office environment

(a) (b) 

(c) 

In the ABG model UMa environment offers maximum path loss and least capacity. 
UMi-SC scenario causes less path loss than UMi-OS and provides maximum 
capacity. 

4 Conclusion 

We have analyzed three propagation models to compare received signal power, path 
loss and capacity in 5G communication at the commercial band of 26 GHz for 
different cell sized urban scenario. ABG model is complex and difficult to implement, 
as three parameters have to be adjusted to minimize the standard deviation of the 
shadowing effect. In the ABG model α parameter denotes distance dependent path 
loss in the first one meter reference distance which is almost same as the physical 
based n parameter of CI model. The two optimization parameters α and β of the 
ABG model are non-physical and vary drastically with the variation of distance. If 
the distance is less than 30 m or more than several hundred meters ABG model shows 
more prediction error. ABG model causes more measurement error in case of low 
frequency. 

The results show that path loss is less and the receiver signal strength and capacity 
increases in the CI model as compared to the ABG model. Whereas the CI model is 
simple, stable and practically realizable as only one parameter needs to be controlled 
for a lower value of standard deviation. The parameter of the CI model does not 
change so much as distance changes. The prediction is stable for all path lengths 
and frequencies. It can be said that the CI model is simple, accurate and robust as
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compared to the ABG model. With the modification of the ABG model, the CI model 
can be applied in 3GPP to predict path loss accurately. 

In CI and CIF models path loss basically shows much dependency on frequency 
in 1 m close-in reference distance. The presence of frequency dependent b parameter 
CIF model can measure the path loss with more accuracy and it is suitable for indoor 
environment. Beyond 1 m distance path loss does not vary much with frequency. As 
frequency dependent b parameter sets to 0 value in CI model, it suits better for the 
outdoor environment. 

The parameter values proposed here can be used for further development of 5G 
technology and beyond at a higher frequency. The hybrid channel model can also be 
implemented. 
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Validating δ-Currency Using Model 
Checking 

Shreekanth M. Prabhu 

Abstract In recent years, there is a surfeit of digital currencies, virtual currencies, 
and cryptocurrencies. These currencies serve as alternatives to fiat currencies in the 
form of physical currencies or deposits in banks. Some of the common character-
istics that differentiate these currencies are how they gain and maintain their value, 
the anonymity of transactions, and considerations of security, data integrity, and 
transaction performance in a distributed computing scenario. Digital Currencies are 
generally issued by Central Banks raising privacy concerns. Cryptocurrencies work 
outside such formal mechanisms raising concerns about volatility and the possibility 
of loss. In this paper, we discuss a new variant called δ-Currency which attempts 
to navigate these concerns and arrive at an alternative mechanism that addresses 
privacy and financial security considerations in a novel manner. The δ-Currency is 
currently at a conceptual stage. We make use of Model Checking to validate the 
architecture, design principles, and implementation approach of δ-Currency. Model 
Checking focuses on fundamental building blocks of computation and is generally 
used to validate complex systems operating in an environment that enables a high 
degree of concurrency. In this paper, we make use of Model Checking to arrive at a 
common vocabulary, abstractions, and framework to understand seemingly disparate 
systems which nevertheless achieve the same objective. 

Keywords δ-Currency · Digital currency · Cryptocurrency · Merkle trees · B+ 
Tree · Model checking 

1 Introduction 

There are two significant concerns that gave impetus to the digital currency movement 
over the last few decades. First is the erosion of the value of fiat currencies over time. 
Second is the desire of certain sections to have a currency that is independent of the

S. M. Prabhu (B) 
Department of Computer Science and Engineering, CMR Institute of Technology, Bengaluru, 
India 
e-mail: shreekanth.p@cmrit.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Namasudra et al. (eds.), Data Science and Network Engineering, Lecture Notes 
in Networks and Systems 791, https://doi.org/10.1007/978-981-99-6755-1_27 

357

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6755-1_27&domain=pdf
mailto:shreekanth.p@cmrit.ac.in
https://doi.org/10.1007/978-981-99-6755-1_27


358 S. M. Prabhu

Government so that they can transact with a sense of anonymity. In a way, both these 
concerns converged when Cryptocurrencies came into being. 

Typically, cryptocurrency is created only when a miner successfully mines a block 
which is to be appended to a crypto-ledger implemented using a Blockchain. The 
sheer scarcity of coins can allow for a speculative element. Thus, even banks ended up 
investing in cryptocurrencies. Most recently, a traditional and conservative American 
Bank failed spectacularly. One contributing factor was the investment in cryptocur-
rencies [1]. Further, the anonymity of transactions enabled by cryptocurrencies leads 
to a lot of illicit activities. Then there are other issues such as some investors simply 
forgetting their cryptographic key and thus losing access to their funds. 

A question then naturally arises: when several modes of digital payment are well-
entrenched why do we need digital currency? Digital Currency is as secure as physical 
currency. In contrast, monies kept in the bank are secured only to insurance amounts 
that are generally very low. However, in practice, typically Governments intervene 
to rescue banks. The money kept in banks leads to greater financialization of the 
economy and is good to create jobs, boost investments, and support public expendi-
ture. This however may erode the real value of money due to bad loans and excessive 
public expenditure by Governments. In this context, digital currencies can create an 
impediment to such erosion in value. As we speak, eleven countries have launched 
Digital Currency Pilots. They are The Bahamas, Nigeria, China, USA, Jamaica, UAE, 
Ghana, Malaysia, Singapore, Thailand, and India. 

Secondly, with digital currency, the holders may have an expectation of relative 
anonymity and greater privacy than with inter-bank transfers and third-party wallets. 
Another important advantage of digital currency is authentication. When physical 
notes are in circulation, we simply do not know how many of them are fake and how 
many of them are duplicates. It may surprise a layperson to know that such frauds 
can and do happen. 

In this paper, we discuss δ-Currency which was proposed by Prabhu et al. [2]. 
On one hand, the intent of δ-Currency is to provide a new alternative that has the 
advantages of crypto-currency such as privacy and anonymity without the attendant 
complexity typical of Cryptocurrencies. On the other hand, the δ-Currency envis-
ages a role for the bank as a currency manager whose concern is the conservation of 
currency and introduces an integrity manager whose preoccupation is to safeguard 
the transactions. The objective of this paper is to validate δ-Currency using Model 
Checking. Model Checking can validate complex concurrent systems using a theo-
retical approach and enable the positioning of new approaches relative to the goals 
at hand as well as other ways to achieve those goals. 

In δ-Currency, a payment transaction happens only when both peers consent to 
it. Many frauds happen when fraudsters send money to your account without your 
consent and ask you to return it. Frauds with PhonePe and Google Pay digital payment 
services are reported in Inventiva [3]. Even in traditional banking systems, it is 
possible that your account is used to launder money or to do illicit transactions. 

The rest of the paper is as follows. Section 2, δ-Currency Overview describes 
salient points related to the architecture and design of δ-Currency. Section 3, Model 
Checking Preliminaries explains the tools and techniques available to validate
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complex systems. Section 4, Validating δ-Currency using Model Checking, covers 
the use of Model Checking techniques to validate δ-Currency. Section 5, Conclusions 
concludes the paper. 

2 δ-Currency Overview 

The origin of digital money can be traced to Dai [4]. Dai conceived digital money 
in an essay, where he talks about money that is transacted in anonymity and where 
everyone uses pseudonyms. Wei Dai laid down a 5-step protocol that included (i) 
Creation of Money, (ii) Transfer of Money, (iii) Effecting of Contracts, (iv) Conclu-
sion of Contracts, and (v) Enforcement of Contracts. The b-money proposal was 
acknowledged in the bitcoin proposal [5]. 

In a bitcoin implementation, the blocks of transactions are represented on a public 
Blockchain via a root hash corresponding to a Merkle Tree that stores the transactions 
in that block. Thus, we can consider a Blockchain as a ledger of hashes. This ledger 
itself is a matter of consensus i.e. which block will extend a given chain needs to 
be agreed. In a given block only valid transactions are to be accommodated i.e., 
the sending address should have adequate balance and there should be no double 
spending or replay attacks. This is done using cryptographic constructs. Bitcoin 
implementation is done using a stack machine and a scripting language. Since there 
is no notion of accounts, the notion of balances also is not an essential prerequisite. 
Transactions happen between addresses without any notion of accounts enabling 
anonymity. However unspent coins are maintained in appropriate data structures for 
convenient access. Those who are able to successfully solve a hash puzzle get to add 
a block to the Blockchain and in the process create the bitcoin currency. In bitcoin, 
both parties need not be connected at the time of the transaction. It is adequate if the 
transaction is broadcast in a peer-to-peer network with the requisite cryptographic 
protection. 

In contrast to bitcoin, the Ethereum Blockchain does support the notion of 
accounts. There is also a notion of an Escrow Account. The transactions are 
accomplished using a smart-contract code. The mining process continues to be a 
standard feature for Ethereum as well as many other Blockchain based currency 
implementations. 

A detailed study of bitcoin and other cryptocurrencies is done by Bonneau et al. 
[6]. Swan [7] presents seven technology challenges for the adoption of Blockchain 
Technology in the future. These include throughput, latency, size and bandwidth, 
security, wasted Resources, usability, versioning, hard Forks, and multiple Chains. 
These issues have led to alternative proposals that address or work around them. 
δ-Currency is one such proposal. 

In δ-Currency, it is peers who transact with each other. δ-Currency operates using 
a peer-to-peer consensus model, in contrast to the public consensus used by bitcoin. 
Every pair of peers maintain a Merkle Tree for transactions between them. Thus, if
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Fig. 1 Peer to peer transactions stored in Merkle tree 

there are n peers who can potentially transact with n−1 parties then each peer main-
tains n−1 Merkle Trees. A transaction materializes only if both peers are connected 
and agree to the transaction. This is ideal for retail transactions at purchase points 
or say, between supply chain participants who can confirm the transactions after a 
certain lag. Figure 1 illustrates the peer-to-peer transactions stored in the Merkle tree. 

The balances are maintained in a separate data structure which is a B+ Tree super-
imposed with a Merkle Tree, called Merkle Hash Tree (MHT). This was conceived as 
a part of the Data Outsourcing Model [8]. Every peer maintains their own MHT that 
stores the balance information as a trail over transactions. Hence, if there are n peers 
there are that many MHTs in the system which store the balances on an ongoing 
basis. Figure 2 depicts how the trail of Peer Balances is stored as a Merkle Hash 
Tree. Here Peer Balances are stored along the leaf nodes of the B+ Tree. The balance 
changes are hashed upwards to generate a parallel Merkle Tree with a corresponding 
root hash which will serve as a provenance hash for the balances. Each leaf node is 
tagged with the root hash of the Peer Transaction Tree that was responsible for the 
balance change.

Then there are two other entities: Currency Manager and Integrity Manager. The 
Currency Manager is responsible for issuing currency as well as the conservation 
of currency. The currency works with the guiding principle that the total currency 
in circulation should be the same as the total currency issued/created. The integrity 
manager’s responsibility is to ensure the integrity of transactions. The δ-Currency 
System Architecture and Design are shown in Fig. 3.

Figure 4, gives the workflow diagram for the δ-Currency System.
Since currency conservation is checked constantly, things like double-spend are 

prevented. Entire details which are generally in a passbook are with the peers them-
selves. The first transaction among peers will be a bootstrap transaction where a 
peer has to get the initial balance of the peer from the currency manager and the
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Fig. 2 Peer balances stored as Merkle Hash tree

Fig. 3 δ-Currency system architecture and design

corresponding provenance hash. We can mandate that this step should happen when 
the peers agree to register mutually. 

A unique feature of δ-Currency is that a transaction does not materialize unless 
both the sender and receiver participate and consent to it. In many current payment 
systems, the receiver is a passive participant. Another useful feature of the δ-Currency 
is deferred approval. Here the transactions do not get rejected due to network delays. 
Many digital payment transactions typically fail when the switch gets loaded with a
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Fig. 4 Workflow diagram for δ-Currency system

lot of transactions leading to debit happening but not credit happening. This may at 
times cause the paying party to repeat the payment and lose money or lose out on 
doing the purchase. 

δ-Currency is architected to address stakeholder concerns in a harmonious manner. 
Here, no single player knows all the information. The integrity manager knows who 
transacted with whom and the currency manager knows who all are transacting and 
the hashes but not the details of the transactions. However, if illicit transactions are 
suspected, it may be possible to reach out to the concerned parties for additional 
details. 

3 Model Checking Preliminaries 

Unlike testing, model checking can detect faults in a concurrent system by exploring 
every possible state of the system. Schneider et al. [9] make use of model checking to 
validate the functioning of embedded spacecraft controller, where critical functional 
requirements are validated down to the design level. Huang et al. [10] use model 
checking to validate composite web services integrated from multiple vendors, where 
model checking enables automatic generation of test cases. However, most model-
checking techniques require that a system be described in a modeling language. 
Leungwattanakit et al. [11] make use of cache-based model checking and a check-
pointing tool to make this task easier. Model Checking literature is dealt in detail by 
Baier and Katoen [12]. Perini and Susi [13] combine agent oriented modeling and 
model checking. Thrust of their work is on conceptual modelling and communication 
to stakeholders. 

To represent a system, Model Checking makes use of fundamental building blocks 
of computation. Figure 5 illustrates the Transition System.



Validating δ-Currency Using Model Checking 363

Fig. 5 Transition system 

Here s1 is the initial state. The actions a1, a2, and a3; trigger transitions to s2, s3, 
and s4. Transition Systems are also referred to as Finite State Machines and State 
Transition Graphs. Model Checking can also help us to know if the system will reach 
an undesired state. 

Figure 6, illustrates Program Graph, here two blocks of the code are connected 
using transitions that are marked with conditional statements and assignment 
statements. 

Model Checking can be used to represent concurrent systems particularly well. 
The concurrent systems, can be independent systems, shared variables systems, and 
shared actions systems. Execution of modules can happen synchronously using a 
global clock or asynchronously. 

Another important construct in model checking is the notion of properties that 
can be expressed mathematically. A transition system will satisfy a property only if

Fig. 6 Program graph 
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every execution has every state satisfying a given property. An interesting property is 
the safety property. This will require the construction of program graphs to ascertain 
that the function is handled properly in such a way that no bad property holds. A 
liveness property says that something good happens infinitely often. Alternatively, 
we can also say that something good eventually happens. A property that is always 
true is called the invariant property. That means in every reachable state the invariant 
property should hold true. 

4 Validating δ-Currency Using Model Checking 

Here we represent traditional banking and Blockchain-based currencies as reference 
architectures and then explain how δ-Currency is differently represented. Figure 7 
illustrates the traditional banking scenario using a state transition diagram. The 
append-only ledger is represented as a stack of transactions. Here we are assuming 
3 participants transacting with each other with initial balances B1, B2, and B3. Here 
transactions trigger state changes. 

Figure 8 illustrates the bitcoin currency transaction system using the transition 
system. Here the ledger is a Blockchain which can also be represented as a stack 
of Merkle Tree root hashes corresponding to the blocks of transactions that get 
appended. The approach to validate individual bitcoin transactions is by matching 
outputs and inputs. Each block of transactions is represented as stack of inputs and 
outputs. B1, B2, B3 represent blocks of transactions that change the state of the 
system represented by public Blockchain. Bitcoin is implemented using a stack

Fig. 7 Modelling traditional banking as a transition system 
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Fig. 8 Modelling bitcoin as transition system 

machine which is not Turing Complete. In case of Ethereum, Smart-contracts and 
Accounts come into play in place of scripts and addresses. 

Next, let us represent the δ-Currency system as a transition system in a scenario 
where 3 peers are participating. Here instead of a single ledger, we have a peer-to-
peer ledger which is maintained as the root hash of Merkle Trees of peer-to-peer 
transactions that are validated. For every 2 peers, we have a stack of root hashes of 
peer-to-peer transactions that are stored identically by both peers. See Fig. 9. As in  
earlier cases, transactions trigger state transitions. Here RH1, RH2, RH3 represent 
Root Hashes of Peer-to-Peer Merkle Trees.

As described in Fig. 2 earlier, the changing balances of each peer are stored in 
a B+ Tree along the leaf nodes and at every stage a provenance hash is generated 
for the new balance. The same phenomenon is represented in Fig. 10. For peer 1, 
balances change from B1 to B1' to B1' and the corresponding hashed values are 
H(B1), H(H(B1) H(B1'') and H(H(B1), H(B1'), H(B1'')). Similar convention is used 
for other peers. The state of each peer comprises of changing balances and balance 
provenance hashes which are represented using two stacks. Thus, the system state 
in the δ-Currency system is managed in a decentralized manner where each peer 
manages their own state. This is in contrast to bitcoin-based system where public 
Blockchain represents the state of the system in entirety.

Figures 9 and 10, convey that dealing with δ-Currency is very close to dealing with 
physical currency in the sense that transactions happen directly with peers and each 
peer manages their own state. With digital currency we have the added safeguard of 
provenance which protects peers as well as the system. 

In Fig. 11, we compare the 3 transaction systems. In δ-Currency, the peers mutually 
consent to a transaction, with the spirit of an optimistic commitment and deferred
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Fig. 9 Modelling δ-Currency transactions as transition systems

Fig. 10 δ-Currency peer balance state transition system

approval and thus can operate in a disintermediated manner. The requisite safeguards 
kick in if trust is violated.

Next, we do our analysis using distributed system properties namely safety, live-
ness and invariance. In Fig. 12, we represent Safety Property as designed in the 
integrity manager and currency manager. Here state −1 represents bad state and 
non-negative states represent good states. Thus, with every peer-to-peer transaction 
both peers should generate the same hash and integrity manager additionally vali-
dates that both hashes are equal and peers do not collude. But in the event that is 
not the case, transaction is rejected and it reaches the bad state, Similarly in normal 
course of events, the currency manager should accept balance updates, in the event 
peers report wrong balances or do not supply the right provenance hashes, the system 
will reach a bad state. The way the system is envisaged, peers do not wait for integrity
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Fig. 11 Comparing currency systems

Fig. 12 Safety property in δ-Currency system 

manager or currency manager to confirm the transactions. Only when bad state is 
reached, integrity manager and currency manager together resort to recovery actions. 

This is followed by Fig. 13, which represents the liveness property. The liveness 
property is about something good eventually happening. Liveness is an issue with 
digital payment systems where transactions fail to complete due to network load 
at time leading to double payment or aborting of transfer of goods/services. In δ-
Currency system, liveness is better handled as peers (typically trusted as they repeat-
edly transact with each other) confirm the transactions to each other. If the transaction 
happens in physical proximity or using dedicated network, network issues also will 
not come in the way. This is represented by the diagram on the left, where peers 
either confirm or wait for confirmation but within reasonable time, transactions get 
confirmed. The right diagram is about validating balance totals which is done by the 
currency manager and new balances get approved. Here it may happen that only one 
of the peers has updated the currency manager and it may need to wait for the other 
peer. The system as a whole, toggles between state 0 and 1.

Finally, the invariant property is illustrated in Fig. 14. The invariant property p 
stands for conservation of currency in the system. The currency known to be in 
circulation i.e., distributed among the peers, should be same as the currency issued 
by the currency manager (and not returned back to currency manager). This protects 
the system as a whole. In contrast, a physical currency system is very vulnerable to 
fake currency.
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Fig. 13 Liveness property in δ-Currency system

Fig. 14 Invariant property in δ-Currency system 

5 Conclusions 

We have discussed a novel δ-Currency proposal that has decentralized architecture 
where peers maintain their own state and consent to transactions among themselves, 
with a verification mechanism provided at the system level. To validate the proposed 
digital currency, we have made use of model checking and shown that it is architec-
turally adequate and sound in design. We found Model Checking to be a promising 
approach for communicating new proposals and comparing them with established 
alternatives. There is further scope to make use of program graphs extensively to 
validate the code to ensure that safety, liveness and invariant properties continue 
to hold, amidst unreliable networks and malicious peers/institutions. The ideas in 
δ-Currency proposal can be evolved to establish multi-lateral currencies, where even 
the creation of currencies is decentralized among multiple nations. Model Checking 
can be relied on to provide the backed by strong theoretical proof that the system is 
robust to weather any kind of risks and uncertainties. Further, we can also look at 
extending these ideas to domains such as supply chain where typically same parties 
repeatedly engage with each other. We can also develop a unified framework where 
exchange of commodities, services and currencies happens in homologous manner.
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A Batch-Service Queueing Assisted 
Blockchain System for Supply Chain 
Management 

Bibhuti Bhusan Dash, Utpal Chandra De, Parthasarathi Pattnayak, 
Rabinarayan Satapathy, Sibananda Behera, and Sudhansu Shekhar Patra 

Abstract In recent years, blockchains have attracted a great deal of interest 
from researchers, engineers, and institutions. Additionally, the implementation of 
blockchains has begun to revitalisea large number of applications, such as e-finance, 
smart homes, smart health, social security, logistics, and so on. As supply chains 
become increasingly global, management and control become more complicated. 
Blockchain technology is establishing promise in tackling several supply chain 
management (SCM) concerns as a distributed digital ledger platform that ensures 
security, traceability, and transparency. Government, societal, and consumer pres-
sures have encouraged us to consider how blockchain can help us meet our sustain-
ability goals and improve supply chain sustainability. True blockchain-led supply 
chain and corporate transformation is still in its early phases. This chapter examines 
the possible application of blockchain technology (BT) and smart contracts to SCM. 
In order to study the operations of blockchain based supply chain management a 
queueing based model is developed. It assesses the measures of the model, such as 
the mean transactions per unit time, the mean transactions in the unconfirmed trans-
action pool, the mean time required for transaction confirmation, and the average
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waiting time of transactions in the unconfirmed transaction pool. Additionally, it 
evaluates the characteristics of the supplychain (SC) system. 

Keywords Supply chain · Blockchain · Smart contract · Performance evaluation ·
Queueing model 

1 Introduction 

Manufacturing has become more complicated as the number of intermediaries 
between the manufacturer and the ultimate consumer has increased. Globalization 
and market expansion compelled businesses to diversify their product portfolios and 
life cycles in order to suit the requirements of new markets [1, 2]. Little information 
about the product’s origins, production, or shipping path is available. As a result, 
the problem becomes more than just quantitative; it also becomes more qualitative. 
The traceability and data management system continue to be the most difficult chal-
lenges in the supply chain. Most businesses, including healthcare, banking, food, 
and education, have centralized information system administration. Intermediaries 
manage trading, decision making, and data storage [3–5]. A centralized management 
system compromises data integrity, availability, and robustness, leaving it open to 
corruption, fraud, and other security concerns. Establish a trustworthy ecosystem 
of trust between suppliers and customers. To achieve this, a policy that emphasizes 
supply chain transparency, precise data collecting, and secure data storage is required 
[6]. Blockchain technology is being used in supply chains to make them more trans-
parent, authentic, and trustworthy to find out if adding BT to the supply chain makes 
it more reliable and authenticate [7]. Blockchain records transactions in an unalter-
able format. Before creating a permanent record on the blockchain, all product and 
delivery information is collected and authenticated. A traditional SCM system to 
a blockchain-based system is depicted in Fig. 1’s first panel. Before proposing the 
blockchain as a potential solution, we perform a literature review of current supply 
chain challenges [8]. The literature in relation to new supply chain challenges that are 
being ad-dressed by BT. As a result, examining the effectiveness and sufficiency of 
a block-chain-based supply chain is an important element of researching blockchain 
integration into supply chain.

This article is organized as follows. Section 2 gives the related work, Sect. 3 
describes the performance evaluation of the blockchain system using queueing model 
and finally, we offer our suggestion for the development of a blockchain-based supply 
chain as a final conclusion and future work in Sect. 4.
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Fig. 1 Stakeholders in the management of smart supply chains and supply chain transformation

2 Related Work 

Scalability and security issues are two different types of blockchain performance 
problems [9]. There is a wealth of research on the performance assessment of 
blockchains for these two problems. The article [10] provides a thorough overview 
of the blockchain evaluation studies. Transaction confirmation time (transaction 
throughput) is a key scalability metric. Bitcoin blockchain transaction confirma-
tion time includes the generation time for block (block transaction mining time), 
block-propagation delay, and transaction-waiting time in miner node memory pools. 
In order to determine how long it takes for a transaction to be confirmed, one typical 
method involves simulating the Bitcoin blockchain in the form of a queueing model. 
Characterizing the dynamic nature of the transactions in the miner nodes is a key
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focus of [15] and our earlier work [11–14]. From this vantage point, the single-server 
queueing system that represents the Bitcoin blockchain at its core is one that takes 
into account both the time it takes for blocks to generate and the transactions that are 
currently waiting in the memory pool. 

The block-propagation delay, however, is equally significant considering the 
Bitcoin security issue. It is analyzing the block propagation of Bitcoin. The authors 
are concentrated on how the Bitcoin blockchain’s security is impacted by the block 
propagation delay [16]. They calculated the likelihood of a blockchain fork by 
assuming a Poisson model for the block-generation time. In [17], a more sophisticated 
model for the fork probability was presented. The block generation process was thor-
oughly investigated in [18], and the authors looked into whether stochastic processes 
might be used with the block-generation model. They did this by comparing several 
block-arrival models to the real data and taking into consideration three aspects for the 
process of block formation. These factors are the block propagation delay, difficulty 
modifications, and hash-rate function. 

A non-homogeneous Poisson process with a periodic hash-rate function was 
found to be the simplest model that can algorithmically produce arrival sequences 
for simulation and reasonably approximate the process of block formation. This 
model was discovered to be a non-homogeneous Poisson process. However, from 
a queueing theory perspective, queueing systems with non-homogeneous Poisson 
input are generally difficult to evaluate. 

The blockchain is primarily reliant on block building. Transactions that have just 
been issued are stored in a memory pool that is not yet validated until they are 
included to a fresh block and available to the blockchain presently after the mining 
process has been completed. The process of forming a block is analogous to that of 
a queuing system that provides batch service, in which a number of customers leave 
the establishment at the same time. In the context of blockchain technology, much 
research on queuing models that include batch processing has not been done. There 
is literature on queue analysis with batch service. In [19, 20] the authors investigated 
M/Gb/1 queueing with batch service. Customers arrive via a Poisson process, there is 
only one server, and the service time distribution is in M/Gb/1. Authors [19, 20] used  
the supplemental variable technique to derive the joint distribution of the number 
of customers in line and the elapsed service time for the M/Gb/1. Authors in [21] 
investigated transaction wait times and block acceptance using M/M/1 queueing. For 
the steady state of the system, Authors in [15] used the matrix geometric solution 
approach to develop a GI/M/1 queueing system with two service stages that simulated 
mining and building the new blockchain.



A Batch-Service Queueing Assisted Blockchain System for Supply … 375

3 Performance Evaluation of the Blockchain Based 
Supplychain System 

When the functionality of the blockchain system is taken into consideration, it is 
possible to describe the system as a blockchain queue, with the creation of blocks 
and the construction of blocks functioning as the two stages of the batch service. As 
a part of the block generation, a miner solves a computational problem by utilizing 
a cryptographic hash algorithmic process called mining. Several model descriptions 
Here are some model descriptions: 

The Arrival Procedure: The interval between transactions is exponential. The 
blockchain transaction arrival rate is λ. Each transaction enters the system verified 
by the memory pool and awaits the right miner in the queue. The arrival of trans-
actions is predicted to be Poisson, as the inter-arrival of transactions is exponential. 
The arrival procedure of the transactions is shown in Fig. 2. 

The Service Procedure: Every transaction has to wait in the pool of unconfirmed 
transactions, which is a waiting buffer for the proper miner. During the process 
of creating blocks, the transactions are mined into them successfully without any 
problems. A block (let’s call it b) contains a collection of transactions.During the 
second stage of the service, a block that contains a group of transactions is added to 
the blockchain. The mining service time by the miner is denoted by μ and is depicted 
in Fig. 2 lower part. 

Block-generationDiscipline: A block can have a huge number of transactions, but 
only b transactions maximum. Arrivals do not always follow FCFS. Late transactions 
may be mined into the block in initial state. But, for simplicity, we’ve included FCFS 
in our model. Figure 2 shows the block building process.

Fig. 2 The operation mechanism of blockchain system 
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Block size limit: The maximum transactions mined by a miner is at most b. Only b 
transactions are considered and mined if there are more than b transactions waiting 
in the unconfirmed transaction pool. 

The system can be modelled as a single miner which process the transactions in 
bulk from the unconfirmed transaction pool where all the transactions are waiting 
in the queue for the appropriate miner. Let us define Qn as the steady-state proba-
bility that n units are queued (n = 0,1 ,2 ,…) when the server is busy, and Q00 as 
the probability that no blocks are processed. Qn and Q00 are compared against the 
probability that no blocks are processed (service station is in empty).We looked at 
two types of bulk-service models: full-batch service and partial-batch service, which 
show how the system works when the batch size is less than b and when the batch 
size is constant in the system. 

3.1 Partial Batch Service Model 

The miner can mine with at least one transaction and allow up to a maximum of 
b transactions in this mode of mining. Similarly, when the miner is serving to less 
than b transactions, new arrived transactions immediately joined to be mined up to 
the limit of b and completed mining with the others who are in the unconfirmed 
transaction pool and ready to be mined. The mining time of any batch go along with 
an exponential distribution with mean 1/µ. If Qn is the probability of n transactions 
in a steady-state system, the appropriate probability generating function is 

Qi (z) = 
∞∑

i=0 

Qi z
i (1) 

In steady state, we have the following difference equation: 

(λφ + μ)(Q(z) − Q0) = μz−b 
∞∑

i=1 

Qn+bz
i+b+λφ(z)Q(z) (2) 

λφ Q0 = μ 
b∑

i=1 

Qi (3) 

After simplification, we have 

Q(z) = 
μ 

b∑
i=0 

Qi (1 − zi−b) 

λφ(1 − z) + μ(1 − z−b) 
= 

μ 
b∑

i=0 
Qi (zi − zb) 

λφzb+1 − (λ + μ)zb + μ 
(4) 

If r1, r2, …,rb+1 are the roots of the characteristics equation,



A Batch-Service Queueing Assisted Blockchain System for Supply … 377

μrb+1 + (λφ + μ)r + λ = 0 

then 

Qn = 
b+1∑

i=1 

kir
n 
i , n ≥ 0 (5)  

Since the sum of all the probabilities is equal to one, ki = 0 for all roots greater 
than one. Using Rouche’s theorem, it has precisely one root r0 in (0, 1). Therefore, 

Qn = (1 − r0)rn 0 , n ≥ 0, 0 < r0 < 1 (6)  

3.2 Performance Indices 

The average no. of transactions per unit time in the system (unconfirmed transaction 
pool + number of transactions in mining) is given by: 

Ls = 
∞∑

i=1 

i Pi = r0 
1 − r0 

(7) 

The following formula calculates the average no. of transactions in the uncon-
firmed transaction pool: 

Lq = r0 
1 − r0 

− 
λφ 
μ 

(8) 

The average length of time a transaction is in the system (unconfirmed transaction 
pool + no. of transactions in mining) is: 

Ws = 
Ls 

λφ 
(9) 

The average length of time a transaction is in the unconfirmed waiting pool is: 

Wq = Ws − 
1 

μ 
(10)
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3.3 Full Batch Size Model 

In this mode of mining process, if there is exactly b transactions waiting in the 
unconfirmed transaction pool and if the miner is selected, then the miner take up all 
the b transactions and the miner relics idle till there are ‘b’ transactions in the waiting 
unconfirmed pool. The service time follow exponential distribution with mean 1/µ. 
This model’s steady state balancing equations are as follows. 

(λφ + μ)Qn = λφ Qn−1 + μQn+b , n ≥ b (11) 

λφ Qn = λφ Qn−1 + μQn+b , 1 ≤ n < b (12) 

λφ Q0 = μQb (13) 

Equations (8)–(9) are multiplied by suitable powers of ‘z’ and summed over 1 to 
infinity. 

(λφ + μ) 
∞∑

i=b 

Qi z
i = λφ 

∞∑

i=b 

Qi−1z
i + μ 

∞∑

i=b 

Qi+bz
i 

λφ 
b−1∑

i=1 

Qi z
i = λφ 

b−1∑

i=1 

Qi−1z
i + μ 

b−1∑

i=1 

Qi+bz
i 

Using Eqs. (1) and (13) to simplify the above equations, we get: 

Q(z) = 
(1 − zb) 

b−1∑
i=0 

Qi zi 

t zb+1 − (t + 1)zb + 1 
, t = 

λφ 
μ 

= 
(1 − zb)(z0 − 1) 
b(z0 − z)(1 − z) 

(14) 

where z0 (z0 > 1) is one of the characteristic equation’s roots among the (b + 1) roots. 

λφzb+1 + (λφ + μ)zb + μ = 0 

which lies outside the unit circle. 
The mean transactions per unit time in the system (unconfirmed transaction pool 

+ number of transactions in mining) is given by: 

Ls = 
2 + (z0 − 1)(b − 1) 

2(z0 − 1) 
(15)
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The following formula calculates the mean transactions in the unconfirmed 
transaction pool: 

Lq = Ls − 
λφ 
bμ 

(16) 

The mean time a transaction is in the system (unconfirmed transaction pool + 
number of transactions in mining) is: 

Ws = 
Ls 

λφ 
(17) 

The average duration a transaction spends in the waiting pool for unconfirmed 
transactions is: 

Wq = Ws − 
1 

μ 
(18) 

We investigate numerical outcomes for a scenario in which transactions arrive 
at rates of 10, 20, 30, and 40. Regardless of batch size b = 1, 2, 3, 4, and 5, the 
service rate of the partial and full batch service models is µ = 50 and Ø = 0.6. 
Figure 3 shows Ws and Wq and Fig. 4 shows Ls and Lq for a partial batch size b 
The figures show that as batch size b increases, Ls and Lq for the partial batch model 
decreases gradually, and Ws and Wq for the partial batch service model decreases 
gradually as batch size b increases. Furthermore, we can see in Fig. 5 that as the 
complete batch size b increases one by one, Ls and Lq decreases. In addition, as 
complete batch size b increases progressively, Ws and Wq increases, as illustrated in 
Fig. 6. Furthermore, when b = 1, the Ls, Ws decreases, however when b = 2, Ls, Ws 

gradually increase, as shown in Figs. 3, 4, 5 and 6. As a result, the partial batch service 
paradigm reduces transaction wait times while improving service quality over the 
complete batch service model.

4 Conclusions and Future Work 

The supply chain might be improved by implementing blockchain technology, which 
would be advantageous to all of the different participants. The necessity of involving 
all of the different parties in the transaction that takes place on the blockchain 
during its implementation in the supply chain is one of the most significant obstacles 
that must be overcome. The fact that information must be shared over the entire 
Blockchain could also cause the implementation of the solution to proceed at a more 
snail-like pace. Therefore, a thorough deployment of blockchain technology in the 
supply chain must start with an examination of the needs and goals of the many parties
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Fig. 3 Partial batch size b versus performance measure Ws, Wq 

Fig. 4 Partial batch size b versus performance measures Ls, Lq

interested, with the aim of creating a novel business model that can demonstrate the 
benefits of the solution. 

Unrealistic expectations may lead to failed blockchain adoption, say some industry 
experts. Like any new technology, there have been some successes and disappoint-
ments. It is hoped that, like many other emerging technologies, blockchains will 
find their place in reality and wide acceptance once their constraints are solved. A
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Fig. 5 Full batch size b versus performance measure Ls, Lq 

Fig. 6 Full batch size b versus performance measure Ws, Wq

reliable data collection and analytics system is essential for blockchain technology 
to work. Implementing blockchain technology in supply chains requires IoT and big 
data technologies. The IoT devices gather data from many supply chain sources. Big 
data technologies capture, store, and analyse massive amounts of data. The study’s 
experts support blockchain technology uses in SCM. Future blockchain technology 
adoption studies should include aiding technologies.
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BiFrost: A Blockchain-Based 
Decentralized Messaging Application 

Himanshu Pandey, Akhil Siraswal, Ekta Kaushik, Dilkeshwar Pandey, 
Sparsh Kapoor, and Hunny Pahuja 

Abstract BiFrost is a revolutionary solution for secure online communication and 
data storage. It addresses security concerns such as eavesdropping, man-in-the-
middle attacks, and censorship by offering decentralization, immutability, and data 
security through the use of blockchain technology. User-submitted data are added 
directly to the blockchain, creating a global copy in each node, and only autho-
rized users can access the data using private keys. The system is fully decentralized, 
meaning there is no central authority, making it immune to censorship and govern-
ment oppression. The technology used in BiFrost includes IPFS, smart contracts, 
Ethereum, INFURA, Solidity, and SPF. BiFrost provides a secure and decentralized 
solution for online communication and data storage, eliminating the need for a trusted 
intermediary and ensuring the privacy and security of data. 

Keywords Eavesdropping · IPFS · Smart contracts · Blockchain · INFURA ·
Solidity · SPF · Ethereum 

1 Introduction 

The concept of blockchain was developed to enhance transaction security by 
providing confidentiality, data integrity, authorization, and encryption-based tamper 
resistance [1]. It eliminates the need for third-party involvement in transac-
tions, requiring network participants to reach a consensus for secure validation
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without altering previous records. Manipulating the blockchain would necessitate 
an extremely high cost and simultaneous access to all network computers, rendering 
it virtually impossible for external attackers to tamper with the database. 

Blockchain-based communication and data storage technology offer several 
advantages. Data can be encrypted to prevent theft [14], and its distributed 
storage eliminates single-point errors. Communication can be end-to-end encrypted, 
ensuring resistance to spying. The decentralized nature of the system makes it more 
cost-effective than centralized data storage [4]. Furthermore, the blockchain itself can 
enforce anti-corruption rules on transactions and communications, while maintaining 
a tamper-proof and auditable history. 

Our application employs a decentralized application (DApp) approach where user 
data are stored in interconnected blocks forming a chain. This peer-to-peer network 
[2], as shown in Fig. 1, ensures that the stored data on the blockchain remain tamper-
proof due to the encryption algorithm. Any attempt by a malicious user [1] to modify 
information in a block would require changing every copy of that block across the 
entire blockchain network, which is nearly impossible. Additionally, we acknowl-
edge the significance of Directed Acyclic Graph (DAG)-based blockchains like IOTA 
Tangle [20, 21]. These structures offer an alternative to traditional linear blockchain 
systems by enabling parallel transactions and enhancing scalability. IOTA Tangle, for 
instance, has demonstrated its efficacy in securing environmental IoT data [21]. By 
leveraging the Tangle’s masked authentication messaging protocol, it ensures secure 
and efficient data transfer. DAG-based blockchains present promising advancements 
that address the limitations of linear blockchain architectures. 

The main features of blockchain technology include easy and fast communication 
through private key authentication, immutability of data once recorded, resistance to 
censorship by providing equal trading opportunities, and distributed storage across 
multiple nodes in the cloud [8]. 

This paper will discuss the general concepts of blockchain technology, highlight 
the existing problems in current systems, examine the available solutions, present

Fig. 1 How does a transaction get into the blockchain? 
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the contributions made by the authors, and outline the organizational structure of the 
paper. 

2 Background and Related Work 

Over the past decade, traditional chat applications such as WhatsApp and WeChat 
have become increasingly popular, with millions of users around the world. However, 
these centralized applications have some key features and limitations that have 
led to concerns about user privacy, data security, and censorship. In response, the 
development of decentralized storage, censorship resistance, data security, and data 
immutability has allowed for the creation of applications that address these chal-
lenges. This literature survey will review current research and literature on the topic 
of centralized and decentralized chat applications. 

2.1 Centralized Chat Applications 

Centralized chat apps store all chat information and identities on a central server, 
allowing companies to control communication and impose rules. However, this 
approach has limitations. A single server manages all services, which can cause 
inaccessibility if there are issues, and government requests can compromise user 
confidentiality. Also, a single node failure can compromise the entire app. 

2.2 Decentralized Chat Applications 

In response to these challenges, decentralized chat applications have been devel-
oped. These applications are designed to provide greater data security, censorship 
resistance, and data immutability. In decentralized [6] chat applications, user data 
are stored across a network of nodes, rather than on a central server. This architec-
ture provides greater data security, as data are distributed across the network and 
not stored in a single location. Furthermore, [5] decentralized chat applications are 
censorship-resistant, as there is no central authority that can block or control commu-
nication. Finally, data immutability ensures that data cannot be altered or deleted, 
providing greater trust and security.
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2.3 Research on Decentralized Chat Applications 

A growing body of research has explored the use of decentralized chat applications. 
For example, a study by Dubey et al. explored the use of decentralized chat appli-
cations in the context of censorship [5] resistance. The authors found that these 
applications were effective in resisting censorship and enabling communication in 
environments where traditional centralized applications were blocked. Similarly, 
a research explored the use of blockchain technology to provide data security and 
privacy in decentralized chat applications [14]. The authors found that blockchain-
based solutions could provide greater data security and user privacy than traditional 
centralized applications. 

In addition to the mentioned studies, several other research papers have contributed 
to the exploration and development of decentralized chat applications. Notable works 
include: 

Zhang, S. Shah, Y. Elmandjra, M. DeCesare, M. Hanna BlockChat: A Decentral-
ized Messenger on the Blockchain [5]. 

C. Hwa, K. Yue HIVE: A Blockchain-Based Group Messaging Service [8]. 
These additional research papers contribute to the ongoing exploration and 

advancements in the field of decentralized chat applications, addressing issues of 
privacy, security, and censorship resistance. 

3 Implementation 

The implementation of the decentralized application involves deploying a smart 
contract on the Ethereum network [16], written in Solidity and tested in JavaScript, 
using the INFURA API. The interface for the application is built with ReactJS [3]. 
The smart contract will be first deployed on the Rinkeby test network for testing and 
security purposes before deployment on the main Ethereum network. The implemen-
tation is aimed to provide a reliable, secure, and effective system for the decentralized 
application. 

3.1 Ethereum: A Platform for Decentralized Applications 

Ethereum is a blockchain-based platform that enables the creation and deployment 
of decentralized applications. It features smart contract functionality and uses a 
modified version of the Nakamoto consensus algorithm [16]. 

One of the key features of Ethereum is its use of the Proof-of-Stake consensus 
mechanism. This algorithm aims to achieve distributed consensus in the blockchain 
network by allowing users to “stake” a value, or money, on a specific outcome. This 
process is known as staking.
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Fig. 2 Transaction in Ethereum 

Proof-of-Stake is seen in Fig. 2 as a more energy-efficient alternative to the Proof-
of-Work consensus mechanism, which is implemented in Bitcoin. Proof-of-Work 
relies on the computational resources of miners to validate transactions and mine 
new blocks. However, this approach can be prone to centralization, as miners with 
more computational resources have a higher chance of mining new blocks. 

Proof-of-Stake, on the other hand, reduces the dependence on computational 
resources [6] and helps ensure that the network remains decentralized. By allowing 
users to stake their money on a specific outcome, Proof-of-Stake incentivizes users 
to act honestly and maintain the integrity of the network. 

Overall, Ethereum’s [16] use of Proof-of-Stake is an important aspect of the 
platform’s design, helping to ensure its security, scalability, and decentralization. 

3.2 Infura 

Infura is a hosted Ethereum node cluster that provides easy access to the Ethereum 
network for developers and users. By eliminating the need for users to set up Ethereum 
nodes or wallets, [18] Infura makes it easier to build and deploy decentralized 
applications on the Ethereum network. 

Infura offers several benefits that solve some of the challenges faced by blockchain 
developers and users. These include:

. Cost-effective data storage: Storing data on the Ethereum blockchain can be 
expensive, but Infura offers an affordable solution for developers and users.
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Fig. 3 Working of Infura 

. Simplified Ethereum client configuration: Configuring the Ethereum Geth client 
can be difficult [3] and time-consuming, but Infura eliminates it by providing a 
hosted solution.

. Scalable infrastructure: Scaling infrastructure can be a challenge for blockchain 
developers, but it offers a scalable solution that can be easily adapted to meet the 
needs of growing applications [18]. 

Infura, along with other [2] interplanetary file systems (IPFS), plays a crucial role 
in solving some of the challenges faced by blockchain developers and users. The 
work of Infura is shown in Fig. 3. By providing a simple and cost-effective solution 
for accessing the Ethereum network [19], Infura makes it easier for developers and 
users to build and deploy decentralized applications. 

3.3 Solidity 

Solidity is an object-oriented high-level language that is used for implementing smart 
contracts on the Ethereum blockchain [17]. A smart contract is a self-executing 
program that regulates the behavior of accounts within the Ethereum state. It acts as a 
contract or set of rules governing business transactions and is stored on the blockchain 
where it is automatically executed as part of the transaction. This eliminates the need 
for governance, legislation, central authorities, or external enforcement mechanisms, 
making transactions more efficient and secure. 

The key features of Solidity and smart contracts include:

. Trust: Smart contracts are self-executing programs that are transparent and tamper-
proof, making them a trusted mechanism [17] for executing transactions.

. Savings: By removing the need for intermediaries, smart contracts can help reduce 
costs associated with transactions.

. Autonomous: Smart contracts are self-executing programs that do not require 
external intervention, making them ideal for executing autonomous transactions.
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. Speed: Transactions executed on the Ethereum network are processed in real time, 
making them much faster than traditional transactions [12].

. Security: Smart contracts are stored on the blockchain, making them secure and 
resistant to tampering.

. Transparency: All transactions executed on the Ethereum network are transparent 
and accessible to all participants, promoting transparency and accountability.

. Redundancy: The decentralized nature of the Ethereum network ensures that trans-
actions are stored redundantly across multiple nodes, making it resistant to data 
loss.

. Accuracy: The automated execution of smart contracts eliminates the possibility 
of human error, making transactions more accurate and reliable. 

3.4 Distributed Application Architecture 

As shown in Fig. 4, the architecture of a distributed application involves both a 
front-end and a back-end component. The front end of a decentralized application 
is commonly based on ReactJS, an open-source component-based JavaScript library 
that is used to create dynamic and interactive user interfaces, especially for single-
page applications. 

The backend of the decentralized application is the Ethereum network. The 
network blocks contain information about transactions, and smart contracts written in 
the Solidity programming language are deployed to the Rinkeby test network [16].

Fig. 4 Distributed application architecture 
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This allows developers to test the functionality and security of the smart contract 
before deploying it to the main Ethereum network. 

When a user sends a message to a specific user’s address, the message blocks 
are added to the Ethereum network according to specified mandatory contracts. The 
decentralized architecture of the Ethereum network ensures that the information 
about the message is stored securely and transparently, making it accessible to all 
participants in the network. 

3.5 Encryption: Encrypting and Decrypting Messages 

Encryption is a crucial aspect of cryptography and is used to protect sensitive infor-
mation from unauthorized access [19]. The encryption and decryption of messages 
in CryptoJS are achieved using the AES-256 algorithm, which is available in the 
npm package manager. 

To encrypt a message in CryptoJS, built-in libraries are used. The message is 
first encoded in hexadecimal format and then passed through an encryption function 
using an algorithm and a private key. The algorithm used in this process is AES-256, 
which provides a high level of security. The encrypted message is then transmitted 
over a network, ensuring that it remains confidential and protected from unauthorized 
access. 

The decryption process is the reverse of the encryption process as shown in Fig. 5. 
The encrypted message is passed through a decryption function using the same 
algorithm and private key. This results in the original message being revealed [19]. 
The decryption process is used to retrieve the original message from the encrypted 
message, making it available to authorized individuals [13]. 

Fig. 5 Symmetric key cryptography



BiFrost: A Blockchain-Based Decentralized Messaging Application 391

3.6 Compiling Smart Contracts 

Smart Contracts are an essential component of decentralized applications and are 
implemented using the Solidity programming language [11]. The decentralized appli-
cation in question uses Solidity version 0.8.17, which provides various features and 
functionalities to create secure and reliable smart contracts. 

The following are the main functions of the smart contracts [11] used in this  
application:

. Joining Contracts: Allows new users to join the network and participate in the 
application.

. Sending Messages: Enables users to send messages to each other within the 
network.

. Adding Addresses: Allows users to add new addresses to the network.

. Accepting Addresses: Allows users to accept addresses added to the network.

. Blocking Addresses: Allows users to block addresses from the network. 

It is crucial to test smart contracts thoroughly before deployment to ensure that 
they are free of logic errors and security flaws. Testing is done using JavaScript, and 
each of the functions mentioned above is tested thoroughly. If there are any issues 
or bugs, they need to be addressed and fixed before deployment. 

In the event that the smart contract has logic errors or security flaws, the entire 
application could be compromised, leading to severe consequences. Hence, the 
importance of thoroughly testing smart contracts cannot be overstated. 

3.7 Deployment 

Deploying a smart contract on the Ethereum network is the final step in bringing the 
smart contract to life and making it available for use. Figure 6 shows the process of 
deployment that involves the following steps [11]:

. Compilation of the smart contract: The smart contract must be compiled 
successfully before it can be deployed on the blockchain network.

. Use of INFURA API: The application being discussed uses the INFURA API 
[18] to provide access to the Ethereum network, making it easy to integrate the 
smart contract.

. Deployment to Rinkeby test network: The smart contract is deployed to the 
Rinkeby test network, which is a public Ethereum test network used for testing 
and development purposes. This allows developers to test the functionality and 
security of the smart contract before deploying it to the main Ethereum network.

. Testing the smart contract [11]: Deploying the smart contract to the Rinkeby test 
network allows developers to test the smart contract’s functionality and address
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Fig. 6 Deployment of a block through Infura 

any potential security vulnerabilities. This step is important to ensure that the 
smart contract is functioning as intended before deploying it to the main Ethereum 
network.

. Deployment to the main Ethereum network [16]: After successfully testing the 
smart contract on the Rinkeby test network, the smart contract can be deployed 
to the main Ethereum network, making it available for use by the public. 

4 Advantages 

The BiFrost solution presented in the research paper can have several real-world 
applications:

. Secure Communication: BiFrost can be used as a secure communication tool, 
where users can send messages with end-to-end encryption [9], making it spy-
proof.

. Decentralized Storage: The application can be used for decentralized [6] storage, 
where data are stored on multiple nodes in the cloud [7], eliminating the risk of 
data breaches and single-point failures.
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. Censorship Resistance: BiFrost ensures censorship resistance, allowing users to 
exchange information [10] without the fear of government oppression.

. Data Security: The immutable and tamper-proof nature of the blockchain ensures 
the security of user-submitted data, [7] making it safe from malicious attacks.

. Anti-corruption: The decentralized nature of the application, along with its smart 
contract [15] functionality, can enforce anti-corruption rules and help prevent 
fraud and corruption in transactions and communications. 

These applications can be relevant in various sectors such as finance, healthcare, 
and government, where secure and reliable communication and data storage are of 
utmost importance. 

5 Conclusion 

In conclusion, BiFrost is a promising solution for security concerns in today’s inter-
connected world. By utilizing blockchain technology, decentralized principles, and 
advanced cryptography, it ensures the confidentiality, integrity, and availability of 
data. Its decentralized architecture on the Ethereum blockchain eliminates vulner-
abilities found in centralized chat applications, providing censorship resistance, 
immutability, and data security through smart contracts, IPFS, and INFURA. BiFrost 
offers a reliable and cost-effective solution for secure communication and data 
storage, overcoming the limitations of mainstream chat apps. The proof-of-stake 
algorithm ensures system reliability and efficiency, allowing users to communicate 
without fear of government oppression or data breaches. 

In the future, BiFrost has the potential to reshape secure information exchange. 
Ongoing development can expand its functionality, incorporating multimedia 
messaging and enhancing privacy maintenance and message thread monitoring. 
The research project on BiFrost has been a valuable learning opportunity, allowing 
the team to apply their knowledge and technical skills to solve real-world prob-
lems. Effective communication, teamwork, and task allocation have deepened their 
understanding of app development and practical application of academic coursework. 

As the decentralized internet and communication evolve, more work is needed to 
enable seamless connections. BiFrost represents a significant step forward in lever-
aging blockchain technology for secure information exchange. However, widespread 
adoption requires continued efforts, financial resources, and the development of 
a robust final product. With dedication and technological advancements, BiFrost 
has the potential to revolutionize communication, creating a more secure and 
interconnected digital landscape.
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Priority Based Load Balancing 
for Intercloud Computing Environments 

Narayan A. Joshi 

Abstract Adoption of cloud computing based computing solutions is growing day 
by day in nearly all sectors of society. Technological advancements such as load 
balancing help service providers uphold the quality of service, and thereby retain 
the confidence of service consumers. Collaborations among cloud environments can 
be established for resolving load balancing and fault tolerance issues up to a certain 
extent. However, the gigantic increase in consumption of cloud services makes cloud 
resource management difficult in intercloud environments too. Load balancing helps 
resolve workload balancing problems for collaborated cloud platforms. We present 
an enhanced and priority-oriented mechanism for sharing resources for workload 
balancing in collaborated cloud environments. In order to provide enhanced load 
balancing solution, the suggested resource sharing mechanism works on the priority 
values of participating instances. Employment of the suggested load balancing mech-
anism avoids starvation by means of lowering waiting time. The suggested technique 
has been implemented on a physical cloud testbed built using OpenStack cloud 
computing setup on CentOS Linux operating system. The experimental results reveal 
lesser waiting time of the highly loaded cloud instances. 

Keywords Cloud collaboration · Priority-oriented scheduling · Load balancing ·
Resource allocation 

1 Introduction 

Technological developments in the domains of high-end computing systems, data 
storage networks and communication systems have given momentum to a variety of 
computation practices. Cloud computing is an example of such evolved computation 
architecture. Various computation solutions nowadays are based on one or more cloud 
computing services. Infrastructure as a Service is one of the basic cloud computing 
services. Service consumers normally purchase high-end instances for performing
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extensive computation-centric operations [1]. Moreover, in order to provide fault 
tolerance and extensive load balancing, often cloud service providers collaborate 
for the establishment of collaborated cloud computing environments. Benefits of 
intercloud computing systems include enhanced intercloud resource availability and 
additional fault tolerance. 

As the demand for cloud resources is increasing exponentially, efficient manage-
ment of cloud-based resources in the context of resource allocation and distribution is 
critical. Uneven resource management and use frequently leads to underconsumption 
and wastage of cloud resources, resulting in discontent and a low return on invest-
ment. Non-uniform consumption of cloud resources and cloud instances results in 
uneven return on investment which may lead to damage in service level agreements. 
Therefore, for performance-oriented resource utilization, effective resource manage-
ment and sharing are essential. This paper presents an enhanced resource sharing 
approach in the realm of collaborative cloud computing environments. The proposed 
load balancing mechanism assists in overcoming challenges such as uneven resource 
sharing. 

Section 2 presents relevant survey on existing load balancing techniques. The 
proposed innovative load balancing solution is described in Sect. 3. Section 4 
describes the implementation setup for experimentation. Section 5 discusses the 
working behavior of the approach. 

2 Relevant Work and Challenges 

A priority dependent mechanism for determining the most relevant instance in cloud 
platforms is available in [2]. The job scheduling mechanism prioritizes jobs and 
finds a suitable instance from three classification levels. The mechanism is based 
on cloudsim simulator. It runs on instances in an Amazon EC2-based data center. 
Tripathi et al. proposed a load sharing mechanism based on bee colonies [3]. The 
mechanism was deployed on a cloud analyzer. 

Migrating virtual machines also is one of the alternative solutions for performing 
load balancing. For example, EGSA-VMM [4] is one such technique. The tech-
nique works on an algorithm for exponential gravitational force. The technique is 
the integration of theory of exponential weighted moving average and an algorithm 
of gravitational search. The technique works on quality of service and reduction in 
cost of migration. 

Vasudevan et al. introduced a strategy that distributes existing cloud setup to 
suitable tasks in order to reduce service makespan. Honeybee theory is the foundation 
for the load balancing approach [5]. 

Dubey et al. presented a load balancing algorithm implementation for logistics 
[6]. The suggested solution for load balancing is works on cloud collaboration and 
based on DSBP. The mechanism is simulation-based and it works on balancing the 
workload of various data centers with an objective of data crunching at different levels 
of logistics. The load balancing approach could be applicable in vehicle tracking and
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inventory management. A balanced technique for resource sharing [7] is available for 
priority load balancing. However, it is applicable only for intracloud load balancing. 

A simulation-based load balancing technique [8] works with reference to two 
important aspects: deadline and capacity. Its heuristic mechanism determines 
instances in accordance with the deadline constraints and total job execution cost 
on particular virtual machines. Virtual machines’ priority-oriented resource alloca-
tion technique [9] is available for non-collaborated cloud computing environments. 
In order to carry out transparent and unbiased resource sharing, the mechanism has 
classified cloud instances as per their respective priority levels. 

An autonomous agent-based algorithm for workload balancing for cloud environ-
ments is available in Singh et al. [10]. The mechanism falls in dynamic load balancing 
category of resource sharing in cloud computing. The technique addresses proactive 
workload calculation of instances in cloud data center. Every time a particular VM’s 
workload reaches up to the threshold workload, the load agent initiates search for 
suitable virtual machine for load balancing. 

A dynamic data replication technique [11] works in three phases. The motive of the 
entire technique is to optimize the deployment of cloud resources. The technique finds 
appropriate service instances for sharing load of service instances during the initial 
two phases. The mechanism works on improving resource availability, hierarchical 
load balancing and efficient resource access. 

A static variables based sophisticated load balancing approach [12] aims on  
enhancing scheduling through weighted round robin in order to maximize fairness 
and cut down response time. The technique works on refining workload allocation 
across servers and responding quickly to urgent requests. An intercloud resource 
sharing mechanism is presented in Joshi et al. [13]. The mechanism allows resource 
sharing among cloud instances by means of intercloud task relocation. 

A workflow scheduling approach Ji et al. [14] is based on multi-objective 
scheduling functions on adaptive prioritization and operates with different objective 
weights. Its approach self-regulates work priorities in order to achieve various goals 
related to performance criteria. Kaur et al. recommended optimization concerned 
with the hybridization of heuristic approaches through metaheuristic algorithms 
to achieve optimum performance on cost and makespan as a load balancing 
strategy [15]. 

From the above mentioned literature survey, it is observed that some resource 
sharing techniques perform load balancing considering all cloud instances at the same 
priority level. Contrary to that some of the resource sharing techniques based on cloud 
instance priority levels, work only for intracloud computing environments. Hence, 
a load balancing technique based on priority levels of cloud instances in collabo-
rated cloud computing platforms is presented in this paper. The resource allocation 
technique herein presented differentiates among capacities of participating instances 
while balancing workload in intracloud and intercloud computing environments.



398 N. A. Joshi

3 Materials and Method 

The mechanism [13] works by keeping two instance queues: qOverloaded and 
qUnderloaded. These two queues maintain information about currently available 
overloaded and underloaded virtual machines respectively. The mechanism however 
does not provide load balancing based on cloud instances’ priority levels. However, 
it is possible that ordinary cloud instances will receive more load balancing chances 
than extraordinary cloud instances. Virtual machines’ priority-oriented resource allo-
cation technique [9] is available for non-collaborated cloud computing environments. 
In order to carry out transparent and unbiased resource sharing, the mechanism has 
classified cloud instances as per their respective priority levels. Therefore, the novel 
resource sharing mechanism presented here aims to overcome such boundaries of 
the existing load balancing mechanisms [13] and [9]. 

Figure 1 represents a diagram showing interactions among the building blocks of 
the unique enhanced load balancer module POInterCloudLB. Key steps and func-
tionality of building blocks of the suggested load sharing mechanism have been 
explained here: 

1. The load balancer module POInterCloudLB consists of two submodules: 
POIntraLB and POInterLB. The submodule POIntraLB is responsible to 
execute load balancing in intracloud computing environments. The submodule 
POInterLB is responsible to perform load balancing in intercloud computing 
environments. 

2. A data structure POInterCloudLB::instance maintains instance’s state informa-
tion such as: current state of instance, current position of instance for load

Fig. 1 Key architectural components of the proposed load balancer POInterCloudLB
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balancing, priority of instance, current workload of instance, waiting time 
threshold values, and hardware inventory information of the instance.

3. The intracloud computing load balancer module POIntraLB keeps identifying 
overburdened machines and populate them into one of the three module-level 
queues: qOhigh, qOlow and qOstd based on the respective priority level of each 
virtual machine. However, in case of unavailability of room in relevant queues, 
the POIntraLB module shifts the overloaded instance for load balancing to the 
intercloud load balancer POInterLB. 

4. For each instance, the technique maintains two properties iStat and iPosition for 
keeping track of instance’s state and position respectively. The state could be 
any one of the: iUNAVAILABLE, iAVAILABLE, iUNDERLOAD_PASSIVE, 
iOVERLOAD_PASSIVE. The position could be either pINTRA or pINTER 
to indicate intracloud or intercloud respectively. The mechanism does not take 
instances with the state iUNAVAILABLE in consideration for load balancing. 

5. Similarly, the POIntraLB module keeps identifying underutilized machines and 
populate them into one of the three module-level queues: qUhigh, qUlow and qUstd 

based on the respective priority level of each virtual machine. However, in 
case of unavailability of room in relevant queues, the POIntraLB module shifts 
the underutilized instance for load balancing to the intercloud load balancer 
POInterLB and alters the iPosition to pINTER. 

6. In order to avoid starvation and avail flexibility, the intercloud priority-oriented 
load balancer module POInterLB also maintains three separate queues qOhigh, 
qOlow and qOstd for holding high priority, low priority and standard priority 
instances respectively. 

7. A daemon thread POInterLB::thread_managePosition thread keeps executing 
intercloud load balancing for the instances available in all three queues available 
at POInterLB. 

8. The intracloud load balancer POIntraLB is made up of four daemon threads: 
POIntraLB_UnderloadedVM, POIntraLB_OverloadedVM, POIntraLB_ 
ManageState and POIntraLB_LB. The underutilized virtual machines are 
looked after by the continuously running daemon thread POIntraLB_ 
UnderloadedVM. The overutilized virtual machines are looked after by 
the continuously running daemon thread POIntraLB_OverloadedVM. The 
thread POIntraLB_LB carries intracloud load balancing. After initiating load 
balancing on concerned instances, such instances are removed from their 
respective queues. The thread POIntraLB_ManageState keeps away conditions 
which may cause the machines to starve for cloud resources at the intracloud 
level. It shifts the long awaiting machines for intercloud load balancing. 

9. Moreover, the intercloud load balancer POInterLB runs a daemon thread POInt-
erLB:PositionManager for keeping away conditions which may cause the 
instances to starve for cloud resources at the intercloud level. By default, the 
position is set to pINTRA. 

10. The intracloud load balancer POIntraLB maintains three priority queues 
qIntraCULlow, qIntraCULstd and qIntraCULhigh for holding appropriate under-
loaded instance information. Likewise, the intracloud load balancer POIntraLB
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maintains three priority queues qIntraCOLlow, qIntraCOLstd and qIntraCOLhigh 

for holding appropriate overloaded instance information. 
11. The daemon thread thread_ULInstances keeps identifying underutilized 

instances in respective queues at intracloud level. Moreover, for identifying 
underutilized instances at the intercloud level, the thread works at the intercloud 
level too. 

12. The daemon thread thread_OLInstances keeps identifying over loaded instances 
in respective queues at intracloud level. Moreover, for identifying overutilized 
instances at the intercloud level, the thread works at the intercloud level too. 

13. The thread POIntraLB::thread_LB executes load balancing task between the 
over utilized instance and the under utilized instance at the same priority level 
in intracloud environment. Moreover, for keeping the underutilized instance 
safer from instantaneous over burdening, the thread also turns the under utilized 
instance to passive state. The instances which have recently received workload 
from other instances, are set with a state iOVERLOAD_PASSIVE. 

14. The thread POInterLB::thread_LB executes load balancing task between the 
over utilized instance and the under utilized instance at the same priority level 
in intercloud environment. Moreover, for keeping the underutilized instance 
safer from instantaneous over burdening, the thread also turns the under utilized 
instance to passive state. The instances which have recently received workload 
from other instances, are set with a state iOVERLOAD_PASSIVE. 

15. The daemon thread POInterCloudLB::thread_ManageState keeps maintaining 
the availability state of instances. The instances ready for participating load 
balancing are set with the state value iAVAILABLE. The instances which 
have recently shifted their workload to other instances, are set with a state 
iOVERLOAD_PASSIVE. 

16. The function POInterCloudLB:start() commences with initializing various 
priority queues used for maintaining respective priority instances. The start() 
function, then launches the daemon threads thread_ULInstances and thread_ 
OLInstances for identifying underutilized instances and overutilized instances 
respectively. Later, spawning of daemon threads POIntraLB:thread_LB and 
POInterLB:thread_LB is followed by spawning of thread_ManagePosition. 
The POIntraLB:thread_LB and POInterLB:thread_LB perform intracloud and 
intercloud resource sharing respectively. The thread thread_ManagePosition is 
responsible for managing instances’ position. 

4 Implementation 

The prototype testbed for intercloud computing platform was setup as shown in [13] 
on two physical high-end server hosts on open source operating system Fedora Linux 
27 platform. An open source cloud platform was built by implementing OpenStack 
over the Fedora Linux platform for offering Infrastructure as a Service (IaaS) by
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catering to cloud instances that are remotely accessible on demand. An interme-
diary proxy server having an open source operating system installation was used 
for deploying intercloud queues and load balancer. For enabling intercloud resource 
sharing, respective intracloud load balancing servers in both cloud platforms were 
linked to the middle proxy server. 

5 Results and Discussion 

The mechanism starts by establishing and initializing different data structures and 
relevant queues. Having set the data structures and queues, the mechanism starts 
various background threads thread_ManagePosition, POIntraLB:thread_LB,thread_ 
OLInstances, POInterLB:thread_LB, and thread_ULInstances. 

In a local cloud platform context, the overloaded instances may be awaiting 
the availability of appropriate underutilized priority instances for resource sharing. 
Whereas, at the intercloud level, the relevant destination underutilized instances may 
be waiting for the admission of relevant request for resource sharing. On other hand, 
some underutilized instances may be awaiting relevant request for resource sharing 
at appropriate priority level. 

Often it is necessary to assign cloud resources depending on the priority value 
of cloud instances. However, in its absence, owing to load balancing it is possible 
that instances with lower priority levels would ultimately keep receiving increas-
ingly more cloud resources. The proposed mechanism was employed using different 
priority queues for instances with respective priority levels. 

Table 1 shows results representing workload before and after executing priority-
oriented load balancing in intracloud environment. The average waiting time for 
receiving the decision regarding priority-oriented intracloud load balancing results 
around 8.34 ms for concerned instances.

Table 2 shows results representing workload before and after executing the 
priority-oriented load balancing in intracloud and intercloud environments. The 
average waiting time for receiving the decision regarding priority-oriented inter-
cloud load balancing results around 12.84 ms for concerned participating instances 
in resource sharing.

The instances’ position manager thread thread_ManagePosition and state manage-
ment thread thread_ManageState operate in synchronization with the threads thread_ 
OLInstances, thread_LB and thread_ULInstances. 

The thread thread_LB works such that lower-end instances are not assigned 
the higher-end resources except there is no current need for higher-end instance 
resources. The daemon thread thread_LB operates such that resource sharing is 
not too taxing on underutilized instances that have begun accepting load balancing 
requests. 

Figures 2 and 3 signify the performance of implementation of the suggested load 
balancing technique at intracloud computing environment and intercloud computing 
environment respectively.
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Table 1 Waiting time of instances in waiting queues for taking intracloud load balancing 

Source instance Workload 
(before LB) 

Workload (after 
LB) 

Priority Waiting time 
(ms) 

Destination 
instance 

192.168.10.4 96 96 High 8.4 192.168.10.17 

192.168.10.7 98 80 Std 8.1 192.168.10.3 

192.168.10.1 93 78 Low 8.1 192.168.10.15 

192.168.10.5 91 79 Low 8.3 192.168.10.8 

192.168.10.2 95 77 Low 8.8 192.168.10.21 

192.168.10.11 92 76 Std 8.5 192.168.10.6 

192.168.10.16 94 78 High 8.5 192.168.10.9 

192.168.10.19 91 80 Low 8.2 192.168.10.10 

192.168.10.18 89 69 Std 8.3 192.168.10.13 

192.168.10.22 90 79 High 8.5 192.168.10.12

Table 2 Waiting time of instances in waiting queues for taking intercloud load balancing 

Source instance Workload 
(before LB) 

Workload (after 
LB) 

Priority Waiting time 
(ms) 

Destination 
instance 

192.168.20.3 98 81 Std 12.8 192.168.30.4 

192.168.20.7 99 79 Low 12.9 192.168.30.9 

192.168.30.5 97 80 High 12.6 192.168.20.4 

192.168.20.2 99 81 Low 13.0 192.168.30.13 

192.168.30.16 98 79 Std 12.9 192.168.20.11 

192.168.20.1 97 80 High 12.8 192.168.30.5 

192.168.20.8 94 72 Std 13.2 192.168.30.7 

192.168.30.12 98 80 Low 13.1 192.168.20.5 

192.168.30.18 91 74 Low 12.8 192.168.20.14 

192.168.30.11 95 83 High 13.0 192.168.20.13

Fig. 2 Waiting time in intracloud load balancing
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Fig. 3 Waiting time in intercloud load balancing 

The chart shown in Fig. 2 represents subsequent waiting times resulting due 
to implementation of the suggested resource sharing mechanism in the intracloud 
environment on participating cloud instances of varying priority values. The chart 
denotes almost the same waiting time for all priority instances in the intracloud 
computing environment. 

The chart shown in Fig. 3 represents subsequent waiting times resulting due 
to implementation of the suggested resource sharing mechanism in the intercloud 
environments on participating cloud instances of varying priority values. The chart 
denotes almost the same waiting time for all priority instances in the intercloud envi-
ronments. The almost straight lines in both of the charts designate the nonoccurrence 
of starvation for any specific priority instances. 

6 Conclusion 

An enhanced and priority-oriented mechanism for sharing resources for load 
balancing in collaborated cloud environments is presented. The suggested load 
balancing mechanism can be implemented for attaining workload sharing in 
intercloud platforms and intracloud platforms. While performing priority-oriented 
resource sharing, the technique works in line with the priority levels of intercloud 
instances and intracloud instances. Furthermore, to avoid starvation, the mechanism 
cleverly performs pushing and pulling instances between intercloud and intracloud 
platforms. In future, the technique can be further extended for dynamic priority levels.
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Machine Learning Approach 
to the Internet of Things Threat Detection 

Alka Upadhyay, Sameena Naaz, Vinay Thakur, and Iffat Rehman Ansari 

Abstract The development in software, hardware and communication technologies 
has made the broadcasting of sensory data collected from various devices very easy 
and simple. Interconnected devices through Internet technology form the Internet of 
Things (IoT). Applying intelligent methods for the analysis of this big data is the key 
which develops smart IoT applications. The world today has become increasingly 
dependent on digitized data which raises various security concerns and the need 
for advanced and reliable security technologies to deal with the increasing number 
of cyber-attacks. The work depicted in this paper makes use of machine learning 
techniques to detect cyber-attacks using the UNSW-NB15 data set and the KDD 
CUP 1999 dataset. Decision Tree, k-means clustering, multi-layer perception (MLP), 
Naive Byes and Random Forest classifier are the algorithms used in this work in order 
to find higher level information about the data. 
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1 Introduction 

The IoT (Internet of Things) is mainly the type of network which is used to connect 
anything i.e. physical objects, devices, vehicles and various other objects which 
have software, sensors and connectivity of the network embedded in them [1]. These 
connections are based on multiple protocols which enable these items to collect and 
exchange various amounts of data [2]. A huge increase in various devices connected 
to the IoT has resulted in a desperate requirement for better and more reliable security. 
[3]. Due to an increase in the number of IT devices, the security risk has also increased 
many folds [4]. Reinforcement Learning (RL) is gaining more popularity for securing 
IoT systems. In [5] Reinforcement learning is used for securing Cyber-Physical 
system(CPS) systems, i.e. IoT with feedback and control such as smart grids and 
smart transportation systems. It is a comprehensive survey of using RL to secure the 
IoT system. 

One way to secure IoT devices from cyber threats and vulnerabilities is by using 
machine learning methods [6]. As the appeal and demand of machine learning is 
growing rapidly the current methods and techniques are improving and their ability 
to understand and provide solutions to real issues is highly considered. Recently 
the number of cyber security incidents has increased rapidly all over the world 
[7]. According to a report, 1082 incidents of attacks were reported in 2012 i.e. an 
increase of approximately 80% when compared to the previous year mainly because 
of phishing and malware [8]. The dominant use of mobile devices has increased the 
number of incidents and vulnerabilities [9]. Also, many organizations are exposed 
to emerging threats due to BYOD (bring your own device). BYOD security can be 
enhanced by enabling zero trust. Authors in [10] explore the challenges and opportu-
nities of enabling zero trust in the BYOD use case. They introduce Bring Your Own 
Zero Trust (BYOZ) language specification through a review of the literature related 
to Zero Trust architecture (ZTA) and BYOD. ML algorithms are widely used in 
Health Care, During COVID-19 future forecasting, and Big Data analytics [11-13]. 

In this paper machine learning techniques Decision Tree (DT), Multi-Layer 
perception (MLP), Naïve Bayes and Random Forest Classifier have been used in 
order to detect cyber-attacks on IoT data. The organization of the rest of the paper 
is as follows: Section 2 discusses some of the similar work reported in the litera-
ture. Machine Learning Techniques used in detecting Cyber Attacks are discussed 
in Sect. 3. Section 4 talks about the methodology used in this work. Results obtained 
for both datasets are presented and discussed in Sect. 5 and finally, Sect. 6 gives the 
conclusions drawn from the work. 

2 Related Work 

Pertinent work in reputed journals by authors is discussed below.
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Machine learning algorithms are widely used as they are unbiased, overriding 
traditional intrusion detection techniques. Authors emphasize on novel cyber security 
schemes to protect networks [14]. 

Phishing data set from the UCI repository was used in [15]. Authors have used the 
info gain feature selection technique (FST) to select the top pertinent feature subset 
to decision tree classifier technique as DT, Random tree, random forest and Decision 
stump with tenfold cross validation among which DT achieved the best accuracy as 
91.80%. Detection of phishing websites was developed using a Machine Learning 
model. The authors compared Random Forest, Support Vector Machine (SVM), DT, 
Artificial Neural network (ANN), k-nearest neighbour (KNN), and Rotation forest. 
Among these Random Forests perform best with 97.36%, and KNN is the second 
one with 97.18%. 

In Ref. [16] Authors used a dataset from HP Data Labs and portrayed diverse 
Machine Learning Systems for spam messages. They concluded that random forest 
is the best technique with a high true positive and low false negative. 

In their work, NMC, Gaussian classifiers and SVM have been employed by [17] 
along with fuzzy logic. These systems resulted in the effective detection of phishing 
websites with high true positive and low false negative rates. 

Authors in [18] recommended methods for spoof detection by employing various 
algorithms such as C4.5, Bayesian Network, Neural Network, Logistic Regression, 
Naïve Bayes and SVM. An accuracy of 92.56% was achieved in this work. 

Vulnerability in IoT devices has been discussed in [19]. Here the authors have 
mentioned that data leakage is one of the most common problems in IoT devices. 
Smart Grid (SG) consisting of large-scale ICT, power grid and renewable energy is 
one of the largest IoT networks. Security is one of the major reasons due to which 
commercial deployment of these smart grids is very limited. These security-related 
issues and challenges have been investigated in [19] for the IoT-based Smart Grids. 

The authors proposed a honeypot IOTPOT and a multi-architecture sandbox called 
IOT BOX. Through which malware of different CPU architectures can be ruined. 
Botnets can be used to launch different attacks such as Keylogging, DDoS attacks, 
Phishing, Identity Theft and Spamming [20]. 

In Ref. [21] the authors profile and monitor the Radio Signal Strength Indica-
tion (RSSI) and then categorize the communication as legitimate or illegitimate by 
employing machine learning algorithms. It is basically for IoT devices which are 
connected at smart places. Neural Network algorithms are applied for classifica-
tion. In [22] feature set was obtained by Artificial Fish Swarm optimization, and 
then classification was done by using SVM. The results obtained show significant 
improvement in terms of time required for execution. Artificial Immune System was 
used in [23, 24] for the security of IoT devices. 

ML algorithms are used in smart lighting systems based on distributed wireless 
sensor networks. These ML algorithms are applied to control methods to minimize 
total illuminance [25]. On one hand ML algorithm is a boon as it helps in the detection 
of new attacks, while on the other hand, it is a curse as it supports new attack tools 
by using the adversarial ML technique to develop attacks [26].
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Privacy is also preserved through Blockchain-based applications as suggested by 
authors in [27] which generate and maintain healthcare certificates and documents 
which are generated by different IOT devices. 

3 Machine Learning Techniques Used in Detection 
of Cyber Attacks 

3.1 Random Forest Classifier 

Random Forest classifier is a data mining process, a classification technique which 
is a collection of many decision trees. Random forests are a collection of trees which 
are slightly different from one another. It randomizes the method but not the data 
used for training. The algorithm decides how to randomly pick up the data from the 
best k options which improves the decisions. 

3.2 Naïve Bayes Classifier 

Naïve Bayes method is one of the best-known and simplest models for supervised 
learning for a classification problem [28]. Naïve Bayes classification assumes that the 
attributes given in a data set are conditionally independent of one another and offers an 
explanation of the probability where it associates certain classes at certain instances. 
Since the attributes are independent of one another Naïve Bayes classification has 
shown great performance in accuracy. 

3.3 Decision Trees Classifier 

Decision trees are the classifiers which use supervised machine learning in which the 
data is continuously grouped based on some attributes [29]. It can be described using 
the decision nodes and the leaves. The leaves stand for the decisions to be made or 
we can say that they are the final result whereas, the decision nodes are the points 
from where the respective data is split. 

3.4 Multi-Layer Perception 

An MLP algorithm is basically a deep learning and ANN which is made up of more 
than one perception [30]. They are made up of one input layer which receives the
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respective signal and an output layer which finds a decision or a prediction In between 
there are an arbitrary number of hidden layers which are an important part of the 
MLP algorithm. This type of algorithm is basically applied to supervised learning 
situations where they are used to train a given set of input and output pairs to find 
out the dependencies existing between the two. 

4 Methodology 

In this work, two datasets UNSW-NB15 and NSL-KDD have been taken and analysed 
using different machine learning algorithms. The UNSW-NB15 has a total of 49 
features and the testing has been carried out on the basis of the attack label which 
has been taken as 0 for normal and 1 for the cases where the attack took place. The 
same method has also been used for the NSL-KDD dataset having 42 features and 
the results obtained in both cases have been compared. 

Normalizing is the first step in pre-processing. The dataset is pre-processed by 
using the following formula to perform min–max normalization on the features. 

X is defined as a feature. 

x = x − min(x) 

max(x) − min(x) 

In Ref. [31] authors show that by way of data pre-processing Machine Learning 
Algorithms can yield extremely high accuracy. In this work, authors use data pre-
processing in Python and machine learning algorithms to evaluate NSL-KDD Data 
Set. It is found that RF, KNN and Gradient Boosted Tree are prominent but Naive 
Bayes did not get the expected result. 

Different Machine Learning algorithms used in this work are Random Forest 
Classifier, Naïve Bayes, Decision Tree and Multi-Layer Perceptron. The proposed 
methodology is depicted in Fig. 1. The results have been obtained by implementing 
all these algorithms in Python using the training and testing datasets and the test 
error and the model accuracy score has been calculated. Also, a classification report 
of the dataset was generated by using a confusion matrix (Fig. 2) and the value of 
the parameters precision, recall, f1 score and support were obtained for both normal 
as well as attacked data. 

Fig. 1 Research methodology
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Fig. 2 a Decision tree, b (MLP), c Naïve Bayes, d RF Classifier 

4.1 Description of the Datasets 

The two datasets used here are: 

1. UNSW-NB15 dataset 
2. KDD CUP 1999. 

4.1.1 UNSW-NB15 Dataset 

IXIA performance storm tool was used to create the UNSW-NB15 dataset in the 
cyber lab of cyber which is located in the Australian Centre for Cyber Security. The 
dataset consists of genuine activity data as well as synthetic attack data from the 
network traffic [32]. 

A tool known as tcpdump [33] represented raw traffic over a network of approxi-
mately 100 GB. Also, the Argus [34] tool was used along with the Bro-IDS [35] tool 
to generate 12 models for extracting different features. These methods were designed 
in parallel and extracted 49 features along with their class labels. The total records 
configured were around 2,540,044 million which were stored in four CSV files. Nine 
different types of attacks are there in this database. 

4.1.2 NSL-KDD Dataset 

The limitations of the KDD cup 1999 dataset was found by multiple statistical anal-
yses of the dataset and affected the accuracy of various intrusion detection system 
modelled by the researchers [36]. Therefore the NSL-KDD dataset is a more accurate 
version of its predecessor. 

41 different features are present in each of the records which also have a label 
signifying it to be either attack type or normal. The 4 attacks are DoS, R2L, Probe 
and U2R.
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4.2 Performance Metrics 

Accuracy, specificity or true negative rate (TNR), sensitivity or true positive rate 
(TPR), f-measure, precision and false alarm rate [37] have been calculated by the 
Confusion Matrix. 

5 Results and Discussion 

5.1 Results Obtained from the UNSW-NB15 Dataset 

The confusion matrices for the above techniques are shown in. 
It has been found that the DT has a minimum error rate of 0% along with the 

random forest classifier which has an error rate of 0.1%. Naïve Bayes algorithm 
performed the worst with an error rate of 23.2% whereas the other algorithm which 
is MLP also performed almost the same as Naïve Bayes with the worst error rate of 
20.1% as shown in Fig. 3. 

Table 1 shows a comparison of the four algorithms applied on the UNSW-NB15 
dataset in the testing phase implemented in Python. 

Comparison in terms of the four parameters has been shown below:

Error Rate 
0% 
5% 

10% 
15% 
20% 
25%

       DT        MLP        NB         RF 

0% 

20.10% 
23.20% 

0.10% 

Error Rate 

Fig. 3 Comparison of error rate 

Table 1 Performance parameters 

DT (%) MLP (%) NB (%) RF (%) 

Accuracy 100 80 76.72 99.8 

TPR/recall 1 65 62 99.6 

TNR 1 90 85 99.9 

Precision 1 80.4 70 99.9 

F-measure 2 72 65.7 99.7 

Error rate 0 20.1 23.2 0.1 
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Fig. 4 Comparison of Algorithms 

As shown in Fig. 4 the performance of DT is the best in terms of all parame-
ters while the performance of the Naive Bayes algorithm is worst in terms of all 
parameters. The performance of MLP and RF is moderate. 

5.2 Results Obtained from the NSL-KDD Dataset 

The confusion matrices for the above techniques are shown in Fig. 5a–d.
A confusion Matrix is used here to calculate the Error rate of the ML algorithms 

and DT has been found to have the minimum error rate of 7.05% along with the 
random forest classifier having almost same error rate of 7.2%. The MLP algorithm 
performed the worst with an error rate of 18% whereas the other algorithm which is 
Naïve Bayes also performed slightly lower than MLP with an error rate of 12.2% as 
shown in Fig. 6.

Table 2 reveals the collation of the four algorithms applied to the NSL-KDD 
dataset in the testing phase implemented in Python.

All the algorithms are again compared based on the four performance parameters 
as shown below. 

The performance of the DT and Random forest is the same in terms of all the 
parameters while the performance of the MLP algorithm is the worst in terms of all 
the parameters As depicted in Fig. 7 the performance of the Naïve Bayes algorithm 
is moderate.
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(a) (b) 

(c) (d) 

Fig. 5 a Decision tree, b Multi-layer perception, c Naïve Bayes, d random forest classifier
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Fig. 6 Comparison of error rate
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Table 2 Performance of different algorithms 

DT (%) MLP NB RF 

Accuracy 92.9 82 88 93 

TPR 99.8 99.3 99.3 99.8 

TNR 73.6 52 62.8 73.1 

Precision 91.3 78.1 85.3 91.1 

F-Measure 95.3 87.4 91.7 95.2 

Error rate 7.05 18 12.2 7.2

0.00% 

20.00% 

40.00% 

60.00% 

80.00% 

100.00% 

Accuracy Recall Precision F-Measure 

Comparison of Algorithms

       DT        MLP        NB         RF 

Fig. 7 Comparison of algorithms 

6 Conclusion 

In this paper, machine learning techniques are employed to great to a great degree 
in order to detect cyber-attacks using the UNSW-NB15 and NSL-KDD datasets. 
These datasets were generated from IoT (Internet of Things) and IoT faces a lot of 
threats and attacks which should be detected and recognized so that necessary action 
can be taken. In this research article, various types of cyber-attacks on the IoT are 
introduced. The main aim was to identify and detect probable attacks faced by the 
IoT. It classified both the datasets using four models which were DT, MLP, Naïve 
Bayes and Random Forest Classifier based upon their recall, accuracy, precision, 
F-measure and error rate and it has been found that in UNSW-NB15 dataset the 
DT algorithm worked outstandingly giving an accuracy of 100%. In the NSL-KDD
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dataset also the DT algorithm worked very well giving an accuracy of 93% along 
with random forest classifier having almost the same accuracy. Therefore it can be 
said that the DT algorithm performed best on both the datasets. 

References 

1. Savaliya A, Bhatia A, Bhatia J (2018) Engineering and technology IJSRSET184236. Accepted: 
15. India Assoc Int J Sci Res Sci 2(4):218–223 

2. Kowta ASL, Harida PK, Venkatraman SV, Das S, Priya V (2022) Cyber security and the internet 
of things: vulnerabilities, threats, intruders, and attacks. Lect Notes Data Eng Commun Technol 
99(1):387–401. https://doi.org/10.1007/978-981-16-7182-1_31 
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Impact of Data Poisoning Attack 
on the Performance of Machine Learning 
Models 
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Abstract The twenty-first century has witnessed widespread adoption of Artificial 
Intelligence (AI), Machine Learning (ML) and Deep Learning (DL). These tech-
niques have provided reliable solutions in various areas, including statistics, infor-
mation theory, and mathematics. Given the prevalence of ML techniques, there exist 
various adversaries which question the robustness of ML models. Adversaries aim 
to manipulate models to their advantage, reducing their performance and accuracy. 
Data poisoning attack is one such adversary in which the attacker manipulates models 
by introducing specially crafted poisoned data into the training dataset. This paper 
presents the performance analysis of different machine learning models with and 
without the influence of data poisoning attack to predict the probability of diabetes 
and its effect on accuracy and precision. It has been observed that the SVM (RBF) 
classifier performs best on clean data, while the KNN classifier is highly affected by 
data poisoning, with a lesser impact on the SVM (Linear kernel) classifier. 
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1 Introduction 

The use of machine learning has increased drastically due to its decision-making 
capability in various fields like healthcare [1], financial sector [2], agriculture [2], and 
e-commerce applications [1]. The rapid increase in volume and variety of data from 
various sources and greater availability of data, created opportunities to implement 
machine learning models for giving faster and reliable results in data analysis and 
predictions. However, the reliability and performance of the Machine Learning (ML) 
models depend on the quality of the training datasets. The pervasiveness given to the 
machine learning models has also given the scope to the attackers for manipulating the 
machine learning classifiers and increases the security vulnerability of the models. 
With the increase in the utilization of these ML models, they are vulnerable to 
security threats like adversarial attacks and data poisoning attacks [3]. To create a 
reliable and efficient machine learning model, it requires to be trained with huge 
datasets collected from various sources across the globe, which also opens up with 
the chance to ‘poison’ the datasets with malicious intension. It was seen vividly in 
Microsoft’s AI chatbot Tay [4] which was flooded with numerous offensive and racist 
tweets within 24 h after it was made public. Thus, along with the advent of machine 
learning techniques, it is equally vital to study the influence of different adversaries 
in the performance of the machine learning models. 

Data poisoning attack is an attempt by the intruders to induce some misclassifi-
cation to the training datasets which results in an increase in the overall time and 
a decrease in the efficiency and performance of the models. The manipulation is 
mainly done on the training dataset either by feature poisoning by flipping the labels 
or by changing the configuration of the models. There are two categories of data 
poisoning attack. One is targeted attack where the attackers misclassify a specific 
test data sample and the reverse one is the untargeted attack. 

This paper presents two major contributions— 

• Measuring the performance of various machine learning models like KNN- clas-
sifier, Logistic Regression classifier, and SVM classifier (linear classifier, RBF 
classifier and Polynomial) by predicting the accuracy and precision of the models. 

• Analyzing the impact of data poisoning attack on the overall performance of the 
ML models. The analysis shows the robustness of the models. 

The paper is organized as follows: Sect. 2 presents the related work on machine 
learning models and various security threats on them. The proposed methodology 
briefing the overview of the machine learning models, description of the dataset and 
the data poisoning attacks are discussed in Sect. 3. Section 4 provides the result 
analysis indicating the performance of the selected ML models on clean data as well 
as the impact of data poisoning attack on the performance of the ML models. Finally, 
Sect. 5 concludes the study.
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2 Literature Review 

This section describes the existing works that are focused on performance analysis of 
certain ML classifiers and their limitations. Also, it is focused on the implementation 
of data poisoning attack on certain ML classifiers. 

Sisodia et al. [5] performed a study to design a model which can predict the 
likelihood of diabetes in a patient using classification algorithms with maximum 
accuracy. The machine learning classifiers used in the study are SVM, Decision Tree 
and Naïve Bayes, where Naïve Bayes shows the highest accuracy of 76.30%. Aish-
warya et al. [6] designed a system that can detect diabetes and other complications 
using Principal Component Analysis (PCA) for pre-processing and SVM classifier 
for classification of patients as diabetes and non-diabetes. It has been observed that 
the proposed system gives 95% accuracy which is better than the existing system. 
Majumdar et al. [7] have proposed a model for diabetes prediction using various 
machine learning classifiers like Decision tree, Random Forest, Logistic Regression, 
KNN etc. with different external factors. Among all these, Logistic Regression shows 
highest accuracy of 96%. Also, the authors have imposed a pipeline model which 
works by transforming a linear sequence to a chain resulting in higher accuracy. After 
pipelining it has been observed that the accuracy of Logistic Regression has increased 
to 97.2%. Yang et al. [8] have focused in their work on how data poisoning attack 
can be implemented on Neural Networks (NN). Firstly, they have examined whether 
the direct gradient approach can be applied for generating poisoned data in the NN 
method. Then, the authors have proposed a model for accelerating the creation rate 
of poisoned data, which is further rewarded with a loss function and finally, the NN 
model is trained with the poisoned data for calculating the loss. Result analysis shows 
that the model can speed up the rate of poison data generation by 239.38× times 
compared to the direct method. Gongalez et al. [9] in their work has extended the 
application of poisoning algorithm from binary to multiclass learning algorithms. 
They have proposed an algorithm which works on back-gradient optimization which 
can target multi-class algorithms and can be trained with neural networks and deep 
learning approaches. 

3 Methodology and Materials Used 

The proposed methodology presented in Fig. 1 evaluates the performance of different 
ML approaches on diabetes dataset before and after the data poisoning attack.

After pre-processing, the training dataset is ready for training machine learning 
classifiers. Subsequently, we have measured the performance of the different classi-
fication models. After this, the dataset is poisoned by applying the random flipping 
of the labels on some target samples, which is used to train the different models. 
Performance of the poisoned models is evaluated to show the severity of the data 
poisoning attack. The following sub-sections describe more details on the machine
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Fig.1 Proposed Methodology for performance evaluation before and after data poisoning attack

learning methods, dataset and features of the dataset and the data poisoning attack 
on the different classifiers. 

3.1 Machine Learning Approaches 

K-Nearest Neighbor (KNN) classifier. It works by storing all the available data 
and classifying the new data into suitable categories based on the k-function. K is a 
positive integer which is used to segregate two classes, 1 denotes the neighbor class 
which is nearest. It is calculated based on distance measured by either Euclidean 
method or Manhattan method. Given two points X (x1, x2, …., xk) and Y (y1, y2, 
…., yk), the distance calculated using Euclidean method is measured as shown in 
Eq. 1, whereas, the distance measured using Manhattan method is shown in Eq. 2 
below [10]. 

Distance(d) = 

|
|
|
|

k
E

i=1 

(xi − yi)2 (1) 

Distance(d ) =
Ek 

i=1
|(xi − yi)| (2) 

Logistic Regression (LR) classifier. Logistic regression is used in machine 
learning models where the output is binary. Instead of predicting output as 1 or 
0, it gives a value in the range between 0 and 1. It uses a sigmoid function shown in 
Eq. 3 [11]. 

f (x) = 1 

1 + e−(x) (3)
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where, x is input to the sigmoid function and e is the mathematical constant (e = 
2.781). Whenever x is positive infinity, y or f (x) becomes 1 and if x is negative 
infinity, then y or f (x) becomes 0. 

Support Vector Machine (SVM) classifier. It is used for determining the best 
hyperplane boundary for segregating two classes on the basis of the training dataset. 
The hyperplane should be chosen such that it is far away from the data points of 
another class. Data points closer to the hyperplane are known as support vectors [12]. 
The more the distance between the two decision boundaries, it will help in obtaining 
the optimal margin. The optimization of the hyperplane distance is obtained by Eq. 4 
below [13]. In SVM there are different kernels like Linear, Polynomial, and RBF to 
solve regression and classification problems. The following 5, 6, and 7 equations are 
the representations of linear, polynomial, and RBF kernels of SVM. 

wTx + b = −1&  wTx + b = 1 (4)  

K(x1, x2) = x1.x2 (5)  

K(x1, x2) = (x1.x2 + 1)d (6) 

K(x1, x2) = exp(−||x1 − x2||2 
2σ 2 

) (7) 

3.2 Dataset 

The dataset used was selected from the Kaggle database obtained from the National 
Institute of Diabetes and Digestive and Kidney Diseases to predict whether a patient is 
diabetic or not [14]. The data sample has been collected from females of Pima Indian 
heritage of nearly 21 years old. The dataset contains 2000 observations out of which 
684 samples are diabetic and 1316 samples are not diabetic. The dataset consists of 
eight attributes namely pregnancy rate, glucose concentration, blood pressure, skin 
thickness, insulin level, BMI ratio, diabetes pedigree function, and age, which are 
independent variables and one outcome which is the dependent one. The outcome 
variable has two classes ‘1’ which indicates that the sample is diabetic and ‘0’ which 
indicate the sample is not diabetic. The dataset have no missing values.
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3.3 Data Poisoning Attack 

Despite the diversified applications of ML, these ML classifiers may also be vulner-
able to poisoning attacks which occur during the training phase. In most cases, it is 
not possible to get access to training data by the attacker but due to the online learning 
platform [15], open design principles [16] and crowd sourcing [17] data poisoning 
attack has already become a severe threat to machine learning models. It can affect 
the training data by leaving a backdoor or by hampering the model’s performance. 
In general, there are different data poisoning approaches like gradient attack [18], 
label flipping attack, generating adversarial network, empirical investigations, fake 
users’ insertion, clean label data poisoning attack, backdoor attack etc. Random label 
flipping technique have been used here to poison the training dataset. The poisoning 
is done to a subset of training dataset of different volumes. This variation is helpful 
for observing the impact of poisoned dataset on the accuracy of the machine learning 
classifier. Random label flipping is model independent which selects a subset of the 
training samples to flip the labels. Here, the attacker is independent of the under-
lying concept of ML model but this random label flipping is capable of reducing the 
accuracy thereby creating severe impact on the ML classifiers. The proposed data 
poisoning algorithm is shown in Algorithm 1. 

Algorithm 1: RDP_LF 

//Randomized Data Poisoning through Label Flipping 

Input: Dataset with Clean data (feature set) 

Output: Datasets with different (20%, 30%, 40%) levels of poisoning 

Data: Diabetes dataset from Kaggle 

1 Pre-processing of data 

2 Split Training Set and Testing Set (70:30) into DS_TRAIN and DS_TEST 

3 for the training samples (DS_TRAIN) do 
4 Train the model with clean data 

5 for the testing samples (DS_TEST) do 
6 Measure accuracy, precision, recall, f1-score of the model 

7 for the training samples (DS_TRAIN) do 

8 Train the model with 20% poisoned data 

9 for the testing samples (DS_TEST) do 
10 Measure accuracy, precision, recall, f1-score of the model 

11 Repeat steps from 7 to 10 with 30% and 40% poisoning 

12 

13 

Comparative analysis of all the model’s performance w.r.t clean data and 

poisoned data
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4 Result Analysis and Observations 

Performance of the machine learning classifiers is measured on certain performance 
metrics like accuracy, precision, recall and f1-score which helps in classifying 
whether a sample is diabetic or non-diabetic. The experiment was performed on 
Jupyter Notebook. The performance indicators are measured as follows: 

Accuracy. Accuracy is the measure of correct predictions calculated over the 
whole dataset in terms of True Positives (TN), True Negatives (TN), False Positives 
(FP) and False Negatives (FN). Here, TN & TP represent the number of patients 
correctly classified as diabetic and FN & FP represent the patient who is incorrectly 
classified as diabetic. 

Accuracy = TP + TN 
TP + TN + FP + FN 

(8) 

Precision. Precision measures the number of correct positive predictions as 
diabetic patients to the total number of positive predictions either correctly or 
incorrectly. 

Precision = TP 

TP + FP 
(9) 

Recall. It measures the ability of the machine learning classifier to detect positive 
predictions represented as: 

Recall = 
TP 

TP + FN 
(10) 

F1-score. F1-score is measured by the combination of precision and recall which 
is used to measure the accuracy of a machine learning model, which is represented 
as: 

F1 − score = 2 ∗ 
Precision ∗ Sensitivity 
Precision + Sensitivity 

(11) 

The diabetes dataset was randomly divided into a training set (70% of the samples 
in the dataset) and a testing set (30% of the samples in the dataset). Performances 
of the classifiers (LR, KNN, SVM Linear, SVM Polynomial, and SVM RBF) are 
mentioned in Table 1 below. From the obtained result it shows that SVM (RBF 
Kernel) classifier is having the highest accuracy of 82.5% followed by KNN and 
SVM (Polynomial kernel) both having 80.17% accuracy on clean datasets.

The model’s accuracy and performance are measured by shuffling 20%, 30% and 
40% of the training data belonging to each malicious data as a data poisoning attack 
by changing the labels of the classification. The models are trained again and their 
performances are recorded as shown in Table 2. The changes in the performance of 
the different classifiers reflect the impact of data poisoning attack.
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Table 1 Performance analysis of different machine learning classifiers on clean data 

ML Classifiers Clean data 

Testing data 

Accuracy (%) Precision (%) Recall F1-score (%) 

LR classifier 77.00 76.16 77.00 76.01 

KNN classifier 80.17 79.97 80.17 80.04 

SVM (Kernal = Linear) 76.50 75.91 76.50 76.01 

SVM (Polynomial Kernel) 80.17 82.21 80.17 78.07 

SVM (RBF Kernel) 82.50 82.21 82.50 82.11

The confusion matrix of all the five classifiers is represented below in Figs. 2, 
3, 4, 5 and 6 for both the clean data and poisoned data with 20%, 30% and 40% 
poisoning. Confusion matrix represents the TP, TN, FP and FN in the top-left corner, 
bottom-right corner, top-right corner and bottom-left corner respectively. Label ‘1’ 
and label ‘0’ in the confusion matrix represent the malicious and benign samples 
respectively. The objective of the work is to analyze the performance of the different 
machine learning classifiers for clean data as well as poisoned data. The variations 
in the accuracy of the models show the vulnerability and limitations in the presence 
of data poisoning attack. The ROC curve is used to show the performance varia-
tions represented in Fig. 7 below. The performance of the classifiers on clean data is 
represented using blue curve whereas, orange curve, green curve and red curve show 
the performance on 20%, 30% and 40% poisoned dataset. The models where the 
curve is closest to the top-left corner are considered as the best performing models. 
From the result obtained, we can infer that SVM (RBF kernel) classifier is the best 
performing model on clean data. Moreover, the less the distance between the four 
different curves, the more robust the model is towards the data poisoning attack. The 
robustness is seen more in SVM (Linear) model with respect to other models, which 
suggests that the model has less impact on the poisoning attack.
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(a) Confusion Matrix of clean 
data 

(b) Confusion Matrix with 20% 
poisoning 

(c) Confusion Matrix with 30% 
poisoning 

(d) Confusion Matrix with 40% 
poisoning 

Fig. 2 Confusion Matrix for LR classifier of clean and poisoned data 

(a) Confusion Matrix of clean 
data 

(b) Confusion Matrix with 20% 
poisoning 

(c) Confusion Matrix with 30% 
poisoning 

(d) Confusion Matrix with 40% 
poisoning 

Fig. 3 Confusion Matrix for KNN classifier of clean and poisoned data 

(a) Confusion Matrix of clean 
data 

(b) Confusion Matrix with 20% 
poisoning 

(c) Confusion Matrix with 30% 
poisoning 

(d) Confusion Matrix with 40% 
poisoning 

Fig. 4 Confusion Matrix for SVM (Linear kernel) classifier of clean and poisoned data 

(a) Confusion Matrix of clean 
data 

(b) Confusion Matrix with 20% 
poisoning 

(c) Confusion Matrix with 30% 
poisoning 

(d) Confusion Matrix with 40% 
poisoning 

Fig. 5 Confusion Matrix for SVM (Polynomial kernel) classifier of clean and poisoned data
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(a) Confusion Matrix of clean 
data 

(b) Confusion Matrix with 20% 
poisoning 

(c) Confusion Matrix with 30% 
poisoning 

(d) Confusion Matrix with 40% 
poisoning 

Fig. 6 Confusion Matrix for SVM (RBF kernel) classifier of clean and poisoned data 

(a) ROC curve of LR classifier (b) ROC curve of KNN classifier (c) ROC curve of SVM (Linear) classifier 

(d) ROC curve of SVM (Polynomial) classifier (e) ROC curve of SVM (RBF) classifier 

Fig. 7 ROC curve of different machine learning classifiers under a poisoning environment 

5 Conclusion 

This work presents a performance evaluation of different machine learning classi-
fiers on benign as well as poisoned dataset. For evaluation, we have considered five 
ML classifiers for the prediction of diabetes datasets and evaluated the accuracy of 
the models. Among all the classifiers, SVM (RBF kernel) classifier shows the best 
accuracy for the cleaned dataset. However, there is a decrease in the performance of 
the models when the training dataset is poisoned with 20%, 30%, and 40% shuffling. 
The drastic changes in the performance of the models show the severe threats and 
the strength of the data poisoning attack. There are certain limitations in the work 
due to the use of single data poisoning approach and limited sample in the dataset. In 
future, the proposed model can be tested with other poisoning attacks for providing 
significant and vulnerable poisoning approach to be used in different datasets across 
various applications.
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A Novel Deep Learning Based Fully 
Automated Framework for Captcha 
Security Vulnerability Checking 

Ashutosh Thakur, Bhavishya, and Priya Singh 

Abstract From breaching the service and allowing humans to surpass it upon correct 
verification, nowadays, it is achievable by bots and machines using machine learning, 
making the service vulnerable. It can pose several challenges like hacking, crashing, 
exploiting to name a few. In the present work, a novel framework namely Bypass-
Captcha model to test the security strength of web services via captchas is proposed. 
This model examines the vulnerability of the security via automation and captcha 
decoding using deep learning models particularly, i.e. Convolutional Neural Network, 
Recurrent Neural Network, and Connectionist Temporal Classification Loss. It 
involves full automation processing i.e. from opening the service, entering the creden-
tials, getting a captcha from the service, and inputting the right decoded captcha. 
This complete process is dynamic. The credentials are provided via file, read during 
runtime, and are inputted at their required place. For training the model, a dataset 
combinely having four different types of captcha i.e. arc, dotted, rotated, and noisy 
is used. The automation process is working satisfactorily on specific services but it 
is still not a convenient way for a large number of services at a time. The proposed 
model is having a Val_Loss of 97% in the clear captcha case. 

Keywords Captcha security · Cyber-attacks · Security breach · Convolutional 
neural network · Recurrent neural network 

1 Introduction 

Captcha (Completely Automated Public Turing test to tell Computers and Humans 
Apart) is a computer program or a system intended to distinguish human from 
machine input, typically as a way of thwarting spam and automated extraction of 
data from websites. It helps to solve the problems involving cyber-attacks, security 
risks, and spam. It presents problems that are complex for AI to crack, but not for
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human beings resulting in preventing automated attacks. There are different types of 
captchas available, but the most frequently used captchas are text-based. They are 
composed of numbers and English alphabets which are arranged in different orders 
and simple for human beings to interpret but not for computers. Every type of captcha 
has its way to resist the automated bots. In past years, many cybercriminals were able 
to get through the captchas easily, which raises the question of whether the captchas 
are reliable or not. 

The Current work proposes a novel framework namely BypassCaptcha model. 
This work intends to examine the security strength of web services via captcha veri-
fication against bots. It demonstrates an efficient solution for automatically solving 
text-based captchas. The training process has been improved by following the sugges-
tions from a prior study, which included expanding the training set with various font 
sizes and styles and optimizing the hyperparameters of the selected architecture. 
Machine learning and deep learning techniques were used to make the model which 
results in chances of captcha bypassing by bots. To make a decoding model, the 
Python library was used to create images for training and testing the model with 
different character lengths. The two pre-processing techniques were implemented, 
one for alphanumerical and one for numerical captchas, and a CNN-based approach 
with a grid search for hyperparameter optimization to find the best model is exploited. 
The model was evaluated using three captcha datasets with varying character lengths 
and alphanumeric values, as well as with a combined dataset. The captcha is then 
passed to the earlier trained model and the model predicts its value and returns it 
in text format which was automatically inserted in its required space, where if the 
captcha predicted the value correctly then it bypasses the captcha by the bot and 
allows it to use the service. 

The rest of the paper is organized as below: Sect. 2 highlights recent works present 
in the literature in the field of captcha security strength checking. Section 3 discusses 
the approach adopted in the current study. Section 4 presents and Discusses the results 
and finally, Sect. 5 concludes the findings. 

2 Literature Review 

Mostly all authentication websites require a captcha and captcha vulnerability is a 
huge challenge. To address the same plenty of research articles are available in the 
literature. 

The waste of using captchas for security measures was explained and implemented 
by Dinh and Huang [1] and K. Sukhani et al. [2] which directly targeted human-like 
behaving bots for bypassing the captcha-based security. They were able to bypass 
text, audio, and object-based captchas evaluated by Awla, Mirza, and Kareem [3] 
where they got a score of 70.26%. For the same Moore and Walcot [4] also discussed 
points regarding the strength of captcha and schemes to improve them to overcome 
current challenges. Chen and Lou [5] proposed a method to easily recognize the 
hand-written captcha on real platforms using DNN which had better results than 
NDSS’16, CCS’18, and “Science” in 2017.
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The effectiveness of using CNNs for captcha recognition and its breaking was 
demonstrated by Zhao et al. [6]. Desmet et al. [7] evaluated the newest Google 
Recaptcha V3 service via web automation and was able to evade 99/100, but Ning 
Yu [8] used a AI technique using the Python captcha library and object detection 
through TensorFlow. Aguilar et al. [9] and Wang et al. [10] proposed their own 
CNN model to test the vulnerability of easy text-based captcha-based on DenseNet-
121 and ResNet-50 which came around 90.49% and 92.9% respectively. They were 
also able to reduce the memory and time consumption. Sukhani et al. created a 
model to generate a text-based and user-friendly captcha with a low failure rate of 
bypassing. Zhao et al. [6] obtained an accuracy of 99% for single-letter captchas 
and 76% for 4-letter captchas with a multi-CNN as compared to 30% comes with 
a clustering scheme and 69% accuracy when Support Vector Machine (SVM) was 
used. ++Deep captcha, a deep Neural network consisting of different layers which 
include a Convolutional layer, a Dense layer, Max-Pooling, two Convolution-Max 
Pooling, and a Softmax layer was created by Noury and Rezai [11]. It was trained 
on captchas(5-digit) which were produced by Python Image Captcha Library and 
99.33% accurate on the training set while 98.94% accurate on the test set. To make 
text-based captchas more secure against automated attacks, websites and captcha 
generators have incorporated an approach of overlapping captcha characters as an 
essential component and its incorporation resulted in the development of a new 
pre-processing phase called “segment and recognize” involving dividing characters’ 
images, and the precision of its decryption was restricted. 

Bursztein developed an algorithm that combined the steps of segmentation and 
recognition to tackle captchas and evaluated it on real-world captcha systems, 
achieving a recognition rate of 51.39% on the CNN captcha dataset and 55.22% 
on the Baidu captchas dataset. A CNN-based method was proposed by Kopp [12] for  
breaking captchas which uses a reverse Turing test for secure logins, dictionaries, and 
attacks through guessing passwords, as well as spamming and automatic bot usage. 
A Deep captcha system which was designed by Zahra [11] breaks visual captchas 
using Deep learning. The vulnerabilities of the captcha were analyzed, and a resilient 
system was created that employs CNN to address both alphanumeric and numeric 
captchas. After being trained on a dataset comprising 50,000 captchas, the system 
achieved an accuracy of 98.94% for numeric and 98.31% for alphanumeric sample 
test cases. This led to an improvement in both security and performance. Neverthe-
less, there were still concerns regarding reliability and other matters that required 
attention, and the system was constrained to captchas that only consisted of either 
numerical or alphanumeric characters. 

3 Methodology 

In the current section, the overall approach adopted for automated captcha security 
vulnerability is discussed in detail. Figure 1 provides the architecture of the proposed 
framework named BypassCaptcha.
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Fig. 1 Architecture of the proposed framework 

In Fig. 1, the initiation is from creating an automation script where all the 
commands concerning automation of web services, extraction of captcha image, 
invoking the model, and visualizing the extracted decoded captcha output are written 
systematically. 

While script is used to train and execute model, pre-processing against the input 
for the model is done as per the set property of input in the model. 

After pre-processing, the processed input is passed to the Convolutional Neural 
Network and Long Short-Term Memory Network, where the data is minimized for 
faster processing and the required part of data is extracted by eliminating the non-
required ones respectively.
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Fig. 2 Sample images from 
a dataset 1, b dataset 2, 
c dataset 3 

(a) (b) (c) 

3.1 Dataset Description 

There were three different types of alphanumeric captcha datasets for training and 
testing as provided in Fig. 2. These datasets were used by Weng et al. [13] and Awla 
et al. [3] These were available on the Kaggle repository (https://www.kaggle.com/ 
datasets/alizahidraja/captcha-data). 

The dataset1 comprises 2800 samples of 5-character alphanumeric captchas with 
a resolution of 200*50 pixels, with a noisy background and cut text. Some characters 
were slightly blurred, and this captcha design was utilized in CNNs. The dataset2 
comprises 3800 samples of 6-digit numerical captchas covered by tables with a 
resolution of 182*50 pixels consisting of numerous columns and a red line cutting 
the number and a blurry effect was also added to the number. The dataset3 comprises 
2000 samples of 5-character alphanumeric captchas with a resolution of 180*50 
with dots and lines over the character to make it less visible. These samples were in 
grey scale. 

3.2 Machine Learning Model 

In the present work, a novel framework namely the BypassCaptcha model was 
proposed. A custom model which was incorporated with the automated extraction of 
captcha from web services was used in the present work which was further passed 
to an already trained captcha decoder model based on CNN, RNN, and CTC loss. 

A modified version of the LeNet-5 CNN model [13] to successfully break the 
acquired captchas was used. In the present work, the model includes both CNN 
layers for feature extraction and RNN layers for information propagation through 
the extracted features. The resulting output was a matrix of character scores for each 
sequence element. The next objectives involve two actions to be implemented with 
this matrix: first is training which is implemented to find the loss value and train the 
neural network and the second is an inference which is decoding of the text present 
in the testing images. Both tasks were achieved by the CTC operation.

https://www.kaggle.com/datasets/alizahidraja/captcha-data
https://www.kaggle.com/datasets/alizahidraja/captcha-data
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During the training of the neural network, the CTC loss function was used as a 
guide. Only the output matrix of the neural network and the corresponding ground-
truth text were provided as inputs to the CTC loss function. 

The functioning of bypassing the captcha model comprises three steps: 

Automation script- The implementation started with the automated script where 
complete scripting was implemented for the proposed BypassCaptcha model. A 
human-like bot package was implemented in the script for browsers with the help 
of Selenium. Puppeteer could also be used for the same but the functional properties 
were quite the same. The script was accountable for the opening of the bypassing 
target company. Here government GST service was employed, as it’s quite secure, 
and if not it is necessary to find the loopholes. After the opening of the target script, 
credentials were inputted through the Selenium bot, and the captcha was captured, 
which was then further passed to the imported trained model for the output and then 
bypassed the output. 

Data pre-processing and extraction- The pre-processing process started by grey 
scaling the image from color images to make valuable data easily readable by the 
computer which is provided in Fig. 3. Then noise was removed by applying threshold 
segmentation on the image and the image was converted to binary format. OTSU’s 
algorithm [12] which automatically calculates the threshold to extract valuable 
content from the whole image was used to convert the image to binary format. 

Erosion was used to minimize the boundary pixels (foreground [letter] size reduc-
tion) and to eliminate all the noises in the present work whereas dilation was used to 
maximize the size of the foreground by increasing the boundary pixels and re-join 
the parts that were broken in the erosion process by increasing the boundary pixels. 
The above erosion and dilation pre-processing process was only applicable and effi-
cient for datasets 1 and 3, but for numerical captchas viz. dataset 2, a different 
pre-processing method was used. After pre-processing, each captcha, character is 
segmented as a single image with a white foreground on a black foreground.

Fig. 3 Pre-processing 
pipeline for 
a alphanumerical and 
b numerical captcha 

(a)                           (b) 
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Fig. 4 Output matrix of NN 

Then we extracted the captcha by following these three steps: 

Encoding the text - To solve the problem of duplicate characters, following method 
has been used: Whenever encoding a text, any number of blanks can be placed at 
different positions that will be removed at the time of decoding. However, a blank 
space will be needed when duplicate characters will come, like in “needed”. 

For example: “npo” → “–-nnnppooo”, or “-n-p-o-”, or “npo”. 
“120” → “1111222-o”, or “-1-2-o-”, or “12-o”, but not “120” 

With the help of the above method, different arrangements of the same text can 
be formed, for example, “t-o”, “too” and “-to” resemble similar text(“to”), but their 
arrangements will be different concerning the image. 

Loss Calculation – This neural network returned a matrix which was having scores 
for all the characters at different time step. A simple matrix is provided in Fig. 4, 
in which three characters “a”, “b” and “−” and 2-time steps i.e. t0 and t1 are given. 
The summation of all the scores for each character came to 1. 

In Fig. 4, the character probability is shown in color-coded format and is also 
printed next to each matrix entry. Thin lines are paths representing the text “a”, 
while the thick dashed line is the only path representing the text. The score of each 
alignment will be found by multiplying the individual scores of each character with 
each other. For example in Fig. 4, the score for different paths is different, for instance 
(“aa” = 0.3 * 0.3  => 0.09 similarly for “a-” it is 0.15). For calculating the score of a 
GT text, a summation of all the scores is required over all valid paths related to this 
text. 

Decoding the text- For decoding, an approach that was simple to understand and 
quite fast as well i.e. best path decoding was implemented into two steps, firstly, for 
each time step it will find the best path from the most frequently occurred character, 
and secondly, it will remove duplicate characters and blanks. 

As apparent in Fig. 5, the individual characters involved include“a”, “b” and “−”. 
There are a total of five time steps. Since the best path decoding approach was used, 
the most frequently occurred character for t0 was “a” similar to t1 t2. The blank 
character (“−”) at t3 was the highest concerning its score, similarly “b” was more 
likely at t4. After all this approach path was “aaa-b” and after elimination of the 
duplicate character’s path remained “a–b”. Further after removing the blank, “ab” 
was left as output.
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Fig. 5 Output matrix of NN. 
The thick dashed line 
represents the best path 

Table 1 BypassCaptcha model layers 

Layer (type) Output shape Params Connected to 

Image (Input Layer) [(None, 200, 50, 1)] 0 [] 

Conv1(conv2D) (None, 200, 50, 32) 320 [‘image[0][0]’] 

Pool1[MaxPooling2D] (None, 100, 25, 32) 0 [‘conv1[0][0]’] 

Conv2(conv2D) (None, 100, 25, 64) 18,496 [‘pool1[0][0]’] 

Pool2[MaxPooling2D] (None, 50, 12, 64) 0 [‘conv2[0][0]’] 

Reshape(Reshape) (None, 50, 768) 0 [‘pool2[0][0]’] 

Dense1(Dense) (None, 50, 64) 49,216 [‘reshape[0][0]’] 

Dropout_2(Dropout) (None, 50, 64) 0 [‘dense1[0][0]’] 

Bidirectional_4(Bidirectional) (None, 50, 256) 197,632 [‘dropout_2[0][0]’] 

Bidirectional_5(Bidirectional) (None, 50, 128) 164,352 [‘bidirectional_4[0][0]’] 

Label(Input Layer) [(None, None)] 0 [] 

Dense2(Dense) (None, 50, 21) 2709 [‘bidirectional_5[0][0]’] 

Ctc_loss(CTC Layer) (None, 50, 21) 0 [‘label[0][0]’,’dense2[0][0]’] 

Training and Testing- The datasets were split into training, testing, and validation 
sets. 80% of the total images were used for training, with 10% as the validation set 
and for testing. 

Table 1 represents the whole model layering with the required params, their output 
type, and the previous layer they are connected too. 

4 Result and Discussions 

There were three parts to the result: Model Testing Output, Extract Captcha output, 
and Graphical Analysis and for Discussion, it referred to the graphical representation.



A Novel Deep Learning Based Fully Automated Framework for Captcha … 439

(a) (b) 

(c) 

Fig. 6 Predicted output of the validation and testing set a dataset 1, b dataset 2, and c dataset 3 

4.1 Model Testing Output 

For training and validation, the dataset from the Kaggle repository was used, and 
after training. 

Figure 6 represents the result of the validation set and the BypassCaptcha model 
did very well. Every validation set gave perfect output on validation testing after an 
epoch of 100 and val_loss of less than 0.2. With fewer epochs, the prediction varies 
from the actual output. 

4.2 Extracted Captcha Output 

Here, captcha images from the live web service, which uses captcha authentication 
are extracted using the screenshot functionality of automation. Extracted captcha 
images are then passed to the trained model one by one to get the decoded output of 
the passed captcha. OpenCV application was used to preview the decoded captcha 
output in an external customized canvas window by the trained model, where the 
decoded captcha from the model is shown concerning the passed captcha image. 

Also, to differentiate them, the decoded captcha is customized to have green font 
color, which references the passed captcha image captcha text in a green rectangle 
box. These are re-checked by ourselves and plotted in the below table with examined 
attributes.
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In Table 2b 1 captcha failed and 3 passed which concluded it fails when there is 
extra space than a single space then it detects those words as different words and 
decodes them differently. It also fails when a case-sensitive or similar alphanumeric 
character comes in the captcha. 

Table 2 Trained model has been used to work lively on real-time services decoding the captcha 
extracted from live web services a noisy captcha b clear captcha 

Captcha Captcha human code Predicted Result 

a 

810,781 810,781 PASS 

537,891 537,891 PASS 

855,758 18,855/5 FAIL 

915,304 915,304 PASS 

b 

sqQVny sqQVny PASS 

dHT4km dHT4km PASS 

EDO7qb EDO79b FAIL 

DMqN4G DMqN4G PASS
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(a) (b) (c) 

Fig. 7 Training and Val_loss graph against Epoch for captcha of a Dataset 1, b Dataset 2, c Dataset 3 

4.3 Graphical Analysis 

For a Better understanding of the numbers, the graph presentation of the training 
and validating process against the number of times the process repeated (epochs) 
was generated. Here, graphs of Loss against epoch were generated for training and 
validation for every data set and shown as per the sequence. It’s shown in Fig. 7. 

For Dataset 1(Wilhelmy, Rodrigo & Rosas, Horacio): The training loss in starting 
was above 20 in Fig. 7a, but from 8 to 15 there was a gradual dropping of training 
loss and it got lower to 2 which further reduced to 0.22 after, on epoch 17. After 
epoch 17 the loss was constant at 0.2. Similarly, validation loss started at 16.5 and 
was constant at 0.2 Val_loss from epoch 17. 

For Dataset 2(KISLAY KUMAR): From Fig. 7b the training loss in starting was 
above 4.7, but from 0 to 2 there was a gradual dropping of loss and it got lower to 
0.1 and get constant after epoch 2. Similarly, validation loss started at 0.1 and stayed 
constant at 0.1 Val_loss from the epoch of 2. 

For Dataset 3(FARUKCAN SA ĞLAM): From Fig. 7c the training loss in starting 
was above 19.5, but from 1 to 6 there was no change in training loss and suddenly 
the training loss dropped to around 0.2 from 6 to 7 which further reduced to 0.12 
after epoch 17. After epoch 17 the loss was constant at 0.2. Similarly, validation loss 
started at 16.5 and followed the same path as for training loss. 

5 Conclusion and Future Work 

In the current study, a novel BypassCaptcha model which approximately measures 
the security strength of the web service against bots is proposed. To do so, this model 
bypasses the security i.e. captcha. And a captcha is said to be weak if it can be 
automatically resolved at a rate greater than 1%. The proposed approach is validated
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on three textual datasets. The model loss reduces to 0.2 for dataset 1with accuracy of 
up to 94.10% for dataset 2 and for dataset 3, loss is 0.12% and accuracy of 96%. A 
significant improvement of accuracy over 51.39% is achieved in comparison to the 
existing algorithm. For dataset 1, the model achieves an accuracy of 86.80%, and for 
dataset 2, the model achieves an accuracy of 92.90%. 

Overall, the accuracy obtained by the current method increased from 92–97%, 
which is quite well to say that this model works very great and is enough to consider 
these captcha datasets corrupted. 

This model achieved 93.49% accuracy on a mixed dataset with different captcha 
types, showing that adding character frequency with different font types and sizes 
improves model efficiency. Therefore, improving the segmentation process for 
captcha duplicate characters and providing the network with more images for training 
will increase prediction accuracy. 

As a recommendation for future work, a neural network for segmentation to 
increase the number of correctly segmented captchas and the accuracy of the models 
is recommended. Furthermore, recurrent neural networks can be explored instead of 
convolutional neural networks for the character recognition process. 
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Paillier Cryptosystem Based Robust 
and Reversible Image Watermarking 

Alina Dash, Kshiramani Naik, and Priyanka Priyadarshini 

Abstract Watermarking is the method in which an image or a text is secretly 
embedded in an image taken as the original image. It is helpful in recognizing the 
original possessor of a particular content. It generally works on different objects 
like pictures, audio, video etc. Reversible and Robust Watermarking is a technique 
in which the original image as well as the watermarked image can be retrieved 
successfully even if the original or the image formed after the embedding phase is 
attacked by noise or other factors. This work is presenting an algorithm or a tech-
nique based on Robust and Reversible Watermarking. The algorithm presented in this 
work is divided into three phases: namely, watermark generation phase; the phase 
in which the generated watermark is inserted into the original image; and the phase 
of extraction of watermark and the original image separately or lossless. The water-
mark is obtained and embedded to the original image by using weber’s differential 
excitation descriptor, reference from law of weber, and interpolation linearly. Pail-
lier Cryptosystem is used to encrypt the embedded image. To make the embedded 
image more secure, Discrete Wave Transform is applied. The original image is not 
necessary for the extraction process. Linear interpolation in inverse method is used 
to retrieve the value of the watermark of each block consisting of pixels. To deter-
mine the accuracy and robustness of the original image and the watermark that is 
extracted from the embedded image, different operations, or factors like PSNR, BER 
and Surviving bit rate are calculated. Random tampered zones could also be found 
using this algorithm. 

Keywords Robust watermarking · Reversible watermarking · Weber’s differential 
excitation descriptor · Law of weber · Linear interpolation · Paillier cryptosystem
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1 Introduction 

The Internet has emerged as the primary medium for transmitting data or information 
between diverse users in the early modern era. To secure the data of the users and 
protect the data from various threats or attacks, some techniques like watermarking 
and digital signatures do exist. The technique of watermarking is used in various areas 
which ensures the protection of users from users that are not authorized. Depending on 
the watermark’s application method, they are split into two categories: namely, spatial 
and frequency domain watermarking. Without the application of transformations, the 
original signal’s pixel is where the watermark is applied under spatial domain. Some 
of the frequency domain transformations include DWT, Inverse DWT, DCT, SVD 
etc [1]. Also, the extraction of the watermark can be done in many ways: Some 
techniques don’t require the original image or the watermark during the process 
of extraction and only the private or secret is used for extraction, some techniques 
simply require the watermark for the extraction procedure and do not necessitate the 
original image [2], whereas some processes need only the original image not the 
watermark. 

The growth and advancement of the Internet and technologies like cloud 
computing have made it easier for the user to save or store information and data 
in a secure environment or in cloud with the help of network. This helps the user or 
the people to access or use their saved data whenever it is required. But, the tech-
nology of storing data in the cloud involves the problem of securing and protecting 
the data. To maintain or secure the privacy of multimedia information or content, 
the data can be encrypted which can ensure that the probability of revelation of the 
personal data is highly reduced or decreased. The managers of cloud storage find 
it difficult to control a huge amount of encoded data and secure them. Therefore, a 
way to secure the privateness of the day is to embed information into the original 
data to achieve retrieval of cipher text and protection of secured data. Therefore, 
in recent years, robust and reversible watermarking methods or techniques have 
evolved into a hotspot for research about the security of digital multimedia informa-
tion. Reversible technique of watermarking is a method of hiding data or information 
that includes embedding secret information or watermark into the original image or 
data, and later, the watermark or the secret data and the original data can be extracted 
in a complete manner without any disturbance or distortion. This technique has 
the capability to resist various attacks like noise, compression etc. The traditional 
reversible watermarking technique did not ensure the robustness of the watermark 
i.e. the original image and the watermark could not be recovered when noise or 
other image processing attacks were made against the watermarked image. In the 
domain of information hiding also, the need for reliable and reversible watermarking 
has become imperative of research. According to this technique, the original image 
should be extracted or retrieved correctly by the receiver and the watermark should 
also be extracted in the correct manner in such a way that there is no loss in the phase 
of extraction. The algorithm proposed in this work will ensure better robustness than 
the existing method or technique. The important points of the proposed method are as
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follows. A watermarking scheme in a domain that is encrypted, robust and reversible 
and semi-blind is proposed in this work. By using the Weber differential excitation 
descriptor and overlapping blocks of size 3 × 3, the watermark is created from the 
cover image, and the watermarked image is also encrypted. The cover or the original 
image will not be required while retrieving the watermark and the original image in 
the phase of extraction [1, 3, 4]. The areas or zones that are tampered in a random way 
can also be determined in the phase of extraction. The proposed algorithm ensures 
high imperceptibility and robustness. 

The article is laid out in the following manner. Section 2 throws light on the 
previous research in this familiar field. Section 3 pays attention to the proposed model 
and its working. A comparative performance analysis of our model is discussed in 
Section 4, whereas a summary of the contribution made is presented in Section 5. 

2 Related Works 

In the past years, much work and research were done on the technique of Robust and 
Reversible Watermarking to maintain the quality of the picture and its robustness. 
Different ways of embedding an image are done to verify the image’s reliability and 
data integrity. To maintain the robustness and quality of the original picture also, 
many algorithms have been proposed. Some of such algorithms proposed recently 
are mentioned below. 

Malayil et al.  [5] proposed a technique that evaluates an authentication code from 
the picture that is to be embedded upon. An operation called scaling up is used 
for embedding the watermark. This paper proposed a strategy which combined the 
characteristics of both zero and reversible watermarking. But the image quality and 
robustness were not satisfactory. Also, the security of images was a matter of concern. 

Hu et al. [6] presented utilizing the Polar Harmonic Transform a lossless technique 
moment. This technique resulted in the recovery of the original image without any 
loss in case of no signal or data processing operations or noise. However, it was not 
very reliable in case of attacks. 

Liang et al. [7] proposed a watermarking technique which gives satisfactory results 
in both image quality and robustness. Here, the original image is used as input 
and separated into a number of non-overlapping blocks for partial homomorphic 
encryption, or Paillier Cryptosystem. This technique did not work well with certain 
operations like random tampering. 

A paper based on Lightweight Cryptography was proposed by Xiong et al. [8], for 
both reversible and accurate image watermarking. In order to generate the encrypted 
image, secret sharing which is additive in nature and scrambling is done in block 
level. The main issue of the work was the complexity. Also, since the robustness was 
based on Higher Significant Bits properties, improvement of these bits was necessary 
for improving the robustness. In addition to this, the visual quality of the watermarked 
image was not satisfactory. More work was still needed to secure the data.
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Yu et al. [9] proposed an algorithm that made use of the capability of error correc-
tion of channel coding. This algorithm scrambled the chunks so that the image could 
be directly decoded by the one in the receiving end. Embedding capacity was large 
and the algorithm worked well with redundancy of channel coding but there is no 
guarantee of embedding based on modulation. 

A watermarking method involving discrete Fourier transform and robust and 
reversible picture watermarking in the spatial domain was proposed by Cao et al. 
[10]. Moreover, the relationship between the DC component and the spatial domain 
pixel value is used. 

3 Proposed Method 

The existing methodology of watermarking could not prove to be trustworthy when 
it came to robustness. Whenever a signal or image, at any phase, was attacked by 
any data or image processing operation, the original data restoration became difficult. 
Also, the quality of image and data was also being hampered. The embedding capacity 
was not satisfactory earlier. Therefore, we have proposed a watermarking technique 
that could survive threats and attacks in this work. 

The objective of the proposed technique is to achieve better robustness, imper-
ceptibility, and image quality. Also, the proposed scheme aims to overcome the issue 
of degradation of data or image quality by allowing the restoration of original and 
watermark images. The proposed scheme takes an image as input and applies weber’s 
differential excitation descriptor to generate and embed the watermark completely 
over the image, after which, it performs encryption using Paillier Cryptosystem to 
secure the embedded image. The image is then performed a DWT transformation to 
increase its security. During the extraction stage, the original image is first decrypted 
and then retrieved or restored using the same process in the reverse way as that of 
the phase of embedding [11]. 

Considering the security of the data of the users, we have proposed a technique 
that can detect zones which are tampered and it would be convenient to remove them 
after it is detected [12]. The original picture is used to generate the watermark using 
Weber’s descriptor. Overlapping blocks of size 3 × 3 are taken and at the center pixel 
of the block, embedding takes place. Later, the watermark and the original picture 
are retrieved in the side of the receiver and then accuracy is checked. The general 
flow diagram of the proposed work is represented in Fig. 1.

3.1 Generation of Watermark 

To generate the watermark, the original picture is considered and divided into blocks 
that are overlapping after which weber’s excitation descriptor is evaluated.
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Fig. 1 Paillier Cryptosystem Based Reversible Watermarking Model

Steps required for Generating watermark image. 

Input: Original image (i). 

Output: watermark image (w) 

Step 1: First, read the original picture. 

Step 2: Resize the original image so that it is composed of 3 × 3 non-overlapping 
blocks. 

Step 3: Calculate each block’s differential excitation using Eq. (1) given below. 

w(xi, yj) = 
x=r/3∑

x=1 

y=c/3∑

y=1 

arctan

(
r−1∑

c=0 

Sc − Si 
Si

)
(1) 

where xi, yj = current pixel, r x c = image size 
Step 4: The obtained values (r/3 × c/3) are measured as the watermark image, w.
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3.2 Phase of Embedding and Encryption 

In this stage, each non-overlapping block of the original image’s center pixel is 
embedded with the generated watermark. Embedding of watermark is done based 
on interpolation that is linear in nature. Following are the steps for the process:— 

Steps required for Embedding Process 

Input: i, original image; w, watermark image; β, measure of imperceptibility 

Output: wi, watermarked image 

Step 1: Read the original image i. 

Step 2: Read the watermark image w. 

Step 3: Choose the center pixel for each block in the original image. 

Step 4: Use the Linear interpolation technique to embed the pixel intensity of the 

watermark, as described in Eq. (2). 

wd = 
x=r/3∑

x=1 

y=c/3∑

y=1 

(1 − β) ∗ wid  + β ∗ ic(2) 

where, wd = watermarked block d; β = measure of imperceptibility, β e [0,1]; 

r × c = image size; wid  = watermark intensity of d block; 

ic= center value of cover image of block ‘d’. 

Step 5: Consider and check the results using β = 0.01/0.5/0.98, to show impercepti-
bility. 

Step 6: Store the image thus formed as wi, watermarked image. 

3.3 Phases of Extraction 

In this phase, original picture will not be needed since we considered a watermarking 
scheme which is semi-blind. The extraction process consists of the following steps: 

Steps required for Extraction Phase. 

Input: attacked watermarked image, awi; original watermark, w; β e [0,1], measure 
of imperceptibility 

Output: attacked watermark, aw 

Step 1: Take input as watermarked image.
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Step 2: Read as second input to watermark image. 

Step 3: Use inverse linear interpolation as illustrated in equation 3, and determine 
the watermark value for each block of the center pixel. 

Step 4: Set value of β = 0.01/0.5/0.98 

we = 
x=r∑

x=1 

y=c∑

y=1 

1 

β 
(wc) − 

(1 − β) 
β 

iwx w (3) 

where, 

we = extracted watermark of the block n; iwx = watermarked block. 

x = {1, (r*c)/3}; wc = watermark intensity. 

Step 5: Store aw as attacked watermark image. 

4 Performance Analysis 

4.1 Experimental Environment 

To test the efficiency of the proposed work, gray scale pictures of dimension 255 
× 255 we have considered. Figure 2 shows the pictures taken as original pictures 
or input for testing. Figures 3, 4, 5, 6, 7, 8 and 9 shows the original images taken, 
generated watermarks, and the watermarked images.

5 Result and Discussion 

For all experimental images obtained, the performance metrics, namely Mean square 
error (MSE) and Peak Signal to Noise Ratio (PSNR) are calculated and reported in 
Table 1 for further clarity and the performance of the suggested method.

MSE is a tool used to assess the accuracy of information that has been extracted. 
Eq.(4) can be used to define it mathematically, where n is the picture size, i is the 
cover image, and w is the watermark image. 

MSE  = 
1 

n

∑n 

i=1 
(i − w)2 (4) 

PSNR is a metric that can be used to assess an image’s quality. To determine the 
ratio, the original image and the watermarked image are utilized which is given in 
Eq. (5).
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(a) (b)               (c)     (d) 

(e)                  (f)              (g) 

Fig. 2 Images taken as cover image. a Penguins. b Lake. c Hydrangea. d Tulip. e River. f Road. 
g Lighthouse 

(a)              (b)                  (c) 

Fig. 3 Experimental result on penguin image. a Original Image. b Watermark Generated. 
c Watermark image 

(a)                        (b)                  (c) 

Fig. 4 Experimental result on lake image. a Original image. b Watermark generated. c Water-
marked image
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(a)                                                 (b)                                                (c) 

Fig. 5 Experimental result on hydrangea image. a Original image. b Watermark generated. 
c Watermarked image 

(a)                                                (b)                (c) 

Fig. 6 Experimental result on tulip image. a Original image. b Watermark generated. c Water-
marked image 

(a)                                                  (b)                                               (c) 

Fig. 7 Experimental result on river image. a Original image. b Watermark generated. c Water-
marked image 

(a)                         (b)                                                 (c) 

Fig. 8 Experimental result on road image. a Original image. b Watermark generated. c Water-
marked image



454 A. Dash et al.

(a)               (b)                                                    (c) 

Fig. 9 Experimental result on lighthouse image. a Original image. b Watermark generated. 
c Watermarked image

Table 1 Performance measures of proposed method 

Image PSNR MSE 

Penguin 63.8132 1.0358 × 10–6 

Lake 65.72 1.0266 × 10–6 

Hydrangea 60.002 1.0335 × 10–6 

Tulip 66.8943 1.0098 × 10–6 

River 63.761 1.0165 × 10–6 

Road 66.221 1.0350 × 10–6 

Lighthouse 61.9861 1.0267 × 10–6

Table 2 PSNR values (in dB) of images after attacks 

Image PSNR after JPEG compression PSNR after Noise attack 

Penguin 37.4532 40.001 

Lake 41.5602 41.7872 

Hydrangea 43.3560 42.2016 

Tulip 39.7724 42.0021 

River 38.9765 41.634 

Road 38.564 41.8766 

PSN  R  = 10 ∗ log10 
P2 

MSE  
(5) 

Table 2 contains PSNR values (in dB) of images after JPEG Compression and 
noise attack. We have considered different attacks like JPEG compression and noise 
attack and calculated the difference in PSNR between the recovered image and the 
original cover image. Table 3 presents the comparison of PSNR values of the proposed 
method with some existing methods.
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Table 3 Comparison of 
PSNR values of proposed 
method with existing methods 

Methods PSNR values (in dB) 

Cao et al. [10] 34 

Hu et al. [6] 41.7 

Liang et al. [7] 43.15 

AlShaikh et al. [2] 59.11 

Proposed Method 63.42 

6 Conclusion 

The technique used here is working in both spatial and transform domains. The 
watermark for the algorithm is generated with the help of the original picture in 
reference to Weber’s EDD. For making the data secure, a homomorphic cryptosystem 
is used. DWT transform is also applied which makes the process more secure. This 
encryption will protect the data of the user from being accessed by someone who 
is not authorized. Various values of β were used and the process of embedding 
was successfully done with the help of interpolation which is linear in nature. The 
grayscale pictures of dimensions 255 × 255 were considered for testing the accuracy 
of the proposed procedure. The resultant quality of the image proved to be good 
enough. This technique can withstand various attacks like cropping, noise, JPEG 
compression, and many more. It was found that, even after applying various attacks, 
peak signal-to-noise ratio values are higher than 38 dB. Therefore, the quality of the 
picture could be preserved. 
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Abstract Penetration testing and vulnerability assessment are critical components 
of modern information security strategies. The Metasploit Framework is one of the 
most widely used pen-testing tools, offering a range of capabilities for detecting and 
exploiting vulnerabilities in systems and applications. This paper presents a compar-
ative analysis of the Metasploit Framework with other popular pen-testing tools, 
highlighting its strengths and weaknesses. The study also evaluates the effective-
ness and efficiency of the Metasploit Framework through a series of experiments 
and simulations, using various criteria such as accuracy, speed, and ease of use. The 
results show that the Metasploit Framework offers a powerful and flexible toolset for 
pen-testing and vulnerability assessment, with several unique features and advan-
tages over other tools. However, the study also identifies some limitations and areas 
for improvement, such as the need for better documentation and support for advanced 
techniques. The findings have important implications for information security profes-
sionals and organizations, providing insights into the strengths and weaknesses of 
the Metasploit Framework and its role in modern security strategies. 

Keywords Metasploit framework · Penetration testing · Vulnerability 
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1 Introduction 

In today’s highly interconnected and digitized world, information security has 
become a critical concern for individuals, businesses, and governments. Cyber threats 
such as hacking, malware, and data breaches pose serious risks to the confidentiality, 
integrity, and availability of digital assets. To combat these threats, organizations 
need to employ effective security measures and tools, including penetration testing 
and vulnerability assessment [1, 2]. Penetration testing is the process of simulating 
a cyber-attack on a network or system to identify vulnerabilities and assess their 
severity [3]. Vulnerability assessment is the process of scanning a system for known 
vulnerabilities and assessing their likelihood of being exploited [4]. These activities 
are essential for detecting weaknesses in security defenses and prioritizing remedi-
ation efforts. One of the most popular and widely used tools for penetration testing 
and vulnerability assessment is the Metasploit Framework [5]. Metasploit is an open-
source software platform that provides a range of tools and techniques for testing 
and exploiting vulnerabilities in networks, systems, and applications [6]. The frame-
work is highly customizable and extensible, making it a popular choice for security 
professionals and researchers [7]. 

1.1 Context of Penetration Testing and Vulnerability 
Assessment 

Penetration testing is a proactive technique for identifying vulnerabilities in a 
computer system, network, or application [8]. It is the process of simulating an 
attack on a system to identify its weaknesses and provide guidance on how to 
mitigate them. Penetration testing can be performed using automated tools or 
through manual methods, depending on the specific requirements of the test [9]. 
Vulnerability assessment, on the other hand, is the process of evaluating the security 
posture of a computer system, network, or application. This involves identifying and 
analyzing potential security weaknesses and determining their severity. Vulnerability 
assessment is usually conducted using automated tools, which can scan systems for 
known vulnerabilities and identify potential areas of weakness. Penetration testing 
and vulnerability assessment are essential components of an organization’s overall 
information security program. These activities provide valuable insights into the 
security posture of a system and help identify potential areas of risk. By identifying 
vulnerabilities in advance, organizations can take proactive steps to remediate them 
and reduce the likelihood of a successful attack. Penetration testing and vulnerability 
assessment are also essential for compliance with industry regulations and standards. 
Many regulatory bodies and industry associations require organizations to perform 
regular security assessments to ensure compliance with specific security guidelines 
and standards [10].
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1.2 Penetration Testing and Vulnerability Assessment Tools 

There are numerous tools and frameworks available for conducting penetration 
testing and vulnerability assessment [11, 12]. These tools range from simple auto-
mated scanners to complex suites of tools that can be used to identify and exploit 
vulnerabilities. One of the most popular tools for penetration testing and vulner-
ability assessment is the Metasploit Framework. The Metasploit Framework is an 
open-source platform that provides a range of tools and techniques for testing and 
exploiting vulnerabilities in networks, systems, and applications [13]. It is highly 
customizable and extensible, making it a popular choice for security professionals 
and researchers. 

1.3 Metasploit Framework and Its Capabilities 

The Metasploit Framework was originally developed in 2003 by H.D. Moore as 
an open-source tool for penetration testing and vulnerability assessment [14]. The 
framework quickly gained popularity among security professionals and researchers 
due to its versatility and extensibility. In 2009, Rapid7 acquired the Metasploit project 
and continued its development as a commercial product, while maintaining an open-
source version of the framework [15]. The Metasploit Framework provides a range of 
tools and techniques for conducting penetration testing and vulnerability assessment. 
Some of the key features of the framework include:

. Exploit modules: These are pre-built code snippets that can be used to exploit 
specific vulnerabilities in systems, networks, and applications. The framework 
includes a large library of exploit modules, and new modules are regularly added 
by the Metasploit community.

. Payloads: Payloads are the pieces of code that are delivered to the target system 
after successful exploitation. The Metasploit Framework provides a range of 
payloads that can be used for various purposes, such as gaining remote access, 
escalating privileges, or collecting data.

. Auxiliary modules: These are modules that provide additional functionality for 
various tasks, such as reconnaissance, scanning, and brute-forcing.

. Post-exploitation modules: These are modules that can be used after successful 
exploitation to perform additional actions on the target system, such as installing 
a backdoor, deleting files, or creating user accounts.

. Exploit development tools: The Metasploit Framework includes tools for devel-
oping custom exploits and payloads, making it highly customizable and exten-
sible.
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2 Literature Review 

Penetration testing and vulnerability assessment are critical processes in ensuring 
the security of computer systems and networks. As technology continues to evolve, 
so do the tools and methods used for these processes. One such tool that has gained 
popularity in recent years is the Metasploit Framework. The Metasploit Frame-
work is a powerful tool that offers a comprehensive set of features for penetration 
testing and vulnerability assessment. It allows testers to simulate attacks on systems 
and networks to identify vulnerabilities and weaknesses that could be exploited by 
attackers. The framework offers a wide range of payloads, exploits, and auxiliary 
modules that can be used to test different systems and applications. Several studies 
have been conducted to evaluate the effectiveness of the Metasploit Framework in 
penetration testing and vulnerability assessment. Božić et al.  [1] have provided an 
introduction to the Metasploit Framework, which is an open-source tool that is widely 
used by security professionals for penetration testing and vulnerability assessment. 
The framework consists of several phases, tools, and methods that are used to simu-
late real-world attacks on computer systems and networks. In Rani and Nagpal [2], 
the ethical approach is discussed to penetration testing using the Metasploit Frame-
work. They emphasize the importance of ethical hacking practices and the need 
to obtain proper authorization before conducting any penetration testing or vulner-
ability assessment activities. Rahalkar [3] provide a complete guide to using the 
Metasploit Framework for effective penetration testing. They explain the different 
components of the framework, such as the Meterpreter payload, and how they can be 
used to conduct various types of attacks. The authors of [4] have conducted a study 
on the features and capabilities of the Metasploit Framework as a pen-testing tool. 
They analyze the advantages and limitations of the framework and provide recom-
mendations for its optimal use. In [5], the authors have investigated the penetration 
testing process and tools, including the Metasploit Framework. They highlight the 
importance of a comprehensive approach to vulnerability assessment and the use 
of multiple tools and techniques to identify potential security risks. Jayasuryapal 
et al. [6] provides a survey on network penetration testing, including the use of the 
Metasploit Framework. They analyze the different components of the framework and 
their applications in network security. Patel [7] has done assessment on vulnerability 
and penetration testing for secure communication. The survey covers the different 
types of vulnerabilities that can affect communication systems and the use of the 
Metasploit Framework to identify and mitigate these vulnerabilities. In [8], Khera 
et al. have analyzed the impact of vulnerability assessment and penetration testing 
on system security. They explain how these practices can help identify potential 
security risks and provide recommendations for their optimal use. The authors of [9] 
have proposed the Mirage framework, which is similar to the Metasploit Framework 
but designed specifically for the Internet of Things (IoT). The framework provides 
a comprehensive solution for identifying and mitigating potential security risks in 
IoT devices and networks. Authors in [10] explore the use of the Metasploit Frame-
work for pen testing automation. They explain how automation can help improve
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the efficiency and effectiveness of vulnerability assessment and penetration testing 
activities. In Pandey et al. [11], a portable solution is implemented for vulnerability 
assessment and penetration testing. The solution uses the Metasploit Framework and 
other tools to provide a comprehensive approach to security testing. Murari [12] has 
conducted a study on exploiting vulnerabilities in a Metasploit 3 (Ubuntu) machine 
using the Metasploit Framework and methodologies. The study provides insights 
into the vulnerabilities that can affect computer systems and networks and the tech-
niques used by attackers to exploit these vulnerabilities. de la Cruz Gámez [13] 
explores ethical hacking to remote systems using Metasploit and Kali Linux. The 
study provides a comprehensive guide to ethical hacking practices and the use of the 
Metasploit Framework to conduct penetration testing and vulnerability assessment 
activities. In [14], the authors have investigated the security of operating systems 
using the Metasploit Framework by creating a backdoor from a remote setup. The 
study provides insights into the potential security risks that can affect operating 
systems and the techniques used by attackers to exploit these vulnerabilities. Bala-
jinarayan [15] has studied on Metasploit payloads. The study explains the different 
types of payloads used by the Metasploit Framework, their applications, and how they 
can be used to conduct various types of attacks. In summary, these studies demonstrate 
the effectiveness of the Metasploit Framework in conducting penetration testing and 
vulnerability assessment activities. The framework provides a comprehensive set of 
tools and methodologies that can be used to simulate real-world attacks and identify 
potential security risks. Overall, the Metasploit Framework is a powerful tool for 
penetration testing and vulnerability assessment. The framework offers a wide range 
of features that can be used to identify vulnerabilities and weaknesses in computer 
systems and networks. Several studies have shown the effectiveness of the frame-
work in different scenarios and applications. As such, the Metasploit Framework is 
a valuable tool for security professionals and researchers alike. 

In the next section of this paper, we will discuss the Methodology of the Metasploit 
Framework in more detail, focusing on a description of the experiments or simulations 
conducted and an Explanation of the Criteria Used to Evaluate the Effectiveness of 
the Metasploit Framework. 

3 Methodology 

The methodology also involved examining case studies and practical examples to 
illustrate how the Metasploit Framework can be used in real-world scenarios for 
penetration testing and vulnerability assessment. These examples provided insights 
into the various techniques and methodologies used by security professionals to test 
the security of networks, applications, and systems.



462 M. Sivamanikanta et al.

3.1 Description of the Experiments or Simulations Conducted 

This research paper aimed to explore the capabilities of the Metasploit Framework 
for effective penetration testing and vulnerability assessment. To achieve this aim, a 
series of experiments and simulations were conducted. Firstly, a virtual environment 
was set up using VirtualBox, and the Kali Linux operating system was installed. The 
Metasploit Framework was then installed on the Kali Linux system (Fig. 1). 

Next, a target system was set up using another virtual machine, which was running 
a vulnerable version of a web application. The target system was used to simulate 
a real-world scenario of a web application that had vulnerabilities that could be 
exploited by attackers (Figs. 2 and 3).

Several penetration testing techniques were then carried out using the Metasploit 
Framework to identify and exploit the vulnerabilities present in the target system. 
These techniques included network scanning, information gathering, and exploiting 
vulnerabilities. The results of the penetration testing techniques were analyzed to 
identify the weaknesses in the target system and the effectiveness of the Metasploit 
Framework in exploiting those vulnerabilities (Fig. 4).

In addition to the experiments conducted in the virtual environment, a series of 
simulations were also carried out. These simulations were aimed at replicating real-
world scenarios and testing the capabilities of the Metasploit Framework in different 
situations. The simulations were carried out on various operating systems, including 
Windows and Linux, and different web applications. The results of the experiments 
and simulations showed that the Metasploit Framework was an effective tool for

Fig. 1 Shows Metasploit console 
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Fig. 2 Shows setting RHOSTS in a penetration testing tool, such as Metasploit, allows the tester 
to specify the IP address or range of IP addresses of the target system(s). This enables the tool to 
scan for vulnerabilities and attempt to exploit them on the specified system(s) 

Fig. 3 Shows exploiting a target system results in the attacker gaining unauthorized access to the 
system, allowing them to steal sensitive data, install malware or ransomware, or perform other 
malicious actions
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Fig. 4 Shows exploiting a vulnerability in Windows 10 Operating system result in the attacker 
being able to elevate their privileges on the system, giving them greater access to its resources and 
making it more difficult to detect and remove the attack

penetration testing and vulnerability assessment. It was able to identify and exploit 
vulnerabilities in various operating systems and web applications (Fig. 5).

Overall, the experiments and simulations conducted in this research paper 
provided valuable insights into the capabilities of the Metasploit Framework for 
effective penetration testing and vulnerability assessment. 

3.2 Explanation of the Criteria Used to Evaluate 
the Effectiveness of the Metasploit Framework 

To evaluate the effectiveness of the Metasploit Framework for penetration testing and 
vulnerability assessment, we used a set of criteria to measure its performance. The 
criteria were based on industry best practices and standards for penetration testing 
and vulnerability assessment, and included the following:

. Coverage: The extent to which the Metasploit Framework covers the most 
common vulnerabilities and exploits.

. Accuracy: The accuracy of the Metasploit Framework in detecting and exploiting 
vulnerabilities.
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Fig. 5 The flowchart 
describes the steps involved 
in conducting a penetration 
testing process using Kali 
Linux and Metasploit 
Framework

Set up a Virtual Environment 

Install Kali Linux OS 

Install Metasploit Framework 

Conduct Penetration testing techniques 

Analyze Results 

Conduct Simulations 

Analyze Simulation Results 

Conclude Effectiveness 

. Ease of use: The ease of use and accessibility of the Metasploit Framework, 
including the user interface, documentation, and community support.

. Reliability: The reliability and stability of the Metasploit Framework, including 
its ability to handle complex environments and scenarios.
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. Reporting: The quality and comprehensiveness of the reports generated by the 
Metasploit Framework, including the level of detail and customization options.

. Customization: The ability of the Metasploit Framework to be customized and 
extended for specific testing scenarios and environments. 

The criteria were used to evaluate the Metasploit Framework in each of the 
experiments and simulations conducted in this study. The results were recorded 
and analyzed to provide insights into the strengths and weaknesses of the Metasploit 
Framework, and to identify areas for further improvement and development. The 
criteria were also used to compare the Metasploit Framework with other popular 
pen-testing tools and frameworks as described in the Literature Review section. 

In the next section of this paper, we will discuss Results and analysis. 

4 Results and Analysis 

In this study, we evaluated the capabilities of the Metasploit Framework for effec-
tive penetration testing and vulnerability assessment. The results of the study are 
presented in this section. 

Table 1 shows the modules used in the study for penetration testing and vulnera-
bility assessment using the Metasploit Framework. The table provides information 
on the name of the module, its description, and the type of test performed. The 
table shows that the Metasploit Framework provides a wide range of modules for 
penetration testing and vulnerability assessment. 

Table 2 shows the results of the vulnerability assessment using the Metasploit 
Framework. The table provides information on the target system, the vulnerabilities 
identified the severity level of the vulnerabilities, and the Success Rate. The results 
show that the Metasploit Framework was effective in identifying vulnerabilities of 
varying severity levels and Success rates.

Overall, the results of the study demonstrate that the Metasploit Framework is a 
valuable tool for penetration testing and vulnerability assessment. The framework 
provides a wide range of modules for identifying vulnerabilities and exploiting them.

Table 1 Modules used for penetration testing and vulnerability assessment using Metasploit 
framework 

Module name Description Test type 

Auxiliary Executes various auxiliary modules Penetration testing 

Exploit Executes various exploits for known vulnerabilities Penetration testing 

Payload Delivers a payload to a target system Penetration testing 

Post-exploits Executes various actions after an exploit has been 
successful 

Penetration testing 

Scanner Performs various scans to identify vulnerabilities in 
a target  

Vulnerability testing 
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Table 2 Results of vulnerability assessment using Metasploit framework 

Target system Vulnerabilities identified Severity level Success rate (%) 

Windows 10 SMBv1 vulnerability High 90 

Linux A Weak password, SSH vulnerability Medium 75 

Web Server SQL injection vulnerability High 80 

Web Server Cross-site scripting vulnerability Medium 70

The results obtained from using the Metasploit Framework for penetration testing 
and vulnerability assessment were accurate and reliable. However, the effectiveness 
of the framework depends on the skill and knowledge of the use. 

4.1 Comparison of the Metasploit Framework with Other 
Pen-Testing Tools 

Several pen-testing tools and frameworks are available for conducting vulnerability 
assessments and penetration testing activities, each with its own strengths and weak-
nesses. In this section, we will compare the Metasploit Framework with other popular 
pen-testing tools.

. Nmap 

Nmap is a popular network exploration tool that can be used for a variety of pen-
testing activities, including vulnerability scanning and detection of potential security 
weaknesses. Nmap can be used to identify hosts and services on a network, as well 
as detect potential vulnerabilities such as open ports, unsecured protocols, and weak 
passwords. While Nmap is a useful tool for network reconnaissance and initial vulner-
ability detection, it does not provide the same level of exploitation capabilities as the 
Metasploit Framework.

. Wireshark 

Wireshark is a network protocol analyzer that can be used to capture and analyze 
network traffic. Wireshark can be used to identify potential security vulnerabili-
ties in network traffic, such as unencrypted data transmission, insecure protocols, 
and suspicious activity. However, Wireshark is not designed for the exploitation 
of vulnerabilities and thus does not provide the same level of penetration testing 
capabilities as the Metasploit Framework.

. Burp Suite 

Burp Suite is a web application security testing tool that can be used to identify vulner-
abilities in web applications. Burp Suite provides a range of features, including inter-
cepting and modifying web traffic, identifying vulnerabilities such as SQL injection 
and cross-site scripting, and automated scanning for known vulnerabilities. While
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Table 3 Comparison of pen-testing tools 

Tool Focus Strengths Limitations 

Metasploit framework Penetration testing Large community of 
users, extensive 
functionality 

Requires technical 
expertise, may not be 
suitable for all use 
cases 

Nmap Network 
reconnaissance and 
vulnerability scanning 

Comprehensive, 
well-documented 

Limited exploitation 
capabilities 

Wireshark Network protocol 
analysis 

Powerful analysis 
capabilities 

Limited exploitation 
capabilities 

Burp suite Web application 
security testing 

Comprehensive, 
automated testing 
capabilities 

Limited exploitation 
capabilities 

Burp Suite is a powerful tool for web application security testing, it does not provide 
the same level of flexibility and exploitation capabilities as the Metasploit Framework 
(Table 3). 

This table provides a summary of the comparison between the Metasploit Frame-
work and other popular pen-testing tools, including Nmap, Wireshark, and Burp 
Suite. The table includes information on the focus of each tool, its strengths and 
limitations, and its suitability for different use cases. This information can be used to 
inform the discussion of the Metasploit Framework and its comparative advantages 
later in the paper. 

4.2 Discussion of the Strengths and Weaknesses 
of the Metasploit Framework 

The strengths and weaknesses of the Metasploit Framework are summarized in the 
following Table 4.

Overall, the strengths of the Metasploit Framework outweigh its weaknesses, 
making it a valuable tool for penetration testing and vulnerability assessment. The 
framework provides comprehensive coverage of vulnerabilities, accurate identifica-
tion and exploitation of vulnerabilities, and a user-friendly interface with compre-
hensive documentation. The framework is also reliable and consistent in different 
environments and provides comprehensive reporting and customization options. 
However, the framework may require some technical knowledge to use effectively 
and may generate false positives or miss some types of vulnerabilities. Addition-
ally, some modules may be outdated or no longer supported, which may limit the 
effectiveness of the framework in certain scenarios.
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Table 4 Shows strengths and weaknesses of the Metasploit framework 

Strengths Weaknesses 

Comprehensive coverage of vulnerabilities Requires some technical knowledge to use 
effectively 

Accurate identification and exploitation of 
vulnerabilities 

Limited customization options for advanced users 

Easy-to-use interface and comprehensive 
documentation 

May not detect all types of vulnerabilities 

Reliable and consistent performance in 
different environments 

Can generate false positives 

Provides comprehensive and detailed 
reporting 

Can be resource-intensive on large systems 

Highly customizable to meet specific needs Some modules may be outdated or no longer 
supported

4.3 Limitations of the Study and Suggestions for Future 
Research 

Despite the comprehensive nature of this study, several limitations should be consid-
ered. First, the study was limited to the capabilities of the Metasploit Framework 
and did not explore other pen-testing tools in depth. Second, the experiments and 
simulations conducted were based on a limited set of scenarios and did not cover 
all possible use cases. Finally, the study was limited by the availability of resources, 
including time, budget, and access to specialized hardware and software. Future 
research could build upon the findings of this study and address some of these limi-
tations. One area of potential future research could be to conduct a comparative 
analysis of other popular pen-testing tools, such as Nmap, Burp Suite, and Wire-
shark, to provide a more comprehensive overview of the available tools and their 
strengths and weaknesses. Another potential area of research could be to expand 
the experiments and simulations conducted to cover a wider range of use cases and 
scenarios. Finally, additional research could focus on developing new techniques and 
tools for pen-testing and vulnerability assessment and evaluating their effectiveness 
in comparison to existing tools and frameworks. Overall, the findings of this study 
provide important insights into the capabilities and effectiveness of the Metasploit 
Framework for pen-testing and vulnerability assessment and highlight the need for 
continued research and development in this field.
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5 Conclusion 

In conclusion, this research paper has provided a comprehensive overview of the 
Metasploit Framework and its capabilities for pen-testing and vulnerability assess-
ment. The study found that the framework is a powerful and effective tool for iden-
tifying and exploiting vulnerabilities in web applications and conducting advanced 
network scans and reconnaissance. However, it also identified several limitations and 
weaknesses, such as its reliance on pre-built exploits and payloads, and its limited 
post-exploitation capabilities. Despite these limitations, the Metasploit Framework 
remains a valuable tool for security professionals, and its continued development 
and improvement will be critical in the ongoing effort to secure our networks and 
systems. As the threat landscape continues to evolve and cyber-attacks become more 
sophisticated, the need for effective and reliable tools for pen-testing and vulnera-
bility assessment has never been greater. In light of this, future research in this field 
should focus on improving the Metasploit Framework’s capabilities and addressing 
its limitations. This may involve developing new exploit modules and payloads, 
improving its post-exploitation capabilities, and enhancing its integration with other 
tools and frameworks. Additionally, research should be conducted to evaluate the 
effectiveness of the Metasploit Framework in different scenarios and environments, 
and to identify best practices for using the framework in real-world security opera-
tions. Overall, this research paper has provided important insights into the capabilities 
and limitations of the Metasploit Framework, and highlights the need for continued 
research and development in the field of pen-testing and vulnerability assessment. 
With the ongoing evolution of cyber threats, it is essential that security professionals 
have access to effective and reliable tools for securing our networks and systems, 
and the Metasploit Framework will undoubtedly continue to play an important role 
in this ongoing effort. 
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Cloud Intrusion Detection System Based 
on Honeynet, Honeywell, Honeypot, 
and Honeytoken Strategies 

B. Yasotha, M. Arthy, L. K. Shoba, and Muralidaran Loganathan 

Abstract The security aspect of cloud computing is much more challenging for 
researchers. Preventing the attack requires knowledge about the type of attack, its 
origin, and how vulnerabilities and tools are used for the attack. The cloud security 
methodology protects customer data, information, and applications from attackers. 
Due to digitalization, the volume of data is increased. The protection of data is very 
challenging for cloud service providers. This work proposes a new cloud intrusion 
detection system security infrastructure based on Honeynet, Honeywell, Honeypot, 
and Honeytoken Strategies. The proposed strategy effectively identifies intrusion 
detection, attack behavior, and attack scenario. The testing of data was carried out in 
OpenStack environments. 

Keywords IDS · Cloud security · Honeynet · Honeywell · Honeypot ·
Honeytoken 

1 Introduction 

The term “cloud” means storing data or information somewhere in the universe. It 
provides a lot of challenges for researchers due to the increasing large volume of 
data. Cloud is an on-demand service over the internet with pay as for your usage. 
Maintaining a large server is a very difficult task. In the Cloud, access the data 
or information or computing based on the demand [1]. The small organization to
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large levels are using cloud environments such as data recovery, backup, software 
development, application, simulation, desktop sharing, and testing. The security of 
the data in the Cloud is still a challenging research topic. The cloud adoption strategy 
prevents modern-day attacks regardless of any cloud environment [2]. Compared to 
traditional services, the Cloud helps the following services to the customer: Reduce 
IT cost, scalable, reliable, pay-per-use, reduce the maintaining cost. The term “cloud” 
means virtualized Infrastructure in the operating system, server, and application. 

The three common models of cloud computing services are Software as a Service 
(SaaS), Platform as a Service (PaaS), and Infrastructure-as-a-service (IaaS). In SaaS, 
the application or Software is hosted in the cloud environment and accessed through 
the web browser. PaaS provides a software platform as a service based on demand 
in terms of Software, hardware, and development tool. IaaS provides computing 
resource services to a customer. Security is the main concern in a cloud environment. 
Security is the foremost concern for all customers. 

1.1 Cloud Security Responsibility and Challenges

. Since the customer data are stored by third-party organizations, this will lead to 
many challenges in maintaining the data securely.

. Visibility—most of the time, the resources are accessed outside the corporate 
network, and the internal IT team does not manage the devices. The IT team 
knows about the visibility of the data. 

Figure 1 illustrates the architecture of high-level cloud security architecture. The 
fundamental architecture consists of four important components as Software security, 
Platform Security, Infrastructure Security, and Auditing and Compliance.

The following factor is the top cloud security considerations: shared resources of 
the Cloud are high risk, the Dynamic nature of the cloud environment, and multi-
cloud environment [3]. The security of the Cloud largely depends on the deployment 
model and CSP [4]. Cloud security can be classified in four ways: 

Virtualization: Maintaining the Virtual Machine (VM), Monitoring the network 
traffic and mobility. 

Computing/Storage: Data storage, Check the availability, malware, and cryptography 
methods. 

Network: focusing on the security aspect of the environment. 

Services: maintaining the protocol and standards.
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Fig. 1 High-level cloud security architecture

1.2 OpenStack Security 

Compute (Nova): Nova is an OpenStack Project used to provide an entry to instances 
for Computing purposes (aka Virtual Server). It’s used to create a VM. Baremetal 
Servers and System Container. Set of Daemons used to run the Nova. Swift is an 
open object storage technique used for redundancy. 

Swift: The Swift standard server is used to store PETA-type data. The long-term data 
are stored in the Swift server. 

Networking (neutron): The network security of OpenStack is based on the neutron. 
It monitors the security of the environment, traffic flow, integrity, Confidentiality, 
and availability. 

Dashboard (horizon): Provides a web-based interface for the user. 

Identity (keystone): related to Authentication, Access Control, and Security. 

Image (glance): Used to manage the life cycle of OpenStack. 

Data processing (Sahara): focus on secure communication and data privacy. 

The contributions of the paper are as follows: 

A novel cloud security methodology that protects customer data, information, and 
applications from attackers using honey token strategies. 

A new cloud intrusion detection system security infrastructure based on Honeynet, 
Honeywell.
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The organization of the paper Sect. 2 describes related works, and Sect. 3 about 
the methodologies of Honeywell, honeynet, honeypot, and Honeytoken. Section 4 
describes the proposed techniques of architecture. Section 5 discusses the results and 
finally Sect. 6 briefs the conclusion. 

2 Related Works 

A monitoring system called an intrusion detection system (IDS) looks for abnormal 
activity and sends out alarms when it does. A security operations center (SOC) 
analyst or incident responder can analyze the problem and take the necessary steps 
to eliminate the threat based on these notifications. Thabit et al. [6] proposed tech-
niques using Shannon’s theory and genetic cryptography. This method is proven for 
Known plain text attacks and Brute force attacks. A new Lightweight Cryptographic 
Algorithm (NLCA) was proposed by Thabita et al. [7] and this technique works 
with less memory with more security. In [8], the author proposed the methods of 
detecting the algorithm using the Dupla action Avoidance Scheme (DAS), Attribute-
Based Encryption Scheme (ABES), and SHA-based Identity Hashing (SHAIH). The 
advantage of this method effectively maintains the data in the cloud platform without 
any attack. Jia et al. [9] have proposed a mechanism for a Virtual machine allocation 
strategy that includes energy consumption, security, and load balancing. 

The authors of [10] proposed a method using Honeywell, honey, and honeycomb. 
This method significantly reduces the Reduce false positives and false negatives. The 
Normal and abnormal values are almost similar. Meta Cloud Data Storage Architec-
ture for Big Data Security in Cloud Computing is proposed by Manogaran et al. [11]. 
The Meta Cloud Data Storage Architecture and Map-reduce framework methodolo-
gies are utilized in this work. The trust model is proposed in the paper [12] by Shaikh 
and Sasikumar. Trust model- used to measure security. Implementation is difficult 
in this method. Detecting impersonation attacks in cloud computing environments 
was proposed by Kholidy [13]. It is a flexible approach and to be implemented in a 
real-time environment. 

In [14], the Map Whiteboard technology has been described for web mapping 
what Google Docs does for word processing: it creates a shared user interface where 
multiple parties can collaboratively develop maps and map data while seeing each 
other’s work in real-time. This is done to take advantage of the potential of cloud 
connectivity in geographic information systems. For the Tothe Map Whiteboard 
concept, we used a methodology that involved gathering technical and functional 
requirements through a series of hackathons, developing a prototype over time, and 
putting it through rigorous testing in a lab setting and with chosen users from pertinent 
environments at an intermediate scale. In [15], for the cloud-based IoT architecture, 
a novel cryptosystem is proposed that makes use of DNA steganography and cryp-
tography. Here, a lengthy secret key is used to encrypt the sensitive data. In [16], the 
suggested system creates a secure session for the authorized user to prevent unau-
thorized access to the healthcare system. Only an authorized person can view and
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make changes [17] to the patient’s healthcare Big Data in this situation thanks to the 
password protection method. 

3 Methodologies 

3.1 Honeynet 

The highly monitored and controlled collection of a honeypot is called honeynet [18]. 
The honeynet is used to check the security of the network using a decoy server. The 
basic motto was to improve the security of the network and help the researchers to 
identify the attackers. Generally, it appears as a legitimate server in the network. From 
the report [19], entering into a honeynet production network is always a danger for 
the attacker. The honeynet usually attracts the attacker and tries to distract from the 
existing network setup. The honeynet network is shown in Fig. 2. The characteristics 
of honeynet are as followed.

. The existing network devices observe the attacker only with default network 
device installations, which are purposely made for all known attacks, exploits, 
and vulnerabilities.

. The network device used to attract the attackers is not include any sensitive 
information. Hence, this can be destroyed at any time.

. If the device once gets any intrusion or attacks, it is immediately reported for 
identification. 

3.2 Honeypot 

“Honey trap” or “honeypot” are used to protect the attack from attackers and force 
them to hand over everything [20]. In the network, it traps the attacker and is caught 
easily. Honeypot generally looks like a normal application. The honeypot mimics 
the application multiple times to confuse the attackers. Different type of honeypot is 
used for finding different threads. 

Email or spam traps: The fake email address is placed in the hidden IP address to 
trap the attackers. 

Decoy database: Used to monitor the impact of the software vulnerabilities and 
identify the spot attack using SQL injection. 

Malware honeypot: mimics the APIs and Software to invite the attackers. 

Spider honeypot: used to trap the crawlers.
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Fig. 2 Honeynet works structure 

3.3 Honeywell 

The gateway of honeynet and honeypot is called Honeywell. The Honeywell is 
considered one of the main exits and entry points in a network system. Usually, 
Honeywell controls the entire network from the Honeynet system [21]. The position 
of the Honeywell is shown in Fig. 3. 

3.4 Honeytoken 

Honeytoken is similar to a honeypot. The fake ID was created and placed in a hidden 
IP address. The attackers try to attack the fake ID. This mechanism easily traps the 
attacker using a fake ID. The Honeytoken contains fake data but its looks like real 
data [22].

3.5 OpenStack 

OpenStack is an open-source cloud operating system for maintaining cloud resources. 
OpenStack is initiated by Rackspace and maintained by the OpenStack Foundation. 
OpenStack control and maintain a large volume of data through APIs [23]. The dash-
boards are used to set the provision to the users. OpenStack is a type of Infrastructure 
as a Service, also as a service and fault management. OpenStack is made up of many
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Fig. 3 Position of 
honeywell

Fig. 4 Openstack 
architecture

different moving parts. Because of its open nature, anyone can add additional compo-
nents to OpenStack to help it to meet their needs. Figure 4 shows the architecture of 
OpenStack. 
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Fig. 5 Comparison of open source cloud operating system 

OpenStack versus OpenNebula versus Eucalyptus versus Cloudstack. 
From Fig. 5 OpenStack is high flexibility and infrastructure provision compared 

with other open-source cloud operating systems [24]. 

3.6 Environment 

To avoid the DoS, U2R, and R2L attacks in the proposed model, we deploy a safe 
and secure architecture. In general, the user signup with Cloud Service Provider 
(CSP) for authentication. The CSP provides an ID and password for each user. The 
username and password, Single Sign On (SSO), and Public-key Infrastructure are 
three authentication techniques used by any service provider. In our proposed model, 
we are implementing an RSA cryptography algorithm along with a public and private 
key. The RSA algorithm is used to secure communication between the user and CSP. 
Two-way authentication methods are used for securing the data. The RSA algorithm 
is based on simple mathematical results known since the eighteenth century. Finally, 
RSA does not need a channel for the exchange of a key [25]. Figure 6 shows the 
authentication process.
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Fig. 6 Authentication process 

4 Proposed Model Architecture 

Stage 1: Authentication 

The proposed system architecture is shown in Fig. 7. The core of the architecture from 
OpenStack Cloud. To access the data center, the user goes through the authentication 
process. In the proposed system, the authentication process is implemented using an 
RSA algorithm. The fundamental authentication process is ID/Password, SSO, and 
PKI.

Stage 2: Access Control 

The firewall is an important component in access control. It allows traffic very easily. 
If anything is found malicious, the network traffic is blocked. The next stage is traffic 
reaching Honeywell. The honey wall is the core component of a honeynet. The 
honeypot consists of Honeytoken. The Honeywell is used to separate the network 
into two layers: 

Client Area: The client machines are monitored and maintained. 

Honeypot Area: all the honeypots, along with production machines, are placed and 
monitored. This mechanism is easily detecting encrypted data. 

Figure 7 illustrates the bird’s view of the proposed architecture. The proposed 
architecture includes a complete security mechanism using a firewall, Honeywell. 
It’s a two-way authentication process to enter the cloud environment. The Honeywell 
fundamentally provides various detecting techniques. The data are stored in a cloud 
data center.
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Fig. 7 Proposed architecture of cloud

5 Results 

The test was performed using Ubuntu and OpenStack architecture. We have used an 
8GB Ram and Multicore Processor. Table 1 presents detailed information about port 
attacks. From Table 1, we can conclude the majority of attacks are based on source 
ports. 

Table 1 Port attacks report 

Port number Environment Connection ID OS IDS Port pin end 

8080 OpenStack/8GB 
RAM 

452 Ubuntu 20.04.4 10 Source 

1086 OpenStack/8GB 
RAM 

312 Ubuntu 20.04.4 8 Source 

70 OpenStack/8GB 
RAM 

42 Ubuntu 20.04.4/ 
VirtualBox 

7 Destination 

40 OpenStack/8GB 
RAM 

26 Ubuntu 20.04.4/ 
VirtualBox 

5 Destination
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5.1 Distribution of Attacks 

The implementation work mentioned in the OpenStack environment and the distribu-
tion of the attacks in the Honeywall environment are listed in Table 2. The attack type 
is Honeynet, Honeywell, Honeypot, and Honeytoken wilt cloud IDS. The Table 2 
report is based on the log file generated by the OpenStack environment. The false-
positive and false-negative are only 5% in the proposed methodologies. Figures 8 
and 9 depict the pictorial representation of the output. 

Table 2 Distribution attacks ratio 

Attack Type DoS R2L Normal False (+) False (–) 

Honeynet, Honeywell, Honeypot, and Honeytoken 
wilt cloud IDS 

23% 17% 22% 0.5 0.5 

Fig. 8 Distribution attack chart
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Fig. 9 Attack distribution in Pictorial representation 

In this paper, we propose a new cloud computing security methodology using 
Honeynet, Honeywell, Honeypot, and Honeytoken. The objective of the work is to 
identify the abnormal attack and monitor the IDS accuracy. 

6 Conclusion 

Maintaining a high level of security in a cloud computing environment is very chal-
lenging for researchers. Each provider maintains its procedure to secure the data in 
the Cloud. Many secure methods have been developed to challenge attackers. In our 
work, we propose a cloud computing security based on the Honeynet, Honeywell, 
Honeypot, and Honeytoken methodologies with IDS. The combination of Honey-
token is a very promising method of securing data in a cloud environment. The new 
method’s benefits are: Honeytoken has been introduced to strengthen security. Report 
on attack type and Scenario and IDS. The result was carried out in an OpenStack 
cloud environment. From the result, we conclude the proposed methods are very 
promising in terms of the accuracy of detecting the attack behavior of attacks. 
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Abstract Manufacturing, energy, finance, education, transportation, smart home, 
and medicine employ IoT technology. IoT solutions can efficiently manage hospital 
patients and mobile assets to provide high-quality medical services. The Internet of 
Medical Things (IoMT) integrates IoT with medical equipment to increase patient 
comfort, cost-effective medical solutions, hospital treatment speed, and personal-
ized healthcare. This work uses Constrained Application Protocol to secure remote 
patient health data (CoAP). Nevertheless, the CoAP DTLS layer lacks key control, 
session establishment, and multicast message exchange. Hence, IoMT communica-
tion requires an efficient protocol for safe CoAP session formation. Consequently, 
to address key management and multicast security issues in CoAP, we presented 
an efficient and secure communication method to establish a secure session key 
between IoMT devices and distant servers utilizing lightweight, energy efficient, 
and Secure CoAP Elliptic Curve Cryptography (E2SCEC2). E2SCEC2 can use a 
smaller key size than Rivest-Shamir-Adleman (RSA) due to its tiny key size. To 
determine if these algorithms are compatible in limited contexts, the paper examines 
key creation, signature generation, and verification of E2SCEC2 and RSA algorithms, 
energy consumption, and radio duty cycle.
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1 Introduction 

IoT and LPWAN devices are becoming more popular [1]. LPWAN communica-
tion technology is low-cost and energy-efficient. Recent studies have used only one 
network, and none have examined other communication mechanisms in the same 
setting. Few hospital studies have used Sigfox. This paper explains a hospital-based 
Internet of Medical Things (IoMT) system, its equipment and data kinds, and the 
outcomes of implementing a location and temperature monitoring system using IoT 
technology using the network method: Sigfox, Hospital, and Non-Hospital Networks. 
This study implements three IoMT systems in a hospital and compares the accuracy 
of sending and receiving signals from infusion pumps, pharmaceutic freezers, and 
people (patients and nurses). The IoMT system’s hospital communication technique 
and architecture are explained here. This study used the communication system to 
follow hospital patients and equipment to improve medical staff efficiency. 

This circumstance requires real-time patient health, posture, and medication moni-
toring. Malicious people can expose and change a patient’s sensitive information, 
which could lead to death [2]. 

Remote residents lack technology and doctors, preventing them from receiving 
contemporary healthcare. This circumstance requires real-time patient health, 
posture, and medication monitoring. Malicious people can expose and change a 
patient’s sensitive information, which could lead to death [3]. Imagine that an oppo-
nent spoofs the data processing medium and delivers a real-time asthmatic patient 
with a nasty cough the wrong dosage [4]. Monitoring affected people can stop the 
global pandemic of COVID-19 [5]. WBANs monitor people’s surroundings. Wear-
able sensors monitor heart rate, breathing, pulse, and body temperature. Sensory 
nodes help understand the condition by providing patient information. So, rural areas 
should have emergency support programs [6]. The IoT has transformed healthcare. 
Several healthcare wearable technologies monitor patients in real time. Healthcare 
sensors generate massive data. This data is hard to handle since each component must 
be secure, honest, and credible [7]. Public sensors or systems must track and record 
personal data. Wearable sensors and mobile device apps are prevalent. These self-
monitoring devices let users analyze personal data. Self-monitoring devices eliminate 
expensive and time-consuming hospital tests. These devices advance personal health 
management [8–10]. The main contributions of this paper are:

. Addressing the latest studies on healthcare systems and IoT applications.

. Using IoT technologies to solve IoMT concerns.

. This paper describes an IoMT-based real-time health surveillance system security 
architecture.

. The proposed framework protects data security, transparency, and authenticity 
using E2SCEC2.
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2 Literature Survey 

Many safe IoT solutions are being developed by researchers. Information retrieval, 
traffic management, spectrum detection, and signal authentication are examples of 
machine learning applications in IoT networks [11]. The facility’s staff and vendors 
must provide better hardware to secure patient data indoors and out [12]. Security 
morals are lacking in the Internet of Things. Real-time health monitoring systems 
will receive authentic, dependable, and private data. Collaborative research is needed 
to address telemedicine and real-time health surveillance security challenges [13]. 
In IoT technology, devices share data at different connectivity levels. Each level of 
contact requires distinct protection measures. Biometric security systems are recom-
mended by scientists because they adapt to individual actions. Because of their utility 
for identity recognition and security, biometric technologies are becoming more 
popular. Cost, real-time deployment, cyberattacks including Denial of Service [14], 
eavesdropping, and data breaches are issues for these systems. Man-in-the-middle 
and spoofing attacks can occur in biometric systems’ recognition layer. These attacks 
stop the system’s decision-making. 

The layered approach in a smart healthcare system provides a platform to handle 
primary challenges by gathering all patient data and transferring it to the cloud for 
local and worldwide processing [15]. The model was validated using the Contiki 
real-time operating system. The concept contains three layers, each with a function, 
however, the system lacks the security framework to combine current administrative 
responsibilities. When the patient is absent, the computer helps professionals analyze 
health data [16]. Since technical growth is ongoing, Mobicare must research body 
sensor network protection, reliable and safe sensor code updates, and future oppor-
tunities. Some breakthroughs in e-health systems have critical scenarios. Instead, 
this study created virtual clusters of individuals with linked conditions by merging 
hidden sharing systems with identity linking [17]. Social networking was supplied 
by mHealth. The block director and block department collect detailed data from 
patients’ mobile devices. Although the system does not respond to violent invaders, 
these invaders do not harm patients, and the system helps distressed patients by 
sharing confidential safety information [18]. In the Internet of Things, stable data 
exchange is essential for data fusion, data gathering, context-aware applications, and 
user privacy [19]. 

One solution is the Cloud-of-Things (CoT). They test the algorithm in virtual 
reality. Accepting a plan may have benefits [20]. Categorizing agents by trust rela-
tionships may improve this strategy. Next, IIoT edge computing’s future architec-
ture, routing, task scheduling, data storage, analytics, security, and standardization 
are studied [21]. To summarize, this study develops a trustworthy IoT-based secu-
rity architecture with a reliable system, perception, terminal, network, and advisor 
modules [22]. Another analysis found network-layer IoT security challenges and 
solutions to the issues and key technologies highlighted above. Cloud layer safety 
measures [23]. Multimedia enhances remote patient-specialist communication and 
field innovation. A WBAN-based three-tier ubiquitous telemedicine system offers



490 R. Dewan et al.

real-time health care surveillance [24]. Every IoT data must be secure to prevent 
cyberattacks. Yet, lightweight devices struggle to adapt to the standard cipher algo-
rithm. In [25], we proposed using the classical cipher technique to share and regulate 
data on lightweight devices in many contexts if the Internet of Things needs a WSN 
(WSN). To build such a network, key management mechanisms that protect data 
flow must be available [26]. Trust is the most important component in intelligent 
agent technology since it boosts smart object reputation. The research provided a 
dependable model and architectural mechanism for IoT e-health zones to help send 
and receive patient data, reduce security threats, and optimize wearables. A quick 
research shows how IoT e-health apps can manage huge patient data [27]. DTLS keys, 
RSA, and clasp authentication validate and deploy this mechanism [28]. They use 
TSA features and modules in a public-key cryptography technique for authentication. 
An improved and expanded IoT-based RFID authentication mechanism for WBANs 
was proposed. Their system might withstand many attacks and ensure tag-to-medical 
server mutual authentication [29]. 

This paper proposes E2SCEC2 security. Algebraic structure-based asymmetric 
key-based authentication. The following section details the solution. 

3 Proposed Architecture 

Perception, network, and application comprise the Internet of Things, according to 
many publications. Figure 1 shows the data flow between levels. Each layer in [30] 
has confidentiality, integrity, and authenticity difficulties due to human interaction. 
Human interaction has increased sensitivity, therefore data from persons and patients 
require system permission to access. Privacy considerations prevent full device use. 
Healthcare data must be authentic, honest, and confidential. We need a security 
framework for real-time health monitoring. Paramedics and health technicians today 
employ many protection systems. Eventually, these structures become ludicrous. 
Our past efforts support our statements. As mentioned, IoT has layers of security 
weaknesses that must be addressed to fix major security issues. Physical, or vision, 
is the first layer. Sensors report temperature, humidity, and position to the network 
layer.

Data is routed and sent from the network layer to various IoT hubs and PCs using 
cutting-edge technologies like Wi-Fi, Bluetooth, ZigBee, and 4G LTE. Other systems, 
such as cloud storage and gateway routers, may now connect with one another, thanks 
to these technologies. Gateways serve as a middleman for data transmission between 
two or more different IoT nodes in the network. The application layer ensures the 
data’s protective trinity of secrecy, honesty, and authenticity via this layer. All of the 
deployed IoT apps are found at the application layer. The application layer acts as 
a bridge between the endpoints and the network. The services that this layer offers 
to the apps might vary based on the data that the sensors for each application give. 
The application of WBAN technology in healthcare has increased recently. Many
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Fig. 1 Proposed models of IoMT

medical devices may be employed, implanted, and integrated with the WBAN to 
follow patient behavior, treat patients with automated therapies, and more [29]. 

4 Research Methodology 

A great network simulator that is especially helpful for IoT healthcare contexts 
is the Contiki Cooja Simulator. The major feature of this simulator is built on an 
event-driven kernel and uses uIP LIBRARY to handle TCP/IP networking. More-
over, protothreads programming abstraction may benefit from this. Contiki is a well-
known IoMT-enabled working framework that is open source and free. The Contiki 
organized test system, known as Cooja, is used to program sensor devices as well 
[31]. Cooja’s window, which is filled with the main simulation tools, is shown in 
Fig. 2. The following is a short summary of how each tool works:
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Fig. 2 Contiki cooja simulator

. Simulation Control—You may start, stop, reload, or execute simulation steps 
from this window. Both the execution time and the simulation speed are shown. 
We are able to perform the events more quickly than real-time execution would 
permit.

. Network—The location of each network node is shown. Each node’s state may 
be seen, including its outputs, LEDs, addresses, and other node information. We 
must first add our sensors to this window since it is originally empty.

. Mote output—This displays every serial interface output from the node. One 
Mote output window may be activated per simulation node.

. Timeline—The simulation timeline shows messages and events including channel 
changes, LED changes, log outputs, and more.

. Notes—Use this simple notebook to record your simulation-related notes. 

Continue reading to see how Contiki and Cooja may be used to modify IPv6 
conventions. In an IoT-based system scenario where capture free made sure about 
communication being essential, security and honesty are the main difficulties; In the 
current IoT environment, CoAP is a very helpful protocol. Four protection mech-
anisms are outlined by CoAP. 1. Deactivated DTLS and NoSec 2. PreSharedKey 
with DTLS enabled 3. A raw public key with DTLS enabled 4. Cryptography with 
elliptic curves (ECC). Responses with a Reset message (RST) rather than a Greeting 
are appropriate if a receiver is unable to process a Confirmable Signal at all (i.e., is 
unable to even deliver an acceptable response to an error). There are several ways to 
communicate safely in IoMT networks, but each one has drawbacks.
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5 Results and Analysis 

In the Contiki Cooja simulation environment, Fig. 3 shows how our existing security 
architecture has been implemented for the privacy of the real-time health monitoring 
system. In this paper, we developed a module of the architecture that addresses the 
network layer in order to illustrate the outcomes [32]. 

The network layer covers the effective networking and end-to-end secure commu-
nication of devices. In the future, it’s also possible to build the remainder of the 
framework using a simulation environment. The framework is functional and may 
be quickly built in the future, thanks to our insights. Table 1 lists the simulation 
parameters. Our suggested model has 13 IoMT sensor motes that are distinct from 
one another, with 8 sensor motes acting as a sensor (shown in yellow color), 1, 6, 
11, and 12 acting as unicast senders to transmit data to the broadcast sensor mote 
14 using RPL routing [31, 33–40]. Anybody may read the value of the sensor with 
the aid of any digital device, such as a mobile (M) or PC, by forwarding this infor-
mation to the internet via an IPv4 or IPv6 connection through the broadcast router. 
It supports both unidirectional and bidirectional correspondence and works with 
the dynamic output of the Destination-Oriented Directed Acyclic Graph (DODAG). 
Higher growth results in unusual events and constrained behavior. Each device node 
in RPL has the option of sending packages up to their root or down to the child

Fig. 3 Cooja simulation setup with different sky motes in a secure healthcare building 
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Table 1 Simulation 
parameters Parameter Value 

Operating system Contiki 2.7 

Simulator COOJA 

Computer RAM8GB,i5 Pro 

Transmission range 60 m 

Interference range 65 m 

Simulation time 99 min 

Routing protocol CoAP 

Number of nodes 15 

Topology Random 

MAC layer 802.15.4 

Node type Skymote 

Node distribution Random 

Networking Mesh 

Packet size 56 Byte 

Packet rate 5P/s 

node. IoT security sections must be built with the usage of IoT in various domains 
by ensuring that the protected packages are intended to prevent disruptions and that 
all communications may be properly secured [41–48]. 

The suggested technique will demonstrate how data is gathered using a mathe-
matical model in accordance with the guiding principle. Drag and drop all nodes into 
various topologies according to the suggested scenario in the Contiki Cooja simu-
lator. The CoAP protocol is intended to be on the IoT network application layer and 
offers security services for trust, authorization, and data integrity for transmitting 
data between service agents throughout the IoT network. In the area of the internet 
of things, Sky Mote is an excellent sensor-supported IPv6 protocol that offers very 
fast data rates for very low-power devices. Some of the characteristics include inter-
operability that is supported, and the sky mote uses very little current. Slumber and 
quick wake-up modes, USB Data Interface, light humidity, and temperature sensors 
are quite helpful. Top networking assistance X.509 v3 certificates issued by a shared 
Mutual Certificate Authority are used by the communicating parties to authenticate 
DTLS using a Public Key Infrastructure (PKI) (CA). DTLS establishes the right of 
access to certain themes and general security rules over the whole domain using 
permission and governance guidelines. 

The following graph compares the power consumption of the proposed stable 
E2SCEC2 and RSA when the key sizes for both algorithms change. In contrast 
to RSA, which uses more power as the main size grows (as seen in the graph), 
the suggested E2SCEC2 uses less power. Figure 4 illustrates how RSA’s power 
consumption becomes linear when the main size increases above 512 bits.
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Fig. 4 Power consumption of E2SCEC2 and RSA 

Due to the fact that E2SCEC2 does not need to expend as much energy on intensive 
prime number production as RSA does, it can construct private/public key pairs more 
quickly and with equal key lengths as RSA. The stunning triumph of E2SCEC2 
against RSA is seen in the graph below. Figure 5 illustrates how key generation time 
grows exponentially for RSA and linearly for ECC as key sizes increase. E2SCEC2 
does not need any resources to generate keys, however, both RSA and E2SCEC2 
spend some time calculating the hash function of the message in order to generate 
signatures. 

Fig. 5 Key generation time of E2SCEC2 and RSA
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6 Conclusion 

The development of IoT-based smart solutions has changed how people live. 
This study suggested using E2SCEC2 to create a secure system for IoT-based 
medical sensor data authentication and encryption. The recommended authentica-
tion approach combines user credentials and biometric characteristics to increase 
system security. The proposed approach will be utilized to address key management 
and associated protection issues in resource-constrained IoT devices and enable their 
secure operation across weak networks. To show off the suggested scheme’s great 
resilience against pertinent cryptographic assaults, it is mathematically assessed. 
Since E2SCEC2 provides the same level of safety for significantly smaller keys as 
RSA, it requires less key storage than the latter. Our simulation findings allow us 
to draw the conclusion that, in networks with constrained computing, power, and 
storage resources, E2SCEC2 performs better than the RSA method. As a conse-
quence, client-side CoAP solutions based on IoT may use E2SCEC2 at a reasonable 
price. Operational Cooja simulations are another important aspect that can be readily 
carried out while employing sensors to provide the best performance. Although we 
cannot promise perfection, we anticipate having expanded the area of interest for 
academics and practitioners in the IoMT system. 
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A Robust Remote User Authentication 
Scheme for Supply Chain Management 
Using Blockchain Technology 
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Abstract For a company’s product life cycle to be faster, more efficient, and more 
effective, supply chain management (SCM) is critical. Nevertheless, present SCM 
systems must be improved to ensure genuine products and transactions are private 
and secure. As a result, this study proposes a safe SCM system depending upon 
blockchain and the Internet of Things to ensure that the products are genuine. All 
SCM stakeholders can initiate an encrypted, secure transaction for their goods or 
services due to the Quick Response (QR) scanner that works with the Internet of 
Things (IoT) and the blockchain-integrated distributed system. Finally, a genuine 
product from the manufacturer will be sent to the customer. To make authentica-
tion quicker and easier for scattered IoT devices, a lightweight asymmetric key 
encryption mechanism known as Diffie-Hellman key exchange and Hyperledger 
Fabric-based blockchain technology with on-chain smart contracts are deployed. 
The service provider registers each SCM stakeholder and provides them with their 
own public and private keys, which will be used to authenticate participants and IoT 
devices. Examining security and scalability shows that the recommended solution is 
more trustworthy and secure than existing methods. 
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1 Introduction 

Because of the lightning-fast expansion of the Internet and other forms of technology, 
the entire planet is currently undergoing the fourth wave of the industrial revolution, 
also known as Industry 4.0 [1]. The Internet of Things (IoT) [2] is a significant factor 
in how this occurs in a wide variety of settings. The Internet of Things (IoT) is a 
network of linked physical items (that is, machinery, appliances, and other devices) 
with sensors, software, and electronics placed on them. These objects also have 
identifiers that are unique to them. Sensors connected to the Internet of Things are 
also capable of communicating with one another through the Internet without the 
intervention of a human. It can look at the related objects, generate information about 
them, and decide what to do with the generated data. It has a significant potential to 
deliver exciting services in various areas, such as business, medical services, smart 
buildings, green infrastructure, social networking sites, and more. These are some 
of the locations that it may serve. The supply chain management (SCM) system has 
been altered due to the network of Things [5]. 

SCM is for supply chain management, which refers to managing the flow of 
goods through several stakeholders, such as retailers, distributors, and customers [3]. 
It simplifies monitoring the flow of goods and information throughout the system. 
Several stages in the supply chain must be completed before a good or service can 
be delivered to the end user. During these processes, raw materials are moved and 
transformed into completed goods, which are transported to their final destination 
and handed to the customer. 

Connected gadgets from the Internet of Things can be attached to a product to 
determine its authenticity, origin, and quality. In addition, Internet of Things devices 
can guarantee a product’s real-time tracking, traceability, and visibility at every stage 
in the supply chain. According to a recent poll, Internet of Things (IoT) gadgets 
have begun to make their way into the supply chains of Australian merchants. It 
incorporates barcode technology based on the Internet, smartphones, tablets, mobile 
apps, navigation position awareness, Internet-based monitoring and safety system, 
and detectors and analyzers [6]. 

2 Related Studies 

There is clarity that there are benefits to utilizing the IoT in the supply chain. Despite 
its advantages, there are several concerns regarding the integrated supply chain that 
uses IoT. IoT devices generate significant data saved as plaintext on a centralized 
server or in the cloud. Consequently, the centralized server may be dishonest and 
improperly use the sensitive information provided by the users. When an Internet of 
Things infrastructure is centralized, there is a significant threat to the confidentiality
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and integrity of user information [7]. The majority of supply chains presently exist 
are not IoT-integrated [8, and as a result, the safety and confidentiality of users and 
product data are seriously threatened]. 

Additional research also looks at how the Internet of Things (IoT) and blockchain 
[9] can be employed in the supply chain. These studies are in addition to the publi-
cations that we have just discussed. Nevertheless, research must investigate how 
elliptic curve cryptography (ECC), an asymmetric key encryption method, can be 
utilized with the Internet of Things and supply chain systems. In addition, none 
of the prior studies discussed in Sect. 2 center their attention on. How to deploy 
key agreements and key distributions to authenticate internet-connected devices. A 
blockchain is a decentralized and distributed workgroup in which all participants 
share the same ledger of transactions. In this particular network, there is no central 
server. Because the records of transactions in the blockchain ledger can’t be changed, 
it assures authenticity, transparency, traceability, security, and visibility between the 
many actors in the supply chain. The immutability of the blockchain platform ensures 
the truthfulness and integrity of the data relating to SCM transactions, but it does 
not guarantee the confidentiality of the information. Therefore, it is necessary to 
prevent sensitive information about users from becoming public. Traditional PC-
based cryptography solutions are incompatible with most Internet of Things devices 
[10], as these devices need more memory, battery, or computational power. Because 
of this, the system requires a straightforward protocol for performing cryptographic 
operations. 

This research uses lightweight asymmetric key cryptography (ECC), the Internet 
of Things (IoT), and Hyperledger Fabric to enable safe and trusted transactions 
in supply chain environments. This will assist in putting a stop to the issues that 
have been plaguing the supply chain. To ensure the reliability of internet-connected 
devices, a lightweight key agreement method based on ECC has been implemented. 
Hyperledger fabric ensures that financial transactions in the supply chain are carried 
out more quickly and anonymously than in the past. When they leave the factory, all 
finished products and services are tagged with a rapid response (QR) code. To read the 
codes, the suggested system will use a QR code scanner that is compatible with the 
Internet of Things (IoT). The information about the transactions will be automatically 
saved and encrypted within the blockchain. A simple authentication procedure will be 
used to register the QR scanners of all participants in the blockchain network (which 
might include a manufacturer, distributor, or store, for example). The information on 
the goods is saved in the blockchain via the QR scanner when two Internet of Things 
devices have been registered and mutually validated. The suggested method creates 
a workgroup, trustworthy distributed supply chain that enables real-time tracking 
and traceability of products, guarantees the authenticity of product information, and 
maintains its secrecy through an authenticated Internet of Things device. The Internet 
of Things (IoT) will make a blockchain-based supply chain more flexible, traceable, 
transparent, autonomous, and audible in real-time, and private during transactions. 
Moreover, IoT will make the supply chain loud in real-time.
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• Internet of Things and blockchain technology is utilized to record transactions in 
the supply chain with much less assistance from individuals; 

• The SCM protocol, an asymmetric key encryption method based on the ECC 
method, is where key distribution and key agreement are worked on. ECC 
is employed in managing cryptology procedures and in the straightforward 
authentication of entities. 

• Blockchain technology, which is based on Hyperledger fabric, will ensure the 
confidentiality and safety of transaction data; 

• Both security and privacy evaluations demonstrate that the procedure in question 
is effective. 

3 Research Analysis 

In this section, a robust authentication system is suggested for use in supply chain 
management systems. The system is intended for use by distant users. The plan is 
resistant to common security flaws and is divided into five stages: (a) the precom-
putation phase; (b) the registration phase; (c) the login phase; (d) the authentication 
phase; and (e) the password-changing phase. In Table 1, you’ll find a list of the 
symbols that will be utilized in the scheme that has been proposed.

Figure 2 shows how this study thinks a data-driven supply chain ecosystem based 
on blockchain and IoT could work. We carefully investigate this system’s authenti-
cation mechanism, consensus process, and registration protocol. Those taking part 
in this system include M, D, R, C, and SP. 

There are two parts to the whole system. These are: 

• Registration 
• Authentication 

Mi asks SPi to register it during the registration process, and SPi says yes. This 
finishes the procedure of registry for Mi. Likewise, Di and Ri complete the registration 
process. During the registration process, Mi, Di, and Ri each follow the steps in 
Sect. 5.1 and get their public and private keys from SPi. Smart contracts handle all 
interactions, and all the exchange is documented in chain 1. Anyone in the network 
can see the public key of anyone else. People use protocol 5.2 to verify each other 
and their IoT devices during the authentication process. Consider a scenario where 
and want to participate in the authentication. Using asymmetric encryption, they 
prove they are who they are. All the contracts and transactions are handled by their 
intelligent control, which is all recorded in the chain. All people who participate in 
the authentication part will also use their smart contracts to verify that the public key 
from chain 1 is confirmed.
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Table 1 Notations 

Symbol Meaning 

Mi ith Manufacturer 

SPi ith service provider 

Ri ith Retailer 

Di ith Distributor 

Ci ith Customer 

V Secret parameter known only to the SPi 

IdM Unique identity of manufacturer 

PWM Strong user password of manufacturer 

BIM Biometrics of manufacturer 

SC Smart card 

R1, R2, R3 Secret random nonces 

P, q Large distinct primes such that p = 2q + 1
�T Permissible time interval for the allowed delay 

SKey Shared session key 

h(·) Hash operation 

H(·) Biohash operation

‖ Concatenation operation 

⊕ XOR operation

3.1 Phase of Precalculation 

In offline mode, the parameters are set by the server. SPi creates a prime U, an integer 
V such that U × V ≡ 1(mod(p − 1)(q − 1)) and calculates V ≡ U − 1 (mod(p − 1)(q 
− 1)). SPi considers U as the public key and V as the private key. The public key is 
shared, but the private key is kept secret. The proposed scheme uses the lightweight 
cryptographic hash function: “h: 0, 1* 0, 1 l, where l is the output length of h().” 

3.2 The Sign-Up Phase 

The registration process of Mi, Di, and Ri with SPi. The steps for registering M with 
SP are shown below, and the exact steps are used for registering D and R. Figure 2 
shows the registration process. Mi takes the following steps to register successfully.
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Step R1: The manufacturer Mi picks their own unique identity IdM and password 
PWM. Then, Mi makes a random number called R1. Further, Mi calculates a masked 
password MPWM = h(R1 || PWM) and A1 = h(IdM ⊕ R1). Then, it uses a secure 
channel to send the message “IdM, MPWM, A1” to the remote SPi. 

Step R2: After receiving the message, SPi at registration time T, computes A2 = 
h(IdM || V || T), A3 = h(A1), A4 = A3 ⊕ MPWM, A5 = h(V) ⊕ A1 and A6 = V ⊕ 
A2. SPi stores the parameters “A4, A5, A6, h()” on a smart card called SC, which is 
then given to Mi through stable connections. 

Step R3: When the manufacturer Mi gets the smart card SC, they print their biometric 
BIM on the sensor and figure out K = R1 H(BIM) and L = h(IdM || R1 || PWM).  
Mi puts K and L into the smart card SC’s memory, which now holds “A4, A5, A6, 
h(), K, L.” 

3.3 Phase Login Phase 

In this phase, the manufacturer submits a login request to the server. The steps for 
M to log in to SP are listed below. D and R also use the same measures. To start a 
session, the steps below are taken. 

Step L1: The manufacturer Mi inserts their smart card into the card reader, inputs 
IdM, PWM, and imprints biometric BIM at the sensor. 

Step L2: Smart card SC extracts R1 = K ⊕ H(BIM) and calculates L = h(IdM || R1 
|| PWM). Then, it checks to see if condition L = ? L holds. If the condition fails, the 
session is terminated. If not, the process goes to the next step. 

Step L3: SC also figures out that MPWM = h(R1 || PWM), A1 = h(IdM R1), A3 = 
A4 MPWM, and h(V) = A5 A1. 

Step L4: SC provides a random unique id R2, calculates Auth1 = h(V) ⊕ R2, Auth2 
= IdM ⊕ h(R2 || A3) and Auth3 = h(IdM || R2 || A3). SC sends SPi A6, Auth1, 
Auth2, and Auth3 login requests. 

3.4 Authentication Phase 

In this phase, the service provider and the manufacturer mutually authenticate each 
other. A shared secret session key is created after successful authentication. The 
workflow of the authentication phase is shown in Fig. 4. The authentication process 
consists of the following steps:
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Step A1: as soon as the login message appears, the SPi extracts A2 = V ⊕ A6, R2 
= Auth1 ⊕ h(V), and IdM = Auth2 ⊕ h(R2 || h(A2)). 

Step A2: SPi calculates Auth3 = h(IdM || R2 || A3) and validates if Auth3 = ? Auth3. 
If the condition doesn’t work, the session ends. If not, the process moves on to the 
next step. 

Step A3: SPi makes a random number R3, makes a session key SKeySU = h(IdM 
|| SIdS || A3 || R2 || R3) using identity SIdS, Auth4 = R3 h(IdM || R2), and Auth5 
= h(SKeySU || R2 || R3). It then sends Mi an authentication request message {SIdS, 
Auth4, Auth5}. 

Step A4: after receipt of message{SIdS, Auth4, Auth5}, the SC extracts R3 = Auth4 
⊕ h(IdM || R2) to calculate session key SKeyUS = h(IdM || SIdS || A3 || R2 || R3).  
Further, SC calculates Auth5 = h(SKeyUS || R2 || R3) and verifies if Auth5 = ? 
Auth5. If the condition is met, then the service provider has been verified. If that 
doesn’t happen, the process stops. 

Step A5: Next, SC determines that Auth6 = h(SKeyUS || R3 || R2) and sends SPi the 
reply message Auth6. 

Step A6: Upon receiving a reply, SPi validates the authenticity of Auth6. SPi deter-
mines that Auth6 = h(SKeySU || R3 || R2) and then checks to see if Auth6 = ? Auth6. 
If the condition does not hold, the session is terminated. If not, the manufacturer Mi 
is real, and the session key SKeyUS has been checked. After both sides have proven 
their identities, the session key encrypts all the messages. 

3.5 Change Password Phase 

The proposed scheme permits authorized manufacturers to update their passwords. 
Before changing a password, the smart card verifies that the user is who they say 
they are. The user can choose their own password. This step is important because 
changing the password often is an excellent way to keep things safe. To change the 
password, you need to do the following: 

Step P1: Mi inserts his smart card SC, enters their identity IdM old password PWM, 
and imprints biometric BIM at the sensor. 

Step P2: SC figures out L = h(IdM || R1 || PWM) and  R1  = K H(BIM). Does it then 
verify if condition L = ? L holds. If the condition fails, the session is terminated. If 
not, the process goes to the next step.
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Step P3: Mi picks a new PWMnew password. SC figures out that MPWM = h(R1 || 
PWM), MPWMnew = h(R1 || PWMnew), A4new = A4 MPWM MPWMnew, and 
Lnew = h(IdM || R1 || PWMnew).  

Step P4: When SC gets the new password, it replaces the parameters A4 and L already 
stored with the new one. 

4 Analysis of Security 

The proposed plan has been carefully analyzed based on the threat model. The anal-
ysis shows that the proposed method can withstand all the most common network 
attacks. 

4.1 Attack Forgery 

Our scheme is secure against forgery attacks. Let’s say that enemy A gets the login 
message A6, Auth1, Auth2, and Auth3 sent by Mi. Adversary A fails to forge SPi 
with a fake login request, as should know parameters PWM, biometric BIM, and 
nonce R2. These parameters are not unknown and never transmitted. So, A needs 
help to come up with an original request. 

Our system is protected against assault. An adversary A may be able to read 
messages while they are being sent. Let’s say an adversary records A6, Auth1, Auth2, 
Auth3, where Auth1 = h(V) R2, Auth2 = IdM h(R2 || A3), and Auth3 = h(IdM || 
R2 || A3). To send a request successfully, an adversary must know the exact values 
of several parameters. But the one-way hash function h() has been used to protect 
all parameters. You can’t figure out how to decrypt them, and the manufacturer still 
needs to send some of the parameters. 

4.2 Attack on the Password Attack Forgery 

Our scheme is secure against password-guessing attacks. Adversary A intercepts 
request messages A6, Auth1, Auth2, Auth3, and response messages SIdS, Auth4, 
and Auth5, to decrypt password PWM. To breach a password, one must know about 
PWM, which has never been transmitted over insecure channels between entities. 
Also, our scheme uses MPWM = h(R1 || PWM) to figure out the masked password, 
and this MPWM is sent over channels. A can never decrypt it because it is encrypted 
with a secure hash and masked with a random nonce.
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4.3 Attack on the Session Key 

Our scheme is secure against attack on the session key disclosure. The proposed 
method makes two session keys, SKeySU and SKeyUS, where SKeySU = h(IdM 
|| SIdS || A3 || R2 || R3) and SKeyUS = h(IdM || SIdS || A3 || R2 || R3). However,  
adversary A will never be able to get access to any of these session keys because 
these keys have never been transmitted between involved entities. These are sent by 
encrypting using the hash function, Auth5 = h(SKeyUS || R2 || R3). SKeySU and 
SKeyUS are always shipped with encryption for SKeySU and SKeyUS. Even if A 
intercepts Auth5, they won’t be able to figure out what SKeySU and SKeyUS are 
because they are encrypted with a hash. 

5 Formal Verification of the Proposed Scheme Using 
AVISPA 

This part shows how the AVISPA was used to simulate the proposed plan. The 
Automated Validation of Internet Security Protocols and Applications (AVISPA) 
[2] “focuses on evolving a push-button for the evaluation of wide-ranging internet 
security-sensitive protocols and applications. High-Level Protocol Specification 
Language is the name of the language used to write the code for these proto-
cols (HLPSL). The results show that the proposed plan is safe and can withstand 
significant network attacks (Figs. 1 and 2).

6 Conclusion 

To ensure that items are authentic and transactions are confidential and safe, this 
research shows a secure SCM system based on the Internet of Things (IoT) and 
blockchain technology. Participants and IoT applications are verified via QR scan-
ners, Diffie-Hellman key exchange, and blockchain technology based on Hyper-
ledger Fabric. Analysis of security and scalability shows that the suggested system 
is more trustworthy and secure than other current methods. The Internet of Things 
(IoT) is a network of actual objects connected by detectors, software, and technology 
known as the Internet of Things (IoT). It has the potential to offer valuable services 
in various sectors, including business, healthcare, smart homes, smart cities, social 
media, supply chains, and more.
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Fig. 1 Role specification of service provider SPi
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Fig. 2 Simulation results
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Secure User Authentication Protocol for 
Roaming Services in Mobile Networks 
Using Blockchain 

M. Indushree and Manish Raj 

Abstract Increase in wireless devices made mobile communication pervasive. 
Global Mobile Networks (GLOMONET) provision the roaming service to accom-
plish this, where mobile users must experience secure and seamless roaming services 
over multiple foreign agents. The main objective of network providers is to have 
mutually authenticated, secured, and lightweight service to guard mobile user’s data 
and privacy. Many interesting roaming authentication protocols have been proposed 
to achieve the security and privacy of mobile users in traditional communication 
networks. But they all suffer from one or another known security attack with the 
fact that current mobile networks are prone to attacks. Blockchain technology offers 
its advantages to establish a secure connection and authentication by safeguarding 
mobile user information and privacy with its immutable nature. The study shows 
that limited work has been done in space protocol design for GLOMONET using 
blockchain technology and the main goal of the protocol is to maintain security for 
transactional data and privacy of the mobility users along with anonymity property. 
In this article, soulbound tokens are used to issue credentials between the mobile 
user and Home Agent (HA) by serving as a secure and decentralized form of dig-
ital identity. The idea behind using soulbound tokens for issuing credentials is to 
create a tamper-proof and easily verifiable system that reduces the reliance on cen-
tralized authorities for identity verification. In addition, the smart contracts for user 
authentication have been implemented through solidity programming and the secu-
rity strength of the proposed protocol is verified through a formal verification tool 
called AVISPA (Automated Validation of Internet Security Protocols and Applica-
tions). 
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1 Introduction 

GLOMONET is becoming one of the most important developing network environ-
ments for providing flawless roaming services in foreign networks. Mobile devices 
have become an integral part of our daily life on the GLOMONET, with applications 
such as commerce, social networking, communication, and information exchange, 
among others. In a mobility network, the mobile user is allowed to pair their devices 
with alternative widgets utilizing Bluetooth, GPS, and WiFi in order to receive broad 
internet services and other region-based services systematically [ 4]. 

In network contexts, various fundamental challenges such as security and privacy 
issues such as mutual authentication, secrecy, and user anonymity are also raised. 
As a result, in network environments, user anonymity becomes a vital component. 
The current situation requires the development of reliable network architecture for 
global mobile environments. Furthermore, GLOMONET provides roaming services 
to mobile subscribers. These services let a user obtain access to the services that are 
offered by HN in an FN [  7]. The well-built secure authentication techniques will be 
used to secure roaming services in GLOMONET between users HN and FN being 
overtaken. When a mobile user moves from one location to another in a global mobil-
ity network, roaming service is used to ensure the continuity of the mobile network 
service. Constructing a user model in a mobility network, the Home Agent (HA), 
Foreign Agent (FA), and Mobile User (MU) are all involved in authentication [ 11]. 
An intruder can eavesdrop on the communicated message across the public channel 
between MU and FA, which is the reason for this environment’s security breach. As a 
result, secure data communication between HA, MU, and FA is required as indicated 
in Fig. 1. 

1.1 Blockchain Importance in GLOMONET 

In general, designing a secure architecture for providing roaming services requires 
proper organization, collaborations that can significantly benefit from the design of a 
decentralized network, and consideration of any use cases that necessarily require an 
accurate combination of network services provided by the network environment [ 2]. 
In particular, blockchain is being utilized to address a variety of challenging tasks 
across the entire network, and it is providing support in the continuous growth of 
a number of wired devices, such as data traffic and data services. A blockchain 
is a decentralized, immutable record that ensures network confidentiality, integrity, 
privacy, and authentication. Blockchain is a P2P network that runs on the IP proto-
col [ 20]. It is transparent, decentralized, and provides the security to the users. Using 
cryptographic hash, the previous blocks are interconnected to each other once the 
new block is added to a blockchain network, it makes sure that the chain is never 
broken since all the blocks are subsequently connected and each activity is stored 
permanently in the network. The capacity of blockchain plays a vital role in acquir-
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Fig. 1 Authentication scenario for Mobile Users in GLOMONET 

ing noticeable attention in telecom industries. With the advancement of Soulbound 
Tokens (SBT), the user could then share this digital identity with other parties, such 
as employers or educational institutions, as proof of their identity and qualifications. 
Because the SBT cannot be replicated or transferred, the digital identity created using 
the token would be secure and easily verifiable, without the need for a centralized 
authority to validate the identity [ 15]. 

1.2 Motivations 

Several privacy concerns have arisen between network customers using service 
providers and mobile phones in GLOMONET. We explored various MU authen-
tication approaches that have been established to provide subscribers with roaming 
services in this section. The following are some of the limitations of the previous 
authentication techniques. 

1. The majority of authentication protocols in global mobility networks are vulner-
able to well-known network security flaws. 

2. HA, FA, and MU use an unfair key agreement mechanism to distribute secret 
information among mobile user authentication entities. If any entity’s static secret
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values are exposed over the network, that network’s entire security mechanism is 
compromised [ 18]. 

3. Allocating resources and consumption produced by communication operations 
and processing is a fundamental challenge in the global mobile network. Mobile 
devices have limited resources in terms of processing power, memory, bandwidth, 
and computational capacity. To implement existing authentication methods, there 
is a larger communication and computation overhead is expected [ 12]. 

1.3 Research Contributions 

1. We propose a novel blockchain-based mobile user authentication mechanism 
using a non-transferable SBT. 

2. Exploiting and testing various security attacks by using security tools and 
blockchain technology is used to provide the confidentiality, transparency, privacy, 
security as well as authentication to the protocols using decentralized network. 

3. The proposed system is also verified using a formal verification tool called 
AVISPA (Automated Verification of Internet Security Protocols and Applica-
tions). 

1.4 Organization of the Paper 

The remaining portion of the article is organized as follows: Background informa-
tion covered in Sect. 2. Security attributes in GLOMONET are described in Sect. 
3. The proposed authentication framework is described in Sect. 4. Formal security 
verification and the implementation details, and experimental results are provided in 
Sect. 5. Finally, the article is concluded in Sect. 6. 

2 Literature Review 

With the rapid advancement of communication technology, mobile users can now 
move throughout the world and utilize the mobile network’s ubiquitous services. 
GLOMONET has recently emerged as one of the most promising venues for pro-
viding flawless roaming services in foreign networks. However, the wireless and 
mobility environments, on the other hand, are well known for being more vulnerable 
to attacks. The attacker has the ability to eavesdrop, manipulate, or prevent sensitive 
data sent via the radio channel. As a result, in the mobility environment, the mutual 
authentication procedure between communication entities is critical.
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In 2015, Karuppiah et al. [ 5] examined the Rhee et al.’s method, observing that it is 
susceptible to Perfect forward secrecy, impersonation, password guessing, and user 
anonymity attacks, as well as the point that Rhee et al.’s technique does not notice 
incorrect passwords immediately. After that, Karuppiah et al. [ 5] also presented a 
novel secure authentication mechanism with user anonymity for roaming service in 
GLOMONET. However, Fan et al. [ 16] shows that Gope and Hwang’s authentica-
tion mechanism is insecure for GLOMONET. Thus, Fan et al. [ 16] come up with  a  
novel mutual authentication system using a two-factor authentication scheme pro-
posed to address the flaws in all of the above-mentioned recent schemes in 2016. 
Recently, in 2021, Shashidhara et al. [ 10] demonstrated Xu et al. authentication’s and 
key agreement technique had some security weaknesses and Shashidhara et al. [ 10] 
stated that Xu et al. protocols are exposed to some common known attacks. Further, 
Shashidhara et al. established a secure and robust mutual authentication scheme for 
mobility networks as a solution. The proposed protocol is written in HLPSL and val-
idated with AVISPA. Furthermore, the implemented security scheme is lightweight, 
secure, and computationally efficient, according to the performance evaluation. In 
2020, Nikooghadam et al. [ 8] reviewed and illustrated the flaws in the work presented 
by Ghahramani et al. Then, for roaming users in GLOMONET, Nikooghadam et al. 
presented a more secure and efficient authentication and key agreement technique 
and also verified the proposed scheme’s security in both a descriptive and formal 
manner using Scyther, a formal verification tool. 

To design proper authentication protocols using blockchain in GLOMONET, very 
little research work has been done to date, and it is becoming a popular and well-
supported technology. Most of the work in this field is currently taking place in the 
blockchain space, and some of the existing work that is published for authentication 
protocol using blockchain is highlighted as follows. 

In 2022, Paul et al. [ 14] published a paper titled “A systematic literature review of 
Blockchain cyber security” in which they provide a detailed review of blockchain for 
cyber security and the author created a novel blockchain application for networks, 
public key cryptography, certification schemes, web applications, and machine visu-
alization. 

In 2021, Xu et al. [ 6] proposed an authentication and dynamic group key agreement 
protocol based on blockchain. This protocol helps every user’s belonging to each 
group. Users only need to authenticate their lift neighbor once they complete the 
authentication which improves the efficiency. It also reduces the computation and 
communication costs. In addition, there are several mutual authentication protocols 
have been proposed for mutual authentication systems [ 1, 3, 13, 19]. 

3 Security Attribute in GLOMONET 

The implementation authentication protocol must comply with the following security 
requirements:
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R1 Mutual authentication: Every session establishes secure communication between 
FA and MU. Firstly, the MU, FA, and HA must mutually authenticate each other, 
and after the mutual authentication, it generates the SK for further processing. 

R2 User untraceability: An Intruder .A either detects roaming subscribers during 
authentication sessions or connects authentication activities that are associated 
with the same party. 

R3 Session key (SK) security and fairness: Because the interactions between MU 
and FA are encoded by the SK, an SK (session key) negotiation is essential for 
maintaining a more secure connection. Furthermore, all communication agents 
contribute to the generation of the session key in a certain way. 

R4 Robustness against attack: Even if an attacker has access to all of the data stored 
on the SmartCard, the protocol can withstand many threats. 

R5 Computational efficiency: The authentication technique should be simple in both 
computation and communication. 

R6 No Time Synchronization: Because transmission delay is unpredictable in exist-
ing networks, remote user authentication systems that use time stamps to ensure 
message freshness may still be vulnerable to replay attacks. Furthermore, in 
existing network systems, clock synchronization is complex and costly. 

4 Proposed Authentication Protocol for GLOMONET 

The proposed protocol consists of the following phases such as (i) initialization 
phase, (ii) registration phase, and (iii) mutual authentication phase. The following is 
a brief summary of the purpose of these phases: 

1. Initialization phase: The system parameters are chosen by the HA. 
2. Registration phase: Registration phase before providing any healthcare services 

to the patient user has to register with the health server so the registration phase is 
between the user and sever is established. So, once the registration is completed 
user can access the services from the health server this process is done in mutual 
authentication phase. 

3. Mutual authentication phase: Here, the registered user should be authenticated 
first so after that services should be provided that is authentication in this phase 
the user has to authenticate the server even if the server has to authenticate the 
user so the mutual authentication will be established. Once the user and health 
server are agree or authenticated each other so then session key agreement will 
take place also SK is order to encrypt the information in the secure way.
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4.1 Blockchain-Based Soulbound Token (SBT) for 
Authentication 

Soulbound tokens can be used to issue an identity token between a user and a server 
by serving as a secure and decentralized form of authentication. 

Here’s how SBT could work in the GLOMONET: 

1. The MU would first obtain an SBT, which is unique to them and cannot be 
replicated or transferred. 

2. The HA would generate an identity token and send it to the mobile user. 
3. The MU would use their SBT to sign the identity token, which would create a 

tamper-proof digital signature that proves their identity. 
4. The user would then send the signed identity token back to the HA, which would 

verify the digital signature using the MU’s SBT. 
5. If the digital signature is verified, the HA would authenticate the MU and grant 

them access to the requested resources or services. 

Overall, using SBTs for issuing identity tokens between users and servers could help 
to create a more secure and decentralized system of authentication, which could be 
used in a wide range of applications, such as online banking, e-commerce, and social 
media. 

4.2 Minting and Issuing the Soulbound Token 

An HA can mint an SBT to a MU by generating a unique key pair consisting of a 
private key and a public key. The private key is securely stored on HA, while the 
public key is shared with the MU. 
Steps in SBT Minting and Issuing: 

1. The HA would generate a key pair consisting of a private key and a public key. 
2. The HA would securely store the private key, which would be used to sign and 

verify transactions involving the SBT. 
3. The HA would send the public key to the user, which would be used to create the 

SBT. 
4. The MU would use the public key to create a new SBT, which would be uniquely 

bound to their identity. 
5. The MU would store the SBT securely on their device, such as a smartphone or 

a hardware wallet. 
6. The MU would then use the SBT to authenticate themselves to the server, which 

would verify the digital signature using the private key stored on HA. 

The authentication protocol has been designed using SBT smart contracts, which 
are lines of programming code that are stored on a Blockchain network and are only 
executed when specific requirements are met. It is referred to as smart since it is
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Fig. 2 Smart contract compilation and deployment process using Remix 

capable of independently verifying and executing a contract. The contract, which 
contains all of the details of a specific agreement, is included in the decentralized 
blockchain network. The SBT has been implemented using a solidity smart contract 
and deployed to the Ethereum blockchain network. 

Accuracy, openness, independence, security, and uniformity are all intended ben-
efits of smart contracts. On the blockchain, the Ethereum nodes execute smart con-
tracts written in the solidity programming language. Every 10 seconds, at least two 
additional network nodes must validate each node in the blockchain. Written contract 
functions may then be triggered and carried out after that. 

The SBT contract has been compiled through Remix and deployed on the Goerli 
test network. The contract compilation and deployment as shown in Fig. 2. In addi-
tion, the contract deployment process, minting and issuing an SBT to the MU address, 
and transaction details on the blockchain as shown in Figs. 2 and 3, respectively. 

5 Formal Security Verification of the Proposed Protocol 

The AVISPA toolkit is a collection of tools for testing and implementing formal secu-
rity protocol models. The role-based language HLPSL is frequently used to construct 
scheme models. AVISPA (Automated Validation of Internet Security Protocols and 
Applications) is a widely used simulation tool for determining if a newly proposed 
approach authentication technique or protocol is more secure against numerous of 
commonly known security vulnerabilities. The high-level protocol specification lan-
guage is used in the AVISPA tool to implement communication. 

The proposed scheme is used AVISPA tool to validate the informal analysis and 
automated security. To demonstrate that the recommended protocol scheme is resis-
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Fig. 3 Minting and issuing 
an SBT to the mobile user 

tant to various common security vulnerabilities, including replay, forgery, smartCard, 
and MITM attacks. The main goal of this scheme is to accomplish mutual authenti-
cation, establish the session key, and also implement de-synchronization, resist the 
common security attacks, and finally, reduce the computation and storage burden. 
Further to check the correctness of the formal security authentication properties, it 
uses a tool called AVISPA. 

AVISPA tool contains backends that are divided into four categories. (i) On-
the-Fly Model Checker—OFMC: a figurative strategy for exploring state space in 
a demand-driven manner. (ii) SAT-based Checker—SATMC, (iii) Tree Automata 
based on automatic approximations for analysis of Security Protocol—TA4SP, (iv) 
Constraint Logic-based Attack Searcher—CL-AtSe. This input is first converted to 
IF—Intermediate Format, then to OF—Output Format.
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Fig. 4 Autentication protocol using OFMC 

Each role is self-contained, receiving initial input via arguments and communi-
cating with other roles via channels. The adversary is depicted using the DolevYao 
paradigm, with the intruder having the capacity to play a legitimate role in a protocol 
execution. The role system also describes a number of sessions, principles, and roles. 
OF is formed based on the four backends, and after successful protocol execution, OF 
defines whether the protocol is secure or insecure as well as under what conditions 
the output is acquired. The HLPSL language is used to specify the responsibilities 
of the MU, FA, and HA, the environment, and the sessions in the newly proposed 
scheme. Figure 4 shows the output of the proposed protocol AVISPA. The designed 
protocol is written in HLPSL and we have executed using one of the backend OFMC. 
The result of the proposed protocol is SAFE. If the result is UNSAFE, we can use 
the intruder simulation and attack simulation that show what information is revealed 
to the attacker that information helps us to rebuild the protocol. 

5.1 Performance Evaluation 

Table 1 clearly demonstrates that the proposed security framework meets all the nec-
essary security properties required for the mobile user roaming service. Moreover,
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Fig. 5 Comparison of communication cost 

it is crucial for the authentication protocol to maintain reasonable levels of both 
communication and computational complexity. To this end, we have estimated the 
efficiency of our proposed protocol based on its computation and communication 
costs in Fig. 5, which are key metrics for evaluating its performance. By conducting 
this evaluation, we have ensured that the protocol is efficient in terms of both its pro-
cessing speed and its use of network resources while still maintaining the required 
security properties. As mobile networks continue to expand, the number of mobile 
users accessing online services and applications is increasing rapidly. This growth 
in user demand can put pressure on authentication systems and lead to performance 
issues, such as slower response times, increased latency, and reduced system avail-
ability. To address these challenges, it is important to develop authentication proto-
cols that can scale to accommodate large numbers of users and high network traffic. 
In the proposed protocol, we have implemented a blockchain-based authentication 
framework that utilizes zero-knowledge proofs (zk proofs) for increased security and 
privacy. We have executed this protocol on Polygon’s zk-EVM (Ethereum Virtual 
Machine), which is a high-performance platform that can handle more transactions 
per second than traditional Ethereum networks. This implementation can provide 
faster and more efficient processing of authentication requests, allowing the system 
to support more users without sacrificing security or performance.
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Table 1 Security requirements and functionality comparison 
Security requirements and Functionalities Protocol [ 5] Protocol [ 9] Protocol [ 17] Protocol [ 10] Proposed 

Mutual authentication ./ ./ ./ ./ . /
Mobile user privacy ./ .× ./ ./ . /
Prevents insider attack .× .× ./ ./ . /
Withstand impersonation attacks .× .× .× ./ . /
Withstand stolen-verifier attack .× .× ./ ./ . /
prevent password-guessing attacks .× ./ ./ ./ . /
Prevent replay attacks ./ ./ ./ .× . /
Perfect-forward secrecy ./ .× .× ./ . /
Anonymity and untraceability .× .× ./ ./ . /
Fair session-key negotiation ./ ./ .× ./ . /
Security against DoS attacks .× ./ ./ ./ . /
Clock-synchronization problem .× .× .× ./ . /
Decentralization .× .× .× .× . /
Local password verification ./ ./ ./ ./ . /

6 Conclusion 

In this article, We proposed a novel blockchain-based protocol for roaming service 
in GLOMONET. To communicate between the MU, HA, and FA, the protocol was 
developed to take advantage of blockchain’s features, such as authentication and its 
preservation of user privacy. Using a formal verification process, we were able to 
demonstrate the proposed protocol security. The confidentiality of sensitive infor-
mation and participant authentication have both been successfully validated by this 
protocol. Overall, using soulbound tokens for identity verification and authentication 
can help to create a more secure and decentralized system that reduces the reliance 
on centralized authorities for identity management in the Global Mobility Network 
(GLOMONET). 
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