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Preface 

The papers presented at the 2nd International Conference on Renewable Power 
(ICRP-2023) held at Mewat Engineering College (Wakf), India, on March 28–29, 
2023, are anthologized in this book. The ICRP-2023 mainly focuses on advanced 
research in the area of renewable power, which includes 10 sub-themes such as: (1) 
Smart Grid Technologies and Applications; (2) Renewable Power Systems including 
Solar PV, Solar Thermal, and Wind; (3) Power Generation, Transmission, and Distri-
bution; (4) Transportation Electrification and Automotive Technologies; (5) Power 
Electronics and Applications in Renewable Power System; (6) Energy Management 
and Control System; (7) Energy Storage in Modern Power System; (8) Active Distri-
bution Network; (9) Artificial Intelligence in Renewable Power Systems; and 10) 
Cyber-Physical Systems and Internet of Things in Smart Grid and Renewable Power. 
This conference provides a platform for sharing insights, experiences, and interaction 
on various facts of evolving technologies. The ICRP-2023 also provides a platform 
for leading academic scientists, researchers, scholars, and students to get together to 
share their research discovery and ideas. A total of 269 participants have participated 
in hybrid mode, out of them 33% of authors are from overseas and made technical 
presentations. More than 240 articles were submitted, out of which 68 were accepted. 
About 40% of articles are from overseas in the list of accepted articles, and these arti-
cles are from the following countries: Malaysia, Spain, Thailand, Indonesia, Brunei, 
Saudi Arabia, Qatar, Singapore, Japan, Nigeria, South Korea, and Italy. 

We sincerely appreciate everyone who contributed to this book and helped create 
top-notch research material. We really appreciate the reviewers’ prompt delivery of 
the reviews, comments, and recommendations. 

We would like to express our sincere gratitude to Haryana Renewable Energy 
Development Agency (HAREDA) for providing financial support to make ICRP-
2023 successful. 

We would like to express our sincere gratitude to Springer LNEE for providing 
publishing opportunity. We would like to extend our sincere gratitude to Mewat 
Engineering College (Wakf) (a unique venture of Haryana Waqf Board, Government 
of Haryana, in district Nuh, Mewat, India) for providing a venue to host ICRP-2023.

v



vi Preface

We express our sincere gratitude to our Chief Patron Ch. Zakir Hussain, Admin-
istrator, Haryana Waqf Board, Government of Haryana; Patron Dr. Hanif Qureshi, 
IPS, Director General, HAREDA; Sh. Mohammed Shayin, IAS, Chief Executive 
Officer, Haryana Waqf Board and Managing Director, HVPNL, Government of 
Haryana, India; and Prof. Sukumar Mishra, IIT Delhi, India; Conference General 
Chair Prof. (Dr.) Khwaja M. Rafi, Director, Mewat Engineering College (Wakf); 
Conference General Co-chair Prof. Y. R. Sood, VC, JP University, Noida; Prof. 
Atif Iqbal, Professor, Qatar University, Qatar; Prof. Fausto Pedro Garcia Marquez, 
Universidad Castilla-La Mancha, Spain; and Prof. Nik Rumzi, Professor, UTM 
Malaysia, Malaysia; Conveners Dr. Shaheen Khan, HOD—ECED, MECW; Dr. 
Tazeem Ahmad Khan, HOD—EEED, MECW; and Dr. Hasmat Malik, UTM, 
Malaysia; Organizing Secretaries Dr. Mohd. Junaid Khan, Assistant Professor, 
EEED, MECW; Mr. Adil Zaidi, Assistant Professor, ECED, MECW; and Dr. Shafqat 
Nabi Mughal, HOD, Department EE, SoET BGSB University, Rajouri (J&K); 
Finance Chair/Treasurer Dr. Shamshad Ali, Assistant Professor, EEED, MECW; 
Dr. Nuzhat Fatema, UniSZA Malaysia; Steering Committee Prof. Moinuddin, Ex-
Director, NIT Jalandhar; Prof. S. K. Chakarvarti, AICTE, Margadarshak and Ex-
Dean Academic, Delhi; and Mr. K. K. Chakarvarti, Former Energy Economist, BEE, 
Ministry of Power, GoI; Organizing Committee Dr. Mohd. Shahid, MECW; Mr. 
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MECW; Publication Committee Prof. Surender Reddy Salkuti, Woosong Univer-
sity, South Korea; Dr. Shimi, SL, EED, NITTTR Chandigarh, India; Dr. Ikhlaq 
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Corporate Lab, NTU Singapore; Dr. Samir Kumar, Korea University, the Republic of 
Korea; Mr. Waseem Akram, MECW; Mr. Ayaz Mahmood, AO, HWB, Government 
of Haryana, India; Dr. Azaz Khan, MECW; and Dr. Ahmed Riyaz, BGSB University, 
India. 

We would like to extend our sincere gratitude to Dr. Shaheen Khan, HOD— 
ECED, MECW, and Dr. Mohd. Junaid Khan, Assistant Professor, EEED, MECW, 
for providing their valuable time and expertise to make ICRP success. We wish to 
acknowledge our gratitude to Intelligent Prognostic Private Limited Delhi, India for 
providing us technical and administrative support in the conference. 

We sincerely acknowledge all the keynote speakers for disseminating their knowl-
edge, experience, and thoughts. We express our sincere gratitude to the management 
of Mewat Engineering College (Wakf), Conference Executive Chair, International 
Advisory Committee, National Advisory Committee, and Technical Program 
Committee members for their kind support and motivation. 
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1 Introduction 

In the whole world, everyone is now willing to speak up in favor of a change that 
might improve the planet [1–3]. The topic of “Renewable Power” sources (RPS) is 
a ray of hope at a time when the effects of our unsustainable energy practices are 
becoming more and clearer. Because of our overwhelming reliance on fossil fuels 
(FF), the world is currently experiencing a climatic catastrophe of unparalleled scope. 
Rising carbon dioxide (CO2) emissions from the combustion of coal, oil, and natural 
gas have caused catastrophic climatic events and global warming. The moment has 
arrived for us to abandon this disastrous course and embrace a sustainable energy 
future fueled by renewable resources [2]. 

The key to a better and cleaner future for all of mankind is the utilization of RPS. 
These natural resources are hydro, tidal, solar, biomass, wind, geothermal, and wave 
power, which are never run out of power. They present us with a chance to satisfy 
our energy requirements without endangering the welfare of the next generations. 
Let’s start with solar energy, which is provided to us every day by the sun. Solar 
panels allow us to collect sunshine, which we can then turn into electricity to power 
homes, companies, and even towns. Imagine a world in which solar panels glisten 
on rooftops, harnessing the energy of the sun to illuminate our lives without emitting 
a single carbon dioxide (CO2) particle [4]. 

Another proponent of RPS is wind power [3], which is a monument to the strength 
of nature itself. Wind turbines whirl elegantly in the breeze, producing enough elec-
tricity to run large community. The wind spreads tales of a future devoid of smog and 
air pollution, where new generations may breathe pure air and play in fields free from 
the scars of industrialization. Apart of this, our planet’s lifeblood, water, contains the 
secret to achieving sustainable power through hydroelectricity. Dams allow rivers to 
cascade past them, turning massive turbines that generate electricity that powers our 
businesses while maintaining the sensitive ecosystems of the waterways. 

A special chance to recycle nature’s gifts is provided by biomass, which is made 
of organic resources [5]. We decrease trash and dependency on FFs at the same time 
by transforming plant and agricultural waste into electricity. What was previously 
seen as waste is given new life via the procedure, much like a phoenix rising from 
the ashes. Moreover, the Earth’s interior heat, a testament to its enduring force, 
is harnessed via geothermal energy. Geothermal energy has the ability to heat our 
houses and produce power without leaving any traces on the surface, demonstrating 
the harmony we are capable of achieving with our earth [6].
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Tidal and wave energy are provided by the huge and mighty seas [7]. These organic 
cycles carry the potential for unrelenting energy that may be wisely harnessed to 
dispel the impending darkness around us. Beyond its positive effects on the environ-
ment, RPS has other advantages. Investing in these technologies supports innovation 
and creativity as well as job creation and economic growth. It gives communities 
and countries the ability to become resilient in the face of international problems and 
energy independent. 

Accepting RPS, nevertheless, is not without its difficulties. Coordination, tenacity, 
and long-term planning are needed to make the switch from FFs to RPS. It neces-
sitates spending on research and development to advance technology and increase 
everyone’s access to them. To eliminate barriers and encourage the transition to 
a greener society, governments, corporations, and individuals must work together. 
Although the journey ahead may be difficult, let’s not forget that every great under-
taking starts with a single step. Together, we can create a world where kids can 
imagine a future with clear sky, beautiful scenery, and an abundance of species. 

To embrace the idea of RPS, we are here. Let’s pledge to lessen our carbon 
footprint, promote clean energy regulations, and aid the advancement of renewable 
technology. By doing this, we not only protect our future but also show respect for 
the planet that has long provided for our needs. Let’s select the route that will result 
in a world that is sustainable, prosperous, and driven by the unfailing grace of RPS 
as we stand at this historical crossroads. 

Therefore, the harness of RP from RPS is a key research area to develop advanced 
approaches and models, which will be able to forecast/predict/identify the strength 
of the RP for a particular location/source. In this way, artificial intelligence (AI) and 
machine learning (ML) algorithms play important roles as we can see their advan-
tages in different applications [8–154] without using system information. Generally, 
these AIML algorithms are dependent on data and the property of data only [155– 
164]. This edited book focuses on RPS, and advances in application using various 
computing techniques. It is a collection of 68 chapters (including this chapter of 
editorial), which demonstrate the different types of applications such as: (1) Smart 
Grid Technologies and Applications (5 chapters); (2) Renewable Power Systems 
including Solar PV, Solar Thermal, and Wind (10 chapters); (3) Power Generation, 
Transmission and Distribution (8 chapters); (4) Transportation Electrification and 
Automotive Technologies (10 chapters); (5) Power Electronics and Applications in 
Renewable power System (8 chapters); (6) Energy Management and Control System 
(7 chapters); (7) Energy Storage in Modern Power System (5 chapters); (8) Active 
Distribution Network (4 chapters); (9) Artificial Intelligence in Renewable Power 
Systems (5 chapters); and (10) Cyber-Physical Systems and Internet of Things in 
Smart Grid and Renewable Power (5 chapters). 

In Chapter “An Efficient Algorithm for Energy Management in Smart Grid for 
Various Improvements” [165], Kumari et al. presented an efficient algorithm for 
energy management in smart grid for various improvements. The chapter discussed 
the application of artificial intelligence for obtaining an efficient energy management 
system in any electrical grid.
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In Chapter “Investigations and Validation of PV Powered Unified Power Quality 
Conditioner for Electric Vehicle Smart Charger in Standard AC/DC Hybrid Microgrid 
Test System” [166], Sumana et al. provided the investigations and validation of 
PV powered unified power quality conditioner for electric vehicle smart charger 
in standard AC/DC hybrid microgrid test system. It is well known that increase of 
nonlinear load such as electric vehicles (EVs) has become the key aspect in booming 
the power quality (PQ) issues in the power distribution grid. In this chapter, the 
novelties are the analysis of PQ issues due to the penetration of EVs in AC/DC 
hybrid microgrid and its compensation by photovoltaic (PV)-powered UPQC. The 
simulation is carried out in MATLAB 2017b platform. Based on the action of UPQC, 
outcomes are analyzed for three different cases. In each case, three scenarios are 
discussed based on the charging condition of EV smart charger in both the modes of 
system operation, i.e., when it is coupled to the grid and also in off-grid mode. 

In Chapter “Short-Term Electricity Load Forecasting Using Modified Hidden 
Markov Model” [167], Khetarpal et al. presented a short-term electricity load fore-
casting using modified hidden Markov model. This study proposes a modified hidden 
Markov model (HMM) as a method for predicting electricity on an hourly basis in 
the Delhi region. This study provides satisfactory prediction results even with limited 
data. Furthermore, the proposed modified HMM technique outperforms alternative 
techniques in terms of computational time and complexity. 

In Chapter “Microgrid Systems with Classical Primary Control Techniques—A 
Review” [168], Kumar et al. presented a state of the art on microgrid system with clas-
sical primary control techniques. Key outcomes and potential patterns are presented. 
Using the hierarchical control architecture for DC MGs, this chapter summarizes 
the primary control approaches. Methods of primary control, such as inner loop and 
droop control, are specifically discussed. The authors also reviewed the pros and 
cons of a centralized, distributed, and decentralized approach to primary control. 

In Chapter “Green Energy Solutions for Indoor Air Quality Improvement” [169], 
Javed et al. presented a study on green energy solutions for indoor air quality (IAQ) 
improvement. This chapter presents the design and implementation of an IAQ moni-
toring system using an Arduino microcontroller and various sensors to measure pollu-
tants such as particulate matter, volatile organic compounds, and carbon monoxide. 
The system collects data from the sensors and displays it on a screen or sends it to a 
computer or smartphone for further analysis. 

In Chapter “Data Resource Library for Renewable Energy Predic-
tion/Forecasting” [170], Ahmed et al. developed a data resource library for 
renewable energy prediction/forecasting applications. The objective of this chapter 
is to develop a data resource library for renewable energy forecasting/prediction 
using the whole world’s available dataset of the solar and wind domains. A large 
volume of dataset information and resource files have been collected from Asia, 
Africa, Latin America, Oceania, and North America regions. Data library for 214 
different locations in the world has been prepared. 

In Chapter “Solar Rooftop On-Grid Connected Net Metering System” [171], 
Sarfraz et al. developed a solar rooftop on-grid connected net metering system.
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The system performance analysis is demonstrated using DISCOM/State Boards for 
rooftop system under net metering. 

In Chapter “Contemporary Maximum Power Point Tracking Methods of Solar 
Photovoltaic Modules” [172], Tompala et al. developed a contemporary maximum 
power point tracking methods of solar photovoltaic modules. This chapter presents 
a detailed analysis of different maximum power point tracking approaches for solar 
photovoltaic (PV) modules from traditional techniques. This chapter also details the 
design of different sections of solar PV simulation for research purposes. 

In Chapter “Performance Analysis of Perturb and Observe and Incremental 
Conductance Method of Maximum Power Point Tracking in Solar PV Based Power 
Generation” [173], Kumar demonstrated the performance analysis of perturb and 
observe and incremental conductance method of maximum power point tracking 
in solar PV-based power generation. In this chapter, a study and performance anal-
ysis of perturb and observe (P&O) and incremental conductance (InC), method of 
MPPT control algorithms has been analyzed. Model has been tested under different 
environmental conditions. P&O, and InC algorithm has been analyzed. 

In Chapter “The Airfoil Design for Small-Scale Wind Turbines in Maximizing 
Renewable Wind Energy” [174], Roslan et al. developed an airfoil design for small-
scale wind turbines in maximizing renewable wind energy. In this study, a set of 
three airfoils specifically for low Re is obtained through geometric adjustments of 
a high-performance airfoil, WT180 that is suitable for large-scale wind turbines. At 
a low Re of 100,000, the newly adjusted airfoils were found to have L/D of up to 
46 which is higher by 44% compared to the original WT180 and 4% compared to 
the SG6043 airfoil, the well-known airfoil designed for WT having low wind speed 
condition. 

In Chapter “Comparative Study on Solar PV Module Performance with Sun Irradi-
ance Trapping Mechanism: Power Generation Forecasting Using Machine Learning” 
[175], Pachauri et al. presented a comparative study on solar PV module perfor-
mance with sun irradiance trapping mechanism: power generation forecasting using 
machine learning. In the presented study, an experimental investigation deliberates 
the performance analysis on a polycrystalline photovoltaic (PV) system with the 
manual arrangement using 2 mm thickness of acrylic sheet. Total three types of 
solar PV system-based experimental setups as (i) normal PV module/without sheet; 
(ii) integration of triangular shape of transparent sheet on PV module surface; and 
(iii) rectangular shape of transparent sheet. The experimental investigation performs 
for all three types of PV arrangements during the entire single-day window from 
morning to evening to monitor the electrical performance data in terms of voltage 
(open-circuit) and current (short-circuit) primarily. 

In Chapter “The Geometric Modelling and Linearization of Small-Scale Wind 
Turbine Blades for Optimized Renewable Energy” [176], Roslan et al. developed a 
model for geometric modeling and linearization of small-scale wind turbine blades 
for optimized renewable energy. In this chapter, the power coefficient of a WT 
utilizing different blade geometries is determined and compared using the BEMT 
method. The blade geometries are obtained from the proposed formulas in literature 
and from the recommended polynomials that are based on experimental works. All
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blades are analyzed using the extended BEMT that includes the tip loss effect, the 
axial induction correction factor, a, and the stall effect. At the same time, the obtained 
tapered blade is usually varies in its chord length and twist angle in a nonlinear manner 
with respect to radius of the blade. As this may cause manufacturing difficulty of the 
blade and increasing the wind turbine manufacturing cost, the best nonlinear distri-
bution based on the BEMT analysis conducted has been linearized thru a process of 
linearization. A comparison is made on the aerodynamic performances of the WT 
for the linearized and nonlinear blades. The study shows that the geometry of the 
blade is better with the use of the empirical formula that gives high power at higher 
tip speed ratio (TSR) while having lower axial thrust. 

In Chapter “Performance Analysis of H-Type Vertical Axis Wind Turbine by 
Using Novelty Numerical Simulink Method” [177], Radhiva et al. presented a 
detailed study for the performance analysis of H-type vertical axis wind turbine 
by using novelty numerical Simulink method. This chapter is a form of Darrieus 
VAWT research development. The demonstration of the numerical Simulink method 
can be found here to evaluate the performance of wind turbine such as the values of 
power coefficient, angular velocity, and torque. The input parameters are a symmet-
rical airfoil with 15% thickness, a radius of 0.5 m, a height of 1 m, and a chord length 
of 0.2 m. Numerical analysis using the novelty Simulink model is carried out. 

In Chapter “Energy Production from Various Bio-Waste Under Different Elec-
trode and Temperature Conditions: Experimental Study” [178], Anand et al. 
presented an experimental study on energy production from various bio-wastes under 
different electrode and temperature conditions. This chapter presents an analysis 
of the effects of various types of electrodes on the performance of microbial fuel 
cells (MFCs) under various test conditions. Electrical parameters are obtained from 
MFCs with different types of electrodes, e.g. carbon (C), aluminum (Al), zinc (Zn), 
and copper (Cu). The extensive performance is compared with different temperature 
levels during the study. 

In Chapter “Simulation and Prototype Design of Hybrid Renewable Energy 
Harvesting System” [179], Arief et al. developed a simulation and prototype design of 
hybrid renewable energy harvesting system. This chapter focuses on the development 
of a hybrid renewable energy harvester system consisting of photovoltaic, piezoelec-
tric, and wind energy. The system’s performance and capabilities are recorded and 
analyzed under different conditions and parameters. 

In Chapter “Design and Development of an Inexpensive Intelligent Device for 
Sag Measurement for Overhead Transmission Lines” [180], Kumar et al. presented 
an approach for design and development of an inexpensive intelligent device for 
sag measurement for overhead transmission lines. This chapter mainly focus on the 
various factors affecting sag in overhead line while laying transmission lines. A high 
degree of stress in the conductor may be reached if the conductors are stretched too 
much between supports of two towers. In this, the author has worked upon the two 
physical parameters (i.e., temperature and tension). In order to prevent mechanical 
failure of the conductor (such as the breaking of cross arms or poles) and to allow 
for the use of less robust supports, proposed approach perform defectively.
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In Chapter “Gradient Descent Back Propagation Through Momentum (GDBPM) 
Endorsed i cos φ Control Technique Based dSTATCOM Intended for Shunt Indem-
nification” [181], Mangaraj et al. developed a gradient descent back propaga-
tion through momentum (GDBPM)-endorsed i cos φ control technique-based 
dSTATCOM intended for shunt indemnification. The suggested organize approach is 
implemented within MATLAB/Simulink environment with the help of mathematical 
investigation with an appropriate learning rate and momentum behavior. This control 
technique follows the systematic process for obtaining the basic loading values of the 
active and reactive power, those are necessary for the efficiently generate perception 
currents. 

In Chapter “Improvement in Voltage Stability of the System Due to Increased 
Penetration of Electric Vehicles Using Distributed Photovoltaic Sources” [182], 
Deshmukh et al. presented an approach for the improvement in voltage stability of the 
system due to increased penetration of electric vehicles using distributed photovoltaic 
sources. This chapter proposes a secondary coordinated control scheme (SCCS), 
including a centralized controller. The local controller communicates the informa-
tion corresponding to various bus voltages to the secondary using the communication 
links. 

In Chapter “An Intelligent System for Furfural Estimation in the Power Trans-
formers” [183], Nezami et al. developed an intelligent system for furfural estimation 
in the power transformers. In the present work, an intelligent system is proposed 
and developed that predicts the level of furfural in the transformer oil. The system 
makes predictions using easily quantifiable parameters, enabling utilities to avoid 
suffering financial losses. The proposed system employs the Adaptive Neuro Fuzzy 
Inference System (ANFIS) technique with temperature and moisture as the input and 
2-furfuraldehyde (2-FAL) as the output. 

In Chapter “Design of PID Tuned Controller for Automatic Voltage Regulator for 
Frequency Stability in Thermal Power Plant” [184], Ansari et al. proposed a design 
of PID-tuned controller for automatic voltage regulator for frequency stability in 
thermal power plant. In this chapter, implementing three gain factors for integral, 
proportional, and differentiation at an acceptable degree of error as well as a dynamic 
response was the most crucial step in the construction of a PID. To acquire the 
necessary results, robustness and quick reaction were obtained. 

In Chapter “Optimization of Distributed Generators in a Virtual Power Plan Using 
Mixed Integer Linear Programming Method” [185], Elwan et al. developed a frame-
work for the optimization of distributed generators in a virtual power plan using 
mixed integer linear programming method. To find a solution that is both econom-
ical and sustainable, a virtual power plant is formed from diesel generators with a 
capacity of 5.6 MW, a waste-to-energy (WtE) power generating plant with a capacity 
of 1 MW, a wind power plant with a capacity of 0.6 MW, and a photovoltaic (PV) 
power plants with a capacity of 0.4 MW. 

In Chapter “Solving Unit Commitment Problem Using Mixed Integer Linear 
Programming for Demand Side Management” [186], Elwan et al. developed a model 
for solving unit commitment problem using mixed integer linear programming for
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demand side management. In this study, the cement industry was divided into oper-
ating units, simulated under two scenarios, and solved using mixed-integer linear 
programming (MILP) in an Excel solver. The result shows that there is a reduction 
in cost by 30% from $1203 to $880 for the same production requirement. 

In Chapter “Deployment of Renewable Embedded Generation and Unified 
Power Quality Conditioner in Distribution System Using Firefly Algorithm” [187], 
Mustapha et al. proposed an intelligent approach for the deployment of renewable 
embedded generation and unified power quality conditioner in a distribution system 
using the firefly algorithm (FA). This chapter proposed the optimal allocation of DG 
and unified power quality conditioner (UPQC) simultaneously to improve the perfor-
mance of an active distribution system. The effectiveness of the proposed optimal 
allocation of DG/UPQC using the FA method was evaluated by comparing it to the 
allocation of the DG system only and the base case system scenarios, respectively. 

In Chapter “Application of Wind Power in Backwashing Filter Media” [188], 
Juneja et al. represented an application of wind power in backwashing filter media. 
In this chapter, a comparative study is represented. 

In Chapter “Mixed Reality Accelerates the Designing Process in Automotive 
Industry” [189], Aladin et al. proposed a model for mixed reality accelerates the 
designing process in automotive industry. In this chapter, test application is intro-
duced and its implementation is discussed to showcase how MR systems that utilize 
natural interaction can improve the design process in the automotive industry. The 
results of the experiment indicate that the combination of gesture and speech signif-
icantly impacts the user experience with MR, highlighting the potential of such 
systems for design in automotive industry. 

In Chapter “Design and Implementation of Solar Charging Electric Vehicle” 
[190], Imtiyaz et al. represented a design and implementation of solar charging 
electric vehicle. In this chapter, the authors have proposed a photovoltaic (PV)-
integrated electric vehicle (EV) instead of conventional EV with separate PV/grid/ 
hybrid charging station. As starters, the goal is to execute our thought on an essential 
model and later with the assistance of this model, by building constant solar charging 
electric vehicle we may broaden our future. 

In Chapter “Modelling and Analysis of a Permanent Magnet DC Motor Fed Elec-
tric Vehicle Drive System” [191], Subbaramaiah et al. represented a modeling and 
analysis of a permanent magnet DC motor fed electric vehicle drive system. In this 
chapter, a combined permanent magnet DC motor and electricity generator system 
is proposed to drive the vehicle and produces the electrical energy for the vehicle 
utilities. Permanent magnet DC motor find its advantage of simple construction and 
control, maintenance-free and high-power density. 

In Chapter “An Overview of Electric and Hybrid Vehicle Technology” [192], 
Vishwanath Nagarajan et al. represented an overview of electric and hybrid vehicle 
technology. The aim of the study is to promote deeper understandings in the electric 
and hybrid vehicle technology by reviewing the current literature. Various types of 
EVs along with their basic principle and functioning are discussed based on their 
unique technology.
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In Chapter “Performance Analysis of Classical Converter Using Different Control 
Strategies for Switched Reluctance Motor with Dynamic Loading” [193],  Asati et al.  
demonstrated the performance analysis of a classical converter using different control 
strategies for switched reluctance motor with dynamic loading. This chapter repre-
sents the simulation of 7.5 kW, 8/6 pole, 4-phase SRM using asymmetric bridge 
converter with current hysteresis chopping and pulse width modulation (PWM) 
technique for dynamic load. Asymmetric bridge converter with current chopping 
or hysteresis current control offers better performance in terms of current as it is 
limited to 35 A under the range of peak current and appropriate speed–torque for 
dynamic loading. 

In Chapter “Design and Development Gear-Electric Bike and Performance Testing 
for Indian Road Conditions” [194], Gupta et al. design and development gear-electric 
bikes and performance testing for Indian road conditions. In this chapter, authors 
presented the design steps and performance of the gear-electric bike. A 900 W motor, 
a 24 V brushless DC motor, a motor controller, four lead-acid batteries, and four gears 
are included in the proposed gear-electric bike. This electric bike can travel 150 km 
on a single charge and costs about 0.40 INR/km to operate. 

In Chapter “Design and Development of a Solar-Based Wireless Electric Vehicle 
Charging System” [195], Jain et al. developed a design and development of a solar-
based wireless electric vehicle charging system. This chapter proposes a design and 
implementation of a solar-based wireless EV battery charger where the objective 
is to charge a vehicle without connecting any wire through inductive coupling by 
simply parking of a car at the charging station. This study illustrates the applicability 
of WPT field technology for wireless charging of EV batteries in terms of charging 
time, range, and cost. 

In Chapter “Design, Optimization and Performance Enhancement of Switched 
Reluctance Motor for Pollution Free Electric Vehicle Application” [196],  Ali et al.  
represented a design, optimization, and performance enhancement of switched reluc-
tance motor for pollution-free electric vehicle application. This chapter proposes 
0.5 kW, 2000 rpm, and an 8/6 topology for designing and optimizing an efficient 
SRM configuration parameter of the stator and rotor. In EV-SRM material simula-
tion, Ansys Maxwell software (RMxprt tool) is used for analysis and optimization 
of power, torque density, losses, efficiency, and torque ripple. 

In Chapter “Using Linear Regression Model to Predict the Wholesale of the 
Electric Car in Indonesia: What Can Be Learned from the Model?” [197], Al-Hakim 
et al. proposed an approach using linear regression model to predict the wholesale 
of the electric car in Indonesia: what can be learned from the model? The authors 
analyze wholesale datasets from Indonesian Automobile Industry Data for electric 
cars in Indonesia using statistical analysis to predict the electric cars used in the 
future. The authors apply a linear regression approach that adjusts the regression 
model according to wholesale electric cars between 2020 and 2022, as well as a 
statistical correlation test and the Wilcoxon test to support the regression result. 

In Chapter “Comparison of Thermoelectric Generator with Boost Converter and 
Single-Ended Primary-Inductance Converter” [198], Adzmi et al. represented a 
comparison of thermoelectric generator with a boost converter and a single-ended
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primary-inductance converter. In this research, the authors are studying the difference 
of using boost converter with single-ended primary-inductance converter (SEPIC) 
with a thermoelectric generator system. The contribution of the study is to determine 
the performance of TEG using different topology. 

In Chapter “A Hybrid Maximum Power Point Tracking (MPPT) for Thermo-
electric Generator (TEG) System” [199], Arshad et al. proposed a hybrid maximum 
power point tracking (MPPT) for thermoelectric generator (TEG) system. In this 
chapter, a hybrid MPPT for perturb and observe (P&O) and open-circuit method 
(OCV) is proposed to compare with the conventional direct method for P&O and 
OCV method, respectively. This research is initiated by modeling TEG system using 
MPPT algorithm with P&O method and OCV method using MATLAB/Simulink 
software. 

In Chapter “Thermoelectric Generator (TEG) by Using Indirect Maximum Power 
Point (MPP) Algorithm” [200], Justin et al. developed a thermoelectric generator 
(TEG) by using indirect maximum power point (MPP) algorithm. In this chapter, the 
authors tried to study and compare indirect MPPT to the direct MPPT. This will help 
the authors to solve the problem that normal and direct MPPT such as P&O faces. 
Because of the inefficiency of the direct method, the indirect approach is favorable in 
solving this task. To overcome the problem of losing energy during sudden changes, 
the indirect MPPT will fix or constant one of it parameters that lead us to achieve 
high efficiency, desired power, and stability under sudden changes. 

In Chapter “Comprehensive Review on AC-DC, DC-DC, DC-AC-DC Converters 
Used for Electric Vehicles and Charging Stations” [201], Shukla et al. represented a 
comprehensive review on AC-DC, DC-DC, DC-AC-DC converters used for electric 
vehicles and charging stations. This chapter reviews different converters, such as 
AC-DC converters, DC-DC converters, and DC-AC-DC converters. 

In Chapter “Control and Performance Analysis for Active Islanding Detection 
Using q-Axis Control in Renewable Energy Sources Based Microgrid: A Review” 
[202], Kumar represented a review on control and performance analysis for active 
islanding detection using q-axis control in renewable energy sources based microgrid. 
In this chapter, control and performance of an active islanding detection method has 
been analyzed using q-axis controller. The detection approach is based on disturbance 
injection via q-axis controller, which measures the mean absolute frequency variation 
of the voltage at the point of common coupling (PCC). 

In Chapter “Harmonics Analysis of Triplen-Phase Induction Motor Drive” [203], 
Khan et al. represented a harmonics analysis of triple n-phase induction motor drive. 
The present study uses a MATLAB/Simulink model in a stationary reference frame to 
examine induction motor drives’ transient and steady-state characteristics with three, 
six, and nine phases. The present investigation undertakes a comparative analysis of 
the harmonics in the stator and rotor currents of induction motors with three, six, and 
nine phases, all of which possess identical power ratings. 

In Chapter “Development of WiTricity Based Wireless Power Transmission 
System” [204], Mishra et al. proposed a model for the development of WiTricity-
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based wireless power transmission system. In this chapter, the model has demon-
strated encouraging results in terms of its efficiency and dependability, and significant 
progress has been made in overcoming these issues. 

In Chapter “Analysis of Three-Winding Transformer Configurations for Energy 
Storage Less Dynamic Voltage Restorer” [205], Roomi et al. represented a model 
for the analysis of three-winding transformer configurations for energy storage less 
dynamic voltage restorer. In this chapter, a new topology, wherein the DVR taps in 
energy through a three-winding transformer connected to the grid, is proposed. As 
different configurations are available for three-winding transformer, detailed analysis 
is conducted to find the best possible configuration of the three-winding transformer 
for a DVR-integrated system. 

In Chapter “Data Reliability Analysis for Early Fault Diagnosis of Air Handling 
Unit (AHU)” [206], Malik et al. represented a data reliability analysis for early fault 
diagnosis of air handling unit (AHU) of ACMV/HVAC (air conditioning and mechan-
ical ventilation/heating, ventilation, and air conditioning) system. In this chapter, 
data reliability analysis for early fault diagnosis is performed for AHU only, which 
includes fan degradation and return air duct leakage fault conditions. Data of the said 
faults are generated through the use of an expert system platform, OpenStudio (OS), 
and sensitivity analysis is performed to identify the most sensitive parameters with 
respect to the fault severity level starting from zero to 30% of deviation from healthy 
condition. 

In Chapter “Use of Solar Energy in Treatment of Pulp and Paper Industry Effluent 
with Hemp—An Experimental Study” [207], Thakur et al. represented an experi-
mental study for the use of solar energy in treatment of pulp and paper industry 
effluent with hemp. This chapter is dealing with the experimental study of P&P 
industry effluent with hemp so that the desired results can achieve and effluent can 
safely discharge into rivers without impacting aquatic and environmental elements. 

In Chapter “Design of Radar-Based Portable System for Monitoring of Human 
Vital Signs with Renewable Energy Resources” [208], Pushparaj et al. represented a 
design model of radar-based portable system for monitoring of human vital signs with 
renewable energy resources. The system is user-friendly and applicable in various 
settings, such as hospitals, clinics, and homes. The design process involves several 
stages, including submodules, system requirements identification, design, prototype 
development, data collection and analysis, optimization, and validation. 

In Chapter “Controlling Methods of Brushless DC Motor in Electrical Vehicle 
Drives” [209], Sharma et al. developed a controlling methods of brushless DC 
motor in electrical vehicle drives. In this chapter with the help of MATLAB simu-
lations, authors have compared different approaches using pulse width modulation 
techniques to control Brushless DC motor parameters. 

In Chapter “Effect of Number of Poles on IPMSM Performance for Electric 
Vehicle Drivetrain” [210], Kuttey et al. represented the effect of the number of poles 
on IPMSM performance for electric vehicle drivetrain. This chapter deals with anal-
ysis of the three different pole numbers and slot numbers of IPMSM. Three types 
of design structure, 6 pole, 8 pole, and 10 pole, are compared using FEM. The
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results of these models are compared, and the trade-offs in selecting pole numbers 
are discussed. 

In Chapter “Offline Power Quality Management and Control Using Neural 
Networks” [211], Ray et al. developed an intelligent model for offline power quality 
management and control using neural networks. In this chapter, the power quality 
(PQ) of a single-phase system is evaluated using a neural network (NN). The NN-
based back-propagation (BP) technique is used to do offline assessment. The distur-
bances are produced using Simulink in MATLAB. The dyadic analysis filter bank 
receives these disturbances to acquire signal’s features. 

In Chapter “Optimized Integral Sliding Mode Load Frequency Control of an 
Isolated Power System” [212], Kassarwani et al. developed an Optimized Integral 
Sliding Mode Load Frequency Control of an Isolated Power System. The system inte-
grates multiple sources including conventional generators, renewable energy sources 
(RESs), and energy reserves to supply power demand. 

In Chapter “Implementation of Supercapacitor-Battery Based Energy Storage 
System in Hybrid Power System Incorporating Renewable Energy Resources” [213], 
Jahid et al. proposed a model for the implementation of supercapacitor-battery 
based energy storage system in hybrid power system incorporating renewable energy 
resources. In this chapter, it is proposed that to counter mismatch between the power 
supplied by the renewable energy resources (RERs) and load connected to the system, 
a backup source/sink is needed. 

In Chapter “Hybrid Waste to Energy Electricity Generation and Battery Storage 
System: The Economics and Environmental Emission in a Low-Income Community” 
[214], Elwan et al. developed a hybrid waste-to-energy electricity generation and 
battery storage system for the economics and environmental emission in a low-
income community point of view. Using HOMERPro optimization software, this 
study assesses the economic, environmental, and technical impact of a waste-to-
energy (WtE) hybrid plant with a storage device. The system’s net present cost (NPC) 
is estimated to be $112,633 with a levelized cost of energy (LCOE) of 0.283 $/kWh. 
The total energy generated is estimated to be 62,084 kWh/yr, with an excess of 
1049 kWh/yr expected after consumption of 60,386 kWh/yr. 

In Chapter “Application of Solar Power in the Loopholes and Coverages of Buses 
in the Bus Rapid Transit System in Bhopal” [215], Kumar et al. analyzed an applica-
tion of solar power in the loopholes and coverages of buses in the Bus Rapid Transit 
System in Bhopal. This study is majorly dedicated to knowing the plans, routes, and 
transportation system of BRTS Bhopal to identify the coverage of areas, no. of stops 
and routes, congestion status, collision, and parallel routes. 

In Chapter “Forecasting of Carbon Emissions in India Using (ARIMA) Time 
Series Predicting Approach” [216], Sharma et al. presented a study for forecasting 
of carbon emissions in India using (ARIMA) time-series predicting approach. The 
presented research focuses on predicting carbon emissions in India using autoregres-
sive integrated moving average (ARIMA) models. The study uses time-series data 
from 1980 to 2021 to develop and validate the ARIMA models. The results of the 
analysis show that the ARIMA models are able to effectively capture the trend and 
seasonality of carbon emissions in India.
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In Chapter “Peak Shaving Through Battery Storage for Photovoltaic Integrated 
Building Considering the Time of Day Pricing” [217], Sharma et al. presented a 
detailed study on peak shaving through battery storage for photovoltaic-integrated 
buildings considering the time of day pricing. This chapter has considered the feasi-
bility of a battery storage system from peak demand reduction point of view under 
variable electricity energy pricing dynamics. The energy management approach 
described in this study seeks to reduce annual energy costs while maximizing battery 
energy throughput with grid restrictions acting as network demand limits for the 
performance evaluation of the investigated energy system in two scenarios. The 
analysis demonstrates that with an increase in storage size leads to a reduction in the 
energy cost till a certain point, and any further increase beyond the critical point will 
increase the energy cost due to an increase in investment cost. 

In Chapter “Economic Analysis of Renewable Energy Systems for Rural Electri-
fication” [218], Yadav et al. developed a model for economic analysis of renewable 
energy systems for rural electrification. With the use of HOMER software, this project 
aims to create an energy production model connected to an HRES combination at a 
location in Maharashtra, India. The outcomes of the study have been seen in NPC, 
O&M, COEs, and RF of energy systems. This study was conducted in Solapur, 
Maharashtra. 

In Chapter “Improved Voltage Regulation in Hybrid Photovoltaic/Wind Using 
Modified Dynamic Voltage Restorer with Hybrid Control Scheme” [219], Rani 
et al. proposed a model for improved voltage regulation in hybrid photovoltaic/wind 
using a modified dynamic voltage restorer with a hybrid control scheme. This study 
analyzed the improvement in the voltage regulation of hybrid PV/wind systems using 
without energy storage (WES)-based dynamic voltage restorer (DVR) by inserting 
voltage at a common point of the network to maintain the supply value at the load 
side. 

In Chapter “Contingency Analysis for a Solar Energy Generation System Using 
Real Time Data Analysis” [220], Mehtre et al. developed an intelligent model for 
contingency analysis for a solar energy generation system using real-time data anal-
ysis. This chapter also presents an overview of contingency analysis and the chal-
lenges faced in the field of renewable energy generation system. This chapter focuses 
on analysis of solar energy generation system using real-time data which has been 
visualized on Google Colab platform using the exploratory data analysis technique 
of machine learning. 

In Chapter “Digital Twin in Extended Reality Applications for Industry 4.0” 
[221], Ismail et al. studied digital twin in extended reality applications for Industry 
4.0. This chapter presents the overview of XR technologies in industry 4.0, and 
DT has become the mirrored copy of physical objects in the digital environment. 
This chapter also discovers the fundamentals of the XR applications implementation 
stages in the industry. 

In Chapter “Deep Image Coding in the Fractional Wavelet Transform Domain 
Based on High Frequency Sub-Bands Prediction” [222], Ahmad et al. developed 
a deep image coding in the fractional wavelet transform domain based on high-
frequency sub-band prediction. This chapter presents an image compression method
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using deep convolutional neural networks and the fractional wavelet transform 
(FrWT) algorithm. Experimental results show that the proposed approach outper-
forms JPEG, JPEG2000, BPG, and some other neural network-based image coding 
techniques in terms of multi-scale structural similarity index measure (MS-SSIM). 

In Chapter “QIVIFS: Quaternion Approach of Interval-Valued-Intuitionistic– 
Fuzzy-Sets with Applications in Renewable Energy System” [223], Joshi et al. devel-
oped a (QIVIFS) quaternion approach of interval-valued intuitionistic fuzzy sets 
with applications in renewable energy system. This chapter’s effort is to incorporate 
the concept of “quaternion numbers (QNs)” to “interval-valued” IFS (IVIFS) and 
hence present the concept of quaternion IVIFS (QIVIFS). These types of QIVIFS can 
capable of capturing mixed features and express multiple-dimensional IVIF informa-
tion through the interval functions of real-belongingness, imaginary-belongingness, 
real non-belongingness, and imaginary non-belongingness. 

In Chapter “Feminine Protection Wearable System Based on IoT” [224], Verma 
et al. proposed a feminine protection wearable system based on IoT. In this chapter, 
a GPS-based women’ security stun gloves are proposed. 

In Chapter “Marine Predictors Algorithm Optimization Technique to Estimate 
GMPP of PV Array Under Partial Shadowing Conditions” [225], Pachauri et al. 
developed a marine predictor’s algorithm optimization technique to estimate GMPP 
of PV array under partial shadowing conditions. This study examines PV array 
reconfiguration, an effective shadow reduction strategy. This metaheuristics-based 
reconfiguration method is compared to series–parallel and total-cross-tied PV array 
setups. 

In Chapter “Artificial Intelligence-Based Bearing Fault Diagnosis of Rotating 
Machine to Improve the Safety of Power System” [226], Iqbal et al. proposed an 
artificial intelligence-based bearing fault diagnosis of rotating machine to improve the 
safety of power system. This study proposes sophisticated vibration-based bearing 
fault defects in CNC machine tools. Early fault detection can also help identify 
energy-wasting issues such as electrical damage and overheating. 

In Chapter “Stability Enhancement of AC Microgrid Using Discrete Mode 
Controllers with Optimum Sampling Frequency” [227], Arora et al. developed an 
approach for stability enhancement of ac microgrid using discrete mode controllers 
with optimum sampling frequency. This chapter examines the influence of discrete 
mode controllers with optimum sampling frequency to enhance the stability of the 
grid-integrated AC microgrid. 

In Chapter “Performance Analysis of Grid Integrated Solar System Through Inter-
linking Converter with Control Schemes” [228], Rani et al. represented the perfor-
mance analysis of grid-integrated solar system through interlinking converter with 
control schemes. This chapter analyzed the performance of PV panel integrated with 
the grid through interlinking converters at different attributes is the novelty in this 
article. The primary objective of the research included in this thesis is to contribute 
to the increased implementation of photovoltaic (PV) systems into electric networks. 

In Chapter “Towards Achieving Net Zero Emissions in India by 2070” [229], 
Midha et al. presented a detailed overview on toward achieving net-zero emissions 
in India by 2070. India has set the target to reduce the emission intensity by 45%



Editorial: Renewable Power for Sustainable Growth 15

by 2030 and to achieve the net zero emission by 2070. To meet the target of net 
zero, there is requirement of large investments and strong policies framework in the 
nation. 

In Chapter “IoT-Based Monitoring and Controlling of Substation Parameters” 
[230], Sai Kiran et al. represented an IoT-based monitoring and controlling of substa-
tion parameters. In this chapter, in order to automate a modest 11 kV substation, the 
authors employ low-cost automation methods based on cutting-edge IoT innovations 
and embedded processors like the Raspberry Pi. 

In Chapter “Effectiveness of Resilience Index in Assessing Power System Perfor-
mance” [231], Dini et al. proposed a model to analyze the effectiveness of resilience 
index in assessing power system performance. This chapter attempts to evaluate 
several resilience metrics, namely RICD, Ri, Rt, and Rtime during a disaster in four 
different scenarios. The goal of this analysis was to seek the most appropriate index 
which able to capture the whole parameter of electrical system resilience. Typhoon 
Vicente is used as sample disaster on IEEE 6 bus power system which overlaid on 
South China area. The simulation shows that the resilience indices that is tested 
showing significant different value for all resilience index in each scenario. 

In conclusion, the editors would like to take this opportunity to thank all of the 
individuals whose ongoing assistance and coordination have made the publication 
of this book successful. As editors, we would like to thank the authors in particular 
for their contributions. The reviewers’ insightful comments and timely replies are 
much appreciated. We really appreciate the help and advice provided by the Springer 
Nature staff during the whole process of producing this book. 
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An Efficient Algorithm for Energy 
Management in Smart Grid for Various 
Improvements 

Deepa Kumari and Ashish Sharma 

Abstract Set of algorithms are known as artificial intelligence (AI), and as per the 
current scenario, AI techniques, like expert systems (ESs), fuzzy logic (FL), and 
artificial neural networks (ANNs or NNWs), have changed the whole mode of oper-
ation by making power electronics and power engineering more advance in terms of 
their operation and control. With the introduction of this advancement, it has brought 
more efficient tools for blueprint, recreation, manage, evaluation, fault testing, and 
risk-tolerant control in recent smart grid (SG) and non-conventional power systems. 
The set of algorithms which we are talking about has achieved really quick develop-
ment in the period of previous few years, and its impacts can be seen in the recent 
industrial applications. The implementation of different set of algorithms in smart 
power grids offers useful technical real-time support for the digital power system. 
Areas influenced by artificial intelligence in any smart power grid consist of energy 
management system, power generation, power supply, power system optimization, 
consumer behavior study, fault testing, etc. No enough data sample gathering, inade-
quate consistency, flawed infrastructure, need of special algorithm for power industry, 
etc., are the main problem which are still persisting for the existence of smart grid. 
Finding the solution and building the efficient algorithm for power industry can be 
the important tool to establish smart grid into the new era for electric network or 
power system. The paper will discuss the application of artificial intelligence for 
obtaining an efficient energy management system in any electrical grid. 

Keywords Set of algorithms · Neural network · Customer behavior 
identification · Fuzzy logic (FL) · Neural network · Real-time data · Renewable 
energy systems (RESs) · Smart grid (SG) · Energy management system (EMS)

D. Kumari (B) · A. Sharma 
Department of Electrical Engineering, Chandigarh University, Mohali, India 
e-mail: deepa.e9647@cumail.in 

A. Sharma 
e-mail: ashish.e10096@cumail.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
H. Malik et al. (eds.), Renewable Power for Sustainable Growth, 
Lecture Notes in Electrical Engineering 1086, 
https://doi.org/10.1007/978-981-99-6749-0_2 

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6749-0_2&domain=pdf
mailto:deepa.e9647@cumail.in
mailto:ashish.e10096@cumail.in
https://doi.org/10.1007/978-981-99-6749-0_2


32 D. Kumari and A. Sharma

1 Introduction 

1.1 Smart Grid 

Smart grid is one complete set of power system devices, computers, communica-
tion cyber technologies, and joint existence of recent information system and the 
conventional power grid [1]. As with the constant development in technology, we 
cannot stick to the old power generation system since they are superseded, unpro-
ductive, unpredictable and do not offer any efficient protection against the electric 
faults. Since smart grid is the one effective solution for all these conventional power 
systems, it can solve the problems of old power system like insufficient efficiency, 
poor load management, and poor fault analysis performance. The main area of focus 
by smart grid (SG) is as follows [2, 3]: 

• Best possible resource deployment; 
• Higher energy effectiveness; 
• Higher system dependability; 
• Higher system protection; 
• Economically efficient electricity distribution 

Keeping in view the current state of environmental health and climate change, 
smart grids can make hybrid power network system with different renewable energy 
systems (RESs) (solar, wind hydro, etc.) in addition to bulk conventional power 
plants (fossil, hydro, etc.) to overcome the problem [4]. It can also be installed with 
storage system (battery, pumped storage, flywheel, hydrogen, etc.) just because of 
unpredictable and fluctuating nature of renewable resources [5]. One of the best 
features offered by smart grid is its effective communication between supply and 
demand sides with the assistance of smart meters which helps to build the two-way 
communication between supplier and consumer and also decreases the use of bulk 
storage and offers economical tariff plans to the consumers [6, 7]. 

1.2 Algorithm 

Algorithms mean “a method or group of rules to be obeyed in calculation or additional 
problems solving tasks”. Hence, algorithms are set of instructions which step-by-step 
explain the execution of work in order to get the desired results [8, 9]. As algorithms 
are one step-wise explanation to the solution hence they are easy to understand also in 
any algorithm obstacle it is first broken down into steps are smaller pieces it becomes 
easier for the programmer to translate it into an actual problem but at the same time 
creation on an algorithm requires vast time so the development is quite time intense 
also splitting and iteration to show in any set of algorithms is difficult [10, 11].
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1.3 Energy Management System (EMS) 

This system of any electrical grid is that part which majorly deals with the opera-
tion and control tasks. One of those major areas of EMS is to sustain the stability 
between load side demand and power generation setting up generation economically, 
switching the substations of high-voltage transmission, keeping up good security for 
the operation of transmission system, and providing aiding solution to diagnosing 
problems (Fig. 1). 

To diagnosing problems, monitoring the N-numbers of operations at consumer’s 
end and collecting the information among the various remote terminal units are the 
most efficient area of energy management system [12, 13]. We can conclude that 
the energy management system is most importantly a monitoring and estimation 
system as far more data enter the energy management system than leaves. As it is 
already proven that the integration of unstable resources (like photovoltaic cells, 
wind generation, electric vehicles, and energy storage system) affects the stable 
functioning of power and distribution system [14–18], it is being a big concern due 
the power ratio between the supply and demand is not balanced [19]. An extreme/ 
over deficiency in power production or consumption may end up causing serious 
problems as in blackouts, voltage drop/rise in severe situations. Hence, to make the 
generation and consumption system effectively balanced and to minimize the peak 
load during unpredicted stages, energy management system can be taken into count 
[20]. Energy management can be implemented in two different bases that is one 
at supplier’s end such as electric grid, where the generators can be made operated 
alternately according to the fluctuation of lode demand [21] (Fig. 2).

Fig. 1 Block representation of characteristics of algorithms 
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Fig. 2 Block diagram representation of dynamic regulation model with hybrid resources 

2 Review of AI Techniques 

There are basically four different areas to classify the AI techniques, i.e., 

• Expert systems (ESs); 
• Fuzzy logic (FL); 
• Artificial neural networks (ANNs or NNWs); 
• Genetic algorithm (GA); or broadly evolutionary computation (EC). 

As expert system, fuzzy logic, and neural network methods are normally used, 
these will be concisely reviewed [22, 23] under this segment. If there is any fastest 
evolving area in technology that we can say is an artificial intelligence and AI with 
its wide area of application is expected to serve its important features in the field of 
energy, transportation, health care, security etc. [24] (Fig. 3). 

Fig. 3 Architecture of artificial intelligence
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2.1 Expert System 

Expert system is one of the intelligent computer programs which comprises Boolean 
logic function which is intended to insert the knowledge of human being in some 
specific areas as a result of which it can be implemented to crack the difficulty 
replacing human knowledge [25]. Although an expert system is an established tech-
nology, but so far it is not so applied in power system engineering [23]. We can 
trust the system in order to provide the high efficiency and performance to crack 
any difficult problem of a specific domain with high accuracy. User Interface, this is 
the feature with the help of which expert system interacts with the user, accepts the 
problem as an input in an editable format, and further processes it to the inference 
engine. Once the inference engine processes the data and gives response, it displays 
the response to the user [25]. So hence we can conclude that this that part of the 
system which allows the user to interconnect with expert system to find the resolu-
tion. Inference Engine (Rules of engine), this part of the system is acknowledged 
as the brain of the expert system as it is that unit which processes the main data. It 
implements rules of engine to the knowledge base to generate a result or to obtain new 
information. As the accuracy of expert system is very high, so it also helps to drive 
the most accurate solution of the query asked by the user. It is also that unit where 
the knowledge is extracted from the knowledge base [26]. Knowledge Base, it is that 
storage system of the system which stores the knowledge from the distinctive special-
ists of the particular area. It is then called as big packing of knowledge. The more the 
knowledge stored in knowledge base, more accurate the expert system will. It has 
similarity with database that contains information and rules of a particular domain. 
This can also be expressed as accumulation of objects and their attributes [27]. The 
use of expert system in energy management system: The encoding of information and 
implementing it to support operators require the integration of expert system inside 
the energy management system to such a level not currently conceived. In order to 
make applications’ operation more expert system oriented, the run and sequencing 
logic of these application programs need to be changed [28]. In effect, any algorithm 
in the energy management system talks about the application of specific information 
regarding electric utility operation. For instance, almost every energy management 
system needs the existence of some logic that runs a condition estimator and secu-
rity analysis on a habitual clock period with an supersede if switching events have 
occurred within a few seconds of the start additional [29]. The operative can call for 
an implementation of the condition estimator and safety analysis every time desired. 
With an expert system scheming, the state estimator and safety analysis events can 
be taken based on what type of switching accomplishment has taken place (Fig. 4).
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Fig. 4 Architecture of expert system 

2.2 Fuzzy Logic 

It is a way of thinking that pairs the human thinking. This procedure is alike to 
how human takes different decisions and it exhibits all intermediate possibilities 
between Yes and No [30]. It is a way of thinking that pairs the human thinking. 
This procedure is alike to how human takes different decisions and it exhibits all 
intermediate possibilities between Yes and No [31]. The old logic commands as per 
the computer understanding take exact input unit and generate a certain output as 
FALSE or TRUE which is exactly similar to human response as NO or YES. This 
algorithm was conceived after observing that human reacts in multiple ways under 
different conditions unlike computers where the output is limited between TRUE 
and FALSE, such as: can be as flexible as it can be fit for any size and proficiencies 
like microcontrollers, large networked or workstation-based organizations, and also 
it can be suitable for any hardware software or mixture of both [32]. Fuzzy logic 
has wide area of application; it can be suitable for commercial as well as practical 
purposes like: 

• Fuzzy logic is one of the ways to command products of machine and consumer 
(Fig. 5). 

• In accordance to human thinking if fuzzy logic is not able to provide exact thinking, 
it anyways can provide the satisfactory thinking. 

• It benefits in commerce with the ambiguity in engineering rules. It comprehends 
search-required procedures and the necessary if–then statements presented by the

Fig. 5 Basic working of fuzzy
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Fig. 6 Architecture of fuzzy logic 

specialists to control any decision-making scheme. The current apprise in this 
algorithm offers multiple effective ways for the designing and modification of 
fuzzy logic controllers. Generally, this improvement minimizes the numeral of 
fuzzy rules [33].

Fuzzification is a conversion unit where the input or crisp numbers are converted 
into fuzzy sets. These crisp inputs can be processed by control system once measured 
by the sensors [33]. 

Inference Engine Amount of balance among fuzzy input and rules as per the input 
field is determined by this unit, and this unit will then choose the rules that need to 
be excited [33]. Defuzzification is the process of conversion of the given fuzzy sets 
into the crisp value. To do defuzzification, it has multiple types of practices present 
and the best-suited one is required to be selected with an expert system [15] (Fig. 6). 

The Use of Fuzzy Logic in EMS 

Fuzzy logic consists of input variables, and in fuzzy modeling, every input unit is 
first transformed to a fuzzy variable over a method termed as fuzzification. Funda-
mentally, this process converts any mathematical input into linguistic value. One 
specific variable in terms of using fuzzy logic for EMS is employed by the fuzzy 
logic energy management system (EMS) to make the electricity more economically 
affordable. It must be distinguished that the standardization progression utilized for 
charges—separating by the highest cost of the past few days—may allow the stan-
dardized value to be larger than one. Thus, the creation of dialogue in this fuzzy logic 
system is chosen to satisfy the desired range [25], which sufficiently covers the level 
for this variable. 

2.3 Artificial Neural Network (ANN) 

Set of algorithms forming Neural Network [34] is the very generic version of artifi-
cial intelligence; it is most likely to follow the genetic nervous system as associated 
to Expert system and Fuzzy Logic that is used to imitate the developmental nature of 
brain by means of the rule base. This algorithm (NNW) has the feature of nonlinear
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Fig. 7 Architecture of artificial neural network 

i/p–o/p mapping or arrangement identification property which basically imitates the 
linking memory property of the human brain. This is the very significant part of 
artificial intelligence and is very well-organized in terms of solving pattern acknowl-
edgment or image-processing mode troubles that are kind of tough to crack with 
conventional methods [35]. The combination or interconnectedness of manmade 
neurons can be termed as Neural Network, which further can serve its application 
in numerous engineering scientific and real-life problems [21, 22]. These NNW are 
of two main categories feedforward and feedback as per the flow of direction [16] 
(Fig. 7). 

Feedforward Network 

This is non-repeatable network having processing segments/node and these sections 
in a layer are joint along with the segments of preceding layer. The connections have 
dissimilar loads on them. Feedforward type does not have and response loop which 
means that the signal can stream in single direction, i.e., from input to output. Further, 
it may be described as follows [17]. 

Single-Layered Feedforward Network 

Here, under this type, input layer is completely connected to output layer and this is 
that one of the concepts of feedforward ANN (Fig. 8).

Multilayer Feedforward Network 

This is the idea of feedforward artificial neural network (ANN) having numerous 
subjective layers. As in this type there are more than one layer present between input 
and output layers, it is also called hidden layers [17, 18] (Fig. 9).

Feedback Network 

As it is clear from its name, there will a feedback path which means that the direction 
of flow of signals can be in both the directions using loops. This makes the system 
dynamic and nonlinear. It changes uninterruptedly until it touches a state of steadiness 
[16, 17].
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Fig. 8 Single-layer feedforward

Fig. 9 Multilayer feedforward network

Recurrent Network 

This is the greenest Neural Network design as all the nodes are linked to one another 
and every node functions as both input and output [22] (Fig. 10).

Jordan Network 

It is a close path network where the outcome will get back to the input again as 
feedback as displayed in Fig. 11 [23, 24].

The Use of Artificial Neural Network in Energy Management System 

Artificial neural network is one of the predicting algorithms which when utilized 
in any smart grid system can be used for predicting the consumption of energy. By 
implementing feedforward type of neural network, the prediction is according to as 
training function is TRAINLM, learning function LEARNGDM, performance func-
tion is MSE and LOGSIG as transfer function. In the whole process of artificial neural
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Fig. 10 Recurrent network

Fig. 11 Jordan network

network, consumption of power, number of experiments run, experiment hours, and 
cost of electricity act as input parameters and energy consumption is the output data. 

3 Conclusion 

As we know that the set of different algorithms will result into some artificial tech-
niques and the artificial techniques are one most powerful tool for application in 
smart grid and non-conventional sources. This work gives as an idea about the
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existing algorithms and their different types such as Expert system, Fuzzy logic, 
and artificial neural network; these are the significant branches of artificial intel-
ligence, which is then trailed by the brief explanation of block architecture of AI 
and their different types? These discussions and explanations of different AIs are 
very interesting and can be implemented over a wide range of applications in smart 
grid. The algorithms’ examples labeled in the paper can be stretched to cover various 
other functions in smart grid in integration with renewable resources. The implemen-
tation and consumption of any novel energy technologies impress more than a few 
challenges associated to this field (power management) of recent constructions that 
take the shape of prosumers. Allowing for substantial and time limitations of power 
management related to individuals, there is a requirement for smart energy manage-
ment systems that accomplish an extra competent power depletion and decreased 
to achievable point of electricity bill autonomously of the atmosphere and weather 
circumstances. 
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Investigations and Validation 
of PV-Powered Unified Power Quality 
Conditioner for Electric Vehicle Smart 
Charger in Standard AC/DC Hybrid 
Microgrid Test System 

S. Sumana and R. Dhanalakshmi 

Abstract It is well known that increase of nonlinear load such as electric vehicles 
(EVs) has become the key aspect in booming the power quality (PQ) issues in the 
power distribution grid. The application of AC/DC hybrid microgrid has become one 
of major trends in power transmission and distribution. The electric vehicle smart 
charger in the hybrid AC/DC microgrid (MG) causes PQ issues in the power system 
and also at the customer end. To uphold the quality of the power according to its 
standard, series of devices called custom power devices (CPDs) are accustomed. 
Unified power quality conditioner (UPQC) provides better solution in resolving the 
PQ-related issues and is emerged as powerful tool in enhancing the standards of power 
that is supplied to the end user. Novelty in this paper is the analysis of PQ issues 
due to the penetration of EVs in AC/DC hybrid microgrid and its compensation by 
photovoltaic (PV)-powered UPQC. The simulation is carried out in MATLAB 2017b 
platform. Based on the action of UPQC, outcomes are analyzed for three different 
cases. In each case, three scenarios are discussed based on the charging condition 
of EV smart charger in both the modes of system operation, i.e., when it is coupled 
to the grid and also in off-grid mode. Comparative investigation is achieved on the 
Performance of the PV powered UPQC for compensating the PQ issues caused by 
the EV charger in AC/DC hybrid microgrid test system and as well as in the standard 
IEEE 14 bus microgrid (MG) system for validation. 
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Dynamic load · IEEE 14 bus

S. Sumana (B) · R. Dhanalakshmi 
Department of Electrical and Electronics, Dayananda Sagar College of Engineering, Bengaluru, 
India 
e-mail: sumana-eee@dayanandasagar.edu 

R. Dhanalakshmi 
e-mail: dhanalakshmi-eee@dayanandasagar.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
H. Malik et al. (eds.), Renewable Power for Sustainable Growth, 
Lecture Notes in Electrical Engineering 1086, 
https://doi.org/10.1007/978-981-99-6749-0_3 

45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6749-0_3&domain=pdf
mailto:sumana-eee@dayanandasagar.edu
mailto:dhanalakshmi-eee@dayanandasagar.edu
https://doi.org/10.1007/978-981-99-6749-0_3


46 S. Sumana and R. Dhanalakshmi

1 Introduction 

The hypothesis of PQ is explaining the efficacy of the power grid to supply authentic, 
absolute electricity to customers [1]. In modern power system, some standards such 
as IEEE and IEC indicate the importance of power quality [2–5]. A correlation 
between benchmarks related to PQ concept is represented in [6, 7]. Effect of most 
frequently used power electronic devices in modern distribution network is discussed 
in [8]. Due to the rapid growth of the Distributed Generation [DG) units to the grid, 
which increases the power quality issues, this would be the new topic of research 
in upcoming years. Several examinations were performed on diminishing the argu-
mentative impact of nonlinear loads mainly power electronic (PE)-based DGs in 
microgrids, despite the fact that still much upgradation has to be done in this area [9– 
12]. A new configuration of AC/DC microgrid which comprises generation together 
with storage that is interconnected with AC and DC loads has emerged as one of 
the best infrastructures which can provide the integration of AC/DC technologies 
[13, 14]. A decisive review has been accomplished on PQ issues due to nonlinear 
loads in AC/DC hybrid microgrid and also suggested that still there is room for 
improvement [15–17]. The future trend of transportation sector is that conventional 
vehicles are replaced by electric vehicle (EV). Charging of EVs both in grid-coupled 
and island means of working, of power system using PV and wind, is considered 
in [18]. Basically, PE converter alike EV chargers are nonlinear load, its charac-
teristics not only disturb the voltage configuration of the system but also initiate 
harmonics in the current, and the elimination of harmonics by UPQC using modi-
fied optimization techniques is presented in [19, 20]. Mitigation of power quality by 
multi-level inverter while using the electric vehicles is presented in [21]. The custom 
power device whose construction is based on the fundamentals of p–q theory and 
is emerged as most promising device in intensifying the PQ of both voltage as well 
as current is unified power quality conditioner (UPQC). Considering to the effec-
tive standards of the component existing in UPQC, it can be applied to both single 
and for three-phase supplies, but there arises stability issues when three individual 
single-phase apparatuses are resemblant to get a three-phase UPQC [22]. Numerous 
ways of solving the power quality problems using UPQC when it is connected to grid 
and off-grid have been studied, but these solutions are not turned as global solution 
[23–26]. Still, a promising solution is required for power quality intensification in 
the area of hybrid microgrid using custom power devices. The gaps explored from 
the above researches in diminishing the PQ riddles owing to the variation caused by 
unpredictable loads in distribution system are as follows: (i) Though review suggests 
the advantages of hybrid AC/DC microgrid in energy system, but the invent of power 
electronics devices modified the load characteristics of customer. Therefore, inves-
tigation on PQ issues in hybrid AC/DC MGs is still an area of research. (ii) Several 
ways of resolving the power quality problems using UPQC when it is connected to 
grid and off-grid have been studied, but these solutions are not turned as global solu-
tion. Still, a promising solution is required for PQ enrichment in the area of hybrid 
AC/DC microgrid using custom power devices in the presence of nonlinear loads.
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In this work, the proposed system power quality is enhanced by using two-level 
inverters, i.e., UPQC when the EVs are connected as load. Simulation is performed 
in MATLAB 2017b context for three cases and three scenarios for each case. The 
results are validated in IEEE 14 bus microgrid environment. The novelty of this work 
is as follows: (i) Designing of hybrid AC/DC MG by modeling the DC grid using 
PV with effective converter, (ii) Modeling of PV-powered UPQC for enhancement 
of power quality in hybrid AC/DC microgrid, (iii) Modeling of EV charger and 
dynamic load, (iv) Testing and validating the PV-based UPQC under the standard 
IEEE 14 bus microgrid test environment for power quality issues caused by EV 
charger and dynamic load. This paper is mainly organized into three sections: Sect. 1 
provides introduction about power quality issues due to the EV charger, hybrid AC/ 
DC microgrid architecture, and custom power devices. In Sect. 2 block diagram of 
the proposed network and standard IEEE 14 bus system, its control scheme and 
design of the dynamic load are discussed in comprehensive. Section 3 provides the 
outcome and discussion of the proposed evaluating system and the standard IEEE 
14 bus system. 

2 Proposed Methodology 

PQ issues of the proposed system as a consequence of penetration of EV smart 
charger and dynamic loads are analyzed for grid coupled as well as in off-grid mode. 
The analysis is carried in the following way: At first, the proposed analysis system 
is examined for three cases and three scenarios with EV smart charger and the same 
system is validated in standard IEEE 14 bus microgrid model distribution system. 

Figure 1 represents the schematic outline of proposed hybrid AC/DC MG system. 
The comprehensive narration of the schematic structure is discussed in this way.

2.1 Modeling of AC Grid System 

The principal AC grid is modeled in MATLAB tool by way of a configurable three-
phase voltage source, a switch, a three-phase 200 kVA distribution transformer 
with a minimal power capacity of 1 MVA and delta-star connected. This traditional 
AC distribution network comprises distribution conduit, operating, susceptible, and 
harmonic loads. The loads, i.e., three commercially available EVs with single-phase 
16 A (230 V) charger and 24 kWh lithium-ion (Li-ion) battery are placed at the tail 
end of the distribution lines. Also, a dynamic load of 45 kW resistive load (15 kW 
per phase) tractable per single phase in 1 kW steps is placed at the end of distribution 
lines.
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Fig. 1 Block diagram of proposed AC/DC hybrid microgrid system

2.2 Modeling of DC Distribution System 

For the DC microgrid, the primary source of energy is the PV arrays that gives the 
utmost beneficial power, with a magnitude of 800 V in the DC network using a 
step-up DC/DC converter. The simulated DC segment of the AC/DC hybrid MG 
comprises 700 kW PV arrays that are controlled by Perturb and observe maximum 
power point (MPPT) tracing approach and a 600 V/500 Ah Li-ion battery [27]. 

2.3 Load 

The operation of EV battery charge controller is like a droop controller. The EV 
intelligent charge regulator directs prescribed current to the charger as per electric 
mains’ voltage dip state. It is a unidirectional charger whose charging rate can be 
modulated between 6 and 16 A. Figure 2 shows the closed-loop system of smart EV 
charger.

• A simple transient load of 45 kW is considered in this test system and is made it 
to run for 1 s. At initial, the 1/6th of 45 kW is connected. Then, the 2/6th time the 
2/6th of the load is connected. The notion is given as the numerical model [28].
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Electric Vehicle 

Fig. 2 Control scheme of EV smart charger

Pload(i ) =
(
i 

6

)
∗ P; here i = 1, . . . ,  6; P is the load. (1) 

2.4 Proposed Approach 

If the switch S = 1 then the proposed AC/DC hybrid microgrid operates in grid 
attached mode which indicates that three phase locked loop (PLL) is active, which is 
shown in the schematic diagram in Fig. 1. If  S = 0 then the proposed system operates 
in islanded mode. The power from the DC grid to the load through the UPQC, which 
functions as the synchronizing inverter. The energy to the DC grid is supplied by solar 
panel which is attached to the DC/DC converter, which in turn ties up with battery 
storage. This configuration contributes the steady DC link potential. Synchronizing 
inverter, i.e., UPQC avails this voltage for the enhancement of PQ in grid-connected 
way and converts the DC to AC in off-grid manner. 

2.5 Control Scheme 

The UPQC is a combo of shunt active power filter (SAPF) and series-controlled 
inverter, i.e., DVR. UPQC resolves PQ problems related to voltage and current. 

Figure 3 shows the regulation strategy of UPQC. The control method of APF 
identifies the estimated values and generates the required compensation alert. These 
signals are then linked with hysteresis controller and the desired control signals 
are initiated. Similarly, series-connected DVR determines the signal associated with
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Fig. 3 Control scheme of UPQC 

input voltage for sag/swell identification. This identified signals are then fed in pulse 
duration modulation regulator and the desired gate signals are originated. 

2.6 Modeling of AC/DC Hybrid Microgrid in IEEE 14 Bus 
System 

IEEE 14 bus system is test bed which constitutes a simple estimation of the United 
States (US) Electric Power system. It includes 14 buses, 5 generators, and 11 loads. 

One-line illustration of IEEE 14 bus MG model distribution network is represented 
in Fig. 4. The main grid is of 69 kV, 100 MVA electrical transmission system, with 
X/R ratio of 10, which in turn is stepped down to a voltage of 13.8 kV. In this work, 
Bus number 13 is of 13.8 kV which is stepped down to 220 V using a step-down 
transformer. Buses which is indicated in blue color are 13.8KV and indicated in green 
color are of 220V. The green color buses 2 and 5 represents the voltage at distribution 
side, which forms the DC grid. Bus 13 is the AC grid, and the PV-powered UPQC is 
connected between Buses 2 and 5. The simulation is carried out in MATLAB 2017b 
environment, for three cases and three scenarios with EV load and dynamic load. 
The consequence of including PV-powered UPQC is examined in the standard IEEE 
14 bus platform. MATLAB 2017b is considered for analyzing and indicating the 
simulation results [27, 28]. Figure 4 represents the IEEE 14 bus system modelled as
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EV Load and 
dynamic load 

Fig. 4 AC/DC hybrid microgrid in IEEE 14 bus environment 

hybrid AC/DC MG with PV powered UPQC. The loads in the IEEE 14 bus system 
are EV and dynamic load. 

3 Results and Discussion 

3.1 Performance Analysis of UPQC in AC/DC Hybrid 
Microgrid System 

The analysis is carried out in MATLAB 2017b software package for analyzing 
problem solving capability of UPQC for three cases and in each case four scenarios 
depending on the smart EV charging action both when coupled to the grid as well as 
in islanded manner of the suggested hybrid MG system. 

The three cases are as follows: Case 1: In the absence of UPQC and the EV, smart 
charger is attached at the load side, and in this case, distribution network works in 
grid-connected fashion. Case 2: In this case, system is grid connected, UPQC is 
brought in action, and EV charger is at the load side. Case 3: In this case, system 
works in off-grid mode, and both UPQC and the smart EV charger are connected to 
the system. 

The three scenarios are analyzed depending on the working of smart EV charger: 

Scenario 1 (SCN 1): When smart EV charger is in charging mode with minimum 
charging current of 6 A for all the three phases. 

Scenario 2 (SCN 2): The smart EV charger is in charging condition but only at two 
phases.
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Scenario 3 (SCN 3): The smart charger is in charging condition only at single phase 
[28]. 

Scenario 1, Case 1: EV smart charger is in charging mode with minimum of 6 A 
current 

It is noticed from Fig. 5 that in the absence of UPQC, smart charger has helped to 
boost the voltage at the grid side, but every second increase in the dynamic load 
increases the smart charger current to maintain the grid voltage. In this case, the grid 
voltage is maintained at 194 V. 

Fig. 5 Voltage, current of grid and EV current in RMS value: SCN 1, Case 1
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Fig. 6 RMS values of voltage and current of grid and EV current: Scenario 1, Case 2 

Scenario 1, Case 2: The UPQC is connected to the network and the smart EV 
charger is in charging condition 

In Case 2, the combination of UPQC and the smart EV charger action maintains the 
voltage at 220 V which is shown in Fig. 6. 

Scenario 1, Case 3: In Case 3, the system is detached from the grid, but the 
UPQC is connected to the system 

It can be seen from Fig. 7 that the smart charger work efficiently and maintains the 
grid voltage to 230V in case 3.

The values of EV current, grid voltage, current and voltage harmonics, power 
factor of scenario 1 for all the three cases are estimated and is tabulated in Table 1.

Scenario 2: The smart EV charger is in action at two phases only 

The proposed system is tested under unstable status. Here, smart EV charger and the 
transient load operate at two phases. This invents instability in the system. 

In Case 1, i.e., in the absence of UPQC, the voltage is slightly improved to 196 V. 
The voltage is improved slightly compared to Scenario 1. In Case 2, UPQC and smart 
EV charger action maintain the grid voltage at 220 V, i.e., within the safer limit. The 
grid is detached and the outcomes are same as Scenario 1 in Case 3. The values of
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Fig. 7 Voltage, current of grid and EV current in RMS: Scenario 1, Case 3

Table 1 Comparative analysis of AC/DC hybrid microgrid system [26] 

Cases Parameters SCN 1 SCN 2 SCN 3 

Case 1 Grid voltage (V) 194 196 199 

Grid current (A) 55 55 56 

Percentage voltage THD 19.52 5.38 12.21 

Percentage current THD 20.38 3.81 3.95 

EV charger current (A) 6 6 6 

P.f (min) 0.5 0.65 0.72 

Case 2 Grid voltage (V) 220 210 213 

Grid current (A) 50 35 28 

Percentage voltage THD 4.39 4.07 1.72 

Percentage current THD 4.06 6.13 5.08 

EV charger current (A) 9 9 10 

P.f (min) 0.78 0.84 0.8 

Case 3 Grid voltage (V) 220 220 220 

Grid current (A) 30 30 28 

Percentage voltage THD 2.59 5.38 0.47 

Percentage current THD 3.29 3.81 5.61 

EV charger current (A) 9 9 9 

P.f (min) 0.95 0.94 0.93
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grid voltage, EV current, voltage and current harmonics, power factor of Scenario 2 
for all the three cases are tabulated in Table 1. 

Scenario 3: EV smart charger is in action with only single phase 

The Scenario 3 discusses the unbalancing due to EV charger in charging condition 
for only one phase. The C phase is connected with dynamic load which creates the 
sag in voltage. In Case 1, the grid voltage is little bit compensated; it reached up to 
199 V, because of the connection of EV smart charger, but it is not within safer limit. 
In Case 2, the UPQC and smart EV charger are connected and the voltage is steady 
between the phases. The RMS value of voltage is 213 V. PV based DC grid provides 
the power to the load through UPQC and the voltage is maintained at 220V within 
safe limit in the islanding operation of case 3. The values of grid voltage, EV current, 
voltage and current harmonics, power factor of scenario 2 for all the three cases are 
tabulated in Table 1. 

Three colors in the graph indicate three-phase colors (i.e., R Y B or A B C). 

3.2 Performance Analysis of UPQC in Standard IEEE 14 
Bus Microgrid Model Distribution System 

Scenario 1, Case 1: EV charger is in charging state with minimal current of 6 A in 
all the three phases and the UPQC is not connected. 

Due to the EV charger in charging state, the grid voltage is managed at 106 V 
which is shown in Fig. 8. The grid current is 103 A and the EV current is 6 A.

Scenario 1, Case 2: EV smart charger is in operation with minimum current of 6 A 
in all the three phases and the UPQC is connected to the system. 

In Case 2, when UPQC is brought into action, there is an improvement in the 
voltage. Due to the effect of UPQC, the RMS value of voltage is maintained at 127 V 
and decreases the current to 100 A which is shown in Fig. 9.

Scenario 1, Case 3: EV smart charger is in charging mode, and the UPQC is attached 
to the system, but the grid is disconnected from the main supply. 

In Case 3, during island mode, PV-powered UPQC maintains the grid voltage to 
nearly equal RMS value of the voltage, i.e., at 120 V which is shown in Fig. 10. All  
other parameters such as power factor, EV current, Voltage and current harmonics 
are in safer limit and is tabulated in Table 2.

Scenario 2: EV smart charger operates at two phases only 

The proposed system is tested under unbalanced condition in standard IEEE 14 
bus microgrid environment. This scenario functions for only two phases. In Case 1 
without UPQC, there is voltage sag, and it is maintained at 104 V, whereas in Case 
2 and Case 3, in the presence of UPQC system, voltage is maintained at its RMS 
value. All remaining parameters are within the limit as tabulated in Table 2.
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Fig. 8 RMS voltage and current of grid and EV current: Scenario 1, Case 1

Fig. 9 Voltage and current of grid in RMS: Scenario 1, Case 2
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Fig. 10 RMS values of voltage and current of grid and EV current: Scenario 1, Case 3 

Table 2 Comparative analysis of scenarios in IEEE 14 bus 

Cases Parameters Scenario 1 Scenario 2 Scenario 3 

Case 1 Grid voltage (V) 106 104 104 

Grid current (A) 103 98 100 

Percentage voltage THD 4.91 4.6 4.6 

Percentage current THD 2.39 4.64 2.39 

EV charger current (A) 6 6 6 

P.f (min) 0.7 0.5 0.72 

Case 2 Grid voltage (V) 127 127 125 

Grid current (A) 96 80 50 

Percentage voltage THD 1.91 3.85 2.25 

Percentage current THD 5.55 4.02 6.07 

EV charger current (A) 16 16 16 

P.f (min) 0.5 0.5 0.8 

Case 3 Grid voltage (V) 121 123 121 

Grid current (A) 10 12 10 

Percentage voltage THD 3.52 9.44 4.27 

Percentage current THD 4.58 4.58 6.40 

EV charger current (A) 16 16 12 

P.f (min) 0.5 0.65 0.7

Scenario 3: The smart charger is in charging condition at only one phase 

The Scenario 3 operates at only one phase, where both the loads are connected at 
C. In the absence of UPQC (Case 1), there is voltage sag, and even though smart 
charger is in charging mode, it can able to maintain 104 V, whereas in Case 2 and
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Case 3, in the presence of UPQC system, voltage is maintained at its RMS value. All 
remaining parameters are within the limit as tabulated in Table 2. 

4 Conclusion 

PQ issues due to the penetration of EV charger in the proposed AC/DC hybrid 
microgrid system is analyzed for three cases and three scenarios. PV-powered UPQC 
is capable of resolving these issues in the grid system. System is analyzed for both 
in coupled to grid as well as in island modes. 

Voltage and harmonic-related issues have raised in the grid system due to the 
attachment of EV smart charger. These analyses are done for grid-coupled and 
isolated mode with and without PV-powered UPQC. From the results, it is evident 
that voltage levels are improved, power factor is also in the acceptable limit, and also 
voltage and current harmonics are also within the safer range. Power quality issues 
due to EV charger are also analyzed and tested for the same cases and scenarios in 
the standard IEEE 14 bus microgrid environment. The results of all scenarios for 
the three cases are tabulated for the proposed AC/DC hybrid microgrid network in 
Table 1, and the validated results for the standard IEEE 14 bus microgrid environ-
ment are listed in Table 2. From these outcomes, it is evident that voltages are below 
the RMS value (i.e., below 200 V in test system and it is below 120 V in the standard 
system) for Case 1 (i.e., when UPQC is not inaction). There is an improvement in 
the voltage stability both in test as well as in standard IEEE 14 bus system when 
UPQC is connected (i.e., in Case 2). In the off-grid mode, the DC power is supplied 
to the load via battery. The PV and accumulator are acting at one time to satisfy both 
EV and the transient load. UPQC is performed well comparatively in off-grid mode, 
i.e., in Case 3. In both the system power factors, EV currents are in acceptable limit. 
Thus, the performance of PV-powered UPQC is validated in standard IEEE 14 bus 
microgrid and provides better performance. 
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Short-Term Electricity Load Forecasting 
Using Modified Hidden Markov Model 

Poras Khetarpal, Neelu Nagpal, Mahesh Kumar, D. Lakshmi, 
and Neelam Kassarwani 

Abstract This study proposes a modified Hidden Markov Model (HMM) as a 
method for predicting electricity on an hourly basis in the Delhi region. Typically, 
load prediction involves utilizing statistical techniques that need significant modifi-
cations in the data to adapt to the random nature of the energy demand. Alternatively, 
data-based methods like artificial neural networks (ANNs) rely heavily on data to 
deliver reliable findings. An attempt is made to implement HMM taking into account 
short-term electricity demand as a non-stationary time series. This provides satisfac-
tory prediction results even with limited data. Furthermore, the proposed modified 
HMM technique outperforms alternative techniques in terms of computational time 
and complexity. 

Keywords Electricity demand · Hidden Markov Model · Short-term electricity 
forecasting 

1 Introduction 

Short-term demand for electricity forecasting is vital for power generation and distri-
bution. It is useful for the electricity sector in demand estimation, distribution plan-
ning, scheduling, demand side management, etc. Electricity forecasts are categorized 
as long-term, medium, and short-term forecasts. Long-term electricity prediction is 
obtained using several months of data. Long-term electricity demand forecasts are 
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generally easier to obtain than short-term forecasts since seasonal patterns are clearly 
visible in the long-term data. Hence, this type of data is easier than a forecast model. 
On the other hand, short-term electricity demand, especially hourly and half-hourly 
demand is highly stochastic in nature showing no such clear trends as compared to 
long-term electricity demand forecasting [ 1]. Hourly short-term forecast is required 
for manufacturing and planning-related purposes so that the demand is not under- or 
over-valued. A variety of methodologies have been developed to estimate short-term 
demand including intelligent methods [ 2– 4], statistical methods [ 5], machine learn-
ing methods [ 6, 7], and many more. In the case of statistical technique, detrending 
and other modifications to the non-stationary data are necessary. In recent years, 
other methods are used such as artificial neural networks (ANNs). ANN requires 
years of data and high computational power to produce forecasts [ 8]. 

HMM is suitable for application in the non-stationary nature of the time series and 
stochastic processes. It has found applications in various fields such as stock market 
prediction, speech recognition, and other varied fields [ 9– 14]. In this study, the HMM 
algorithm is modified using Bayesian inference for better performance. In addition, 
the Markov Chain Monte Carlo (MCMC) approach is utilized to determine the param-
eters of forecasting model rather than the conventional Baum–Welch procedure. The 
HMM and its modified version are used for short-term electricity prediction using 
hourly electricity demand of 2 years (2018–2019) for Delhi city. Following parame-
ter estimation using these HMM methods, forecast results are compared to test data 
in terms of mean absolute error (MAE) and root mean square error (RMSE). In addi-
tion, other forecasting models based on auto-regression (AR), auto-regressive moving 
average (ARIMA), exponential moving average (EMA), and long short-term mem-
ory networks (LSTM) techniques are used. The workflow structure of the proposed 
model is shown in Fig. 1. The main contributions of work are summarized below: 

• This study explores the application of a modified HMM technique to perform the 
STLF forecasting model which is simple and requires limited training data and 
less computational time. 

• This study looks at how well the suggested forecast model performs for STLF in 
a metropolitan city with variable weather, including excessive heat in the summer 
and extreme cold in the winter. Further, the load pattern in this city is unstable due 
to its fast-paced urban development. 

• Viterbi algorithm (VA) is used to train the model by determining the parameters 
using the Baum–Welch algorithm. 

• Comparative analysis with various alternative forecasting approaches such as AR, 
ARIMA, EMA, LSTM, and HMM to validate the suggested forecasting tech-
nique’s superior performance over others. 

The paper is structured as: The introduction and background of the present work 
are presented in Sect. 1. A description of HMM method is presented in Sect. 2. The  
proposed electricity forecasting approach and its implementation are discussed in 
Sect. 3. A simulation study and result analysis are presented in Sect. 4 to validate 
the performance of the modified HMM forecasting approach. Section 5 presents the 
conclusion along with the future direction of this work.
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Fig. 1 Workflow structure of proposed forecasting model 

2 Hidden Markov Model 

HMM is useful for non-stationary data due to its stochastic nature. Being a proba-
bilistic model, it is applicable to a time series which can be assumed as a Markov 
process. This is a kind of process in which the probability of each event happening 
in a particular sequence is determined only by its preceding state. The distribution 
of conditional probabilities for the subsequent state depends entirely on the previous 
state. It is mathematically represented as: 

.
Prob (Yn = yn|Yn−1 = yn−1, . . . Y0 = y0)

= Prob (Yn = yn|Yn−1 = yn−1)
(1) 

In HMM, the input sequence is assumed to be the “hidden” state as the input vari-
able is not actually being directly observed. The observed variables are calculated 
based on the transition probabilities of the input (or hidden) sequence. The HMM 
can be represented with its parameters in Fig. 2. The observable . Y (forecast output) 
is obtained by a sequence of hidden states, . y (sequenced input). Assume that the 
transitions between hidden states have the Markov property. They are obtained by 
the transition probability matrix, . A, by the emission probability matrix, .B (some-
times. θ ). Also,. π denotes the initial probability. With the following model parameters 
and observed data, the sequence of hidden states is estimated. The model parame-
ters are determined by the iterative Baum–Welch algorithm [ 15] for expectation– 
maximization where the forward–backward technique is used. The Baum–Welch 
method identifies local maxima as follows: 

.θ∗ = arg maxθProb(Y |θ) (2) 

where . θ maximizes the probability of observing X. Viterbi algorithm [ 16] discovers 
the most probable sequence of hidden states. For an observation . i , this algorithm 
computes the likelihood in terms of probability of observing . i th element in state l 
which is .el(i) as below 

.pl(i x) = el(i)max
k

(pk( j, x − 1) · pkl) (3)
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Fig. 2 HMM 

This algorithm calculates the likelihood that, given observation. i , the path would 
end in state k. .pk( j, x − 1) = Likelihood of the most plausible path endpoint in 
position.x − 1 and in the state. k with the. i th element..pkl = probability of transition 
from state l to state . k. 

The Viterbi method is used in the model to extract the sequence of hidden states 
with a series of observations. HMM parameters are then obtained using an obser-
vation likelihood matrix with the Baum–Welch procedure (known as the forward– 
backward algorithm). It begins with some given initialized values of the HMM param-
eters, and it follows the two steps for multiple iterations. This method involves two 
steps as follows: 
E-step: The expectation step 

.

χ = γl(i)σl( j)

γT qF
, ∀t, j

ξt (i, j) = γl(i)αi jβ j (ot+1σt+1( j))

γT (qF )
, ∀t, i, and j

(4) 

M-step: The maximization step 

.

 ̂αi j =
∑T−1

t=1 ξt (i, j)
∑T−1

t=1

∑N
k=1 ξt (i, k)

 ̂βvk =
∑T

t=1 s.t. O1=vk
γt ( j)

∑T
t=1 γt ( j)

(5) 

During E-step, “A” parameter is used for expected state occupancy counts, and “B” 
parameter is used for expected state transition counts. And further during the M-step, 
they are utilized to recalculate the probability for A and B. In the modified HMM, 
Bayesian HMM with inference performed via MCMC is used [ 17]. The Baum– 
Welch algorithm is not used to determine parameters in this case; instead, MCMC is 
used. HMM is a dynamic model as the probability of a state change is a function of
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time, and it is subject to change. The number of latent or hidden states in modified 
HMM varies as part of the fitting process. This is done using hierarchical Dirichlet 
prior (HDP), and then MCMC sampling is done on the hidden states to estimate the 
model parameters. MCMC updates the multinomial regression coefficients . σ , the  
state model parameter . θ , and the hidden variable . Z . 

Let .Zt = (Z1, . . . , Zt ) be the past observed process and .ζt = (ζ1, . . . , ζt ) repre-
sent the order of states from time = 1 to time = t.. fz(.) denotes the normal probability 
density function of .Zt ∨ Zt = s, s ∈ S, then the formulation of the joint likelihood 
function considering the observed data is represented as 

.

π
(

yT , zT |θ, σ
) = π

(

yT |zT θ, σ
)

π
(

zT |θ, σ
)

= fz1(y1)p
(1)
z1 , z2(y2) . . . p(T−1)

zT−1,zT , fzT (yT )

Pt
i j = exp(xtσ j )

∑m
l=1 exp(xtσil)

; for i, j = 1, . . . ,m.

(6) 

The time-dependent values of the transition matrix are obtained based on the 
parameter . σ from the presented equations. 

3 Proposed HMM as Forecasting Model 

The dataset of hourly electricity demand used was obtained from the state load dis-
patch center, Delhi. This center is responsible for scheduling and distributing power 
within Delhi, exercising supervision and control over the intrastate transmission sys-
tem, and monitoring grid operations, among other responsibilities. The data size was 
hourly electricity demand for 24 months from January 2018 to December 2019. It 
was divided into training and learning data (10,000 and 4000 dataset points). After 
exploratory data analysis, long-term and short-term trends were analyzed within the 
electricity demand. Since Delhi has fairly consistent and distinct seasons, long-term 
seasonality is observed right away. Then feature engineering and selection are done 
based on the observed data’s tendencies. 

3.1 Exploratory Analysis 

The long-term trends in Delhi’s electricity demand are notably visible because of 
the seasonal weather changes [ 18]. The monthly change in demand is drastic from 
the lowest demand being in the winter months (November, December, January) to 
the highest demand being in the hottest summer months (June, July). The monthly 
trends are fairly consistent throughout the years. The daily and weekly electricity 
demands were also found to be consistent within the same month of different years 
as shown in Fig. 3a–f. The weekend demand was found to be only slightly less than
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(a) Hourly electricity demand of Delhi. (b) Average daily demand of each month. 

(c) Total average power of each month. (d) Weekend vs weekday demand. 

(e) Average monthly temperature and demand 

Fig. 3 Data preparation
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(f) Daily demand of January. 

Fig. 3 (continued) 

the weekday demand and with the same trends. The daily and monthly temperatures 
were found to have a high correlation with the electricity demand. It is pertinent to 
mention that seasonal temperature effects as well as hourly temperature effects were 
prominent. 

3.2 Data Preparation 

First of all, the non-stationary nature of hourly electricity demand time series was 
confirmed using two methods: (i) augmented Dickey–Fuller (ADF) [ 19]; (ii) testing 
and plotting rolling mean and standard deviation. 

As shown in Fig. 4, the results of the ADF test have proved the non-stationarity of 
the time series with a P-value significantly greater than 0.05. The rolling mean and 

Fig. 4 ADF test on demand of a single day
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(a) Distribution of Energy Demand in MW. 

(b) The Elbow Method with optimum number of states. 

Fig. 5 Data analysis 

standard deviation were also found to be nonlinear. Since the statistical properties 
changed over time, it is a non-stationary time series. As illustrated in Fig. 5a, the 
distribution of demand was then analyzed in order to discretize the continuous data, 
as the HMM requires input in discrete sequences of states. An optimum number 
of states are computed with the use of K-means clustering [ 20] and the period for 
discretization. The elbow curve method was employed to confirm the ideal number 
of states for the present data as shown in Fig. 5b.
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3.3 Modified HMM 

The model was trained with the Viterbi algorithm, and the parameters (A, B) were  
determined by the Baum–Welch algorithm. The test data of 10,000 dataset points 
was used to train the model. The transition matrix obtained along with the emission 
probability matrix is shown in Fig. 6. 

The number of EM algorithm iterations in the training proceeds until it reaches 
convergence. The number of iterations converged the EM algorithm, and this is 
confirmed using the HMM learn library as shown in Fig. 7. 

After obtaining all the parameters, the future values are predicted and compared 
against test data. The modified HMM is then implemented; initially, Markov Chain 
Monte Carlo (MCMC) sampling is utilized to generate the starting-state probabilities, 
emission probabilities, and transition probability matrix as shown in Fig. 8. 

Fig. 6 Emission probability matrix 

Fig. 7 HMM learn library 

Fig. 8 Transition probability matrix
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It is seen in this section that the acquired transition and emission probabilities 
are used to predict future electricity demand values based on training data using the 
HMM. The obtained model parameters from MCMC are then used to forecast the 
next values using this HMM, and this is termed a modified HMM approach. 

4 Results 

The program is developed in Python programming language on Google Colabora-
tory web IDE. The IDE offers a 2.30 GHz CPU clock, Haswell as the CPU family, 
and 2 Core CPUs. Pmdarima, Statsmodel, Pandas, and Bokeh packages are used for 
statistical models, whereas NumPy, Pandas, Bokeh, Sklearn, and XGBoost packages 
are used for machine learning models. The program is developed using the available 
data (refer to Sect. 3.1) on a personal computer. Different forecast approaches (such 
as AR, ARIMA, and EMA, as well as the LSTM and HMM) are developed and sim-
ulated, and the corresponding results are shown in Fig. 9a–f. A study is conducted 
to compare the forecasting performance of the recommended modified HMM with 
other traditional models, including LSTM and HMM. As mentioned above, the mod-
ified HMM with MCMC obtained transition and emission probabilities that are used 
to obtain the forecast as shown in Fig. 9f. From the results, it is indicated that statis-
tical methods AR and ARIMA fail to perform well (as expected) on non-stationary 
time series. Each forecast outcome is compared to the test data, and the error metrics 
obtained for these models, namely MAE and RMSE, are displayed (refer Table 1). 
LSTM and the modified HMM have the lowest error metrics out of the five which can 
be inferred from Fig. 10 and Table 1. This comparative analysis validates the superior 
modified HMM forecast, which has the lowest MAE = 0.616 and RMSE = 0.165, 
respectively. In contrast, the LSTM [ 21– 24] is known to produce the most accurate 
forecasts and performs well, but it required significantly more computation time and 
processing power than the HMM and modified HMM. LSTM model produces the 
best accuracy of .97.765%, and then modified HMM performed with the accuracy 
of 97.446. HMM has comparable error metrics to LSTM with a higher MAE and 
the lowest RMSE. On the other hand, LSTM, being a deep learning-based method, 
requires a huge dataset, and its computational time is large as compared to HMM and 
modified HMM which requires less data and puts less computational burden on the 
processor. Also, the modified HMM method is very near to accuracy as compared to 
LSTM. Further, the temporal complexity of the two algorithms, LSTM and MCMC 
for parameter estimation in modified HMM, are compared using empirical values 
of the runtime of the algorithms. Considering the size of the present training data, 
the forecast model upon which the program is run, 100 iterations of LSTM take 
30–40 min to train, while 100 MCMC steps take 8 s per iteration making 13 min 
in total. It is known that for even larger-sized data, LSTM and other RNN models
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(a) EMA forecast result. (b) AR forecast result. 

(c) ARIMA forecast result. (d) LSTM forecast result.t. 

(e) HMM forecast result (f) Modified HMM forecast. 

Fig. 9 Forecast results using different approaches 

take a lot of training time. This result analysis concludes the work in the following 
section. 

5 Conclusion 

This research proposes a modified HMM for short-term electricity demand forecast-
ing. HMM is modified using Bayesian inference, using MCMC sampling to obtain 
the model parameters, as short-term electricity demand is a non-stationary time series 
with stochastic nature. From the result analysis, the overall performance of HMM
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Fig. 10 Comparative analysis using MAE and RMSE 

Table 1 Comparative performance analysis of forecasting models 

Performance 
indices. ↓

AR ARIMA EMA LSTM HMM Proposed 
HMM 

MAE 2.557 1.76 1.357 0.177 1.016 0.616 

RMSE 3.094 2.849 1.2 0.815 0.371 0.165 

% Accuracy 86.675 91.138 93.108 97.765 96.411 97.446 

and its modification proves better in predicting the future electricity forecast values 
than all other statistical methods if accuracy, computation time, and dataset size are 
considered together. Also, modified HMM and LSTM have better error metrics, but 
LSTM is way more time-consuming, computationally complex, and takes a lot of pro-
cessor power and time as compared to the HMM, whereas the MCMC sampling takes 
considerable computational time as compared to Baum–Welch HMM. Subsequently, 
it is concluded that the proposed modified HMM is capable of performing efficient 
short-term electricity load forecasting with limited training data, lower complexity, 
and overall ease of use. With the addition of weather conditions, the performance 
of the modified HMM approach can be improved even further. As a future direc-
tion of work, other inference methods can also be investigated for improved results. 
Furthermore, HMM can be incorporated into AI-based models to improve forecast 
accuracy into AI-based models to improve forecast accuracy when used for real-time 
applications. 
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Microgrid Systems with Classical 
Primary Control Techniques—A Review 

Sujit Kumar, H. K. Yashaswini, Naveen Sharma, and Mohit Bajaj 

Abstract Present scenario of power engineering the fast production of energy elec-
tronics has rendered the idea of microgrid (MG) generally acknowledged. Direct 
current MGs have grown in popularity despite the fact that DC delivery techniques, 
which cause less damage and quickly align energy loading resources, are the current 
standard. A DCMG containing many fonts is becoming increasingly relevant as 
distributed output increases. The goal of this multi-source DCMG is to provide 
voltage support and robust value distribution. An inclusive evaluation of “state-of-
the-art” processes in DCMGs is an integral part of the control methodology that 
provides consistent MG power and performance. This section details the DCMG’s 
primary and secondary control methods. Internal loop and droop control, in particular, 
are examined, along with their fundamental control methodologies. The supplemen-
tary rulemaking is a decentralised, self-governing system. Key outcomes and poten-
tial patterns are now finally presented. Using the hierarchical control architecture 
for DC MGs, this study summarises the primary control approaches. Methods of 
primary control, such as inner loop and droop control, are specifically discussed. We 
go over the pros and cons of a centralised, distributed, and decentralised approach to 
primary control. Both the most important results and the most likely developments 
in the future are laid forth. 
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1 Introduction 

Modern power networks have changed extensively in the last two decades and are 
dynamic adaptive structures. As the suitable solution for grid installation of dispersed 
sources, microgrids (MGs), a novel distributor network layout, have been developed 
[1, 2]. Alternative current (AC) dominates electrical networks, but it is evident that 
high-voltage and low-voltage systems have realised a growth in the number of DC 
systems in power system [3]. DC voltage networks, including storage, delivery, and 
energy usage stages, were rapidly expanded by the technology of electric power. The 
benefits of DCMGs can be drawn as follows contrasted with AC MGs [3–5]: 

1. Solar panels and fuel cells are only two examples of the renewable technologies 
used to provide DC electricity. Because of the absence of need for further power 
conversions, the DC grid may be a better fit for wind turbines, which generate 
AC electricity by design. 

2. Reactive power and frequency modulation are not required. 
3. Even DC in design is the bulk of energy storage units. With an existing DC–DC 

transformer, battery technology can quickly be incorporated into a DC bus with 
lower costs and improved performance. 

Provided the above benefits, DCMGs are generally acknowledged, not only for 
public grids, but also for further travel through electricity such as more hybrid aircraft 
[6]. In Fig. 1, we see the typical DCMG configuration using a single DC bus. Electric 
panels, wind turbines, and ESSs may all be connected to one DC bus using these 
electronic converters (ECs) [6]. 

The DCMG has many power sources; therefore, its control device must deal with 
maintaining a consistent control voltage, distributing the load evenly, and conserving 
energy. These issues necessitate a hierarchical approach to management, which

Fig. 1 DCMG’s one-line diagram structure [5] 
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Fig. 2 Methodical organisational framework [2] 

provides more autonomy at certain points. Since it continues functioning even if 
the equipment malfunctions, its reliability increases. This section analyses the ideal 
operation of hierarchical control structures. 

Figure 2 shows a typical organisational chart with several tiers of management. 
Power distribution and initial current/voltage regulation are both made possible by 
primary control. Battery power efficiency is maximised, and voltage is balanced by 
a secondary process. 

Power and energy management, as well as machine optimisation and economic 
dispatch, are within the purview of the tertiary control system, the highest level of 
control. The hierarchical power that can be understood by combining a local converter 
with a cloud-based connection network [7, 8] is at least an order of magnitude more 
than the bandwidth needed by the mechanism. Control bandwidth decreases, and 
time pressure increases during the transition from primary to secondary phases of a 
process. 

Hierarchical controls are utilised in current control systems because they allow 
for dynamic responses at varying time constants. 

• Moreover, the control techniques for integrating various renewable energy 
supplies in MGs are examined, as are the numerous levels of hierarchical controls 
that may be used to handle this issue. 

• Control strategies are evaluated across many domains, and key challenges in the 
existing framework are highlighted. 

• This paper compares and contrasts many optimisation methods in light of the 
grid’s impending shift towards optimal design of microgrid structures. 

Multiple secondary control monitoring mechanisms depicted in Fig. 3 were 
analysed.
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Fig. 3 Representation outline of the chapter [8] 

In the first part, the approach is fully implemented while discussing its background, 
advantages, and potential drawbacks. The next segment is a thorough description of 
the chief mechanism in the DCMG. Next segment offers a description of available 
control mechanisms including integrated, scattered, and regionalised processes. Next 
segment looks at MG goods as they have evolved over the years, and last segment 
pulls the inference. 

2 Primary Controller 

To render manageable boundaries amongst loads and sources, “power electronic 
converters” are essential constituents of DCMG. Key control regards of intercon-
nected circuits (current/voltage regulation) and control by voltage converters (initial 
influence allocation). This segment demonstrates main “AC/DC and DC/DC” control 
schemes in three phases. 

2.1 Internal Loop 

When using a synchronous (alternating) current frequency, the output voltage 
demands shift depending on the input voltage (Fig. 4). Voltage demands are deter-
mined by modulating pulse width modulation (PWM) in three phases. The appro-
priate P and Q decide the Id * and Iq * of the curve. Therefore, the VSC will regulate 
the control independently.



Microgrid Systems with Classical Primary Control Techniques—A Review 79

Fig. 4 Internal loop of the 3-φ VSC (AC/DC converter) [6] 

It is likely that the regulation of “DC/DC converters” will fall into on twofold 
classes: a “voltage controlled mode (VCM) and a current controlled mode (CCM)”. 
A “DC/DC” convertor controls the V with the V ref. The transformer supplies current 
to the power supply. Output current/power are regulated [9]. 

2.2 Voltage Droop Control (VDC) 

VDC is still popular today owing to its overall low reliance on communication lines. 
Generally, to gain droop power, “virtual resistance” is added to the system. “Virtual 
resistance” is an ideal trait that cannot be affected by the operational state such 
as temperature, whereas “actual resistance” is not a set attribute and varies with 
environmental factors and may be decreased. Wilt governor was originally extended 
to analogue circuit systems [10]. 

Likewise, the droop principle was successful when used in a guided control frame-
work. Unlike AC systems, “reactive control” is not appropriate, because individually 
P may be transmitted. The amount of power in a circuit is calculated by the voltage 
present in the loop. Therefore, in DC schemes, a droop regulation may be applied 
by the creation of a relationship between active power and voltage. 

The DCMGs can be implemented in the control electronic converter, either as an 
I–V converter where the voltage is approximated by current, or as a P–V converter
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where the voltage is approximated by power [11, 12]. Control methods used to obtain 
the required DC voltage are calculated depending on the droop characteristic [13]. 
Results in [14] had the same effects. For this initiative, the illustrative may be the 
current/power mode. Measurements may be documented and evaluated by utilising 
VM techniques (“VI and VP”). 

The V–I drop function is used to produce a terminal voltage relation by the 
calculated branch current process. 

The “current-mode” solution is a DC–DC conversion that tests the current 
absorbed by the device. 

In general, “current-mode and voltage-mode” acts as main mechanism on behalf 
of equivalent VSCs. 

Droop control improves the device modularity and stability as a decentralised 
approach to achieve desired power sharing. However, the distribution line impedance 
does indeed influence the way the control droop operates. In addition, the cable 
strength, such as temperature variance, is susceptible to adjustments. In addition, the 
nominal voltage gap would contribute to a decrease in load sharing efficiency. 

For example, the inconsistent load sharing due to minor nominal voltage errors is 
shown by the two linked parallel DC sources. The difference in twin source currents 
is (I20–I10) when a slight decrease gain kA is applied. 

It therefore implies the better efficiency of the device with significant droop gains. 
Even in load IL, if a tiny droop gain kA is added and VLB is decreased by a big 
droop gain kB, the core bus voltage would be decreasing to VLA. This means that the 
device with minimal droop gains is equivalent to a system with high droop gains in 
voltage power. There is also an intrinsic compromise amongst the management of the 
“voltage and current” dissemination for droop power, which means that secondary 
control is necessary. 

In addition to the traditional linear droop power, various forms of droop char-
acteristics have been studied to deal with the adjustment and increase machine 
efficiency. 

(1) Droop inversed power 

Power allocation for “input-series-output-parallel” (ISOP) DC–DC converters is 
recommended in [15], and this regulation is presented as a mechanism to accomplish 
this purpose. The voltage output relation rises as the load increases with the proposed 
inverse-droop power. 

(2) Droop regulation that is nonlinear 

Reference [16] proposes a nonlinear droop regulation, where DC/DC converter 
output is featured by droop gain. As load rises, the suggested droop having nonlinear 
approach will improve resistance of droop. As a result, it resolves the trade-off 
inherent in traditional droop strategies, achieving greater sharing of load at substan-
tial load and stricter control of voltage at light load. Three novel nonlinear droop 
control algorithms are proposed in [17] that are “high droop gain methods (HDG), 
polynomial droop curve (PDG), and polynomial droop curve with voltage compensa-
tion (PDCVC)”. Amongst these, HDG has the better management of voltage however,
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has low sharing of power at low load, while PDCVC performs finest at substantial 
load. The PDC method provides efficient load sharing and substantial voltage control 
across the board. 

(3) Power of dead-band droop 

References [18, 19] explore a DC-controlled device through an integrated energy 
stowage structure. It is proposed that the energy be stored in batteries via a dead-
band drop, to add a “floating” or idle operating mode, eliminating excessive repeated 
charging and discharging. 

(4) Adaptive droop regulation 

To ensure successful load sharing, [20] proposes an innovative droop that regulates 
the insignificant voltage. However, this approach merely reflects sharing of load 
amongst causes with the similar ratings and doesn’t account for diverse capability 
of causes. Gain-scheduling strategy is proposed in [21] that can accomplish relative 
effective voltage control and sharing of power concurrently by changing constant 
droop reasonably than merely choosing a big droop at the expense of voltage regu-
lation at the expense sharing of load. Above approach requires examining the error 
voltage for various droop gains beneath numerous load circumstances and deriving a 
precise association amongst load ailment and droop constant. In [22], it recommends 
adaptive droop management dependent on state of charge (SoC) to attain energetic 
“SoC” matching and effective sharing of power. Analog circuit is utilised in [23], 
to maximise sharing of current efficiency by mounting up the droop gain, and the 
greater decrease in voltage caused by an increased droop gain is remunerated for 
raising the voltage at a specific period. Devolved sharing of power was proposed 
in [24, 25] that provides a low-voltage DCMG with a photovoltaic and battery that 
takes line impedance into account. Table 1 summarises the states of prime control 
methods in DCMGs.

3 Conclusion 

Using a hierarchical control structure, this research examines the relationship 
between the chief and subordinate regulators in DCMGs. The most important 
takeaways from the research are as follows: 

(1) Preliminary voltage and current regulation in the most part of the controller 
design drives the internal control loops, but does not require the controller to 
run autonomously (droop control). Control system droop is exacerbated by a 
phenomenon traditionally known as heavy load but may be improved upon by 
taking into consideration the consideration that the droop requirements vary with 
load power output. Adaptive inversed droop, nonlinear droop, even linearity, and 
dead-band droop are some of the droop features used to tackle this problem.
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Table 1 Characteristics of “droop” management strategies in “DCMGS” [12] 

Class Details Applications 

Conservative control [12, 13] Evade grave communiqué link, 
deprived power sharing 
performance, poor voltage 
regulation 

Multi-terminal DCMGs 

Inversed control [15] Voltage and current sharing Series-input parallel-output 
DC–DC converters 

Nonlinearised control [16] Resolves the adjustment, 
healthier allocation at hefty 
load and regulation of voltage 
at low load 

DC/DC converter 

Dead-band droop control [18] Evades redundant charging/ 
discharging 

DC/DC with bi-directional 
converter 

Adaptive control [21, 25] Fuzzy controller with 
gain-scheduling technique 

Multi-phase DC/DC 
converters 

Adaptive droop benefit based 
on required headroom in 
adding to assessments; take 
into account the actual load, 
such as power imbalance 

MTDC grids

(2) Higher control has the benefit of increasing the accuracy of delivering electricity, 
while still maintaining it at a higher consistency. It is often to be used in clustered, 
dispersion (or to be implemented via a peer-to-peer networking network), and 
it is divided into scattered, dispersed, and distributed administrator techniques 
depending on availability of transmission (or connection). 
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Abstract Indoor air quality (IAQ) is an important aspect of overall health and well-
being, as poor air quality can lead to a variety of health issues. In recent years, the 
use of microcontroller-based systems, such as Arduino, has become increasingly 
popular in the monitoring of IAQ. This paper presents the design and implemen-
tation of an IAQ monitoring system using an Arduino microcontroller and various 
sensors to measure pollutants such as particulate matter, volatile organic compounds, 
and carbon monoxide. The system collects data from the sensors and displays it on a 
screen or sends it to a computer or smartphone for further analysis. This system can 
be used in a variety of settings, such as homes, offices, and schools, to help improve 
the overall air quality and promote healthier living environments. This system can be 
used as a model for those who want to monitor their indoor air quality. The system is 
designed to be user-friendly and easy to set up, making it accessible to a wide range 
of users. The Arduino microcontroller serves as the brain of the system, control-
ling the communication between the various sensors and the display or computer/ 
smartphone. The sensors used in the system are carefully selected to ensure accurate 
and reliable measurements of pollutants in the air. One of the main novelties of the 
Arduino-based IAQ system is its low cost and ease of use. The system is relatively 
inexpensive and can be easily assembled and programmed, making it accessible to a 
wide range of users, including individuals, small businesses, and educational institu-
tions. Additionally, the Arduino-based IAQ system allows for real-time monitoring 
of air quality, which can provide valuable insights into the quality of indoor air and 
potential health hazards. This information can be used to inform decision-making 
and interventions, such as adjusting ventilation, air purifiers, or HVAC systems, to 
improve the air quality and protect occupants’ health. Overall, the Arduino-based 
IAQ monitoring system is a novel and accessible solution that has the potential to 
improve indoor air quality and promote healthier indoor environments. 
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1 Introduction 

Indoor air quality (IAQ) refers to the quality of air within and around buildings and 
structures. It is a growing concern as people spend the majority of their time indoors, 
where the air can be up to five times more polluted than outdoor air. Poor indoor air 
quality can lead to a variety of health issues, such as headaches, respiratory problems, 
and even cancer. In recent years, the use of microcontroller-based systems, such as 
Arduino, has become increasingly popular in the monitoring of IAQ [1]. 

An IAQ monitoring system using an Arduino microcontroller can be designed 
and implemented to measure pollutants such as particulate matter, volatile organic 
compounds, and carbon monoxide. The system can collect data from various sensors, 
display it on a screen or send it to a computer or smartphone for further analysis. 
This allows individuals to monitor the air quality in their homes, offices, and other 
indoor spaces, and take necessary actions to improve it. In this paper, we will discuss 
the design and implementation of such a system using an Arduino microcontroller 
and various sensors, as well as its potential applications and benefits for promoting 
healthier living environments. 

The use of an Arduino microcontroller in an IAQ monitoring system offers several 
advantages. First, it is a low-cost solution that can be easily set up and used by a 
wide range of individuals and organisations. Second, the Arduino microcontroller 
allows for real-time monitoring and data collection, providing accurate and up-to-
date information on the air quality in a given space. Third, the system can be easily 
integrated with other smart devices or connected to the internet for remote monitoring 
and control, allowing individuals to monitor their IAQ from anywhere, at any time 
[2]. 

In addition, the use of various sensors in an IAQ monitoring system allows for a 
comprehensive measurement of different pollutants in the air. For example, partic-
ulate matter sensors can measure the concentration of dust, pollen, and other parti-
cles in the air, while volatile organic compound sensors can detect the presence of 
harmful chemicals and gases. By measuring different pollutants in the air, the system 
can provide a more complete picture of the air quality in a given space. 

In conclusion, the IAQ monitoring system using an Arduino microcontroller 
is a cost-effective, user-friendly, and reliable way to measure and improve indoor 
air quality. This system can be used by anyone who wants to monitor the indoor 
air quality of their living or working spaces, and it can be easily integrated into 
other smart devices. This system can help individuals take proactive steps towards 
improving their health and well-being by providing real-time information on the air 
quality of their indoor environments [3, 4]. 

Some more in-depth novelties of the Arduino-based IAQ system are as follows: 

• Customisable sensor integration: The Arduino-based IAQ system is highly 
customisable, allowing users to integrate a variety of sensors that can measure 
different air quality parameters. This flexibility enables users to choose the specific 
sensors that are most relevant to their indoor environment and air quality concerns.
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• Real-time data collection and analysis: The system collects and analyses data in 
real time, allowing users to monitor air quality continuously and identify changes 
or trends in the data. This feature is particularly useful in environments where air 
quality can change quickly, such as in homes with pets, smokers, or high humidity 
levels. 

• User-friendly programming: Arduino is a user-friendly platform, with a large 
community of users who have developed code and tutorials for various projects. 
This accessibility makes it easier for users with limited programming experience 
to set up and operate the IAQ system. 

• Low cost: The Arduino-based IAQ system is relatively low-cost compared to 
commercial air quality monitoring systems. This affordability makes it accessible 
to individuals, small businesses, and educational institutions, who may not have 
the budget for more expensive systems. 

• Open-source platform: The Arduino platform is open-source, which means that the 
software and hardware specifications are publicly available. This feature allows 
users to modify and customise the system to meet their specific needs, as well as 
collaborate with other users to improve the system’s. 

The paper on Arduino-based IAQ is organised into several sections that provide a 
comprehensive overview of the system’s design, development, and applications. The 
introduction provides background information on the importance of indoor air quality 
monitoring and introduces the Arduino platform as a low-cost and accessible solu-
tion. The subsequent section discusses the system’s hardware components, including 
the Arduino board and various sensors, and describes how they are integrated and 
calibrated for accurate data collection. The paper then explains the software and 
programming used to collect, process, and visualise the data. The results section 
presents the data collected from the system and discusses the trends and insights that 
can be derived from the data. Finally, the paper concludes with a discussion of the 
system’s potential applications and future directions for research and development. 
Throughout the paper, the authors provide detailed technical information and prac-
tical advice to help readers replicate and customise the Arduino-based IAQ system 
for their specific needs [5]. 

2 Proposed Approach 

The block diagram of proposed approach shown in Fig. 1. It’s a device that takes data 
from the environment that has been selected for our research purpose. The device is 
built with various sensors, and they take data by sensing from the environment. The 
sensors take analog data from the environment which is to be converted into digital 
with the help of Arduino and preprocessing is also carried out at the first stage, then 
the air quality is displayed on the display. The data is also stored on the server for 
analysis purposes. The first is the data acquisition stage where data is captured using
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Arduino Mega 2560 

Battery 

PM Sensor 

DHT Sensor 

CO2 Sensor 
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LCD 

ESP 32 

IAQ ANALYSER 

Fig. 1 Arduino-based IAQ. Sensor units—DHT sensor, particulate matter (PM) sensor, CO2 
sensor; power source—battery, switch; microcontrollers—Arduino Mega 2560, ESP 32 module; 
display—20 × 4 liquid crystal display 

sensors. In next stage, data is taken as the input by the microcontroller and after 
processing of the data microcontroller sends the out to display unit. 

3 Related Work 

There have been several studies and projects on using Arduino microcontrollers for 
indoor air quality (IAQ) monitoring. One study published in the Journal of Ambient 
Intelligence and Humanized Computing in 2017 described the design and implemen-
tation of an IAQ monitoring system using an Arduino microcontroller and various 
sensors to measure pollutants such as temperature, humidity, carbon monoxide, 
and volatile organic compounds. The system collected data from the sensors and 
displayed it on an LCD screen, and the data was also sent to a computer for further 
analysis. The authors of the study found that the system was able to accurately 
measure the pollutants in the air and could be a useful tool for monitoring IAQ in 
residential and commercial buildings [6]. 

Another project developed an IAQ monitoring system using an Arduino micro-
controller and various sensors to measure pollutants such as particulate matter and 
volatile organic compounds. The system was able to collect data from the sensors in 
real time and display it on an OLED screen. The data was also sent to a computer 
for further analysis. The authors of the project found that the system was able to 
accurately measure the pollutants in the air and could be a useful tool for monitoring 
IAQ in a variety of settings, such as homes, offices, and schools [7]. 

In addition, there are various IAQ monitoring systems available in the market 
which uses Arduino and various sensors to monitor the air quality, such as the Arduino 
Air Quality Monitoring Station, the Arduino Indoor Air Quality Monitoring System, 
and many more. These systems are widely used in different settings and are capable 
of measuring pollutants such as particulate matter, volatile organic compounds, and 
carbon monoxide [8].
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Another example of research on using Arduino microcontrollers for IAQ moni-
toring is a study published in the journal Measurement in 2019, where the authors 
proposed an IAQ monitoring system using an Arduino microcontroller and various 
sensors to measure pollutants such as temperature, humidity, carbon monoxide, and 
volatile organic compounds. The system used a web server to collect and display the 
data in real time and also sent the data to a cloud server for storage and further anal-
ysis. The authors of the study found that the system was able to accurately measure 
the pollutants in the air and could be a useful tool for monitoring IAQ in residential 
and commercial buildings [9]. 

Another study published in the Journal of Environmental Health Research in 2020, 
proposed an IAQ monitoring system using an Arduino microcontroller and various 
sensors to measure pollutants such as particulate matter, volatile organic compounds, 
and carbon monoxide. The system used a wireless communication module to send 
the data to a remote server for storage and analysis. The authors of the study found 
that the system was able to accurately measure the pollutants in the air and could be 
a useful tool for monitoring IAQ in a variety of settings, such as homes, offices, and 
schools [10]. 

IAQ monitoring using Arduino is a study published in the International Journal 
of Environmental Research and Public Health in 2020, where the authors proposed 
an IAQ monitoring system using an Arduino microcontroller and various sensors 
to measure pollutants such as temperature, humidity, carbon monoxide, and volatile 
organic compounds. The system collected data from the sensors and displayed it 
on an OLED screen, and the data was also sent to a computer for further analysis. 
The authors of the study found that the system was able to accurately measure the 
pollutants in the air and could be a useful tool for monitoring IAQ in residential and 
commercial buildings [11]. 

Another study published in the Journal of Cleaner Production in 2021 proposed 
an IAQ monitoring system using an Arduino microcontroller and various sensors to 
measure pollutants such as particulate matter and volatile organic compounds. The 
system used a wireless communication module to send the data to a remote server 
for storage and analysis. The authors of the study found that the system was able to 
accurately measure the pollutants in the air and could be a useful tool for monitoring 
IAQ in a variety of settings, such as homes, offices, and schools [12]. 

Another study published in the 2022, this paper presents an indoor air quality 
monitoring system based on a wireless sensor network and Arduino boards. The 
system is capable of measuring temperature, humidity, carbon dioxide, and other air 
pollutants and can be connected to a web-based platform for remote monitoring and 
data analysis [13]. 

Smart Indoor Air Quality Monitoring System Using Low-Cost Sensors and 
Arduino published in 2023. This paper presents a smart IAQ monitoring system 
using low-cost sensors and an Arduino board. The system is capable of measuring 
temperature, humidity, carbon dioxide, and particulate matter and can be connected 
to a mobile application for real-time monitoring and data analysis [14]. 

A Portable and Low-Cost IAQ Monitoring System Based on Arduino published in 
2022. This paper describes a portable and low-cost IAQ monitoring system based on
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Arduino boards and various sensors. The system is capable of measuring temperature, 
humidity, carbon dioxide, and particulate matter and can be connected to a mobile 
application for real-time monitoring and data analysis [15]. 

One potential research gap in the Arduino-based IAQ monitoring system is the lack 
of standardisation in sensor selection and calibration. While the Arduino platform 
allows for the integration of various sensors to measure different IAQ parameters, 
there is currently no standardised method for selecting and calibrating these sensors 
for accurate and reliable data collection. This could lead to inconsistencies in data 
interpretation and limit the comparability of results across different studies. Another 
research gap is the limited exploration of the potential applications of the Arduino-
based IAQ monitoring system beyond residential and office environments. While 
many studies have focused on using the Arduino platform for low-cost and portable 
IAQ monitoring in these settings, there is limited research on its potential applications 
in other indoor environments such as hospitals, schools, or industrial facilities. 

Finally, there is also a research gap in the exploration of how the Arduino-based 
IAQ monitoring system can be integrated with other technologies such as machine 
learning algorithms or cloud-based platforms for more advanced data analysis and 
interpretation. While some studies have started exploring these possibilities, there is 
still a need for further research on how to effectively integrate and optimise these 
technologies to enhance the accuracy and reliability of IAQ monitoring. 

In conclusion, there have been several studies and projects that have demonstrated 
the feasibility and effectiveness of using Arduino microcontrollers for IAQ moni-
toring. These studies have shown that an IAQ monitoring system using an Arduino 
microcontroller and various sensors can be an effective and low-cost solution for 
monitoring and improving indoor air quality in a variety of settings. These studies 
have also highlighted the importance of remote monitoring and data storage, which 
can be achieved by connecting the system to the internet or a cloud server for further 
analysis. 

4 Methodology 

The working of an IAQ monitoring system using an Arduino microcontroller involves 
several key components: the Arduino microcontroller, various sensors, and a display 
or computer/smartphone for data analysis. 

The Arduino microcontroller serves as the brain of the system, controlling the 
communication between the various sensors and the display or computer/smartphone. 
It is programmed to read data from the sensors and process it accordingly. The micro-
controller receives data from the sensors and then performs the necessary calculations 
to convert the raw sensor data into meaningful information. The processed data is 
then sent to the display or computer/smartphone for real-time monitoring and analysis 
[16]. 

The sensors used in the system are carefully selected to ensure accurate and reli-
able measurements of pollutants in the air. The sensors can be specific to measure
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particulate matter, volatile organic compounds, and carbon oxide, among other pollu-
tants. These sensors use different techniques to measure the pollutants, for example, 
a CO2 sensor for carbon oxide detection uses a method called non-dispersive infrared 
(NDIR) to measure the presence of the gas, while a PM sensor for particulate matter 
uses laser scattering method to detect the particles. 

The data collected by the system can be used to identify patterns and trends in 
IAQ over time, allowing for targeted interventions to improve the air quality. The 
system can also be integrated with other smart devices or connected to the internet 
for remote monitoring and control. The data can be analysed using a computer or a 
smartphone, which allows the user to track the IAQ over a period of time and make 
necessary adjustments to improve it [17]. 

In summary, the IAQ monitoring system using an Arduino microcontroller is 
composed of the microcontroller that controls the communication, sensors that 
measure the pollutants and a display or computer/smartphone for data analysis. The 
sensors measure the pollutants in the air and sends the data to the microcontroller 
which processes the data, and then sends it to the display or computer/smartphone 
for real-time monitoring and analysis. This allows individuals to monitor the air 
quality in their homes, offices, and other indoor spaces, and take necessary actions 
to improve it [18]. 

5 Result 

The results of using an IAQ monitoring system using an Arduino microcontroller 
and various sensors have shown that it can be an effective and low-cost solution 
for monitoring and improving indoor air quality in a variety of settings. The system 
is able to accurately measure pollutants such as particulate matter, volatile organic 
compounds, and carbon monoxide, among other pollutants [19]. 

The results of the various studies and projects have shown that the system is 
able to measure the pollutants in the air with high accuracy and can be used to 
identify patterns and trends in IAQ over time. This allows for targeted interventions 
to improve the air quality, such as increasing ventilation or removing sources of 
pollution. Furthermore, the results have also shown (Fig. 2) that the system can be 
easily integrated with other smart devices or connected to the internet for remote 
monitoring and control. This allows individuals to monitor the air quality in their 
homes, offices, and other indoor spaces, from anywhere, at any time [20].

A comparison of Arduino-based IAQ monitoring systems with traditional IAQ 
monitoring systems shows that Arduino-based systems have several advantages. 
First, Arduino-based systems are generally much more affordable than traditional 
systems, making them accessible to a wider range of users. Second, Arduino-based 
systems are often more portable and easier to install than traditional systems, which 
may require professional installation. Third, Arduino-based systems offer more flex-
ibility in terms of sensor selection and data analysis, allowing for more customised 
monitoring of specific IAQ parameters. However, traditional systems may offer
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Fig. 2 Output on LCD screen

higher accuracy and precision in measuring IAQ parameters and may be better 
suited for monitoring in large buildings or industrial settings. Additionally, tradi-
tional systems may be more reliable and have longer lifetimes than Arduino-based 
systems, which may require more frequent maintenance or replacement of compo-
nents. Overall, the comparison shows that Arduino-based IAQ monitoring systems 
have many advantages, but the choice of system should depend on the specific needs 
and constraints of the user. 

In addition, the results have also shown that the system can be easily customisable 
to suit different environments and requirements. The system can be configured with 
different sensors to measure specific pollutants, depending on the environment and 
the specific air quality concerns. For example, a system designed for monitoring air 
quality in a factory may include sensors to measure pollutants such as particulate 
matter and carbon monoxide, while a system designed for monitoring air quality 
in a hospital may include sensors to measure pollutants such as volatile organic 
compounds and bacteria [21]. 

This Arduino-based IAQ monitoring system was used to measure indoor air 
quality in a university classroom. The system found that the levels of PM2.5, CO2, 
and TVOCs were higher than the recommended levels, indicating poor indoor air 
quality. Also used an Arduino-based IAQ monitoring system to measure indoor air 
quality in a residential building. The system found that the levels of CO2 and PM2.5 
were significantly higher in the kitchen compared to other areas of the building, indi-
cating a need for improved ventilation and air circulation in that space. Another study 
used an Arduino-based IAQ monitoring system to measure indoor air quality in a 
hospital. The system found that the levels of CO2 and TVOCs were higher in-patient 
rooms compared to other areas of the hospital, highlighting the importance of proper 
ventilation and air quality monitoring in healthcare settings. 

The value of CO in ppm versus date is displayed as Fig. 4, and the value of AQI 
in ppm versus date is displayed as Fig. 3.

The values of temperature in Celsius versus date is displayed as Fig. 5, and the 
values of humidity in percentage versus date are displayed as Fig. 6. The values of 
dust density verses date is reflected in Fig. 7.

Once the threshold levels exceed, it is indicated by the buzzer and also SMS is 
sent to the administrator as shown in Fig. 8.
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Fig. 3 AQI versus date 

Fig. 4 CO in ppm versus date

Fig. 5 Temperature in Celsius versus date 

Fig. 6 Humidity in % versus date
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Fig. 7 Dust density in mg/m versus date

Fig. 8 Generated MESSAGE 

In summary, the results of using an IAQ monitoring system using an Arduino 
microcontroller and various sensors have shown that it can be an effective and low-
cost solution for monitoring and improving indoor air quality. The system is able 
to accurately measure pollutants, identify patterns and trends in IAQ, and can be 
integrated with other smart devices or connected to the internet for remote monitoring 
and control. The system is also customisable, relatively inexpensive, and scalable to 
suit different environments and requirements [22]. 

6 Conclusion 

In conclusion, using an IAQ monitoring system using an Arduino microcontroller 
and various sensors can be an effective and low-cost solution for monitoring and 
improving indoor air quality in a variety of settings. The system is able to accu-
rately measure pollutants, identify patterns and trends in IAQ, and can be integrated 
with other smart devices or connected to the internet for remote monitoring and 
control. The various studies and projects on using Arduino microcontrollers for 
IAQ monitoring have shown that it can be a reliable and cost-effective solution for 
monitoring and improving indoor air quality. The system can be used to measure 
various pollutants, including particulate matter, volatile organic compounds, and
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carbon monoxide, among others. The system is able to identify patterns and trends 
in IAQ over time, allowing for targeted interventions to improve the air quality. 

The achieved novelty of the Arduino-based IAQ monitoring system lies in its 
ability to provide a low-cost, portable, and customisable solution for measuring 
various IAQ parameters. By using an open-source hardware and software platform, 
the Arduino-based system allows for the integration of a wide range of sensors and 
data analysis techniques, which can be tailored to specific indoor environments and 
user needs. This system also allows for real-time monitoring and data transmission, 
enabling users to track IAQ changes and respond in a timely manner to potential 
air quality issues. Furthermore, the Arduino-based IAQ monitoring system has the 
potential to be integrated with other technologies such as machine learning algorithms 
or cloud-based platforms, allowing for more advanced data analysis and interpreta-
tion. Overall, the achieved novelty of the Arduino-based IAQ monitoring system lies 
in its versatility, affordability, and potential for customisation and innovation. It is 
important to note that the results of these studies and projects are based on specific 
configurations and implementations of the IAQ monitoring system using an Arduino 
microcontroller and various sensors and may not necessarily be applicable to all 
situations. Further research and testing are needed to determine the suitability and 
effectiveness of the system in different environments and applications. Furthermore, 
the system can be easily integrated with other smart devices or connected to the 
internet for remote monitoring and control, allowing individuals to monitor the air 
quality in their homes, offices, and other indoor spaces from anywhere, at any time. 

The future scope of Arduino-based IAQ monitoring systems is promising, as 
advancements in technology continue to drive innovation in this field. Here are a few 
potential areas of future development: 

• Integration with smart home systems: As the trend towards smart homes continues 
to grow, there is potential for Arduino-based IAQ monitoring systems to be 
integrated with other smart home technologies, such as HVAC systems or 
voice-activated assistants. 

• Machine learning and data analysis: With the increasing availability of data anal-
ysis tools and machine learning algorithms, there is potential for Arduino-based 
IAQ monitoring systems to incorporate more advanced data analysis techniques, 
such as predictive modelling or anomaly detection. 

• Development of new sensors: While Arduino-based IAQ monitoring systems can 
currently measure a wide range of IAQ parameters, there is still room for the 
development of new sensors that can detect additional pollutants or provide more 
precise measurements. 

• Cloud-based monitoring: By leveraging cloud-based platforms, Arduino-based 
IAQ monitoring systems could enable remote monitoring and data storage, 
allowing for real-time analysis and collaboration. 

In summary, an IAQ monitoring system using an Arduino microcontroller and 
various sensors can be an effective and low-cost solution for monitoring and 
improving indoor air quality in a variety of settings. The system is able to accurately 
measure pollutants, identify patterns and trends in IAQ, and can be integrated with
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other smart devices or connected to the internet for remote monitoring and control. It 
is a reliable, cost-effective, customisable, and scalable solution for monitoring indoor 
air quality. 
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Abstract The objective of this chapter is to develop a data resource library for 
renewable energy forecasting/prediction using the whole world’s available dataset 
of the solar and wind domains. A large volume of dataset information and resource 
files have been collected from Asia, Africa, Latin America, Oceania, and North 
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locations of Latin America region, 14 locations of Oceania region, and 21 locations 
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1 Introduction 

With the ability to generate a sustainable energy supply and act as a cornerstone 
element for microgrids in a way that contributes to the smart grid infrastructure, 
renewable energy is crucial among low-carbon energy technologies [1–10]. The 
widespread use of renewable energy (wind and solar power) is confronted with a 
number of difficulties due to the unpredictable and intermittent nature of its output 
[11–14]. As renewable energy sources become more prevalent, these uncertainties 
associated with renewable energy sources could jeopardize the system’s depend-
ability and power quality, raising concerns about key grid integration issues such as 
balancing management and reserve capacities [15, 16]. 

The use of renewable energy (wind speed and solar radiation) and power gener-
ation projections can reduce the requirement for energy balancing and enable the 
scheduling and dispatch of power generation using wind speed [17–28] and solar 
radiation [29–39]. Additionally, by minimizing the requirement for renewable energy 
curtailments and resulting increase in revenue from electricity market operations, 
projections can be crucial in maintaining costs at a level that is competitive [40– 
49]. It is, however, very challenging to precisely anticipate renewable energy (wind 
speed and solar radiation) and power accurately. This is due to the unpredictable 
and unstable properties of renewable energy (wind speed/solar radiation). There-
fore, various energy and environment-related research organizations have invested 
significant resources in the creation and improvement of renewable energy (wind 
speed and solar radiation) and/or power forecasting systems [15–28]. 

Numerous forecasting strategies have been researched and put forth in the liter-
ature [50–55]; each makes use of a distinct technique and performs well with a 
particular prediction horizon depending on the data availability conditions. Recent 
studies in the area of renewable energy prediction/forecast are predominantly focused 
on the development of the data library for the focusing of wind and solar in whole 
world. In order to make precise forecasts/predictions about the generation of future 
renewable energy, forecasting and prediction for renewable energy involve analyzing 
historical and current data. In forecasting renewable energy, the following categories 
of data library are presented in this paper: 

• Historical energy generation data can be used to understand seasonal patterns, 
trends, and changes in energy output. Examples of historical renewable energy 
generating data include solar irradiation, wind speed, and hydroelectric flow rates. 
For training forecasting models, this information is essential. 

• Weather information data: Because it has a direct impact on the production of solar, 
wind, and hydropower, weather information is a crucial part of forecasting for 
renewable energy sources. To precisely anticipate the output of renewable energy, 
variables such as temperature, humidity, wind speed, wind direction, cloud cover, 
and precipitation are gathered from weather stations or meteorological models. 

• Data on solar irradiance: Information on solar irradiance, such as global horizontal 
irradiance (GHI), direct normal irradiance (DNI), and diffuse horizontal irradiance 
(DHI), quantifies the amount of solar energy that is present at a specific location.
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This information, which is essential for predicting solar energy, is gathered from 
measurements made by satellites or ground-based sensors. 

• Wind speed data: Wind speed and direction data reveal the direction and force of 
the wind at a particular location. This information is obtained via anemometers, 
wind masts, or remote sensing tools like LiDAR or SODAR (Light Detection and 
Ranging). For forecasting wind energy, it is crucial. 

The organization of this paper is comprised of four sections. Section 1 repre-
sents the introduction of data resource libraries. Multiple domains of data resources 
are represented in Sect. 2, which includes generalist data repositories as well as 
specialized data repositories as per discipline. Section 3 includes the data resources 
for renewable energy prediction/forecasting for 214 locations of the world. Finally, 
conclusion is represented in Sect. 4. 

2 Multiple Domains of Data Resources 

A platform/system that can centrally store and manage data from various areas or 
domains is referred to as a “multiple domain data resource/repository”. Data from 
different sources and industries, including commerce, science, medicine, finance, 
social media, and more, can be accommodated by data repository. Data resources/ 
repositories have several key characteristics such as centralized storage, data inte-
gration, data organization, data security, data sharing and collaboration, scalability, 
metadata management, data governance, data analysis and exploration. There are 
several types of data repositories, available in the digital domain. A few of the 
data repositories are generalist repositories and specialized repositories as shown 
in Tables 1 and 2, respectively.

2.1 Re3data (Registry of Research Data Repositories) 

An open science resource that provides researchers, funding agencies, libraries, and 
publishers with a list of current international repositories for research data is the 
Registry of Research Data Repositories (re3data.org) [56]. A global directory of 
research data archives from all academic fields can be found at re3data.org. In order 
to assist researchers in choosing an appropriate repository for their data and thereby 
meet the criteria outlined in data regulations, it gives an overview of the current 
research data repositories. In May 2013, the registration was formally introduced. 

The registered data at re3data platform are in following different domains such 
as AID systems, API certificates, content types, data access, data access restrictions, 
database access, database access restrictions, database licenses, data licenses, data 
upload, data upload restrictions, enhanced publication, institution country, institu-
tion responsibility type, institution type, keywords, metadata standards, PID systems,

https://www.re3data.org/
https://www.re3data.org/
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Fig. 1 Available content types in Re3data repository [56] 

provider types, quality management, repository languages, software, subjects, syndi-
cations, repository types, versioning. The service renders all registration meta-
data freely used under the Creative Commons CC0 deed. Data of different types 
of contents are represented in Fig. 1. API includes the following types of APIs: 
FTP (318), NetCDF (89), OAI-PMH (291), OpenDAP (50), REST (637), SOAP 
(56), SPARQL (42), SWORD (104), and other (330). Re3data repository includes 
following categories of data access such as closed (267), embargoed (468), open 
(2688), and restricted (1519). Re3data repository also includes following categories 
of software information such as CKAN (97), DSpace (126), Dataverse (168), Digi-
talCommons (5), EPrints (34), Fedora (48), MySQL (90), Nesstar (19), Opus (3), 
dLibra (3), eSciDoc (5), other (649), unknown (1187). 

2.2 FAIRsharing 

A resource on data and metadata standards that is curated, instructive, and educa-
tional that is connected to databases and data policies. FAIRsharing platform [57]
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provides the 1622 standards (775—terminology artifact, 557—model/format, 244— 
reporting guidelines, 32—identifier schema, etc.), 2033 databases (1050—reposi-
tories, 836—knowledge bases, 147—knowledge bases’ repositories, etc.), and 166 
policies. Available data on FAIRsharing platform are categorized into three categories 
such as humanities social sciences, natural sciences, and engineering sciences. 

2.3 DataONE 

In order to promote data sharing, data discovery, and open science, DataONE [58] is  
a network of interoperable data repositories. One of the first DataNet programs was 
first funded in 2009 with $21.2 million from the US National Science Foundation. 

For member, the three coordinating members offer network-wide functions. 
They have mirrored content, entire copies of science metadata, and geographical 
replication. The project was supervised by William Michener at the University of 
New Mexico (UNM), and UNM is one of the coordinating members. UNM, Oak 
Ridge Campus (a collaboration between University of Tennessee and Oak Ridge 
National Laboratory, ORNL), and University of California, Santa Barbara, serve as 
coordinating nodes. 

2.4 IEEEDataPort™ 

The IEEEDataPort™ [59] provides the dataset of multi-disciplinary domains 
dataset categories such as Artificial Intelligence (879), Astronomy (12), Biomedical 
and Health Sciences (307), Biophysiological Signals (104), Cloud Computing (55), 
Communications (333), Computational Intelligence (213), Computer Vision (350), 
COVID-19 (91), CRAWDAD (177), Demographic (22), Ecology (14), Education 
and Learning Technologies (46), Environmental/Climate Change (61), Financial 
(27), Geoscience and Remote Sensing (125), Image Fusion (43), Image Processing 
(477), IoT (232), Machine Learning (921), Other (433), Power and Energy (376), 
Reliability (69), Security (187), Sensors (226), Signal Processing (410), Social 
Sciences (87), Standards Research Data (260), Transportation (132), and Wireless 
Networking (226). The access of the datasets through IEEEDataPort™ is open 
access as well as payment basis. Few datasets are available based on open access. 
Following are the few examples for prediction and forecasting: Prediction of Energy 
Consumption Using Smart Meter Data (https://ieee-dataport.org/sites/default/files/ 
analysis/38040/Prediction%20Of%20Energy%20Consumption%20Using%20S 
mart%20Meter%20Data.docx), Power System Oscillation Mode Prediction Data

https://ieee-dataport.org/sites/default/files/analysis/38040/Prediction%20Of%20Energy%20Consumption%20Using%20Smart%20Meter%20Data.docx
https://ieee-dataport.org/sites/default/files/analysis/38040/Prediction%20Of%20Energy%20Consumption%20Using%20Smart%20Meter%20Data.docx
https://ieee-dataport.org/sites/default/files/analysis/38040/Prediction%20Of%20Energy%20Consumption%20Using%20Smart%20Meter%20Data.docx
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(https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Osci 
llation%20Mode%20Prediction%20Data.mat?response-content-disposition=attach 
ment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode% 
20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256& 
X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1% 
2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHea 
ders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a 
367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWT 
b7qVD6nkTzmegF), Data for Article Electricity Load Forecast Considering Search 
Engine Indices (https://ieee-dataport.s3.amazonaws.com/data/41148/Data%20for% 
20Article%20Electricity%20Load%20Forecast%20Considering%20Search% 
20Engine%20Indices.zip?response-content-disposition=attachment%3B%20file 
name%3D%22Data%20for%20Article%20Electricity%20Load%20Forecast% 
20Considering%20Search%20Engine%20Indices.zip%22&X-Amz-Algorithm= 
AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F2 
0230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101 
156Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature= 
21ec4136ce4da50c37d2cfdb952a8263cca98f440536b285b9385ec5d89e1344&PJp 
Nnqa4jgVjXYajiNU1UPCWWr8BVLMv), Solar Irradiance Data Under Dynamic 
Weather Conditions (sunny and cloudy days) (https://ieee-dataport.s3.amazon 
aws.com/data/1129731/Solar_Irradiance_Data.zip?response-content-disposition= 
attachment%3B%20filename%3D%22Solar_Irradiance_Data.zip%22&X-Amz-
Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6 
Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date= 
20230326T101855Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-
Amz-Signature=5e8a66b4e4fc2da1af9a949503c2d64b245bf60fec3f2778866dfd 
39f6ddb46f), Day-Ahead Electricity Demand Forecasting: Post-COVID Paradigm, 
Bayesian CNN-BiLSTM and Vine-GMCM Based Probabilistic Forecasting of 
Hour-Ahead Wind Farm Power Outputs (Input dataset), Short-Term Photovoltaic 
Power Forecasting Based on Long Short-Term Memory Neural Network and Atten-
tion Mechanism, Energy Forecasting in Fuel Cell, Short-Term Load Forecasting 
Data with Hierarchical Advanced Metering Infrastructure and Weather Features, 
The Use of Extreme Value Theory for Forecasting Long-Term Substation Maximum 
Electricity Demand, etc. 

2.5 UCI Machine Learning Repository 

UCI Machine Learning (ML) Repository is created by the Center for Machine 
Learning and Intelligent System, Bren School of Information and Computer Science, 
University of California, Irvine. As of now, UCI-ML Repository includes 622 datasets 
[60], which are freely available (open access) to download and further analysis. 
These datasets have been categorized as per task (named as classification, regres-
sion, clustering, and other), attribute type (i.e., categorical, numerical, and mixed), 
data type (i.e., multivariate, univariate, sequential, time series, text, domain theory,

https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
https://ieee-dataport.s3.amazonaws.com/data/13900/Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat?response-content-disposition=attachment%3B%20filename%3D%22Power%20System%20Oscillation%20Mode%20Prediction%20Data.mat%22&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIAJOHYI4KJCE6Q7MIQ%2F20230326%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20230326T101124Z&X-Amz-SignedHeaders=Host&X-Amz-Expires=3600&X-Amz-Signature=3377a7197fb123b036d3a367a139a66f3d5f56d20812bf7171d4aefbca9a4402&KDV9HX7OKbVhvX5aWTb7qVD6nkTzmegF
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and other), area (i.e., life science, physical science, CS/Engineering, social science, 
business, game, and other), number of attributes (less than 100, 100–1000, greater 
than 1000), and format type (i.e., matrix and non-matrix). Moreover, few exam-
ples of forecast and prediction datasets are available for analysis, such as Traffic 
Flow Forecasting, Daily Demand Forecasting Orders, Bias correction of numerical 
prediction model temperature forecast, Demand Forecasting for a store, Indoor User 
Movement Prediction from RSS data, Appliances energy prediction, Bias correction 
of numerical prediction model temperature forecast, Water Quality Prediction. 

2.6 Data in Brief of Science Direct Digital Library 

Data in Brief (DIB) is a multi-disciplinary, open access, peer-reviewed journal of 
ScienceDirect [61], which provides research data. DIB provides the platform for orig-
inal dataset of simulated data, negative data, questionnaires/survey data, published 
raw data complete dataset to be used as a workbench to evaluate the profitability of 
an offshore wind farm. 

3 Data Resources for Renewable Energy Prediction/ 
Forecasting 

3.1 Data Resources for Renewable Energy Prediction/ 
Forecasting for Asian Countries 

Asian countries are categorized into five sub-categories such as Central Asia (5 coun-
tries: Uzbekistan, Kazakhstan, Tajikistan, Kyrgyzstan, and Turkmenistan), Eastern 
Asia (5 countries: China, Japan, South Korea, North Korea, and Mongolia), South-
eastern Asia (11 countries: Indonesia, Philippines, Vietnam, Thailand, Myanmar, 
Malaysia, Cambodia, Laos, Singapore, Timor-Leste, Brunei), Southern Asia (9 coun-
tries: India, Pakistan, Bangladesh, Iran, Afghanistan, Nepal, Sri Lanka, Bhutan, 
Maldives), and Western Asia (18 countries: Turkey, Iraq, Saudi Arabia, Yemen, 
Syria, Jordan, Azerbaijan, United Arab Emirates, Israel, Lebanon, Oman, State of 
Palestine, Kuwait, Georgia, Armenia, Qatar, Bahrain, Cyprus). Data Resources for 
Renewable Energy Prediction/Forecasting for Asian Countries are represented in 
sub-sequence sections.
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3.1.1 Data Resources for Southern Asia Countries 

Total nine countries (India, Pakistan, Bangladesh, Iran, Afghanistan, Nepal, Sri 
Lanka, Bhutan, and Maldives) are available in southern part of Asia. Data resources 
of all nine Southern Asia Countries are represented in Table 3. 

3.1.2 Data Resources for Western Asia Countries 

Total 18 countries (Turkey, Iraq, Saudi Arabia, Yemen, Syria, Jordan, Azerbaijan, 
UAE-United Arab Emirates, Israel, Lebanon, Oman, State of Palestine, Kuwait, 
Georgia, Armenia, Qatar, Bahrain, Cyprus) are available in western part of Asia. 
Data resources of all 18 western Asia countries are represented in Table 4.

3.1.3 Data Resources for Southeastern Asia Countries 

Total 11 countries (Indonesia, Philippines, Vietnam, Thailand, Myanmar, Malaysia, 
Cambodia, Laos, Singapore, Timor-Leste, Brunei) are available in Southeastern part 
of Asia. Data resources of all 11 Southeastern Asia countries are represented in 
Table 5.

3.1.4 Data Resources for Central Asia Countries 

Total 5 countries (Uzbekistan, Kazakhstan, Tajikistan, Kyrgyzstan, and Turk-
menistan) are available in Central part of Asia. Data resources of all five Central 
Asia countries are represented in Table 6.

3.1.5 Data Resources for Eastern Asia Countries 

Total 5 countries (China, Japan, South Korea, North Korea, and Mongolia) are avail-
able in Eastern part of Asia. Data resources of all five Eastern Asia countries are 
represented in Table 7.

3.2 Data Resources for Renewable Energy Prediction/ 
Forecasting for Africa Countries 

All 54 African countries are categorized in to five sub-categories such as eastern 
Africa (18 countries: Ethiopia, Tanzania, Kenya, Uganda, Mozambique, Mada-
gascar, Malawi, Zambia, Somalia, Zimbabwe, Rwanda, Burundi, South Sudan, 
Eritrea, Mauritius, Djibouti, Comoros, Seychelles), Middle Africa (9 countries: 
DR Congo, Angola, Cameroon, Chad, Congo, Central African Republic, Gabon, 
Equatorial Guinea, Sao Tome and Principe), Northern Africa (6 countries: Egypt, 
Algeria, Sudan, Morocco, Tunisia, Libya), Southern Africa (5 countries: South
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Africa, Namibia, Botswana, Lesotho, Eswatini), and Western Africa (16 countries: 
Nigeria, Ghana, Côte d’Ivoire, Niger, Burkina Faso, Mali, Senegal, Guinea, Benin, 
Togo, Sierra Leone, Liberia, Mauritania, Gambia, Guinea-Bissau, Cabo Verde). Data 
resources for renewable energy prediction/forecasting for all African countries are 
represented in sub-sequence sections. 

3.2.1 Data Resources for Northern Africa 

Total 5 countries (Egypt, Algeria, Sudan, Morocco, Tunisia, and Libya) are available 
in Northern part of Africa. Data resources of all five Northern Africa countries are 
represented in Table 8.

3.2.2 Data Resources for Western Africa 

Total 16 countries (Nigeria, Ghana, Côte d’Ivoire, Niger, Burkina Faso, Mali, 
Senegal, Guinea, Benin, Togo, Sierra Leone, Liberia, Mauritania, Gambia, Guinea-
Bissau, and Cabo Verde) are available in Western part of Africa. Data resources of 
all 16 Western Africa countries are represented in Table 9.

3.2.3 Data Resources for Central/Middle Africa 

Total nine countries (DR Congo, Angola, Cameroon, Chad, Congo, Central African 
Republic, Gabon, Equatorial Guinea, and Sao Tome and Principe) are available in 
Central/Middle part of Africa. Data resources of all nine Central/Middle Africa 
countries are represented in Table 10.

3.2.4 Data Resources for Eastern Africa 

Total 18 countries (Ethiopia, Tanzania, Kenya, Uganda, Mozambique, Madagascar, 
Malawi, Zambia, Somalia, Zimbabwe, Rwanda, Burundi, South Sudan, Eritrea, 
Mauritius, Djibouti, Comoros, and Seychelles) are available in Eastern part of Africa. 
Data resources of all 18 Eastern Africa countries are represented in Table 11.

3.2.5 Data Resources for Southern Africa 

Total five countries (South Africa, Namibia, Botswana, Lesotho, and Eswatini) are 
available in Southern part of Africa. Data resources of all five Southern Africa 
countries are represented in Table 12.
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3.3 Data Resources for Renewable Energy Prediction/ 
Forecasting for Europe Countries 

All 44 European countries are categorized into four sub-categories such as Eastern 
Europe (10 countries: Russia, Ukraine, Poland, Romania, Czech Republic (Czechia), 
Hungary, Belarus, Bulgaria, Slovakia, Moldova), Northern Europe (10 countries: 
the UK, Sweden, Denmark, Finland, Norway, Ireland, Lithuania, Latvia, Estonia, 
Iceland), Southern Europe (15 countries: Italy, Spain, Greece, Portugal, Serbia, 
Croatia, Bosnia and Herzegovina, Albania, North Macedonia, Slovenia, Montenegro, 
Malta, Andorra, San Marino, Holy See), and Western Europe (9 countries: Germany, 
France, Netherlands, Belgium, Austria, Switzerland, Luxembourg, Monaco, Liecht-
enstein). Data Resources for Renewable Energy Prediction/Forecasting for all 
African countries are represented in sub-sequence sections. 

3.3.1 Data Resources for Eastern Europe 

Total ten countries (Russia, Ukraine, Poland, Romania, Czech Republic (Czechia), 
Hungary, Belarus, Bulgaria, Slovakia, Moldova) are available in Eastern part of 
Europe. Data resources of all ten Eastern Europe countries are represented in Table 13.

3.3.2 Data Resources for Northern Europe 

Total ten countries (the UK, Sweden, Denmark, Finland, Norway, Ireland, Lithuania, 
Latvia, Estonia, Iceland) are available in Northern part of Europe. Data resources of 
all ten Northern Europe countries are represented in Table 14.

3.3.3 Data Resources for Southern Europe 

Total 15 countries (Italy, Spain, Greece, Portugal, Serbia, Croatia, Bosnia and Herze-
govina, Albania, North Macedonia, Slovenia, Montenegro, Malta, Andorra, San 
Marino, Holy See) are available in Southern part of Europe. Data resources of all 15 
Southern Europe countries are represented in Table 15.

3.3.4 Data Resources for Western Europe 

Total five countries (Germany, France, Netherlands, Belgium, Austria, Switzerland, 
Luxembourg, Monaco, Liechtenstein) are available in Western part of Europe. Data 
resources of all five Western Europe countries are represented in Table 16.
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https://www.knmidata.nl/data-services/knmi-producten-overzicht/klimatologische-gegevens
http://www.meteo.be
https://www.meteo.be/en/weather/forecasts/weather-model-alaro/temperature
https://www.meteo.be/en/weather/forecasts/weather-model-alaro/temperature
https://www.meteo.be/en/weather/forecasts/weather-model-alaro/temperature
https://www.meteo.be/en/weather/forecasts/weather-model-alaro/temperature
https://www.meteo.be/en/weather/forecasts/weather-model-alaro/temperature
https://www.meteo.be/en/weather/observations/belgium
https://www.meteo.be/en/weather/observations/belgium
https://www.meteo.be/en/weather/observations/belgium
https://www.meteo.be/en/weather/observations/belgium
https://www.belspo.be/belspo/invent/sproj.asp?l=en
https://www.belspo.be/belspo/invent/sproj.asp?l=en
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3.4 Data Resources for Renewable Energy Prediction/ 
Forecasting for Latin America and the Caribbean 
Countries 

All 33 Latin America and the Caribbean Countries are categorized into three sub-
categories such as Caribbean (13 countries: Haiti, Cuba, Dominican Republic, 
Jamaica, Trinidad and Tobago, Bahamas, Barbados, Saint Lucia, Grenada, St. 
Vincent and Grenadines, Antigua and Barbuda, Dominica, Saint Kitts and Nevis), 
Central America (8 countries: Mexico, Guatemala, Honduras, Nicaragua, El 
Salvador, Costa Rica, Panama, Belize), and Southern America (12 countries: Brazil, 
Colombia, Argentina, Peru, Venezuela, Chile, Ecuador, Bolivia, Paraguay, Uruguay, 
Guyana, Suriname). Data resources for renewable energy prediction/forecasting for 
all Latin America and the Caribbean Countries are represented in sub-sequence 
sections. 

3.4.1 Data Resources for Caribbean 

Total 13 countries (Haiti, Cuba, Dominican Republic, Jamaica, Trinidad and Tobago, 
Bahamas, Barbados, Saint Lucia, Grenada, St. Vincent and Grenadines, Antigua and 
Barbuda, Dominica, Saint Kitts, and Nevis) are available in Caribbean part. Data 
resources of all 13 Caribbean countries are represented in Table 17.

3.4.2 Data Resources for Central America 

Total eight countries (Mexico, Guatemala, Honduras, Nicaragua, El Salvador, Costa 
Rica, Panama, Belize) are available in Central America part of LA. Data resources 
of all eight Central America countries are represented in Table 18.

3.4.3 Data Resources for Southern America 

Total 12 countries (Brazil, Colombia, Argentina, Peru, Venezuela, Chile, Ecuador, 
Bolivia, Paraguay, Uruguay, Guyana, Suriname) are available in Southern America 
part of LA. Data resources of all 12 Southern America countries are represented in 
Table 19.
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3.5 Data Resources for Renewable Energy Prediction/ 
Forecasting for Oceania Countries 

All 14 Oceania Countries are categorized in to four sub-categories such as “Australia 
and New Zealand” (two countries: Australia and New Zealand), Melanesia (four 
countries: Papua New Guinea, Fiji, Solomon Islands, Vanuatu), Micronesia (five 
countries: Micronesia, Kiribati, Marshall Islands, Palau, Nauru), and Polynesia (three 
countries: Samoa, Tonga, Tuvalu). Data resources for renewable energy prediction/ 
forecasting for all Oceania Countries are represented in sub-sequence sections. 

3.5.1 Data Resources for Australia and New Zealand 

Total two countries (Australia and New Zealand) are available in this region. Data 
resources of both Oceania Countries are represented in Table 20.

3.5.2 Data Resources for Melanesia 

Total four countries (Papua New Guinea, Fiji, Solomon Islands, Vanuatu) are avail-
able in Melanesia region. Data resources of five Melanesia Countries are represented 
in Table 21.

3.5.3 Data Resources for Micronesia 

Total five countries (Micronesia, Kiribati, Marshall Islands, Palau, Nauru) are avail-
able in Melanesia region. Data resources of five Micronesia Countries are represented 
in Table 22.

3.5.4 Data Resources for Polynesia 

Total three countries (Samoa, Tonga, Tuvalu) are available in Melanesia region. Data 
resources of three Polynesia Countries are represented in Table 23.
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3.6 Data Resources for Renewable Energy Prediction/ 
Forecasting for Northern America Countries 

Total 41 countries are available in Northern America. Data resources of all 21 
Northern America countries are represented in Table 24, whereas data resources of 
rest 20 America countries (Mexico, Guatemala, Haiti, Cuba, Dominican Republic, 
Honduras, Nicaragua, El Salvador, Costa Rica, Panama, Jamaica, Trinidad and 
Tobago, Belize, Bahamas. Barbados, Saint Lucia, Grenada, Antigua and Barbuda, 
Dominica, Saint Kitts and Nevis) are represented in Sect. 3.4.

4 Conclusion 

In this chapter, data resource library of 214 locations of the world has been devel-
oped for the renewable energy forecasting/prediction. Developed data resource 
library covers six regions (Asia, Africa, Europe, Latin America, Oceania, and North 
America) of the world. In this data library, 48 locations of Asian region (i.e., 5 
locations: central Asia, 5 location: Eastern Asia, 11 locations: Southeastern Asia, 9 
locations: Southern Asia, 18 locations: Western Asia), 54 locations of Africa region 
(i.e., 18 locations: eastern Africa, 9 locations: Middle Africa, 6 locations: Northern 
Africa, 5 locations: Southern Africa, and 16 locations: Western Africa), 44 locations 
of Europe region (i.e., 10 locations: Eastern Europe, 10 locations: Northern Europe, 
15 locations: Southern Europe, and 9 locations: Western Europe), 33 locations of 
Latin America and the Caribbean region (i.e., 13 locations: Caribbean region, 8 
locations: Central America, and 12 locations: Southern America), 14 locations of 
Oceania region (i.e., 2 locations: Australia and New Zealand region, 4 locations: 
Melanesia region, 5 locations: Micronesia region, and 3 locations: Polynesia region), 
and 21 locations of Northern America region are included. Moreover, 16 general 
data resource libraries are included, which are applicable for whole world’s location. 
These data libraries are very useful for those locations where metrological station is 
not feasible to install.
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Solar Rooftop On-Grid Connected Net 
Metering System 

Sarfraz, Anju Gupta, and Rashmi Agarwal 

Abstract Net metering is an arrangement that rewards solar energy users with credits 
for the extra electricity they supply to the grid. When solar energy generates extra 
electricity, it is routed to the grid and is available for use even when solar plants are 
not operating. A bidirectional meter is used to take measurements while solar energy 
that has been net metered is being consumed. The customers are only billed for net 
energy they have consumed. The solar energy plays a vital role for net metering 
system. By the use of on grid net metering system which produces more energy 
saving and also reduction of the customer money. As we know that solar energy 
is renewable energy source, the use of this pollution becomes zero and thus makes 
planet green. A NEM system helps user with grid connected net metering system 
that reduces their electricity units. This type of system motivates a number of people 
to move toward to install solar rooftop system. For the net metering systems, users 
are allowed to install solar plants at their open area, whether it is in their roofs or 
anywhere in the ground area and thus used for electricity generation through solar 
panels. This system has a bidirectional meter for net energy consumed units during 
both day and night time. This meter records final net readings of unit consumed. 
The customer’s primary service providing PVs meter connects the solar panels to the 
grid. When producing more energy than is required, sites return excess energy to the 
grid via the net meter. As we know that the net meter is bidirectional, it calculates 
both the units, generated unit and consumed units by the customers. The customer 
pays the net of both the transactions. The net metering system is also known as 
net energy management system, NEM. The net metering a particular type of billing 
system or tool uses consumer’s/users excess generated solar power and reverts back 
to the electricity grid and thus net meter calculates the net payable units which we 
consume during cloudy or rainy sessions. Thus, we can say that on-grid solar net 
metering system is pollution-free energy source and beneficial to the producers and 
customers.
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1 Introduction 

In net metering process, if a domestic customer has installed an on-grid solar system 
more than their domestic load on their roof, it will produce more power than their 
use. The excess generated electricity then sends back/adds to the grid via net meter. 
This type of system is called net metering system. This is the systematic process that 
consumers are paid for the price of net electrical power which is sent back out to the 
gridding by the use of on-grid PV system. 

In net metering process in an average, only 15–45% of a solar energy output 
power goes into the grid and this solar PV generated electricity sends to the nearby 
customers’ loads. In the current net metering system, a singular bidirectional metering 
is used for readings. This system gives an option to their users for saving electrical 
power and makes the electricity bill zero and sometimes DISCOM reverts back to 
the customers for their generated power through on-grid solar photo voltaic system 
[1] (Fig. 1). 

The net metering system is mainly a combination of solar rooftop system on-
grid inverter bidirectional energy meter and grid interconnection. Net metering is 
procedure which reduces in the cost of consumer’s electricity bill. Also if the load 
of the consumers is less in comparison with the rooftop generated power, it works 
as money provider to the consumers by providing excess amount of electricity to the 
govt. electricity boards. Under the net metering systems, the electric energy produced 
by the rooftop solar panels that we don’t use is credited back to us by reducing the 
overall consumed electricity units in the monthly bills.

SOLAR PANEL 
HYBRID 

INVERTOR 
NET METER ELECTRICITY 

GRID 

CONSUMER LOAD 

Fig. 1 Net metering system 
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When the rooftop installed solar systems produce more electricity power when 
compared with our use at any point of the sunny day, this produced generated solar 
power is reverted to the electricity board, and in cloudy, rainy conditions and in 
the night time we pull back this power again running the net energy meter forward 
that is the so called “net metering”. Here correct size of rooftop solar system is 
very important if the rooftop solar panel system is more than our required load; in 
these circumstances this net metering system works in a smooth way if the installed 
rooftop solar panels power is less than our required load, then this net metering 
system is not so effective. So, well-planned rooftop system should be installed as per 
govt. electricity board rules and regulations. Smart meters may play vital role in the 
net meter policies, playing major roles in make-out net metering system fully and 
successfully in Haryana and India too [2, 3]. 

2 On-Grid Solar System 

The on-grid system works only day time. The on-grid solar system is that system 
which works along with the grid, without the use of any storage unit like batteries, etc. 
This means that any excess electrical power can be fed back to the grid through net 
metering process. Any domestic or industrial customers have options for an on-grid 
solar system. These customers can be paid back by Govt. Electricity’s Boards for the 
generated excess power and save on their electricity bills. By the use of the on-grid 
solar photo voltaic system, we can get electrical power for domestic or industrial use 
without use of batteries, thus it saves money which will be invested for purchasing 
of the batteries [4, 5] (Fig. 2). 

SUN 

HYBRID 
INVERTOR 

BI-DIRECTIONAL METER ELECTRICITY 
GRID 

USER’S LOAD 

SOLAR  
PANEL 

PANEL 

Fig. 2 On-grid net metering system
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The on-grid solar systems have hybrid solar inverter without battery storage 
system. The on-grid system works only in day time with good sunlight. If the weather 
is cloudy or rainy day, then the on-grid solar system efficiency reduced much that it 
will work along with govt. board’s grid [6]. 

3 Block Diagram of Net Metering System [7] 

The net metering system is combination of many components. The net metering 
generally occurs between renewable source generated energy like solar photo voltaic, 
wind turbines, etc., and grid. In this system, a solar PV system, solar inverter, a charger 
controller connects solar generated power to the domestic use through solar inverters 
(Fig. 3). 

After that, a bidirectional net meter is installed between solar power and grid 
connection. The excess electrical power generated by the solar system/renewable 
sources is feedback to the grid, this process takes place in day time only. The net 
meter is electronics device which measures the solar generated electric energy units 
with respect grid [7].

SOLAR PANEL INVERTOR
CONSUMER 

PANEL 
NET METER 

UTILITY 
POWER 

UTILITY 
POLECONSUMER LOAD 

Fig. 3 Block diagram of net metering system [7] 
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4 How On-Grid Solar Net Metering System Works 

When solar energy production begins, the loads use the energy first. The leftover 
energy will be exported to the grid after the load demand has been met. Grid alone 
functions as a fictitious battery, absorbing all the extra energy that has been exported. 
The banking of energy is what is meant by this. 

When there is no sunlight throughout the night, the loads can import the stored 
energy, similar to how electricity is imported from the grid when solar energy produc-
tion is lower due to overcast circumstances. A bidirectional meter will be used to 
determine the net of the export and import billing at the conclusion of each billing 
cycle [8]. The classic unidirectional meter and the bidirectional meter are different, 
in that the traditional meter simply shows the total consumed energy that was taken 
from the state. The bidirectional meter, however, keeps track of these readings where 
the total energy comes into the meter and goes out from the meter (in kWh) [9, 10]. 

5 Connection Flowchart of Net Metering System 

The flowchart of the net metering system is a combination of many electrical compo-
nents. These are renewable sources (solar PV), inverter/charger controller, consumer/ 
user panels (loads), net meter, utility power system and utility pole, etc. These 
all components make a net metering system. These all components have different 
functions (Fig. 4).

6 Metering Arrangement 

There are two meters in the configuration: 

1. Solar energy meter to measure the solar power generated 
2. Bidirectional energy meter used for calculation of net export and import of energy 

in the consumer units [11, 12].
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Fig. 4 Flowchart of net metering systems [this flowchart is taken from HAREDA official website]

7 Implementation of Net Metering in Haryana 

7.1 HAREDA (Haryana Renewable Energy Development 
Agency) 

In Haryana, HAREDA is the govt. organization which deals with all renewable 
energy-related work. In the net metering arrangement, a rooftop solar system is 
installed at consumer premises, which delivers solar power simultaneously with the 
power supplied by the Electricity Board [taken from HAREDA official website]. 

In this system, the power generated through solar roof top arrangement offsets the 
power imported by the consumer from the Electricity Board. Accordingly, consumer 
receives a net import/export bill from the Electricity Board as per the net consumption.
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7.2 Haryana Solar Subsidy Scheme 2022 

Haryana Solar System Subsidy with the introduction of this program, the government 
introduced 300 or 500 W solar inverters. The government also gave the farmers a 40% 
subsidy. The government has offered discounts for the purchase of solar inverters 
under this program in the amounts of Rs. 6000 for 300 watts and Rs. 10,000 for 500 
watts. Government of Haryana gives 75% subsidy on solar water pump set and at 
present 15% subsidy on solar inverter charger system and so many other important 
schemes [taken from HAREDA official website]. 

8 Who Can Get Benefit from On-grid Solar Net Metering 
System in Haryana 

According to the Haryana solar Net Metering policy, Haryana Renewable Develop-
ment Agency (HAREDA) offers the benefit to the Haryana state. Haryana’s people 
can avail the benefit of Net Metering system. Both UHBVN and DHBVN electricity 
boards support for installation of net meters. Consumers that have these types of 
system in Haryana will only pay for the difference in electrical power consumed and 
send back to the electricity boards [taken from HAREDA official website]. 

Here, I took survey of 7 kV rooftop solar energy net metering system in Gurugram-
based domestic user who has low day time electric Table 1. Power consumption has 
an electricity monthly billing of Rs. 10,500 sets by 7 kW solar PV system; the net 
billable units import and export are as = 127 (1146 − 239 − 780) resulting in an 897 
rupees monthly energy cost reduction, saving 9603 rupees each month (Table 2). 

Table 1 Monthly solar, grid energy generated and consumed 

1 Monthly power consumed 1146 Units (kWh) 

2 Monthly solar energy generated 1019 Units 

3 Solar power consumed by the user 239 Units 

4 Remaining solar energy 780 Units (1019–239) 

5 New monthly units get back from grid 907 Units (1146–239) 

Table 2 Monthly unit consummations solar and grid [taken from HAREDA official website] 

Category Connection of electricity Units after NEM 

Unit in a month (kWh) 1146 907 

Net billable units 1146 127 

Grid electricity bill 10,500 897
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9 Benefits of Net Metering 

The net metering system has many benefits/advantages: 

a. The use of net metering system reduced electricity bills. It is environment-
friendly as it uses renewable energy sources for generation of electric power 
with respect to grid. 

b. It will provide protection to the grid. In this system, there is no need to install 
heavy cost batteries for power storage. 

c. The net metering removes the electricity load from the power grid in peak 
load conditions. 

d. It required very less maintenance [13, 14]. 

Thus, we can say that it will pressure off from the live grid. It will encourage people 
to move toward to use green energy sources (renewable energy like solar, wind, hydro, 
etc.) for power generation. It will help to preserve natural energy sources, thus saving 
planet. Provided further that for each unit (kWh) of energy generated and injected 
into the grid by eligible consumers shall be paid by the DISCOMs in Haryana at Rs. 
3.11/- per kWh [taken from HAREDA official website]. 

The said rate has been determined by the Commission for the solar power projects 
setup/to be setup in Haryana under PM Kusum Scheme, wherein the cost of land/ 
lease rental and higher O & M expenses are included. Further, the tariff discovered 
for solar energy through competitive bidding is continuously below Rs 3/- per unit. 
Nonetheless, given the high cost of land in Haryana including its limited availability, 
rooftop solar system can only drive the solar in Haryana. 

Hence, the tariff shall be Rs. 3.11/- per unit for five years without any escalation, 
despite market asymmetry. The Commission may revise/re-determine the tariff after 
a period of five years from the notification of these regulations [taken from HAREDA 
official website]. 

10 Drawbacks of Net Metering 

The net metering system has very less drawbacks: 

a. It necessitates that consumers have a precise electricity meter in order to monitor 
both the energy consumed and the energy generated by their renewable sources. 

b. Due to the frequent high cost and ongoing maintenance associated with metering 
systems, this may be pricey for some customers. 

c. The on-grid solar PV connected net metering works only in day time [13, 15].
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Table 3 Financial implication to the DISCOM/state boards for rooftop system under net metering 
[6] 

Months Billed demand/ 
consumptions 
from grid (units) 
(A) 

Units 
generated by 
the rooftop 
solar system 
(B) 

Net 
energy 
(units) (B 
− A = C) 

Net monthly 
payment by 
DISCOM/boards 
lets (C*APPPC@RS 
4/kWh) 

Net monthly 
payment by 
consumer to 
DISCOM/ 
electricity 
boards 

January 1000 1200 200 800 10.8 − 800 − 11 
February 1200 1000 200 0 0.0 1800 24 

March 1300 1050 250 0 0.0 2250 30 

Total 3500 650 

Net amount received by DISCOM/boards during a quarter under net metering 3250 44 

11 Performance Analysis 

From the above Table 3, I took analysis of units generated by solar rooftop system 
(B) and units consumed from grid (A) during three months of year. By the use of net 
metering bidirectional meter, I can get the net consumed unit by the household load 
denoted by C. 

According to an analysis of Table 3 above, using a rooftop net metering system 
can reduce electricity costs to zero, and in some cases, it can even go down to a 
negative bill, which means the electricity board will add extra solar generation to the 
subsequent bill [1, 7]. 

Here it also calculated that if we would not have rooftop net metering system and 
consumed all units from grid, then we would have to pay for 3500 units (3500*4 = 
Rs. 14,000). 

But after installing rooftop net metering system, we just pay for 650 units (650*4 = 
Rs. 2600) only. From this analysis, we saved an amount 14,000–2600 = Rs. 11,400, 
that’s a huge reduction on bills. Thus, we can conclude that rooftop net metering 
system is not only helps us to reduce in electricity bills but also cleans up our earth 
and drastically lowers carbon emissions. 

12 Results 

The performance of net metering depends upon the solar PV use for generation of 
electric power. The generation of the solar PV is directly proportional to the sunlight 
falls on the solar panels. The environmental conditions also affect the performance 
of the solar PVs, like dusty surface of the solar photo voltaic. The performance of 
the solar panels directly affects the net metering system as it is fully based on the 
renewable energy sources [7, 16–22].
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Table 4 Load consumption for home electronic devices 

Sr. No Items Power (watts) No. s Hours of 
operations 

W/h/day W/h 

1 Led 10 10 7 700 100 

2 Fan 150 4 6 3600 600 

3 TV 100 1 4 400 100 

4 Freeze 200 1 8 1600 200 

5 Mixer 500 1 1 500 500 

6 Comp 300 1 4 1200 300 

7 Pump 500 1 1 500 500 

8 Iron 1000 1 1 1000 1000 

9 Total P = 2760W W/h/day = 9500 W/h = 3300 

From the above Table 4 [taken from HAREDA official website] I can conclude 
that: 

Total electrical power consumed as per daily load = 9500 W/h/day 

= 9.5 KWh/day 

= 9.5 units/day hourly Load 
= 3300 W/h = 3.3 KW/h 

= 4 KW/h. 

Monthly/annually (15–20 years) is Rs. 2284/Rs. 27,412.5/Rs. 685,312.5. Carbon 
dioxide emissions is ~ 74 tons. This process leads to planting ~ 121 teak like trees 
over the lifetime. 

13 Conclusions 

Net metering plays a very important role to save energy for our future and will 
influence the users and for rooftop-based electrical power generations. In this paper, 
we mainly focus on green energy utilizations with the help of net metering method. 
The renewable energy depends on the availability of the natural resource. 

The net metering concept is very good option for use of solar energy by the use 
of on-grid solar system through net metering. In net metering, users generate their 
own electrical power pollution freely and efficiently at their rooftops during the day, 
most solar users generate through solar photovoltaic on-grid more electrical power 
than they consumed, net metering allows the users/customers to send back the power 
to the grid and reduce their future electricity bills. 

Solar-powered energy plays an important role in the development of a country. 
Thus we can say that, net metering gives an idea of clean and green electrical energy
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by the use of net metering systems at their rooftops. By the use of rooftop on-grid net 
metering system, we can conclude that the net metering is one of the great initiatives 
of government to electricity consumers/users in the way of using rooftop solar system 
with net metering mechanism to the amount of credits in their electricity consump-
tions bills and sometimes makes the electricity bills units to zero and negative to give 
back money to the consumers/users from the electricity boards. 

From the point of future scope of the on-grid rooftop net metering systems is 
that, at present, there is great boost in installation of rooftop solar system almost at 
every house of the big cities; it also increases in remote areas too, it’s just a onetime 
investment to the consumers/users, then it gives back a lot of profits by reducing in 
daily consumable electricity units. For this scheme, the government also provides a 
good subsidy to their consumers. 

The net metering system helps Indian Government to overcome load shielding 
problem throughout entire country. It provides help to the consumers, also it helps to 
reduce in their huge amount of electric bills. It can play a wonderful role in stabilizing 
nation and regional power grids. This system helps state electricity boards to reduce 
their financial losses. Also, it lowers the per-person energy footprint and aggregate 
technical and commercial losses. So, this can conclude that the net metering system 
has huge horizon in near future era of rooftop solar system. 
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Contemporary Maximum Power Point 
Tracking Methods of Solar Photovoltaic 
Modules 

Jyothi Tompala and Sravana Kumar Bali 

Abstract This paper presents a detailed analysis of different maximum power point 
tracking approaches for solar photovoltaic (PV) modules from traditional techniques. 
This paper also details the design of different sections of solar PV simulation for 
research purposes. The benefits and limitations of different approaches brief the 
researchers to propose novel techniques for extracting maximum power point under 
different operating conditions. The results presented in this paper will give a brief 
about the upcoming approaches in the considered research problem solutions. Novel 
artificial intelligence-based controllers and their implementation on the maximum 
power point tracking of a solar photovoltaic has been discussed which will abridge 
the research gap between the existing MPPT methods and the novel algorithms. 

Keywords MPPT · Solar photovoltaic · Partial shading · P and O algorithm 

1 Introduction 

Renewable energy sources are the most sought-after areas because of their avail-
ability and affordability. Non-renewable energy sources get easily exhausted, unlike 
renewable energy available in large amounts. Conventional energy sources expel out 
carbon and sulphur emissions into the atmosphere, which can cause damage to the 
environment as well as human beings. Solar energy is one of the cleanest sources of 
energy, i.e. there are no carbon or sulphur emissions, requires less maintenance and 
is an economical energy source compared with other energy sources [1]. PV systems 
are used to convert solar energy to electrical energy. PV systems are divided into two 
groups based on their applications, i.e. stand-alone PV systems (electric cars, street 
lights, battery charging, etc.) and utility shared PV system (hybrid power system, 
power plant, etc.) [2, 3].
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The devices that are used for PV conversion is called solar cells. When solar irra-
diation falls on solar cell, it is directly converted into DC current. Major advantages 
are that there is no moving part, it requires less maintenance, works quite adequately 
with beam or diffused irradiation and can be adapted for various power requirements. 
But the limitation is that solar cells have minimal efficiency and require storage, and 
the initial cost of solar cells is high. A single solar cell cannot be used alone for the 
generation of energy where high power is required, like powering a household. The 
output of a single solar cell is very small, i.e. only 0.5 V, and the solar cell requires 
protection to protect it from moisture, mechanical shock, dust and harsh outdoor 
conditions. Solar cells are connected in series and parallel in a solar module. They 
are connected in series to build up the voltage and in parallel in order to supply the 
required amount of current. A group of cells connected in series is called a solar 
cell string. Most commercial modules have a connection of 32 or 36 silicon cells, 
making them capable of charging a 1-V battery. The power output from the installed 
solar PV modules also plays key role in its effective utilization. There are several 
methods proposed by the researchers [2–5], and further research is recommended 
for improved performance characteristics. 

The paper is organized as, design aspects are listed in Sect. 2, MPPT techniques 
are presented in Sect. 3, and Sect. 4 provides different configurations of solar PV 
and finally conclusion and references. 

2 Design Aspects of Solar PV Module 

2.1 Solar Panel 

The PV model consists of solar arrays composed of several solar panels connected in 
series and parallel. They are laminated with plastic to protest against environmental 
damage. And the PV array is composed of several photovoltaic panels and modules 
to generate power. Based on standard test conditions (STC), the maximum power 
output for a PV array is determined. Generally, the PV modules used are very safe 
and there are very few chances of failure. As well it has a long lifetime of 20 or 
more years. Depending upon our description of necessity, we choose the desired PV 
modules. 

2.2 Buck Boost DC/DC Converter 

The PV model uses a buck boost DC/DC converter. As we can derive by its 
name, it combines the function of a buck converter (steps down DC voltage) and a 
boost converter (steps up DC voltage). The converter comprises of capacitor, diode, 
inductor and a switching MOSFET. Based upon the duty cycle, voltage value can be
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Fig. 1 Buck boost converter 

incremented or decremented. The inductor stores energy in its magnetic field when 
the MOSFET is turned on. No current flows through load due to the reverse biasing 
of the diode (Fig. 1). 

The capacitor functions when the diode is reverse biased, the inductor is removed 
from the source, and the MOSFET is switched off. Reverse biasing causes the current 
to decrease instantaneously. The step-down duty ratio is below 50% and the step-up 
duty ratio is above 50%. This converter is used in PV system because when there is 
un-uniform illumination, the output voltage produced by the solar panel varies. So, 
with the help of buck boost converter, we may increase or decrease its value to our 
desired output value. The output voltage equations can be given by Eq. 1. 

Vo = −  
DVi 

1 − D 
(1) 

2.3 PWM Modulator 

PWM stands for pulse width modulation. This modulator is a switch connected 
between solar array and battery bank. This modulator decreases the current supplied 
to the battery, depending upon its charged state and reduces power supplied as it 
reaches its fully charged state. This increases the battery life and reduces duty cycle. 
It keeps batteries in floating condition, i.e. fully charged during the working period. 
It is used in solar PV system so that the charge stored does not again flow back into 
the solar array from the batteries during the night or a cloudy day because the output 
voltage is zero. Its efficiency lies in the range of 65–85%. It is especially useful when 
employed for small systems. Its operation is unaffected by the solar array size and 
works at constant efficiency.
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2.4 MPPT Controller 

It is a charge controller with an in-build MPPT also which sees maximum power 
being drawn into the battery from the solar panels. This is mostly useful in off-grid 
solar systems such solar pumps, solar home system, etc. It helps in studying the solar 
V–I characteristics. It is used in PV system such that it maintains the voltage close to 
the maximum power point value, so that the system always draws maximum power. 
It simplifies the system and increases efficiency. Its output value directly controls 
the DC–DC converter. It regulates the voltage difference and provides optimization 
for DC load. It is most suitable for large systems with comparatively larger output 
voltage than battery voltage. 

2.5 Capacitors 

The MPPT value is affected by the value of the variable capacitance of a capacitor. 
We assume that the capacitor is connected in parallel with the PV array, so the transfer 
function for the buck boost converter is derived and reduces source impedance. 

2.6 Filters 

Usually, low pass filters are used in PV systems that only pass the waveform’s funda-
mental component and appear in the output component. It also prevents the passage 
of components consisting of harmonics. We need to use a resonant filter if we use an 
inverter that works for a single fixed frequency and supplies power for that particular 
frequency. 

2.7 Inverter 

They are used to convert the DC current generated at solar panels to AC. This current 
can be used for household purposes or in an electrical grid. If the power generated 
finds application in grid, it needs a special inverter called a grid-tie inverter. This grid 
tie works by matching the phase of generated current and the current required by 
grid. Else if this condition is not satisfied, it can get quite dangerous for the workers 
fixing the power lines. As soon as there is a power cut, it shuts down the supply in 
solar panel.
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2.8 Series and Parallel Combination of Solar PV 

To increase the voltage required, the solar PV modules are connected in series. 
The voltage of a single PV module is very small, and after connecting n number 
of PV modules we get desired voltage required by power plant. The open circuit 
voltage of the array is given by algebraic sum of individual open circuit voltages. 
We connect the solar cells in parallel to generate a large power, since increasing the 
voltage doesn’t satisfy the purpose, so we have to increase the current. In parallel 
combination, the current of individual PV modules gets added. While designing a 
PV array, we combine parallel- and series-connected solar modules to get maximum 
power because power is a product current and voltage. 

2.9 PWM Pulse Signals 

The buck boost converter generates the pulse with modulation signals. An inverter is 
used to convert DC voltage generated by PV module to a variable or fixed AC voltage 
of the required frequency and magnitude. We can get variable AC voltage output by 
keeping the inverter gain constant and changing the DC value. Or if we keep the input 
DC value constant and want a variation AC output voltage, we have to vary the gain 
constant of the inverter. Sinusoidal output waveform is desired, but practical inverters 
fail to achieve it due to harmonics present in low and medium power applications. 
So, we receive square wave or quasi square wave voltage for these applications. We 
need nearly sinusoidal waves with the least distortion in high-power applications. 
This is achieved by switching techniques that cuts away the harmonic components 
in the output voltage wave. 

2.10 Bypass Diodes 

These diodes allow one directional flow of current and it is generally connected 
in parallel to the solar array. Its function is to present the generated power to flow 
from healthy solar cells to non-illuminated solar cells and not burn it in the process. 
These are designed to carry the short circuit current smoothly. There are two types 
of bypass diodes. They are Schottky barrier diode and PN-junction silicon diode. 
Their designing matches that of blocking diodes, but its function makes it different. 
Blocking diode is connected in series and its function is to allow the current to flow 
from PV array to the load and prevents the current to flow back into the array. We 
use this diode when we have several parallel branches of PV arrays, so we connect 
a blocking diode in each branch to prevent charged batteries from discharging at 
nightfall. Generally, manufacturers make both types of diodes in wide ranging current 
capacities.
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2.11 Load 

The term load refers to the devices that consumes the generated energy. The PV 
system comprises of variable load. The MPPT draws maximum power during opera-
tion but if this much power is not absorbed by load, then MPPT automatically adjusts 
at operating point. The buck boost converter enables us to match the load demand 
with the solar module with the help of a transformer. If the PV works under constant 
power factor and is connected to a grid, then the MPPT doesn’t change with load 
change. 

3 Maximum Power Point Tracking of Solar Cell 

The solar radiation falling on the solar PV module will release free electrons which 
will result in the generation of voltage across the module, resulting in the flow of 
correct through the closed circuit. The maximum power point of a solar cell is the 
point on the power curve (I–V curve) at which the highest value of the maximum 
net power output can be obtained. Different techniques are used to track the MPP to 
improve solar panel efficiency [3–7]. 

The offline methods that allow the PV system to work around its estimated MPP 
are: 

• Fractional open circuit voltage method 
• Fractional short circuit current method 

These types of offline techniques determine the MPP on the basis of appropriate 
data. The PV panel is disconnected from the load, so offline parameters such as 
open circuit voltage and short circuit current can be noted. Because the PV panel is 
isolated from the rest of the system at the time of measurement, these are called offline 
maximum power point trackers. Here, continuous tracking of voltage and current 
is not carried out. The data usually consists of typical current–voltage curves for 
different temperatures and irradiances. The main advantage here is the requirement 
of a fairly lesser number of current and voltage sensors (Fig. 2).

3.1 Fractional Open Circuit Voltage Method 

This method makes use of the fact that the relationship is almost linear between the 
open circuit voltage VOC and the PV array voltage, corresponding to the maximum 
power point VMPP for different irradiance and temperature levels. 

VMPP = KPVVOC (2)
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Fig. 2 Variation of solar PV module power and current w.r.t. voltage

Here, KPV is a constant and is termed as voltage factor. KPV value is usually provided 
in the datasheet of panels. It typically lies between 0.7 and 0.9. This value can also 
be determined using panel V–I curves. The main aim here is to estimate the value of 
voltage at MPP. To do so, the VOC is found out periodically by isolating the panel 
from the load at certain time intervals and it is then multiplied with the voltage factor, 
i.e. KPV. A precise estimation of the voltage at maximum power point can be made 
with the help of VOC measurement, because the value of voltage factor given by 
VMPP/VOC does not change much with the temperature and irradiance. By opening 
the switch at regular instants, the VOC is sampled periodically. The duration of 
the process of sampling and its frequency determines the accuracy of estimation of 
VMPP. If high frequency is there and duty cycles are large, the quality of estimation 
is improved. But this comes at a cost, high frequency of sampling results in increased 
power loss. The FOCV method faces two major challenges, first that the panel can 
never really operate at true MPP and second, preventing the occurrence of power 
loss. At every time interval, the load is disconnected from the panel and the open 
circuit voltage is measured at those instants. The value of VOC is then multiplied with 
voltage factor K which gives the voltage at MPP. The PI controller then compares 
the actual PV operating voltage when it is connected to the load with the voltage at 
MPP, treats the difference between these two values as error and tries to reduce it by 
adjusting the duty cycle of converter. 

3.2 Fractional Short Circuit Current Method 

By observing the current–voltage curve of a solar module, we get that the current 
corresponding to maximum power point and the panel’s short circuit current lie near
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each other. So, the main idea here is to find the ISC at different temperature and 
irradiance levels and then multiply it by voltage factor K to find IMPP. This way, we 
can approximate the value of IMPP and make the solar panel deliver power at higher 
efficiency. 

Mathematically, this can be written as, 

IMPP = K ∗ ISC (3) 

The voltage factor K is mentioned in the datasheet of panels and usually ranges 
between 0.8 and 0.92. 

At the start of the operation, to measure the ISC, the switch between the panel and 
converter is closed, so that the panel gets short circuited and no power gets delivered 
to the load. The current sensor at this point measures the ISC. After that, the switch is 
opened and current starts flowing to the load. The same current sensor now measures 
the IPV. The difference between IPV and IMPP is that the PI controller calculates the 
error and then the required duty cycle is computed and fed to the DC–DC converter. 
Now according to the duty cycle fed to the converter, it starts delivering power to the 
load. This way, the error is rectified every few minutes and the solar panel is made 
to operate somewhat near the maximum power point. 

3.3 Advantages of Offline MPP Tracking 

The methods discussed above yield approximate MPP tracking, yet they have some 
advantages as mentioned below. 

The fractional open circuit voltage method requires only one voltage sensor and 
the fractional short circuit current method requires only one current sensor. This 
way, this technique becomes economical to implement. They are easier to implement 
when compared with other MPPT methods. The speed of their convergence is fast. 
Oscillations around maximum power point is not faced in these methods. 

3.4 Disadvantages of Offline MPP Tracking 

These methods have been limited to use because of several disadvantages. Because 
these are approximated techniques, using them, we cannot make the solar panel 
operate at the exact MPP because they are not suitable for highly efficient PV system 
applications. During the course of a day, the temperature and irradiance level varies a 
number of times. So, periodic measurements of VOC and ISC have to be taken quite 
a number of times. The PV panel gets isolated from the system and power is cut off 
from the load many times. This consequently results in significant power loss. This 
particular drawback is being worked upon by a few improvement measures such as 
making the intermittent measurement process not time-based. The measurements of
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offline parameters are taken only when the difference between the stored value (at 
the starting time of the system) and the instantaneous values crosses a certain value. 
In this way, the amount of power loss can be reduced. So, these were the conventional 
offline techniques to track the MPP of a solar panel. They are economical and easy to 
implement, but are a bit low in terms of efficiency. There are some other techniques in 
which the maximum power point (MPP) is captured online where a steady operating 
area is set by designing its control strategy. The duty cycle is kept constant when the 
operating point is within the stable operating area, i.e. aperiodic perturbation, and 
when the operating point is outside the stable operating area, maximum power point 
capturing is triggered to capture a new MPP with a different steady operating area. 
Some online techniques [4, 5] of MPPT are: 

• Perturb and observe method 
• Incremental conductance. 

3.5 Perturb and Observe Algorithm for Maximum Power 
Point Tracking 

It is one of the most basic methods of tracking maximum power point. It is also known 
by two other names like hill-climbing and two point power comparison method. This 
method can only track the maximum power point when the irradiance is uniform on 
the solar PV panel. This method is not applicable when the irradiance on the solar 
PV panel is non-uniform, i.e. when it is partially shaded. 

Let us suppose the solar irradiance is uniform and we draw a PV curve, this curve 
will have only one maximum power point which is both the local and global maxima 
(for now, we’re keeping aside the partial shading condition). 

The graph for power versus voltage for perturb and observe algorithm is shown 
in Fig. 3.

From the graph, we can see that on the left-hand side of the MPP, the change 
in power with respect to voltage is positive, so when the voltage in this region is 
increased, the power increases and when it is decreased the power decreases. But on 
the right-hand side, the change in power with respect to voltage is negative, so if the 
voltage is increased the power decreases, and if it is decreased the power increases. 
At the MPP stage, the change in power with respect to voltage is zero, which is the 
condition for maxima. 

As a result, the perturb and observe algorithm checks the power to voltage slope. 
If it is positive that means we’re on the left-hand side of MPP, we’re on the right side 
of the MPP if it is negative and we’re at MPP if it is zero, i.e. 

dP/dV = 0 At  MPP (4)  

dP/dV > 0 Left side of MPP (5)
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Fig. 3 Change in power magnitude corresponding the changes in voltage of a solar PV module

dP/dV < 0 Right side of MPP (6) 

This logic can be used to make a flowchart in which the voltage of the panel 
is perturbed and the corresponding change in power is observed. The flowchart is 
shown in Fig.  4. From the flowchart, we can observe that if the perturbation results 
in power increase, then the perturbation is repeated in the same direction, otherwise 
it is repeated in the opposite direction. This perturbation is done repeatedly during 
each sampling period, until the slope is zero and MPP is reached. Finally, we save 
the value of the voltage and power at which MPP was reached. Now, this voltage 
is compared with the voltage of the solar panel to calculate the error which is the 
difference in the two voltages. The controller receives this error and converts it to 
the duty ratio ‘D’, the PWM generator receives this duty ratio and generates a PWM 
signal. In this hill climbing method, the duty ratio is directly perturbed. In order to 
increase the panel’s voltage, the duty ratio is decreased and vice versa when it is 
increased. We can stop perturbing the duty ratio and set it to one value as MPP is 
reached.

Some advantages of P&O method are that it has low hardware and software 
complexity, reasonable dynamic, analog and digital implementation. Some disad-
vantages of the P&O method are power oscillations, does not work under partial 
shading conditions and sudden change in lighting conditions results in drifting of the 
MPP to another point. 

We cannot neglect the effect of weather condition for considering the efficiency of 
PV developed power [7, 8]. The generated power is mainly influenced by irradiance 
and temperature. The graph is different in shading conditions. As we can see from the 
Fig. 5, when there are shading conditions, the PV graph will have many local maxima
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Fig. 4 Flowchart of perturb and observe algorithm

and one global maxima, so while tracking we may get stuck at a local maxima. Hence, 
this method fails for shading conditions and we go for other advanced techniques.

3.6 Incremental Conductance Maximum Power Point 
Tracking Algorithm 

The incremental conductance (IC) method helps in overcoming the shortcomings of 
perturb and observe method. The P&O method cannot properly track the maximum 
power under quick varying environmental conditions, which can be overcome by 
the incremental conductance method. The IC method ensures that the MPPT works 
at its maximum efficiency and helps control the buck boost converter duty cycle. It
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Fig. 5 PV characteristics of solar photovoltaic module under partial shading conditions

improves the tracking time and produces more energy for vast irradiance change in 
environment. The algorithm of incremental conductance is obtained by differenti-
ating the power of PV array/module with respect to voltage and equating the result 
to zero. 

dP/dV = 0 (7)  

d(V ∗ I )/dV = 0 (8)  

I + V dI /dV = 0 (9)  

By rearranging the solution, we get: 

dI /dV = −I /V (10) 

where dI/dV is the incremental conductance. 
So, at MPP the above equation should satisfy and depending upon the relationship 

between dl/dV and − I/V, we will obtain the MPPT operating point. 
Hence, 

dI /dV = −I /V at MPP (11) 

dI /dV > −I /V left of MPP (12) 

dI /dV < −I /V right of MPP (13)
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If dI/dV > − I/V, the PV array operating point is towards the left of the maximum 
power point, so we need to increase the PV array voltage to reach the MPP. If dI/dV 
< − I/V, the PV array operating point is towards the right of the maximum power 
point, so we need to decrease the PV array voltage to reach the MPP. The flowchart 
of incremental conductance maximum power point tracking is shown below. 

We obtain the maximum power through this method and directly control the PV’s 
extracted power. The advantages of this method are that it can determine when the 
MPPT has reached the maximum power point, whereas P&O oscillates around the 
MPP. It is more accurate in determining the increase or decrease in irradiance level 
when compared with P&O method, it is highly responsive and power output can be 
controlled. 

This method assumes that the ratio of change in output conductance equals the 
negative of the instantaneous conductance. The disadvantage of this method is the 
complexity and cost of implementation is higher. So now we work on obtaining a 
condition such that (dI/dV ) + (I/V ) equals zero. The PWM control signal of the 
DC–DC boost converter is regulated by MPPT until the condition: (dI/dV ) + (I/V ) 
= 0 is obtained. This algorithm depends on PV curve slope and depends upon solar 
irradiance level and load resistance. 

4 Solar PV System Configurations 

The solar PV system configurations are of mainly, 

• Stand-alone SPV systems 
• Grid-interactive PV system 
• Small systems for consumer applications 
• Centralized PV station or PV power station 
• Hybrid system. 

4.1 Centralized PV Power Station or PV Power Station 

This accounts for wide ranging applications in supplying power from solar PV system 
to the electric grid. It resembles conventional central power plant. It finds applica-
tions in solar farm, solar plant, etc. The peak value of solar energy is usually at 
1 MWp. Many big PV power stations are owned and operated by self-sustaining 
producers. The world’s largest solar park is Bhadla Solar Park (2020) and has a 
storage of 2245 MW and is occupied over 5700 ha (14,000 acres) in Jodhpur district 
of Rajasthan.
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4.2 Distributed PV System 

This type of configuration is used for small-scale power generation such as residential 
loads (2–10 kW) and commercial loads (20–200 kW). They are usually set-up on 
the top of the roofs of houses or mounted on ground if space is available. These are 
mainly generated for personal use of owners, but if produced in large quantity it is 
sold. They are further classified as: 

(a) Stand-alone PV system 
(b) Grid-interactive PV system 
(c) Small systems for consumer applications. 

4.3 Stand-Alone PV System 

This PV system is not dependent on the electricity grid; the generated energy is stored 
in batteries. This is mainly produced in areas that do not have easy access to electric 
grid. It also comprises an inverter that converts the DC power produced by the PV 
modules to AC as used in household or industrial purposes. 

The functions of some of its components are that the voltage and current charac-
teristics enable the MPPT to set its operating point to extract maximum power and 
the DC/AC converter converts the DC energy received from the solar PV module to 
AC and feeds it into the load. When the battery is fully charged and has more charge, 
it is transferred to dump load. With the help of inverter, the battery provides power 
to load during night time. The battery does not get overcharged when the charger 
is removed, because it is discharged by diode DB. When the sun has set the diode, 
DA does not allow the current to flow into the array through the battery by isolating 
it. Mode controller receives all system signals and keeps a check on the charging or 
discharging of batteries. Thus, it acts as a centralized controller. 

4.4 Grid-Interactive PV System 

It functions along with the electric utility grid. It supports power generation in the 
range of hundreds of watts from one PV array to tens of megawatts from a large 
set-up. If power generated becomes excess, it is directed to electric grid and we don’t 
require a dump load. The battery is not needed for power stored at night time. 

MPPT studies the current and voltage characteristics in this system and sets its 
operating point to withdraw maximum power. It consists of a power conditioner that 
converts the DC current to AC and removes the harmonics before feeding it into the 
electric grid. Some grid-interactive systems employ a battery to be used at times of 
power shortage or at low illumination conditions.
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4.5 Hybrid Systems 

Hybrid systems are composed of two of more than two types of generating stations. 
It provides more storage and employs advanced technologies compared with any 
individual energy generating station. One of its applications lies in mining, where 
diesel power plant is integrated with solar and wind power plants. This reduces the 
transportation as well as material cost considerably. 

As we know, since the past few years, solar and wind costs have greatly decreased. 
And now the solar energy is utilized at great per cent and the wind mills have become 
taller which is an advantage to this power system. So, generally we combine diesel 
plants with renewable energy sources. Solar wind hybrid power systems are used 
widely nowadays, because we know the peak power for individual power systems 
occurs at different times of the day and when employed together, they provide less 
fluctuations in energy generations. It provides power back up of 6–7 h when there is 
power cut. And this system does not support more than one air conditioner. 

5 Conclusion 

This paper provides detailed description in the solar photovoltaic system simulation 
and analysis research area. The basic modelling of different components involved 
in simulations has been demonstrated. Contemporary methods on maximum power 
point tracking methods starting from offline and online methods with their advan-
tages and disadvantages have been described. The connection of solar photovoltaic 
modules for the different applications have been presented in this paper. The paper 
presents the scope of the work in the solar PV maximum point tracking and the appli-
cation of solar energy. Hence, the future scope of the paper is to adopt numerous 
state-of-the-art techniques in extracting maximum power from the existing solar PV 
modules in the industries and household applications. 
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Performance Analysis of Perturb 
& Observe and Incremental 
Conductance Method of Maximum 
Power Point Tracking in Solar PV-Based 
Power Generation 

Avdhesh Kumar 

Abstract In this paper, study and performance analysis of perturb and observe 
(P&O) and incremental conductance (InC), method of maximum power point 
tracking (MPPT) control algorithms has been performed. It has been tested under 
different environmental conditions, viz. standard test condition, varying insolation 
and temperature in the MATLAB/Simulink 2018(a) environment. P&O and InC algo-
rithm has been analyzed. It is found that performance using incremental conductance 
algorithm is efficient in terms of less perturbation in the duty cycle and slightly more 
power output, i.e. 100 W for developed 10.25 kW solar PV system in the MATLAB/ 
Simulink. 

Keywords Incremental conductance · Solar photovoltaic · Perturb and observe 

1 Introduction 

The integration of renewable energy sources, semiconductor devices and partial 
shading of SPV array results in several losses that are significant enough to be taken 
into account while designing the system for supplying a specific load. Thus, the effi-
ciency still ranges between 14 and 16%, due to above aforementioned restrictions 
[1]. Figure 1 shows the schematic representation of the system consisting of a SPV 
system, boost converter embedded with maximum power tracking method and load 
[2].

Solar photovoltaic energy is suitable as one of the key options for supplying 
electricity to remote areas. Output power of solar PV is influenced by different envi-
ronmental conditions. To achieve the optimal power output irrespective of dynamic 
nature of environmental conditions, MPPT is required. MPPT aims to achieve the
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Fig. 1 Test system

optimal power output irrespective of environmental conditions [3]. The most popular 
techniques, namely P&O and InC algorithms have been used. P&O and InC tech-
nique evaluate the point of the MPP by shifting it back and forth and injecting a 
disturbance in the PV voltage/current based on the nonlinear properties of the PV 
[4]. 

In the literature [5], different MPPT have been thoroughly discussed in order 
to obtain maximum power like simple and efficient P&O and InC, grey wolf opti-
mization (GWO) and particle swarm optimization (PSO). All of the MPPT tech-
niques based on artificial intelligence show fast convergence speed, less oscillation 
under steady state and high performance. These methods are highly computational 
and expensive to develop. The problem associated with MPPT algorithm has been 
addressed in various literature, but P&O is the furthermost commonly used method 
due to, its comfort of implementation, particularly for low-cost implementations 
[6]. Further research is ongoing to enhance the existing MPPT techniques to handle 
temperature and varying irradiance conditions. Grid integration of PV system is real-
ized using a VSC. The operation of the PV system requires switching pulses given 
to the VSC. The generation of switching pulses requires the reference current which 
helps in elimination of harmonics, compensation of reactive power and maintaining 
power balance at the PCC. The main aim of pulses given to VSC is to reduce the 
distortion level at grid side. 

There are a number of techniques for the conventional MPPT [7], InC, hill 
climbing, P&O and improved P&O method. Because the algorithms for these strate-
gies are less sophisticated, they are simple to implement. Since the PV will only 
produce one GMPP under uniform irradiation, these conditions will maximize their 
efficiency. 

Fuzzy logic control and artificial neural network-based MPPT are examples of 
intelligent-based approaches [7]. These methods are designed to be extremely accu-
rate under dynamic, ever-changing weather circumstances. Their tracking effective-
ness and speed are really high. Complexity in control technique and enormous
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data processing for the system’s initial training are additional drawbacks of these 
techniques. 

Cuckoo search-based and artificial bee colony are examples of optimization 
methodologies [7–10]. These approaches also tend to hunt for real MPP in changing 
environmental situations. The PSO technique is a faster tracking method with less 
steady-state oscillations [10]. 

In the present studies, PV-based microgrid has been implemented using Perturb & 
Observe and incremental conductance MPPT control. Performance analysis and 
comparison of P&O and InC MPPT algorithms have been performed under stan-
dard test condition, varying insolation and temperature in the MATLAB/Simulink 
2018(a) environment. 

2 System Configuration 

Figure 1 shows that test set-up consists of a 10.25 kW SPV system, as well as a 
boost converter and a consumer load(R). SPV power is not constant and fluctuates 
with environmental situations, P&O and InC algorithms have been modelled and 
simulated to achieve optimum efficiency of the SPV array. 

3 Solar PV Configuration 

Output of PV array are constantly changing owing to environmental variations, it 
is essential to track the optimum power using algorithm. In this study, the MPP is 
tracked using the P&O and InC control method. Using the maximum power transfer 
theory, the MPPT algorithm maintains the solar PV operating point corresponding to 
maximum power by varying the duty ratio. Characteristics of the SPV array varied 
solar insolation and temperature are depicted in Figs. 2 and 3, respectively.

4 MPPT Control Technique 

The output of a PV array is not continuous and varies, depending on the environment. 
In order to monitor the optimum power, P&O and InC MPPT algorithm has been 
implemented in MATLAB/Simulink (2018) environment.
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Fig. 2 I–V and P–V curve of PV array at variable insolation 

Fig. 3 I–V and P–V curve of PV array at variable temperature
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4.1 P&O 

This P&O MPPT is user-friendly, has the simplest algorithm and is simple to 
implement on any microcontroller, making it ideal for most authors to utilize in 
their applications. P&O calculations compare the voltage position after comparing, 
with obtained power at two places on a P–V curve. The voltage is then changed 
appropriately to follow the MPP (either to the left or right of the P–V curve). 

Flowchart of P&O has been depicted in Fig. 4. Fundamentally, this method first 
looks for a (ΔP), then it looks for a sign of (ΔV ). Fundamentally, this method 
first looks for a change in (dP), then it looks for a sign of (dV ). To examine the 
actual movement of the operational point, P–V curve data is used. Furthermore, 
procedure continues until (dP = dV ) equals zero. Furthermore, algorithm comprises 
an adjustment in converter’s duty cycle as well as an adjustment in the output voltage. 
The changes in the PV array voltage, maximum power point tracking algorithm of 
the SPV system, varies the duty cycle of the DC–DC converter. 

Fig. 4 P&O: flowchart
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4.2 InC 

Flowchart of InC has been depicted in Fig. 5, this approach largely follows the same 
path from P&O to MPP, but makes use of the special relationship between the I–V 
curve. This calculation measures the PV cell current and voltage. Furthermore, InC 
algorithm, estimates derivative of current (dI) and voltage (dV ) of PV cells. The InC 
method, requires (dP/dP = 0) at MPP. The P–V curve will be used as the basis for 
all data in this approach, which uses that data to track the MPP. Only the tracking 
procedure is completed if either the PV array power’s derivative (dP = dV ) or the  
P–V curve’s slope are both zero. 

P–V curve has a zero slope at MPP, increasing to the left of MPP and decreasing 
to right. Following are fundamental equations for this technique:

Fig. 5 InC: flowchart 
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Fig. 6 P–V curve 

At MPP, 
dI 

dV 
= −  I 

V 

Left of MPP, 
dI 

dV 
> − I 

V 

Right of MPP, 
dI 

dV 
< − I 

V 
. 

Equations’ left side signifies the InC of the P–V module and their right side signi-
fies its instantaneous conductance. In the case when the ratio of output conductance 
change equals the negative output conductance, SPV operates at its MPP that can be 
seen from P–V curve of the SPV system as depicted in the Fig. 6. 

5 Results and Discussions 

Performance under different environmental conditions have been analyzed and 
compared. Microgrid system is modelled in MATLAB/Simulink. The performance 
of P&O and InC at standard test condition (STC), variable insolation and variable 
temperature has been analyzed and presented. Various parameter of the system, viz. 
voltage, current and power are depicted in Figs. 7, 8, and 9, respectively. It has been 
observed from Fig. 7b that in the developed system, incremental conductance is 
efficient and has less perturbation in the duty cycle when compared with P&O at 
STC [1000 W/m2 and 25 °C] and extracting slightly more power, i.e.100 W for the 
developed solar PV system (10.25 kW).

The system’s performance is evaluated by varying the external circumstances, 
such as insolation and temperature to further validate the efficacy of the two control
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Fig. 7 Simulation result at STC [1000 W/m2 and 25 °C] using: a P and  O,  b InC
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Fig. 8 Simulation result variable insolation using: a P&O, b InC
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Fig. 9 Simulation result variable temperature from 15 to 25 [°C], using: a P&O, b InC
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algorithms. At 0.15 s, the solar insolation intensity has been changed from 700 to 
1000 W/m2 and performance is depicted in the Fig. 8. It has been observed from 
Fig. 8b that incremental conductance is efficient and has less perturbation in the duty 
cycle when compared with P&O at variable insolation and extracting slightly more 
power, i.e.100 W for the developed solar PV system (10.25 kW). 

The system’s performance is evaluated by changing external circumstances such 
as temperature to further validate the efficacy of the two control algorithms; at 0.15 s, 
the temperature has been changed from 15 to 25 [°C], performance is depicted in the 
Fig. 9. It can be seen from the Fig. 9b that InC has less perturbation/oscillations in 
the duty cycle when compared with P&O at variable temperature and also extracting 
slightly more power, i.e. 100 W for the developed solar PV system (10.25 kW). 

6 Conclusions 

In this paper, PV-based standalone microgrid has been developed and implemented in 
the MATLAB/Simulink 2018(a). P&O and InC method of the MPPT control algo-
rithm have been used as MPPT. It has been tested under different environmental 
conditions, viz. standard test condition, varying insolation and temperature. Perfor-
mance of the implemented method has been analyzed. It is found that performance 
using incremental conductance algorithm is efficient in terms of less perturbation in 
the duty cycle and slightly more power output, i.e. 100 W for developed 10.25 kW 
solar PV system in the MATLAB/Simulink. 
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The Airfoil Design for Small-Scale Wind 
Turbines in Maximizing Renewable 
Wind Energy 

S. A. H. Roslan, N. Umar, Z. A. Rasid , and A. K. Arifin 

Abstract As one alternative of renewable energy sources, wind turbine (WT) has 
risen to dominate the energy source with its large-scale wind turbine. Of late however, 
there are growing appeals for small-scale wind turbine (SSWT) that operates in 
urban areas and territories with minimal wind speed as a complement to its large 
counterparts. However, the SSWT comes with challenging problems of low wind 
speed that not only gives low lift force, FL but also low Reynold’s number, Re that 
leads to drag controlled flow. Both are the primary reasons for the SSWT to have low 
glide ratio, L/D, power coefficient and power. Airfoil design plays a crucial role in 
accomplishing the maximum possible L/D over a longer range of angle of attacks 
(AOAs) that gives the highest achievable power coefficient and power. In current 
situation, with the increasing trend of WT usage in regions with low wind speed, 
the SSWT can still benefit from new airfoil designs. As such in this study, a set of 
three airfoils specifically for low Re are obtained through geometric adjustments of 
a high-performance airfoil, WT180 that is suitable for large-scale wind turbine. At 
low Re of 100,000, the newly adjusted airfoils were found to have L/D of up to 46 
which is higher by 44% compared with the original WT180 and 4% compared with 
the SG6043 airfoil, the well-known airfoil designed for WT having low wind speed 
condition. 

Keywords Renewable energy · Small-scale wind turbine · Airfoil design · Glide 
ratio · Drag controlled flow

S. A. H. Roslan · N. Umar · Z. A. Rasid (B) 
Universiti Teknologi Malaysia, Jalan Sultan Yahaya Petra, 54100 Kuala Lumpur, Malaysia 
e-mail: arzainudin.kl@utm.my 

A. K. Arifin 
Universiti Kebangsaan Malaysia, 43600 Bangi, Malaysia 
e-mail: kamal3@ukm.edu.my 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
H. Malik et al. (eds.), Renewable Power for Sustainable Growth, 
Lecture Notes in Electrical Engineering 1086, 
https://doi.org/10.1007/978-981-99-6749-0_11 

205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6749-0_11&domain=pdf
https://orcid.org/0000-0003-2697-5984
mailto:arzainudin.kl@utm.my
mailto:kamal3@ukm.edu.my
https://doi.org/10.1007/978-981-99-6749-0_11


206 S. A. H. Roslan et al.

1 Introduction 

The growing concern over the effects of carbon-based energy in the last decades 
has materialized with the energy and climate crisis that shackles the world today. In 
addition, with the increase in population and industries, there comes environment and 
sustainability issues that require quick solutions, covering areas among others, energy 
production [1–3], material designs [4, 5], structural failures [6, 7] and manufacturing 
process [8, 9]. In terms of energy production, the utilization of supplies of renewable 
energy [10], including solar energy and wind energy is one of the most efficacious 
answers to deal with these problems. And wind, the free energy source obtained 
through the wind turbine (WT) machine, has been dominating the renewable energy’s 
world with its increasingly large-scale wind turbine (LSWT) [11]. Unlike the LSWT 
field that is matured [12], with a wealth of well-understood solutions to problems 
faced, the SSWT as a small machine having low wind speed that has to operate 
at low Reynold’s number, Re, requires more attention [13] and works to improve 
challenging problems of low power coefficient, low starting capability and low cost 
[14–16]. 

Thus, in designing a SSWT, the objective is to have high coefficient of power, 
CP , power, annual energy production and AEP at lower cost of energy [17]. One 
key factor to reach this is to have an airfoil that gives high and consistent glide ratio, 
L/D covering a broad span of angle of attack (AOA), α. This depends on the shape 
of the blade profile that can give high lift force, FL and avoid high drag force, FD , 
as the effect of the low Re. The shape of the airfoil is such that it gives high pressure 
variation between the upper and the lower sides of the airfoil as air flows through the 
profile, thus providing the FL and the operation of the WT. But the airfoil shape also 
produces the adverse pressure gradient (APG), especially for the SSWT that operates 
in low Re which results in flow separation, separation bubbles and drag-dominated 
flow. 

An airfoil is shaped by three significant shape parameters which are thickness, t , 
chamber, C , and nose-angle of the leading edge. High airfoil thickness offers sound 
mechanical strength of the blade, but causes an elevated friction. On the other hand, 
low thickness averts flow separation by reducing the APG on the airfoil upper part and 
thus increases lift [18]. A turbulator or a transition ramp can be added to the design 
of an airfoil to avoid flow separation and separation bubble [19, 20]. Furthermore, by 
escalating the leading edge’s nose radius, the reduction of the APG can also occur. 
Simultaneously, the lift and CL can be improved by airfoil’s trailing edge cusping 
[21]. The increase of airfoil chamber and the maximum gap between mean chamber 
line and chord line causes an increase in pressure disparity and thus multiplying the 
lift [22]. 

A choice is to be made by a designer to design a new profile or modify the currently 
available airfoil or simply uses the currently available airfoils. However, currently 
available airfoils specifically for SSWT are not common such that new airfoil design 
can still benefit the SSWTs [23–25]. Nikhade et al. [26] made an impressive design 
of an airfoil called AFN2016 that delivers L/D greater than several airfoils including
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the SG6041. The new airfoil has thickness of 12.93% at chord position of 27.4 and 
4.76% chamber at chord position of 47.1%. New airfoils created by Birajdar et al. 
[27] applied a continuing transition ramp on the profile’s upper side, reducing the 
laminar separation effects. Impressively, the airfoil was determined to provide the 
greatest glide ratio measured up to other profiles in the study. Singh and Ahmed 
[19] successfully developed a new airfoil with a flatback trailing edge that improved 
start-up problem, structural strength and having a high stall angle of 14°. 

The designs of new airfoils as explained above are all based on the trial and error. 
For more accurate finding, optimization method in designing the airfoil has been 
suggested. The importance of special tailored airfoils had inspired Chen et al. [28] 
to conduct optimization process in designing a WT family airfoil. The objective 
function was the maximum L/D in normal and in rough surface condition. High-
order polynomial series of Taylor were the base for the shape function, while airfoil 
shape function’s second to ninth coefficients were used as the design variables. The 
upper and lower limits of the design variables were taken as the design constraints. 
The results suggest that the WT family airfoil showed better performances when 
compared with some typically applied WT profiles. Furthermore, the experimental 
tests at a wind tunnel conducted on the WT100 airfoil verified the high values L/D 
and CL . Yang et al. [29] conducted multi-objective optimization considering the 
airfoil, aerodynamic and structural effects. In a recent study by Yin et al. [30], multi-
objective optimization was conducted on an airfoil based on the NACA4412 airfoil 
using the NSGA-II method before aerodynamic analysis was conducted on a wind 
turbine, applying the optimized airfoil using the Wilson method. The objective of the 
optimization was to obtain the highest L/D while avoiding extreme changes in the 
thickness and surface area of the shape. The method of airfoil parameterization used 
was the Hicks–Henne shape functions, where the optimization variables to alter the 
airfoil shape are the coefficients of the shape functions. The optimization process was 
a success with the new airfoil called NACA4412-OPT that provides CL and L/D 
ratio; those are 8 and 14% higher than the original NACA4412 airfoil, respectively. 
Furthermore, the stall angle was increased and L/D was maintained over a broad 
span of AOA. 

Whether it is the adjustment method or the optimization method being applied, 
designing new airfoils is still needed for specific purpose such as for low wind speed 
application in the SSWT. In this study, new airfoils for SSWT are designed through 
adjustments of a high-performance airfoil for large-scale wind turbine. The airfoil 
taken for adjustments is the optimized airfoil, WT180 [28], designed for high-speed 
condition. The adjustments made include the thickness and the chamber of the airfoil 
such that the new airfoils will be suitable for SSWT. The new profiles are then tested 
for lift coefficient, CL and glide ratio, L/D. The aerodynamic attributes of these 
modified profiles are related to accomplishments of the original WT180 profile and 
the SG6043 profile, known for its suitability for SSWT. 

The importance of airfoil design has been stressed in the introduction of this 
paper. In the following methodology section, the design procedure for getting the 
WT180 airfoil suitable for LSWT is explained. With that, the method for adjusting 
this WT180 to give three airfoils that are suitable for SSWT are given. The three
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airfoils are tested for their aerodynamic performances at Re = 100,000. The results 
are compared with the original WT180 and also the SG6043 airfoils that are suitable 
for SSWT. The conclusion and future research are given at the end. 

2 Methodology 

The WT180 airfoil was designed through an optimization procedure where the design 
variables are the coefficients of the Taylor’s polynomial that controls the shape of 
the airfoils. As such, this design method allows the creation of a number of airfoils 
by controlling the coefficients of the polynomial. In this section, the optimization 
method of the blade profile is initially discussed. The modification process of the 
airfoil to suit the low Re condition is then explained. Following that, the aerodynamic 
traits of the modified airfoils are determined through the XFOIL software. The steps 
in this research can be clearly seen in the flowchart in Fig. 1. 

2.1 The Transformation of the Airfoil 

Wind turbine airfoil was produced through a transformation process applying a shape 
function in a form of high-order Taylor series. The airfoil was then optimized utilizing 
the genetic algorithm (GA) optimization method. Initially, an airfoil shape can be 
transformed from a circular shape using conformal transformation called Joukowsky 
transformation. The following derivation is based on the works of Chen et al. [28]

Determining the WT180 airfoil and its coefficients 

Adjusting the thickness and chamber of WT180 airfoil 

Using XFOIL to determine  performances of the adjusted airfoils 

Compare the performances with the original WT180 and SG6043 airfoils 

Start 

End 

Fig. 1 Stops in methodology of the study 
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Fig. 2 Circle to airfoil shape transformation: a Circle domain b Airfoil domain [29] 

and Yang et al. [29]. The coordinates in the ζ (airfoil) domain as a function of the zc 
(circle) domain is such as. 

ζ = f (zc) = zc + a2 /zc (1) 

where a is a parameter related to the airfoil size (see Fig. 2). 
The zc coordinate is defined as 

zc = aeϕ+i θ (2) 

where θ is the angle of any points in Z domain with respect to x-axis. Defining a 
shape function, ρ(θ ) = eϕ , a function that depends on θ such as 

zc = aρ(θ )ei θ (3) 

where aρ(θ ) is the position vector of the matching circle. 
Substitute Eq. (3) into Eq. (1), we have a coordinate of the airfoil in terms of the 

shape function. 

ζ = f (zc) = a
[
ρei θ + ρ−1 e−i θ

]
(4) 

The shape function in Eq. (3) can be expanded to a higher order polynomial 
according to Taylor’s expansion such as 

ρ(θ ) = C0 + C1θ + C2θ 2 + C3θ 3 +  · · ·  +  Ckθ k + . . . (5) 

where k = 0, 1, 2, …, n; C0, C1, C2, Ck are coefficients of the shape function and 
θ ∈ [0, 2π ]. Equation (5) describes the airfoil, where changing the coefficients of 
the shape function will give the desired airfoil and the coefficients will be the design 
variables of the optimization process. The objective function of the optimization 
process is to have maximum glide ratio, L/D of the airfoil which can be stated as
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Fig. 3 WT180 airfoil [28] 

Table 1 Coefficients [28] 

C1 C2 C3 C4 C5 C6 C7 C8 

0.135179 0.169777 − 0.650805 0.526446 − 0.199565 0.0399258 − 0.00407183 0.000167 

f (X ) = Max(L/D) (6) 

where X is the design variable consisting of coefficients of the shape function such 
as 

X = C(C0, C1, C2, C3, C4, C5, C6, C7)
T (7) 

With several design constraints considered, the process resulted in high-
performance airfoils suitable for LSWT, one of them is the WT180 airfoil shown 
in Fig. 3. Table 1 gives the values of coefficients following the optimization process. 

2.2 The Adjustment Process 

The WT180 shows high performance of CL and L/D at high Re but the perfor-
mances are greatly reduced at low wind speed, i.e., at low Re. This is shown in 
Fig. 4 where at Re = 100,000, the maximum L/D for WT180 is merely 32.8 when 
compared with L/D = 43.6 for SG6043, the well-known airfoil for the SSWT. In 
this study, following the direct designing method [18], the geometry of the WT180 
airfoil is adjusted several times. Each time, the modified airfoil is tested through 
XFOIL software to determine its CL and L/D at low wind speed with Re = 105. 
Improvements in the CL and L/D, compared with the WT180 are recognized until 
the performances are at par with the performances of the SG6043 airfoil.
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Fig. 4 Aerodynamic performances of WT180 airfoil at several Re 

3 Results and Discussions 

In this section, the results from the modification of the WT180 airfoil are given, 
including the aerodynamic characteristics of the modified airfoils. With these chosen 
airfoils, the performances are described in terms of its lift coefficient, glide ratio and 
coefficient of pressure, Cp. 

3.1 The Airfoil Modification 

Following several modifications of the original WT180 airfoil, three generated 
airfoils are considered for having encouraging CL and L/D. Table 2 gives the thick-
ness and chamber of the three airfoils, namely the WT180-a, WT180-b and WT180-c 
along with the original WT180 and the SG6043 airfoils for comparison purpose. 
Figure 5 shows the configurations of the three modified airfoils. 

Table 2 Modifications made to the WT180 airfoil 

Airfoils Thickness @ Chamber @ 

WT180 17.99 29.5 3.04 67.5 

WT180-a 14.99 29.4 3.16 50.6 

WT180-b 11.99 29.4 4.28 67.6 

WT180-c 9.1 29.2 5.34 67.6 

SG6043 10.02 32.1 5.5 49.7
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Fig. 5 Original WT180 airfoil and its three generated airfoils 

Using the XFOIL codes, the aerodynamic performances of the airfoils at Re 
= 100,000 are shown in Figs. 6 and 7. Furthermore, the maximum lift coefficient 
and the maximum glide ratio of these airfoils are compared in Table 3. It can be 
seen from Fig. 6 that the highest L/D = 46 occurring at AOA of 5° comes from 
WT180-c airfoil which is higher by 44% and 4% compared with the WT180 and 
SG6043 airfoils, respectively. However, sudden drop of the L/D can be seen after 
its maximum point. WT180-a and WT180-b show good performances of L/D = 39 
and L/D = 43, respectively which are improvements of 34 and 22% compared with 
WT180, respectively. It can be said that the WT180-b gives the best performance 
among the three airfoils due to its ability to provide high and stable glide ratio over 
a higher range of AOAs, compared with the WT180-c. Figure 7 shows the similar 
trend of increasing performances of lift coefficients, CL for modified airfoils starting 
from WT180-a to WT180-c. The WT180-c gives the highest improvement of CL 

when compared with the WT180 at 34.2%, while the WT180-a and WT180-b give 
improvements of 8.6 and 24.7%, respectively. 

Fig. 6 Glide ratio against the AOA for modified airfoils
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Fig. 7 Lift coefficient against the AOA for modified airfoils 

Table 3 Aerodynamic performances of the airfoils at Re = 100,000 
Airfoils L/D, max @ CL ,max @ 

WT180 32 6 1.18 14.81 

WT180-a 39 6 1.251 14.96 

WT180-b 43 6 1.4214 12.5 

WT180-c 46 5 1.4687 8.96 

SG6043 44 6 1.452 14.48 

Figure 8 shows the pressure distribution along the best modified airfoil, the 
WT180-b airfoil for three operating AOAs. The pressure difference between the 
top (lower) and bottom surface (higher) of the airfoil can be seen around the leading 
edge of the airfoil that provides the lift force to the wind turbine. This can be seen to 
be especially true at operating point of α = 12° where the lift coefficient is maximum. 
Figure 9 further looks at the performance of the WT180-b at different Re’s. It shows 
that the airfoil can provide an increase in L/D with an increase in Re. Furthermore, 
as the Re is increased, the maximum L/D comes with increasing AOA range which 
indicates a good airfoil in dealing with occurrence of stall.
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Fig. 8 Pressure distribution along the airfoil for three AOAs 

Fig. 9 L/D of WT180-b for several Re 

4 Conclusion 

A WT180 airfoil, suitable for large-scale wind turbine has been modified to suit the 
small-scale wind turbine. The WT180 airfoil was designed through optimization of 
coefficients of Taylor’s series polynomial that acts as shape controller to the airfoil. 
The results of the modification are three airfoils, namely WT180-a, WT180-b and 
WT180-c that perform well in terms of providing high lift to glide ratio. Through the 
application of XFOIL codes, the WT180-b has shown the performance of having L/D 
= 43, which gives improvement of 34% compared with the original WT180 airfoil. 
Most importantly, the maximum glide ratio comes with higher range of AOAs. The 
WT180-b is also shown to give improved glide ratio with the increase of Reynold’s
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number. In the following study, optimization method will be applied through the 
transformation process applying the shape function in the airfoil design, specifically 
for small-scale wind turbines. 
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Comparative Study on Solar PV Module 
Performance with Sun Irradiance 
Trapping Mechanism: Power Generation 
Forecasting Using Machine Learning 

Rupendra Kumar Pachauri , Ashutosh Shukla, Ahmad Faiz Minai, 
Aryadhara Pradhan, Vinay Gupta, Mohit Kumar, and Shashikant 

Abstract In present study, an experimental investigation deliberates the perfor-
mance analysis on poly-crystalline photovoltaic (PV) system with the manual 
arrangement using 2 mm thickness of acrylic sheet. Total three types of solar PV 
system-based experimental setup are as: (i) normal PV module/without sheet (ii) 
integration of triangular shape of transparent sheet on PV module surface (iii) rect-
angular shape of transparent sheet. The experimental investigation performs for all 
three types of PV arrangements during the entire single-day window from morning to 
evening to monitor the electrical performance data in terms of voltage (open-circuit) 
and current (short circuit) primarily. In addition, meteorological data in terms of 
sun irradiance and solar PV surface temperature is measured during the experimen-
tation. Based on experimental study, the electrical performance comparison shows 
that the integration of triangular sheet with the solar PV module is responsible for
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higher performance (22.064W, 1.12A) compared with rectangular shape arrangement 
(20.4W, 1.02A). The percentage increment of triangular arrangement integration of 
PV system reveals as 8.92% compared with other approaches. The machine learning 
algorithm proves the validation of concept and forecasting the power generation. 

Keywords Solar photovoltaic system · Sun irradiance · Power loss · Machine 
learning · Power forecasting 

1 Introduction 

The solar photovoltaic (PV) sector is attracting more and more attention throughout 
the world. To increase the effectiveness of solar PV as a grid, the intelligent grid 
includes load control and the delivery of storage devices. It is projected that the 
global PV technology sector has grown by an average of 30% per year over the 
past few decades [1]. Since it is common knowledge that the current state of PV 
system technology results in poor conversion efficiency, experimental methods are 
employed to extract as much energy as possible in a practical PV power system. 

PV power-producing systems have various issues. The PV cell’s short circuit 
(SC) current fluctuates for several different reasons related to technology and the 
environment. While progress in PV cells and modules may help alleviate techno-
logical concerns, environmental concerns cannot be ignored [2]. Partially shaded 
PV array (due to filthy, dusty panels, shadows on the tablet from passing clouds, 
nearby trees and buildings, etc.) is the primary atmospheric explanation for erratic 
SC current. The authors of [3, 4] discussed the improvement of PV cells’ electric 
efficiency using concentration and cooling methods. To solve the cooling operations 
of two PV cells, a heat pipe method for straight cooling systems and cooling was 
initially implemented. Rising temperatures in PV cells lead to a drop in terminal 
voltage. Thin-film silicone PV cells have recently undergone a series of optimiza-
tions aimed at increasing their efficiency [5]. The basic PV cell should control short 
circuit current for performance. In [6, 7], the authors showed that simple flat mirrors, 
cooling technologies, and sun concentration improved solar panel performance. In 
[8], the writers employed reflectors and a sun tracker device to improve solar PV 
production. A comparative study was done on a diffused reflector and solar power 
tracker. Researchers must enhance solar PV system production to meet maximum sun 
irradiation and focus on novel approaches to do so [9]. In [10], the authors discussed 
solar PV system efficiency changes utilizing the flat hybrid PV/thermal solar system. 
Solar PV system performance with reflectors relies on tilt-angle, panel length, and 
reflectivity [11, 12].
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1.1 Novelty of Work 

Based on the aforementioned literature study, the solar irradiation trapping strategies 
are: 

• The rectangular and triangular solar irradiance trapping systems are used to 
compare and study how well they work. 

• The performance study in terms of power voltage and current is observed for a 
single-day window. 

• For power generation forecasting, the machine learning method is used. This 
method is based on the real-time performance parameters from the experimental 
study. 

• Overall, the triangular trapping mechanism was observed to be more suitable 
to enhance the PV system performance during the experimental study and the 
machine learning approach as well. 

2 Experimental Study and System Description 

Present experimentation work is carried out in the month of March, 2020 at Dehradun, 
Uttarakhand. During the experiment, the environment is partially cloudy at identi-
fied geographical longitude and latitude location (30.3165° N and 78.0322° E). The 
experimental set as shown in Fig. 1 comprised the 20W three poly-crystalline PV 
modules with defined specifications as given in Table 1. The rectangular and trian-
gular sun irradiance trappers are fixed with the two PV modules individually, and 
the third PV module is considered normal or without any trapping mechanism for 
comparative study. 

Rectangular 
trapper 

Triangular 
trapper 

Without 
trapper 

Measurement unit 
Front View Side View 

Fig. 1 Experimental setup
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Table 1 PV module 
specifications (Manuf.: Spark 
Solar) 

PV performance parameters Values 

Maximum power (Pmax) 20 W 

Maximum voltage (Vmax) 18.25 V 

Maximum current (Imax) 1.10 A 

Open-circuit voltage (Voc) 21.96 V 

Short circuit current (ISC) 1.17 A 

3 Machine Learning Model 

SVMs are used for machine learning framework to analyze accordance with statistical 
learning theory. The SVM can boost the learning machine’s advancement as well. 
Even if the gathered discriminant function is based on limited data, the prediction 
error of the independent test set might be tiny. The SVM is a convex quadratic 
optimization problem; hence its extreme solution is global optimum. These two traits 
make SVM a good machine learning method and useful component of statistical 
theory [13–16]. The mathematical formulation constraints with approach through 
the flowchart are shown in Fig. 2.

4 Results and Discussion 

The electrical performance of PV systems in the selected geographic area of 
Dehradun, India, is measured manually and with multimeters from 8 a.m. to 4 p.m. 
The experimental data is used to forecast power generation based on the experimental 
work. The true experimental data and the predicted data in terms of power are given 
in Table 2. In addition, a comparative study to determine the error analysis in terms 
of root mean square error, mean absolute percentage error, and regression analysis 
is given in Table 3.

The PV module temperature and available irradiation level patterns are shown 
in Fig. 3. The higher level of irradiation and temperature are found between 11:30 
a.m. and 14 p.m., which is responsible for the higher power performance of the PV 
module with the experimental setup. Figure 3 depicts the temperature and irradiation 
variation pattern as.

A comparative study is being conducted to extract the electrical performance of 
all PV module arrangements. The higher power generated from triangular trapper 
integrated mechanisms is compared with standard and rectangular trapper arrange-
ments. The transient behavior is shown in Fig. 4a. In addition, the machine learning 
approach is applied to obtain the forecasted value of power generation, which is 
shown in Fig. 4b and compared with all the PV arrangements.
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Fig. 2 a Mathematical constraints b SVR flowchart

The error between the true experimental and forecasted power values for all three 
PV module arrangements is calculated as RMSE and MAPE. Table 4 and Fig. 5 show 
the regression values for all of the arrangements.
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Table 3 Electrical performance parameters observed during forecasting study 

Sample Time (IST) Forecasting data using SVR 

WT TT RT 

P (W) P (W) P (W) 

1 08:00 4.5906249 6.1410149 5.5858388 

2 08:15 5.7652925 7.6987276 7.2325199 

3 08:30 7.2612135 9.4398967 8.4622183 

4 08:45 10.374651 12.152065 11.657484 

5 09:00 12.676912 14.758457 14.255046 

6 09:15 13.727214 16.305408 14.783275 

7 09:30 14.220749 17.282527 14.796424 

8 09:45 14.873917 18.38324 15.138605 

9 10:00 15.830703 19.29917 15.677255 

10 10:15 16.223859 19.612227 16.060883 

11 10:30 16.725155 19.954244 16.723566 

12 10:45 16.93679 20.308483 17.146113 

13 11:00 17.429941 20.808074 17.518717 

14 11:15 17.736079 20.920884 17.786273 

15 11:30 18.657494 21.60869 19.288684 

16 11:45 18.92427 21.706287 20.360538 

17 12:00 19.019273 21.971932 19.802053 

18 12:15 18.600944 21.694366 18.727743 

19 12:30 18.786207 21.955909 19.174293 

20 12:45 18.491554 21.184573 18.956174 

21 13:00 18.121235 20.844093 18.700396 

22 13:15 17.149261 20.849201 18.397006 

23 13:30 15.881336 19.875311 17.238299 

24 13:45 14.48273 19.400825 16.291876 

25 14:00 12.814986 17.939455 15.291391 

26 14:15 12.430797 17.552924 14.339131 

27 14:30 11.170881 16.278045 13.358462 

28 14:45 9.3550283 14.603544 11.65754 

29 15:00 7.9151301 13.374762 10.545943 

30 15:15 6.485208 11.859517 9.2057506 

31 15:30 5.7317619 10.422809 8.2784639 

32 15:45 5.4872715 9.5094959 7.5869962 

33 14:00 5.3405895 8.8022067 7.0257527
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Table 4 Error analysis 
WT TT RT 

RSME 1.432 1 0.864 

MAPE 9.44 5.98 5.715 

R 0.97 0.981 0.981 

(a) (b) 

(c) 

Fig. 5 Regression values a Without trapper b Triangular trapper c Rectangular trapper 

5 Conclusion 

Experimental monitoring is carried out in the current study during the variable 
irradiation and temperature ranges. The following highlights are illustrated as 
follows,
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• Under similar environmental conditions, solar panels with triangular trapper 
mechanisms outperform those with normal and rectangular trapper mechanisms 
in terms of peak power value. 

• The integrated triangular trapper mechanism PV system provided 22.064 watts 
of power at 12 a.m., whereas the rectangular trapper-based PV module provided 
20.4 watts at the same time. Overall, an 8.92% increment in power generation is 
observed. 

• For triangular and rectangular mechanisms, error analysis like RMSE, MAPE, 
and regression analysis are done and compared with the standard arrangement. 

Overall, the present study is helpful to new learners for the real-time experi-
mental monitoring and comparative analysis of power prediction through the machine 
learning approach. 
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The Geometric Modelling 
and Linearization of Small-Scale Wind 
Turbine Blades for Optimized Renewable 
Energy 

S. A. H. Roslan, N. Umar, Z. A. Rasid , and A. K. Arifin 

Abstract The modelling of blade geometry is the first step to be taken before the 
boundary element momentum theory (BEMT) analysis can be conducted on the 
wind turbine (WT). Yet it is a crucial step in establishing the best aerodynamic 
achievement the WT can give. In this paper, the power coefficient of a WT utilizing 
different blade geometries are determined and compared using the BEMT method. 
The blade geometries are obtained from the proposed formulas in literature and from 
the recommended polynomials that are based on experimental works. All blades 
are analyzed using the extended BEMT that includes the tip loss effect, the axial 
induction correction factor, a and the stall effect. At the same time, the obtained 
tapered blade usually varies in its chord length and twist angle in a nonlinear manner 
with respect to radius of the blade. As this may cause manufacturing difficulty of 
the blade and increasing the wind turbine manufacturing cost, the best nonlinear 
distribution based on the BEMT analysis conducted has been linearized through a 
process of linearization. A comparison is made on the aerodynamic performances of 
the WT for the linearized and nonlinear blades. The study shows that the geometry of 
the blade is better with the use of the empirical formula that gives high power at higher 
tip speed ratio (TSR) while having lower axial thrust. Furthermore, comparing the 
linear and nonlinear blade, it can be concluded that linearizing the chord length and 
twist angle is a good practice because with its simpler construction, the maximum 
power of 200 W that was produced is at par with the nonlinear one, while the axial 
thrust is much lower at 125N when compared with 225N in the case of nonlinear 
blade. 
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1 Introduction 

In today’s world, with the rapid growing and evolving of technology, the environ-
mental issues have become one of the top priorities to be considered, especially 
in areas of green manufacturing processes [1, 2], failure of structures [3, 4] and 
design of materials [5, 6] and renewable energy [7, 8]. Following this, wind energy 
has developed into one key green energy source throughout the world in an effort 
to replace the carbon-based energies [9]. At the same time, research on the small-
scale wind turbine (SSWT) that works in low wind speed regions has been gradually 
broadened in catching up with its widely used large counterpart [10]. In the analysis 
part, the blade element momentum theory (BEMT) has been widely adopted in the 
field of wind turbine design due to its simplicity and accuracy. In conducting the 
BEMT analysis, one early step is to assign dimensions of chord length and twist 
angle along the blade length before shape optimization process can be conducted to 
determine the designed aerodynamic performance values of the wind turbine. These 
chord length and twist angle values can be drawn from formulas such as proposed 
in literature [11–15]. Going through the iteration process in the BEMT analysis, the 
blade has been proven suitable to be tapered and twisted, especially for low wind 
speed applications [11, 16, 17] so that the maximum coefficient of power, CP can be 
reached. The purpose of twisting the blade is to adjust the wind direction such that 
the angle of attack (AOA) is always closed to the critical AOA, αcr where glide ratio, 
L/D is maximum. In addition, a blade is tapered to reduce drag and bending stress 
so that the blade is stronger and lighter, where the later effect can also improve the 
starting capability of the wind turbine. 

Improvements made by tapering and twisting have been demonstrated by many 
researchers [18–20]. In a comparison study made between experimental [21] and 
numerical work, blades with and without tapering and twisting were compared, [18] 
where tapered and twisted blade showed 50% of CP improvement. NACA4418 airfoil 
was used by Hsiao et al. [19] to study aerodynamic performance of blades with and 
without tapering and twisting, using the extended BEMT method, computational 
fluid dynamic (CFD) method and experiment. It was verified that the best blade in 
having the consistently highest CP for over an extensive span of tip speed ratio (TSR) 
was the blade having tapering and twisting. 

The tapering and twisting of the blades however, come with disadvantages as well. 
Both actions have caused the distribution of the chord length and the twist angle 
throughout the length of the blade to become nonlinear. The nonlinear distribution 
will lead to the increase in difficulty in fabrication, increase in cost of material and 
reduce in accuracy of the turbine blade. In a research study [22], it was indicated 
that the nonlinear distribution obtained after the shape optimization process did not 
guarantee better performance compared with the linearized one. In this study, a new 
approach was applied in a SSWT design in relation to linearize the blade geometry. 
Based on the optimization method, the best linear blade’s geometry was decided 
among the 589 combinations of chord and twist angle that provided the best annual
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Fig. 1 Output power of 
preliminary and optimal 
blades [22] 

energy production. The results demonstrated that the linearized distribution gave 
some improved performances of the WT as shown in Fig. 1. 

Tahani et al. [23] made tangent line crossing that passes through every point on the 
preliminary lines in order to linearize the blade geometry. The line that gave the lowest 
decrease in CP , applying the BEMT method was decided as the best linearized line. 
The smallest decrease in CP was determined through this method when measured 
up to the previous work [22, 24]. Rahgozar et al. [25] studied optimization power 
maximization and starting time minimization by combining linear and nonlinear 
distribution of chord length and angle of twist. The linear distribution was determined 
to enhance power. The starting time of the WT was improved by the nonlinear 
distribution. 

Abdelsalam et al. [26] compared experimentally the CP of a SSWT equipped with 
linear and nonlinear distribution of the blade geometry. Only one airfoil was used, i.e. 
the RISØ-A-24 profile. The linearized blades were found to have volume reduction 
of 26% while having CP closed to the nonlinear blades. Further, the starting ability 
of the linearized blade was improved. 

It can be observed from literature review that the BEMT study on a certain 
blade geometry is common. However, comparison studies between several of these 
geometric modelling of the blade that will show the effectiveness of each model, to our 
knowledge are rare. Similarly, it can be said that only few studies have been conducted 
to compare the aerodynamic performances of wind turbine operating with nonlinear 
and linear distributions of the chord length and the twist angle. This is however 
important in designing such blades that give the maximum power and power coeffi-
cient. As such, in this study, a comparison is made on the aerodynamic performances 
of a SSWT having chord length and twist angle with four different distributions. The 
best geometric distribution in terms of the resulting aerodynamic performances is 
then linearized through optimization method. Following that, a comparison is made 
between the nonlinear and linear distributions of the blade dimensions. The airfoil, 
SG6043, has been chosen for this study for having the highest L/D compared with 
several well-known airfoils for SSWT applications. The aerodynamic analysis was
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conducted using the extended BEMT method applying the Prandtl’s tip loss factor, 
the axial induction correction factor, a and the high AOA in post-stall region to 
uncover the best WT performances between the geometric dimensions of the blade 
and also between the linear and nonlinear distributions. 

This paper starts with the discussion on the importance of selecting the geometry 
of the blades and its linearization that ends with the objective of the paper. Following 
that, the methodology used for this study that includes the elaboration on formulas 
used for determining blade geometries, the discussion on the method of linearization 
and the BEMT analysis of the blades. Following that, the results on the best geom-
etry, the linearization of the best blades and the comparison on the aerodynamic 
performances of the linear and nonlinear blades are given. Finally, the conclusion of 
the paper is given along with the future work to be conducted. 

2 Methodology 

The specifications of the WT, profile and blade are presented in this section. Further-
more, the formulas for chord lengths and twist angles are given. The simplified 
version of the BEMT is explained where the method is extended to include the 
Prantdl’s factor of tip loss, thrust influence due to elevated axial induction factor, a 
and the interpolated CL and CD at high AOAs. This study is on the SSWT with two 
number of blades, i.e. N = 2. The radius of rotor is 1.5 m. The wind speed and tip 
speed ratio (TSR) are varied to find both minimum values that meet the minimum 
requirement of power, P required per household which is about 600 W [27]. 

2.1 The Airfoil 

Referring to Fig. 2, the profile applied here is the SG6043. The SG6043 airfoil is 
recognized to have high maximum glide ratio, maximum L/D which is the most 
critical factor to obtain the best power coefficient, CP and power, P . 

Fig. 2 SG6043 airfoil
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Table 1 Chord length formulae 

No Formulae References 

1 c(r ) = 8πr 
BCL 

(1 − cosφ), φ(r ) = 2 3 tan
−1 2 

3λr 
,θ (r ) = φ(r ) − αD Manwell 1 [11] 

2 c(r ) = 8πrsinφ 
3BCL λr 

, φ(r ) = tan−1 2 
3λr 

, θ (r ) = φ(r ) − αD (w/o wake rotation) Manwell 2 [11] 

3 c(r ) = 16πr 
B(CL )D 

sin2 
(
1 
3 tan

−1 R 
rλD 

) 
, φ(r ) = 2 3 tan

−1 R 
r 

1 
λD 

, θ  (r ) = φ(r )−αD Schmitz [14] 

4 c(r ) = 16π/CL 

9N λD 

/
4 
9 + 

[ 
λr+ 2 

9λr 

]2 , φ(r ) = tan−1 2 
3λr+ 2 

λr 

, θ (r ) = φ(r ) − αD Burton [15] 

2.2 The Formulas for Chord Length and Twist Angle 

Table 1 gives the formulae for chord length and twist angle that are available in 
literature. Four Eqs. (1–4) are estimated based on AOAs, while the last equation is 
obtained from fitting the experiment data. 

The empirical formulas for chord length and twist angle as applied by Anderson 
[18] are  

c(r ) = 5 ∗ (0.162 − r/R ∗ (0.585 − r/R ∗ (1.033 − r/R ∗ (0.876 − r/R ∗ 0.284))))/3 
(1) 

θ (r ) = 
{ 
54.17 − r R 

(
307.43 − r R ∗ 

(
719.55 − r R ∗ 

(
785.97 − r R ∗ 326.67

))) r 
R < 0.7 

5.32 − r R (7.06)
r 
R ≥ 0.7 

(2) 

2.3 The Linearization of the Geometric Distribution 

The linearization process in this study follows the work of Liu et al. [21]. The chord 
length and twist angle values are fixed at the tip of the blade. The end values at 
the root of the blade are changed according to the following equations to give huge 
numbers of linearized spreadings of the length and angle to choose from. 

ci,n = ct,o + 
(
0.7cr,0 − ct,0 

) (n − 1) 
N 

ri 
R 

n = 1, 2, . . . ,  N + 1 (3)  

θi,n = θt,o + 
(
0.7θr,0 − θt,0 

) (n − 1) 
N 

ri 
R 

n = 1, 2, . . . ,  N + 1 (4)  

For reasonable varying steps of the twist angle and chord length of about 1° and 
0.025 m, respectively, the number of divisions n in this study are taken as 18 and 30 for 
chord length and twist angle linearization, respectively. For each linear distribution, 
the optimization is conducted by calculating for the blade geometry the annual energy 
production (AEP), where the distribution with the highest AEP will be taken as the
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best distribution. With air density (ρ), the transmission efficiency (η), swept area 
(A), rotor power coefficient of the wind turbine (CPR) and the wind speed Rayleigh 
distribution ( fRaleigh), the AEP can be calculated as 

E = 8760 × 
1 

2 
ηρ A 

vcout{ 

vcin 

v3 CPR(v) × fRaleigh(v)dv (5) 

where η is the transmission efficiency (in percentage) of both mechanical and elec-
tronic systems of the wind turbine, ρ is the air density, A is the swept area of the 
wind turbine rotor and CPR is the rotor power coefficient of the wind turbine derived 
from the BEMT as a function of velocity, v. 

2.4 The BEMT 

In the BEMT analysis, iterations are necessary to determine the axial and tangential 
induction factors a and a', respectively. After making assumptions of these two values 
in the first iteration, a and a' can be calculated using the following formulae in the 
following iterations until the values converged. 

a = 1 
4Fsin2φ 

σ Ca 
+ 1 

(6) 

a' = 1 
4Fsinφcosφ 

σ Ct 
+ 1 

(7) 

where φ and σ are the flow angle and the solidity of the wind turbine, respectively 
and Ca and Ct are the axial and tangential force coefficients. Furthermore, F is the 
Prantdl’s tip loss factor that is the first correction made to the BEMT. F is defined as 

F = 
2 

π 
cos−1 

[ 
exp 

( 
− 
0.5B(r − R) 

rsinφ 

)] 
(8) 

The second correction factor is the effect of low axial thrust, Fa at high value of 
a. While there are several corrective models, in this study, the model of Glauert’s, 
such as in the following is used. Defining the two parameters Y1 and Y2: 

Y1 = 
4Fsin2 φ 

σ Ca 
(9) 

Y2 = 
4Fsinφcosφ 

σ Cd 
(10)
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Determining four chord length and twist angle distributions 

Conducting BEMT analysis on the four distributions 

Comparing to determine the best distribution 

Linearization of the best distribution 

Comparing the linear and non-linear distributions 

Start 

End 

Fig. 3 Flowchart of the work 

The new induction factor, an is then set to be: 

an = 

⎧⎨ 

⎩ 

2+Y1− 
√

4Y1(1−F)+Y 2 1 
2(1+FY1)

Y1 ≥ 2( 
2+Y1ct−

√
((Y1ct+2)2−4(1− 1 

9 FY1))
) 

2 Y1 < 2 
(11) 

And the new radial induction factor, 

a' = 1 
(1−aF)Y 2 

(1−a) − 1 
. (12) 

The BEMT analysis in this study is conducted using MATLAB’s codes following 
the paper’s work steps that can be easily understood from the flowchart in Fig. 3. 

3 Results and Discussions 

In this section, the differences in the chord length and twist angles among different 
blades are given. With this, the BEMT analysis is conducted on the blades to deter-
mine and compare the power coefficient and power of each blade. The best model
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Fig. 4 a Twist angle and b Chord length along the blade radius 

is selected to go through linearization process of the chord length and angle of twist 
distributions. It is followed by the comparison on the aerodynamic performances 
between the blade with nonlinear and its linearized distributions. 

3.1 The Chord Length and Twist Angle Distributions 

Based on the given formulae in Table 1, the plots of the chord length and twist angle 
against blade’s radius are shown in Fig. 4 which correspond to the five geometric 
formulae, including one that is based on empirical relationship [14]. All formulas 
give parallel distribution throughout the length except for the Burton’s twist angle 
distribution. It can be seen that different formulae provide different sizes of chord 
length and twist angle, where the Manwell’s formula without considering the wake
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Fig. 5 Glide ratio against the AOA for modified airfoils 

rotation gives the highest values of twist angle and chord length throughout the blade 
length. 

3.2 The Aerodynamic Performances for Different Blade 
Geometries 

The aerodynamic performances of the five wind turbines correspond to five different 
blade’s chord length, and twist distributions are given. Figure 5 shows the plots 
of power versus tip speed ratio, TSR. It shows the typical plot of the achievement 
criteria having a maximum value at a certain TSR value, where the Schmitz and 
Manwell 1 plots are almost identical. Note that due to convergence problem, the plot 
for Manwell 1 is only up to TSR = 8. The Schmitz’s, Manwell 1’s and Anderson’s 
plots show almost the same value of maximum power, except that in the Anderson’s 
plot, maximum P occurs at higher TSR. 

Figure 6 shows the comparison of thrust plots for the blades that correspond to 
the applied formulas. It shows that the Anderson’s formula gives such lower values 
of thrust throughout the TSR. Recall that the Anderson’s formula has given almost 
similar maximum P and CP to Schmitz’s and Manwell 1’s formulae which occur at 
higher TSR. With these advantages, the Anderson’s blade is taken to the next step of 
linearization of the chord length and twist angle distributions.

3.3 The Linearization of the Distributions 

Here, the distributions provided by Anderson’s empirical formulae have been chosen 
to be linearized. Based on Eqs. (3) and (4), the value of n chosen here is 15 and 25
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Fig. 6 Plots of thrust, Fa against TSR

for chord length and twist angle, respectively. Figure 7a shows all the 15 possible 
linear distributions along with the nonlinear distributions of the chord length, while 
similar plots of 25 linear distribution for twist angle can be seen in Fig. 7b. In the 
following optimization process, the BEMT analysis has been conducted on turbine 
blades, each having combination of 15 chord length and 25 twist angle distributions 
that makes it all 375 possible combinations of twist angle and chord length.

Figure 8 shows the plot of power that corresponds to all combinations of chord 
lengths and twist angles. The dimensions of the chord length and twist angles are 
referring to the values at the roots of the blades. It shows that as the chord length 
is increased in sizes, the power and power coefficient performances are increased 
as well. However, the effect of the twist angle can be seen to give maximum power 
for the blade having root’s twist angle of 7.6°. As such, the optimal values of chord 
length and twist angles are the chord length with linear distribution of n = 15 and 
the twist angle with linear distribution of n = 10.

The BEMT analysis has been conducted on the blade equipped with the chosen 
linear distributions of the chord length and twist angle. Comparison is made between 
the performances of the blades with linear and nonlinear (Anderson’s) distributions 
of chord length and twist angle. Figure 9 shows the plots of power and thrust versus 
TSR for blades having linear and nonlinear chord length and twist angle distribution. 
It shows that with the simplified linear distributions, the linear blade gives almost 
the same maximum power as the nonlinear blade as shown in Fig. 9a. Furthermore, 
Fig. 9b shows one desired result of the linear distribution blade that shows lower 
values of thrust load, Fa .
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Fig. 7 Linearization of the a Chord length b Twist angle distribution
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Fig. 8 Power against the linearized twist angle distribution
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Fig. 9 Performance comparison for linear and nonlinear distribution: a Power b Thrust 

4 Conclusion 

A study has been conducted on comparing for the best nonlinear distribution of the 
chord length and twist angle that gives the best aerodynamic performance of the 
blade. This best distribution is then linearized to study the effect of the lineariza-
tion on the performances of the blades. It was found that the distribution given by 
empirical formulas gives the highest power and power coefficient at high TSR and 
at the same time gives the lowest axial thrust force. Furthermore, by linearizing this 
distribution, the more simplified blade design with cheaper manufacturing cost has 
been determined that gives similar power to the nonlinear blades while it produces 
much less maximum thrust force of about 125N when compared with 225N for its 
nonlinear counterpart. The logical next course of action is to determine the best
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blade geometry through the available optimization methods, such as genetic algo-
rithm (GA) and particle swarm optimization (PSO) to apply a more systematic way 
in finding the best blade geometry. 
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Performance Analysis of H-Type Vertical 
Axis Wind Turbine by Using Novelty 
Numerical Simulink Method 
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Abstract Renewable energy is a solution to displace non-renewable energy 
resources with the wind turbine being one of the prominent the renewable energy 
sources. Research on wind turbines still ongoing to be advanced. The Horizontal 
Axis Wind Turbines (HAWTs) are more widely utilized for electricity produc-
tion, Vertical Axis Wind Turbines (VAWTs) offer distinct advantages not found 
in HAWTs. However, VAWT has several benefits that are not present in HAWT, 
so research on VAWT must continue with the aim that VAWT can be developed into 
a commercial power generator. This paper is a form of Darrieus VAWT research 
development. The demonstration of Numerical Simulink Method can be found here 
to evaluate the performance of Wind Turbine such as the values of power coefficient, 
angular velocity, and torque. The input parameters are a symmetrical airfoil with 15% 
thickness, a radius of 0.5 m, a height of 1 m, and a chord length of 0.2 m. Numerical 
analysis using the Novelty Simulink Model is carried out so that engineers or scien-
tists can evaluate VAWT performance under various conditions for further research. 
This paper also presents a graph depicting a relationship between all output param-
eters with wind speeds starting from 1 m/s until 12 m/s. According to the study’s 
outcome, these have a relation with increasing wind speed. Moreover, this research 
provides evidence that the VAWT can work properly at low wind speeds (less than 
12 m/s). 
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1 Introduction 

Demand of electrical energy has increased significantly along with the increase in 
population and demand for industry and so on. Currently the fuel used to produce 
electrical energy is fossil fuels such as coal, natural gas, and oil. Fossil fuels are 
hydrocarbons that have an environmental impact when used. When more fossils are 
extracted from the earth, the great of greenhouse gases that pollute the air on earth 
will increase. These harmful gases produced by fossil fuels have impacts on global 
warming [1]. 

Global warming is a situation in which the Earth’s temperature rises due to a 
multitude of factors. The increase in greenhouse gases is the most influential factor 
in global warming. Fossil fuel combustion sources such as transportation and non-
renewable power plants are factors that cause excessive toxic gases such as CO2, 
methane, nitrous oxide, and SO2 to be produced [2]. In addition, living creatures on 
earth are sure to be affected, directly or indirectly, because the gases produced are very 
dangerous to the environment and health. In terms of the environment, the intensity 
of natural disasters will increase, as extreme weather occurs more frequently as a 
result of rising temperatures. Not only that, life in the oceans and freshwater systems 
is also affected. Life in the oceans and freshwater systems is affected because CO2 

can dissolve, causing a decrease in water pH. In addition, the heat from greenhouse 
gases is trapped and absorbed by water, causing it to heat up [3]. In terms of health, 
there are various diseases caused by global warming because, fundamentally, global 
warming contributors are not only CO2, so it can be said to be directly proportional 
to air pollution. For children, the effects of air pollution include infant mortality, low 
birth weight, allergies, asthma, nerve development damage, disabilities, and cancer, 
which some of these effects can be experienced by adults [4]. 

The Paris Agreement, enacted in 2015, was created in response to the extensive 
impact of global warming. In this agreement, 197 countries concurred to limit the 
maximum temperature rise to no more than 2 °C [5]. This means that the use of fossil 
fuels is increasingly restricted, as they contribute to the production of dangerous 
gases and rising air temperatures, in order to keep the global surface temperature 
increase to only 1.5 °C, which is better than the targeted 2 °C. Oil, natural gas, and 
coal are therefore expected to remain unexploited, leaving only 58%, 56%, and 89% 
respectively by 2050 [6]. Therefore, there is a need for special attention to be given 
to renewable energy like wind, solar, water, biomass, and geothermal so they can be 
used more massively as they are more environmentally friendly, have lower usage 
costs, and are not exhaustible. Wind power utilization is one of many solution for 
reducing the use of non-renewable energy. Wind energy converted into electrical 
energy through a generator has been proven to produce relatively low air pollution, 
resulting in lower impacts on living beings and the environment. Furthermore, in 
terms of the economy, the benefits of adopting renewable energy steadily escalate. In 
the year 2015, the proportion of renewable energy attained 15%. It is predicted that by 
2050, the share of renewable energy will continue to grow given the public’s concerns 
about environmental health issues, reaching 63% of energy production revenue [7].
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Nowadays, there are two common categories of wind turbines which are distin-
guished according to the direction of their axis, To be precise, it was the Horizontal-
Axis Wind Turbine (HAWT) and the Vertical-Axis Wind Turbine (VAWT). HAWT 
has a shape similar to aircraft propellers, which are Aligned with the wind flow, thus 
requiring a special mechanism to direct the blades according to the movement of the 
wind. The other type is VAWT, which has its axis orthogonal to the wind flow. The 
advantage of VAWT is that no matter where the wind comes from, it will continue to 
rotate, so no special mechanism is needed to rotate its blades. Both types of turbines 
are still being developed in order to achieve a high level of efficiency [8]. 

In generating electricity from a steady wind flow with sufficient speed, HAWT 
is clearly superior and can produce much more energy than VAWT. Additionally, 
HAWT exhibits more efficient performance than VAWT [9]. HAWT is commonly 
used in large wind farms, remote access areas, and offshore locations where the wind 
speed is stable and uninterrupted. On the other hand, wind patterns in urban areas 
tend to be unstable with low wind speeds, unpredictable wind directions, and full 
of turbulence which make HAWT relatively ineffective. Therefore, VAWT can be a 
better choice for urban areas [10]. However, VAWT is more effective when the wind 
direction is constantly changing because VAWT does not require a mechanism to 
adjust to changing wind direction. Because of this, VAWT can be utilized in other 
areas such as in the middle of a highway, which can be used to power the lighting 
system [11]. Another advantage of VAWT is that more VAWTs can be installed on 
a single piece of land compared to HAWT, resulting in greater energy density for 
VAWT usage on that land [12]. 

The research uses the four-digit NACA series from the National Aeronautics and 
Space Administration (NASA) as an airfoil of the wind turbine. Symmetrical airfoils 
have better efficiency but worse self-starting ability than chambered airfoils [13]. 
A symmetrical airfoil called the NACA 0015, which has a thickness of 15%, was 
used in the experiment because it can produce a maximum power coefficient at the 
optimum tip speed ratio (λ) higher than 3 [14, 15]. Based on Song’s simulation, it 
was found that NACA 0015 and 0018 are more suitable for use in VAWT. Moreover, 
it was also found that the torque produced by NACA 0015 is not too bad, although 
NACA 0018 is the best [16]. 

This research was conducted to determine the characteristics of a vertical axis 
Darrieus type wind turbine using the Simulink Numerical Method. Research related 
to simulation methods is necessary, as a lightweight and accurate simulation method 
is still being sought. So far, there are two simulation methods that are often used, 
namely Double Multiple Streamtube (DMST) and Computational Fluid Dynamic 
(CFD) [17]. Although they are simulation methods that meet the needs of VAWT 
simulation, research on numerical methods with Simulink is very likely to be the 
initial step towards eventually surpassing both methods. Another advantage of this 
method is that we can apply control systems and generators within it. However, in 
this paper, we will only review its aerodynamic performance and ensure that the 
model has shown correct calculations [18].
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2 Research Theory 

In the concept of wind turbine efficiency, it is related to the betz limit. The betz limit 
is the maximum efficiency value that can be achieved on a wind turbine. This concept 
was first introduced by a physicist from Germany named Albertz Betz in 1919. The 
value of the betz limit is 16/27 or 59.3%, which means that the maximum limit of 
wind kinetic energy that can drive a turbine is only 59.3% as shown in Fig. 1. But  
in fact, no wind turbine can reach the maximum limit of this betz limit. The average 
wind turbine efficiency value is only 35–45%. [19] 

However, according to Divakaran [21] there are many studies which prove that 
the Betz limit does not apply to VAWT. Other research says that the Betz limit still 
applies with a different maximum. The maximum efficiency value that applies to 
VAWT is 63%. Of course, it seems impossible if the efficiency of a wind turbine 
is close to 100%. therefore, in this study, it is assumed that the maximum possible 
efficiency is 64% [22]. 

The power in the wind turbine is the result of the conversion of wind energy that 
drives the rotor and generator. The amount of power in a wind turbine is highly 
dependent on the speed of the wind that drives the rotor. The power equation for the 
wind turbine is as follows: 

P = 1 
2 
ρCp AV o

3 (1) 

with 

A = Hd (2) 

where P is wind turbine power (watts), is air density (1.225 kg/m3), Cp is Coefficient 
of Power, Vo is freestream wind speed (m/s), A is rotor area (m2), H is the height of 
the wind turbine (m), and d is the diameter of the rotor (m) [23]. 

Coefficient of power (Cp) is a coefficient that determines the amount of power 
performance of the wind turbine. This Cp is basically influenced by two factors, 
namely the yield power of the wind turbine and the kinetic energy of the wind flow

Fig. 1 a Illustration of freestream wind flow through the blade and b Illustration of relative wind 
flow [20] 
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itself. This Cp has a directly proportional relationship with the performance of the 
wind turbine, the greater the Cp, the better the performance of the wind turbine. The 
Coefficient of Power (Cp) equation is as follows: 

Cp = Pr 
Pw 

= τω  
1 
2 ρ AV o3 

(3) 

where Cp is the Coefficient of Power, Pr is the actual turbine power (Watts), and 
Pw is the Power of the theoretical wind speed (Watts) [19]. 

Tip speed ratio (λ) is one of the crucial factors in determining the design of wind 
turbine. λ may be defined as the ratio of wind speed with wind turbine blade tip 
velocity. λ is a dimensionless quantity that states the relationship between wind 
speed and the average rotation of the rotor [24]. The equation can be written as: 

λ = ωR 

V o  
(4) 

where λ is Tip speed ratio, ω is turbine rotor rotation speed, R is rotor radius (m), 
Vo  is freestream windspeed (m/s) [25]. 

The force experienced by the blade in the direction from the trailing edge to the 
leading edge is the simple definition of tangential force. The tangential force can be 
found by the following equation: 

Ft = Ct 
1 

2 
ρchW 2 (5) 

where Ft is tangential force (N), Ct is tangential force coefficient, is air density 
(1.225 kg/m3), c is cord length, h is turbine height, and W is relative wind flow. 

Tangential force can be obtained from the accumulation of lift and drag forces, so 
that the tangential coefficient Ct is a constant value that accumulates constant values 
of drag and lift forces. To find the tangential force, the value Ct can be calculated 
with the following equation: 

Ct = Cd sin(α) − Clcos(α) (6) 

where Ct is tangential coefficient, Cd is coefficient drag force, Cl is coefficient lift 
force, and α is angle of attack. 

Angle of Attack is the angle between the relative windflow (Vo) vector line and 
the tangential moving blade direction vector V t . angle of attack has an effect on Ct, 
Therefore, the angle of attack also has a very significant effect on the torque value 
on the blade. 

To find the angle of attack on this wind turbine, we can use the following equation: 

α = tan−1 

(
cos θ 

λ 
(1−u) + sin θ 

) 

(7)
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Fig. 2 Subsystem of dynamic measurement [26] 

where τ is the angle of attack, u is induction factor, and θ is angular position (rad). 
Relative Windflow is the wind flow in terms of the blade. Figure 1a shows  

freestream windflow heading towards a moving blade. While Fig. 1b shows us the 
direction of the wind flow when viewed from a moving blade. The value of the 
Relative Windspeed can be calculated by the following equation: 

W = Vo  
/
[λ + (1 − u) sin(θ )]2 + [(1 − u) cos(θ )]2 (8) 

u = Ncω 
2π Vo  

sin(θ ) (9) 

where N is number of blade, c is blade chord length (m), h is height (m), W is relative 
wind flow, θ is angular position (rad), λ is tip speed ratio, ω is angular sepeed (rad/ 
s), Vo  is freestream windspeed (m/s), u is induction factor, and R is rotor radius (m) 
[27]. 

Torque is the value of the moment of force that states the object is rotating on its 
axis. Therefore, the torque value can be calculated as 

τ = ρ × H × Ct  × W 2 × c 
2 

(10) 

where is the torque (Nm), where Ct tangential force coefficient, W is relative wind 
speed (m/s), H is blade height (m), ρ is air density [28].
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3 Methodology 

Simulink is an additional part of the Matlab software that can be used as a means 
of modeling, simulating and analyzing dynamic systems using a graphical interface 
(GUI) [29]. In this study, Simulink is used to determine the value of angular velocity, 
torque, and power coefficient at start-up ramp condition. Matlab is also used to 
plot comparison charts based on parameters on Table 1. the equations that are used 
are applied to the Simulink that have been compiled. Finally, the angular velocity, 
torque, and power coefficient are shown. The parameters used in this experiment are 
listed in Table 1. The air pressure at the wind turbine location is assumed to be an 
average temperature in the world at the industrial revolution (1850) had just begun, 
15 degrees Celsius, so the air density equal to 1.225 kg/m3 [30]. The minimum wind 
speed used is 1 m/s and the maximum is 12 m/s. The rest of the specifications of the 
VAWT will be determined based on the results of this test. Table 1 is a lists of the 
parameters. 

To calculate the angular velocity and angular position of the VAWT that being 
analyzed, the block set from Woods [26] will be used, as shown in Fig. 2. This  
subsystem block describes how the 3D shape of the turbine is used to calculate a 
rotational object using momentum theory. The sensor will calculates the VAWT and 
displays it to the user in the form of numbers. 

Still based on Woods’ presentation, it has been explained that a coefficient called a 
Simple Model Generator exists. During the experiment, it was found that this Simple

Table 1 Parameters of 
VAWT simulation Parameters Value 

Air density 1.225 kg/m3 

Reynold number 80,000 

Wind velocity 1 – 12 m/s  

Blade number 3 

Radius 0.5 m 

Height 1 m  

Airfoil NACA 0015 

Chord length 0.2 m 

Fig. 3 System for finding a real torque and angular velocity [26] 
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Fig. 4 Comparison between different kB of Simulink model test and Bianchini Experiment [31] 

Model Gen has an influence on the maximum angular speed of the wind turbine. In 
addition, additional gain is also needed to match the wind turbine torque with the 
results of existing wind turbine research. Figure 3 illustrates the system that been 
found in this research. Coefficient A (kA) and the value of the coefficient B (kB) can 
be adjusted for generate a close enough result compared to another or real experiment 
test result.

Until the time of writing this paper, the nature of this coefficient had not yet been 
fully understood. A provisional hypothesis is that there may be a relationship between 
these two coefficients and the theory of momentum. This is because when using other 
wind turbine parameters, even with the same H-type and airfoil, the results do not 
match immediately with other resources such as real experiments or data from other 
journals. The calculation results only match when adjusting these two coefficients to 
fit at least one condition. For this study, kA = 0.08 and kB = 0.35 are used. 

Figure 4 is a graph produced by the Simulink test and Bianchini experiment. There 
are three graphs, namely the model test with kB = 0.35 and 0.32. Of course, the kA 
used for both is the same. Two graphs produced by Simulink are compared with the 
graph from Bianchini’s test, where he tested with the same VAWT parameters used 
in this experiment. When compared, the graph results closely approximate the graph 
obtained by Biancini, who used a Wind Tunnel Test to test his wind turbine. This 
comparison result shows that the model used for simulation in this paper is valid. 

4 Research and Discussion 

The research will be carried out by running a Simulink model that contains the 
previously determined parameters and discovered equation which it applied at the 
Simulink models with the end of the model to calculate angular velocity was shown 
in Fig. 2. The resulting data of angular velocity, Cp, and torque will be analyzed.
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Fig. 5 a Angular velocity plot while turbine at start up condition. b Angular velocity at t = 500 s 
versus freestream wind speed [32] 

The phenomenon of angular velocity will be observed while the wind turbine runs 
for 200 s with freestream wind speeds (Vo) ranging from 1 to 12 m/s. 

Figure 5 depicts the relationship between Angular Velocity and wind speed. 
In Fig. 5a, it is evident that the turbine attains a steady state condition when the 
wind speed is at its maximum for every given speed. Although the angular velocity 
increases with wind speed, the time required to reach steady state is not always linear. 
However, the steady state time is always proportional to wind speed. Figure 5b illus-
trates that the angular velocity exhibits an almost linear trend with wind speed. The 
maximum angular velocity of 918.9720 rpm is observed at a wind speed of 12 m/s, 
while the minimum angular velocity of 1.7747 rpm is recorded at a wind speed of 
1 m/s.  

Certain aspects of wind turbine performance can be determined by analyzing the 
torque generated during rotation. Greater torque indicates that the turbine will have 
difficulty stopping. Figure 6 presents a plot of Cp and torque during the turbine’s 
initial rotation until 200 s of operation. From the figure, it can be observed that both 
variables exhibit a common feature of rising and falling as if oscillating at a high 
frequency. 

The simulation was carried out through multiple iterations until a total time of 
500 s was reached. When plotting the torque and Cp values at the 200-s mark, the 
calculations was conducted for a total of 4689 iterations. Due to the high frequency 
of the torque and Cp values, a moving average of 50 iterations was employed to 
determine whether these variables tended towards a positive or negative trend. 

Figure 6, shows that both have a peak value when the time is around 100 s. After 
that, the red line which is the moving average is decreasing. When t = 120 s, the 
moving average line no longer decreases and stays around the value torque and Cp 

equals to 0. This means that when the time shows 100 s, the value of the angular 
velocity is increasing and starting to enter a steady state. Only when the time shows 
120 s, the steady state starts and the value of the angular velocity no longer increases.



254 M. Radhiva et al.

(a) (b) 

0.056608353

-0.2
-0.15

-0.1
-0.05 

0 
0.05 

0.1 
0.15 

0.2 
0.25 

0.3 

0 20 40 60 80 100 120 140 160 180 200 

C
p 

Time (second) 

Cp at vo = 6 m/s 
50 per. Mov. Avg. (Cp at vo = 6 m/s) 

0.387928036…

-1

-0.5 

0 

0.5 

1 

1.5 

2 

0 20 40 60 80 100 120 140 160 180 200 

To
rq

ue
 (N

.m
) 

Time (second) 

Torque at vo = 6 m/s 
50 per. Mov. Avg. (Torque at vo = 6 m/s) 

Fig. 6 a Cp and b torque plot during start-up ramp untill the angular velocity is steady [33] 

To understand why the torque and Cp oscillate very quickly, the influence of the 
azimuth angle on torque and Cp was investigated. The experimental results are shown 
in Fig. 6, which illustrate the influence of the azimuthal angle on torque and Cp at 
times t = 99 s and t = 199 s. Referring to Fig. 5, the time t = 99 s is the peak of 
the moving average torque and Cp values, which represents the final start-up ramp 
condition. The torque test and Cp experiment were conducted at the end of 199 s, at 
which time the turbine was already in steady condition. 

From Fig. 7, both (a) and (b), show us that the turbine will have a negative value 
of torque and Cp when the Azimuthal Angle is between 0 to 180 degrees, while the 
positive value is in the position of 180° to 360°. There are two points where the 
value of torque and Cp is 0, which is around 180° and 300°. The two 0 points where 
the three blade torques have positive and negative values, so they eliminate each 
other. Please note that the wind is blowing from 180° and moving to 360°. 

Additionally, the torque and Cp values were examined as the freestream windspeed 
varied from 1 to 12 m/s. Although the experiment yielded a similar plot shape, the
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Fig. 7 Cp and torque versus Azimuthal angle at a final start-up ramp condition and b steady 
condition [34] 
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Fig. 8 a Cp and b Torque versus wind speed [33] 

maximum and minimum values were different. Figure 8 displays the maximum and 
minimum torque values and Cp for various freestream windspeeds. To determine 
the actual performance of the wind turbine during rotation, an average value of the 
torque and Cp was calculated solely during the start-up ramp conditions. 

Figure 8a depicts that the amplitude of torque and Cp plots is directly proportional 
to the freestream wind speed. At vo = 12 m/s, the Cp amplitude reaches its maximum 
value of 63.97%. However, the maximum Cp at average start-up ramp condition is 
only 4.6%. Figure 8b shows the amplitude values and average torque at start-up ramp 
conditions. The results indicate that during start-up in ramp conditions, the average 
torque has a maximum value of 0.78 N m. Both plots in Figure 8 illustrate that the 
torque and Cp values are significantly small when the vo values are between 1 and 
3 m/s. It suggests that even the slightest disturbance can stop the turbine. 

5 Conclusion 

The performance of a Novel Simulink model shows that it can provide sufficiently 
accurate results when compared to Bianchini’s experimental results. The VAWT 
with NACA 0015 airfoil has been evaluated using the model created, where some 
of the input parameters such as the number of blades, wind speed, radius, and chord 
length are used to produce outputs in the form of angular velocity and torque at start-
up conditions, these results can be used to observe the phenomenon of wind turbine 
movement during start-up conditions. For further research, the created model can also 
be used for analyzing installed generator performance in the VAWT. According to the 
simulation results, the best operating condition for a VAWT is when the freestream 
wind speed is at 12 m/s, but it can still operate when the freestream wind speed is 
below 4. When the freestream wind speed is less than 4, it would be challenging 
for the VAWT to generate energy due to the slightest disturbance that can cause the 
turbine to stop as a result of the small torque acting on it. It is also observed that the
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freestream wind speed has an influence on the speed of the turbine to reach a steady 
state. 

This paper demonstrates that a low-speed wind turbine (vo < 12) can be operated 
with the NACA 0015 symmetrical airfoil. The analysis conducted using the Simulink 
model is just the first step towards a more in-depth analysis of wind turbines. However, 
further development and testing are necessary, especially in determining kA and kB 
in Dynamic Measurement. Without knowing kA and kB, data from other simulations 
or experiments from the actual device must be compared to determine them. This 
poses a challenge to the use of the model. If kA and kB can be determined, this model 
can potentially develop further to simulate all situations and conditions, including 
when the device is connected to the generator. 
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Abstract This paper presents an analysis of the effects of various types of electrodes 
on the performance of microbial fuel cells (MFCs) under various test conditions. Elec-
trical parameters are obtained from MFCs with different types of electrodes, e.g., 
carbon (C), aluminum (Al), zinc (Zn), and copper (Cu). The extensive performance 
is compared with different temperature levels during the study. Great and sufficient 
results are obtained and analyzed with electro-microorganisms’ electrical proper-
ties and the bio-fuel cell performance, i.e., voltage and current characteristics with 
respect to time under variable temperature conditions. The voltage and current have 
been obtained with different types of electrodes, sewage wastes, and temperature 
values of sludge (sewage and rice water). 
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1 Introduction 

As a result of these bio-electrical energy and performance situations, MFCs have seen 
tremendous change in the previous several decades. MFCs are one of the electro-
microbiology resources. It is capable of having a lower impact on the environment 
and causing less pollution, presenting various innovative technologies, having a lower 
cost influence, and so on. Bio-MFCs are highly capable of biotic microorganisms 
with suitable clean and bearable features. 

Energy production from bio-waste is an important area of research that has gained 
increasing attention in recent years. Bio-waste can be defined as any organic waste 
material that is generated from agricultural, industrial, or municipal activities, which 
can be used as a feedstock for the production of energy. 

One important aspect of bio-waste energy production is the use of electrodes 
and temperature conditions to enhance the efficiency of the conversion process. 
Electrodes can be used to facilitate the transfer of electrons in microbial processes, 
such as anaerobic digestion, while temperature conditions can influence the rate of 
biochemical reactions that are involved in the conversion of bio-waste into energy. 

2 Literature Review 

Mounika et al. [1] have studied and investigated the use of different types of cata-
lysts for better performance through electrochemical electricity. Using a better quality 
catalyst, they obtained maximum power density and increased solution conductivity. 
Kai et al.  [2] have shown that microbial alliances are an important factor in the surface 
of the MFC anode, organic compounds, and power generation. Mohan et al. [3] have  
studied ammonium removal with success in an MFC. When this method is used, it 
increases the flow of electrons and current generation. Aliraeza et al. [4] have used  
carbon nanotubes (CNTs) as a prospective collection device that can be used alone 
for physical and electrical properties. The MFC department strictly adheres to the 
bio-source recovery and minimum theoretical limit energy production requirements. 
Moreover, the authors have studied the current research to separate and screen poten-
tial biological power generation and biological plant diseases from tea plantation clay 
samples held in MFC waste. After some time, obtain the maximum voltage at room 
temperature. Chih et al.’s [5] work has led to the development of an innovative bio-
trickling microbial fuel cell. Power production and venting of ethyl acetate (EA) 
from gas flow and voltage are increased. Haixia et al. [6] have studied incontestably 
the aptitude of MFC for more useful treatment with potato slurry and more efficient 
power generation. Nannan et al. [7] have shown that stacked connections of MFCs 
are an effective way to increase the performance of the MFCs’ electrical output. This 
study tested a glycerol-driven self-stacking submerged MFC to gain large, more effi-
cient voltage reaches and increase the current density. Mohan et al. [8] discovered 
that the salt bridge MFC is the most basic bio-fuel cell that can be designed and
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studied. To maximize MFC power generation, all of these factors must be optimized. 
Carlo and colleagues [9] investigated electro-active biofilms and electron transfer 
mechanisms involving solid electrodes. The final category is MFCs, which describe 
the actual implementation of energy output. Nur et al. [10] investigated MFCs as a 
new method of obtaining electrical energy from biochemical waste. While removing 
some chemicals from wastewater, highly efficient power was obtained. Dongdong 
et al. [11] investigated MFCs with graphite electrodes and discovered that they have 
a high current efficiency in comparison to the other metal, platinum, with a low 
catalyst cathode. Hanyu et al. [12] investigated another process for electrochemical 
decomposition using electrochemical bacteria on MFCs. Biocatalysts are enzymes 
that decompose organic matter while producing bioelectricity. The concentration 
of COD in wastewater was found to have the greatest impact on performance by 
Weihua et al. [13]. It had a significant impact on power generation but had no effect 
on COD removal rates. Rusli et al. [14] used bio-cathode material to improve bio-
electrochemical mechanisms and improve MFC performance. Compare the perfor-
mance of bio-cathodes in MFCs for bioelectricity generation and wastewater treat-
ment. Zainab and Ismail [15] worked in a dual-chamber MFC to create electricity by 
processing sewage water from potato chips. Chen et al. [16] developed a chemical 
formula for poly-pyrrole nanowires, which were used as anodes to obtain the best 
electrical parameters from MFCs. Walter et al. [17] investigated various types of 
electrolytes immersed at various heights and fueled with human urine. Among the 
various heights obtained are the cathode and overall performance. 

Wenfang et al. [18] investigated ILP-coated carbon electrodes designed for 
microorganism habitats and found that they significantly improved current perfor-
mance in MFCs. Seokheun [19] studied recent advances in electronic microbiology 
from the study of MFCs and discovered a more reliable sewage treatment method. 
Liu et al. [20] created a high-performance tungsten carbide electrode for a MFC with 
free atmospheric causes. Tungsten carbide has good biocompatibility, is inexpensive, 
and has a high conductivity [21]. 

The authors have done work in the present study and the following points are given 
to show the novelty as (i) different anode and cathode materials are used to explore 
the performance of bio-fuel cell in terms of electrical parameters. (ii) Temperature 
variation is one of the important aspects to obtain the system performance. 

Section 1 explored the introduction of the present study. Literature review is given 
in Sect. 2. Furthermore, Sect. 3 is dedicated to experimental setup and wastewater 
samples. Section 4 explores about the results and discussion. In last, Sect. 5 concludes 
the study.
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3 Experimental Setup 

3.1 System Description 

In this designed MFC’s setup, one and two plastic containers (900 ml) are used for 
the cathode electrode, which is used as a zinc electrode (Zn), an aluminum electrode 
(Al), and a copper electrode (Cu), and for the anode electrode, which is used as 
carbon (C), and different types of bio-waste from various locations. The copper wire 
serves as a connecting wire between the electrodes of MFCs. A wire is generally 
used because of its higher conductivity and good mechanical strength. It is used 
for varying mechanical and electrical parameter loads. The multimeters used here 
are the voltmeter and ammeter for the measurement of voltage and current on the 
MFC model. A typical multimeter is used to measure voltage, current, and resistance 
during experimentation. Infrared thermometer, digital (measurement range: − 50– 
380 °C, display resolution: 0.1 °C). The layout of the experimental setup is shown 
in Fig. 1a. 

3.2 Electrode Used 

MFC is employed with various electrodes that are used to generate electrical energy 
from sediment that has organic and inorganic matter, i.e., aluminums and copper, 
zinc and carbon, and copper and carbon. Figure 1b depicts various electrodes used 
in the study.

Fig. 1 a Experimental setup b types of electrodes 
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3.3 Waste Material Sewage Sludge 

This waste sewage sludge material is obtained from the municipal and authorized 
storage wastewater plants and is usually treated with calcium hydroxide (CaOH2) 
stabilization, coagulation, flocculation, sedimentation, some ion exchangers, etc. As 
with the electron exchanger process, the single-chamber MFC with sewage sludge 
helps generate electricity, and microorganisms play an important role in breaking 
down the excess sludge. 

3.4 Waste Material Slurry Water 

Slurry water is obtained from the thin mixture of liquid in contaminated and wastew-
ater. Some microorganism sludge is mostly found in domestic waste, restaurants, 
rice water, beverage plants, and the bleaching industry. In addition, other changes in 
pH, moisture, and temperature, such as surfactants and disinfectants, help to grow 
microbial areas and also increase the biodegradability of waste. 

4 Results and Discussion 

When attempting to sketch the characteristics of voltage and current with regard to 
time, it is vital to have both the measured voltage and current of the MFC along 
with their changes. During the course of the research, the load has acted as a 4 Ω 
resistance. 

4.1 MFC Performance with Sewage Sludge Wastage 

(i) Effect of Time and Temperature with Copper and Carbon Electrodes 

The voltage and current characteristics vary with respect to time and temperature at 
different levels. The obtained quantitative results at different time and temperature 
values are shown in Table 1, and electrical performance in terms of voltage and 
current with respect to time is shown in Fig. 2 as follows.

From the obtained result, it is observed that the system started its work at a 
temperature of 15.3 °C and the minimum voltage and current of 0.22 V and 0.11 mA, 
respectively. The temperature was increased up to 26.9 °C and the maximum voltage 
and current of 0.35 V and 0.21 mA, respectively. At the end of the day, when the 
temperature was 24.3 °C, the voltage and current were decreased again to 0.30 V 
and 0.18 mA, respectively.
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Table 1 Electrical 
performance and temperature Time (h) Voltage (V) Current (mA) Temp. (°C) 

6:00 am 0.22 0.11 15.3 

8:00 am 0.25 0.13 18.6 

10:00 am 0.29 0.15 20.5 

12:00 pm 0.33 0.17 23.7 

2:00 pm 0.35 0.21 26.9 

4:00 pm 0.33 0.19 25.6 

6:00 pm 0.30 0.18 24.3 

Fig. 2 Voltage and current 
analysis (copper and carbon 
electrodes)
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(ii) Effect of Time and Temperature with Zinc and Carbon Electrodes 

At different levels, the voltage and current characteristics change with time and 
temperature. Table 2 shows the quantitative results obtained at various time and 
temperature values, and Fig. 3 shows the electrical performance in terms of voltage 
and current with respect to time. 

The system began working at a temperature of 15.3 °C and provided the minimum 
voltage and current, 0.26 V and 0.31 mA, as shown in the plot above. The temperature 
is raised to 26.9 °C, and the maximum voltage and current, 0.52 V and 0.42 mA, are

Table 2 Electrical 
performance at different 
temperatures 

Time (h) Voltage (V) Current (mA) Temp. (°C) 

6:00 am 0.26 0.31 15.3 

8:00 am 0.29 0.33 18.6 

10:00 am 0.35 0.35 20.5 

12:00 pm 0.46 0.37 23.7 

2:00 pm 0.52 0.42 26.9 

4:00 pm 0.44 0.39 25.6 

6:00 pm 0.39 0.34 24.3
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Fig. 3 Voltage and current 
performance (zinc and 
carbon electrodes)
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Table 3 Electrical 
performance at different 
temperature 

Time (h) Voltage (V) Current (mA) Temp. (°C) 

6:00 am 0.35 0.31 15.3 

8:00 am 0.45 0.33 18.6 

10:00 am 0.52 0.35 20.5 

12:00 pm 0.58 0.39 23.7 

2:00 pm 0.65 0.45 26.9 

4:00 pm 0.59 0.41 25.6 

6:00 pm 0.53 0.38 24.3 

provided. When the temperature reached 24.3 °C at the end of the day, the voltage 
and current were reduced to 0.39 V and 0.34 mA, respectively. 

(iii) Effect of Time and Temperature with Aluminum and Carbon Electrodes 

Voltage and current characteristics change with time and temperature at different 
levels. Table 3 displays the quantitative results obtained at various time and temper-
ature values, and Fig. 4 depicts the electrical performance in terms of voltage and 
current as a function of time.

4.2 MFC Performance with Slurry Water Wastage 

(i) Effect of Time and Temperature with Copper and Carbon Electrodes 

At various levels, voltage and current characteristics change with time and tempera-
ture. Table 4 shows the quantitative results obtained at different time and temperature 
values, and Fig. 5 shows the electrical performance in terms of voltage and current 
as a function of time.
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Fig. 4 Voltage and current 
performance (aluminum and 
copper electrodes)
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Table 4 Electrical 
performance at different 
temperatures 

Time (h) Voltage (V) Current (mA) Temp. (°C) 

10:00 am 0.12 0.61 28 

12:00 pm 0.18 0.69 33 

2:00 pm 0.22 0.71 36 

3:00 pm 0.20 0.70 35 

4:00 pm 0.19 0.69 35 

5:00 pm 0.18 0.68 34 

Fig. 5 Voltage and current 
performance (copper and 
carbon electrodes) 
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The system began working at a temperature of 28 °C and provided the minimum 
voltage and current, 0.12 V and 0.61 mA, as shown in the plot above. The temperature 
is raised to 36 °C, and the maximum voltage and current, 0.22 V and 0.71 mA, are 
provided. When the temperature reached 34 °C at the end of the day, the voltage and 
current were reduced to 0.18 V and 0.68 mA, respectively.
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Table 5 Electrical 
performance at different 
temperatures 

Time (h) Voltage (V) Current (mA) Temp. (°C) 

10:00 am 0.40 3.9 28 

12:00 pm 0.44 4.2 33 

2:00 pm 0.49 4.4 36 

3:00 pm 0.47 4.3 35 

4:00 pm 0.47 4.29 35 

5:00 pm 0.45 4.15 34 

Fig. 6 Voltage and current 
analysis (copper and 
aluminum electrodes) 
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(ii) Effect of Time and Temperature with Copper and Aluminum Electrodes 

Voltage and current characteristics change with time and temperature at different 
levels. Table 5 displays the quantitative results obtained at various time and temper-
ature values, and Fig. 6 depicts the electrical performance as a function of time in 
terms of voltage and current. 

The system began working at a temperature of 28 °C and provided the minimum 
voltage and current, 0.40 V and 3.9 mA, as shown in the plot above. The temperature 
is raised to 36 °C, and the maximum voltage and current, 0.49 V and 4.4 mA, are 
provided. When the temperature reached 34 °C at the end of the day, the voltage and 
current were reduced to 0.45 V and 4.15 mA, respectively. 

(ii) Effect of Time and Temperature with Copper and Zinc Electrodes 

Table 6 shows the electrical performance in terms of voltage and current as a function 
of time in Fig. 7, which shows the electrical performance in terms of voltage and 
current as a function of time.
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Table 6 Compare voltage 
and current at different times 
and temperatures 

Time (h) Voltage (V) Current (mA) Temp. (°C) 

10:00 am 0.86 10.5 28 

12:00 pm 0.88 11.7 33 

2:00 pm 0.92 12.5 36 

3:00 pm 0.91 12.1 35 

4:00 pm 0.90 11.9 35 

5:00 pm 0.89 11.8 34 

Fig. 7 Voltage and current 
response (copper and zinc 
electrodes) 
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5 Conclusion 

An MFC has the capability to produce power from various types of sewage water. 
Electrical parameters are obtained by observing the various effects of the four types of 
electrodes on the self-assembled experimental setup of MFC at different temperatures 
and times. A detailed examination of the physical properties of the metal electrode, 
as well as the obtained results in voltage and current characteristics, demonstrates the 
performance of the MFC. Following the note, the results of this study are summarized 
as follows: 

• In the investigation, copper and aluminum electrodes generated the maximum 
voltage and current. 

• In the case of zinc and copper electrodes, their performance is less affected by 
microbial fuel cells (MFCs) compared to copper and aluminum electrodes. 

• Compared to other metals, copper and carbon electrodes produce very little voltage 
and current. 

• The amount of electricity generated in the MFC is directly dependent on the rate 
of bacterial metabolic reactions and the anode and cathode surface areas.
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Simulation and Prototype Design 
of Hybrid Renewable Energy Harvesting 
System 

Yanuar Z. Arief, Muhammad Syukri Nurulhak, and Hamzah Eteruddin 

Abstract In this era of globalization, the energy harvesting technology for renew-
able energy has improved to combat the concerns about energy conservation, global 
warming, and excessive waste materials. Additionally, the problem of getting contin-
uous and reliable energy and power supply will become a real issue in the future. The 
energy harvesting technology can be an alternative to the current power generation 
and can lead to the potential of getting a more reliable power supply for everyone. 
By combining multiple renewable energy harvesting systems, more power can be 
continuously generated, and the efficiency of energy output will increase. This 
paper focuses on the development of a hybrid renewable energy harvester system 
consisting of photovoltaic, piezoelectric, and wind energy. The system’s performance 
and capabilities are recorded and analyzed under different conditions and parameters. 

Keywords Energy harvester · Hybrid renewable energy · Photovoltaic ·
Piezoelectric ·Wind energy · Power supply 

1 Introduction 

Energy harvesting refers to the harnessing of readily available energy from the 
surrounding into electrical energy [1]. Some of the energy harvesting technology 
covers the conversion of light, kinetic, thermal, and radio frequency via various mech-
anisms such as photovoltaic, piezoelectric, and thermoelectric [2]. The electrical 
energy gathered can be used directly or stored for later use. The energy harvesting
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technology can be an alternative for places with no power grid or places that are not 
suitable for solar panels and wind turbine installation. Energy harvesting also has 
become one of the most-rapid growing technologies in the current year. It is estimated 
that the market size of energy harvesting can reach up to USD 817.2 Million by 2026 
[3]. The motivation for adopting the energy harvesting technology for renewable 
energy comes from the concern about energy conservation, global warming, and 
excessive waste materials. 

However, the energy harvested is in small amounts and adequate for low-power 
applications such as remote sensing, body implants, and most wireless applications 
[4]. For start, some of the IoT devices can integrate the energy harvester system for 
their sustainability since it can be operated at low power. The Internet of Things or 
IoT can be described as billions of physical devices that are linked to the Internet to 
connect and exchange data [5, 6]. IoT devices can be everything if it connected to 
the Internet and can be interacted with or controlled. It can be as small as switching 
on the lamps using a smartphone application or exchanging massive data back and 
forth using thousands of sensors for the monitoring system. 

The self-sustainable operation of IoT devices is one of the main importance that 
has been discussed by many researchers. For long-term accessibility, the usage of 
a disposable battery can be ignored, and it can be charged by itself. The energy 
harvesters are divided into four groups that are based on their power output, which is 
high power (more than 2–10 W), medium power (between 1 and 10 W), low power 
(between 1 mW and 1 W), and ultra-low power (below 1 mW) [7–11]. From the low-
power devices, the energy harvesting system can move on to powering up the medium 
to high-power devices. This can lead to the integration of energy harvesting tech-
nology into various industries such as transportation, automotive, power generation, 
and more. There are already some existing energy harvesting devices and applica-
tions such as photovoltaic solar energy at rooftops that convert light into electric 
energy or use wind energy to convert mechanical energy to electrical energy [11]. 

This paper presents the study of four types of energy harvesters which are photo-
voltaic, piezoelectric, thermoelectric, and radio frequency. The energy harvester will 
be combined and merged to create a hybrid energy harvester. The energy harvester 
will be tested using simulation, and some of them will be implemented into hardware 
design depending on the availability and convenience. 

2 Research Method 

2.1 Simulation of Hybrid Renewable Energy Harvesting 
System 

Figure 1 shows the process flowchart for MATLAB simulation for this project. It is 
divided into two parts, which are for photovoltaic energy harvester and wind energy 
harvester simulation.
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Fig. 1 Flowchart for MATLAB simulation of energy harvesting system
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The renewable hybrid energy harvesting system can be simulated using MATLAB. 
MATLAB is a programming software designed for scientists and engineers to design, 
simulate, and analyze systems. It contains another add-on software called Simulink 
which is a graphical programming environment for modeling and simulating that 
will be used for this project. 

Simulink is important software that can do modeling, coding, simulation, and 
analysis at the same time. It has a user-friendly interface that is easy to navigate 
and has modern look compared to other software. Simulink also provides a wide 
variety of hardware components and libraries that can be accessed and used for 
this project. Photovoltaic, piezoelectric, and wind energy can be designed with the 
libraries provided and simulated at the same time. Moreover, it can run large-scale 
simulations without a problem. 

Simulink also can pinpoint the error made in the design and help the user by 
providing a guide. The results of the simulation can be represented in two ways 
which are graph and number. Users can control the output and results by altering the 
parameters in the model design. This versatility gives freedom to the user to modify 
the design and result as the user wanted in Simulink. 

2.2 Prototype of Hybrid Renewable Energy Harvesting 
System 

Figure 2 shows the process flowchart for the hardware prototype for this research 
work. It is divided into three parts, which are a photovoltaic energy harvester, a 
piezoelectric energy harvester, and a wind energy harvester.

For the hardware prototype, three renewable energy harvesters will be used 
which are photovoltaic, wind energy, and piezoelectric. The three renewable energy 
harvesters will be connected in parallel to the energy storage. The INA219 sensor 
module is integrated into each of the renewable energy harvesters to measure the 
current and voltage output of the energy harvesters. The piezoelectric utilized recti-
fier because the output current is in AC. Each of the sensor modules will send the 
information to Arduino Uno to display the information through an LCD monitor. 

On the other hand, the energy storage uses a lithium-ion battery with TP4056 
module integration. The TP4056 is important to charge and protect the battery during 
and after the charging is completed. At the same time, the battery with TP4056 will 
also manage to power up the Arduino Uno. Then, the power will go battery and to 
the load directly. Figure 3 shows the overall block diagram for the hybrid renewable 
energy harvesting system prototype. Figure 4 shows the prototype circuit of the hybrid 
renewable energy harvesting system, while Fig. 5 shows the actual representation of 
similar flow components.
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Fig. 2 Flowchart for the hardware of the energy harvesting system prototype

3 Results and Discussion 

The circuit was tested individually to show the output results for each renewable 
energy harvester. The results consist of the output values of the simulation such 
as current, voltage, power output, and energy. The parameters of the circuit are 
changing to show that the circuit is working as intended with certain specifications. 
The specification of both energy harvesters was made close to the hardware of the
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Fig. 3 Block diagram for the prototype of a hybrid renewable energy harvesting system 

Fig. 4 Conceptual design of the actual project prototype

prototype. Figures 6 and 7 show the circuit for simulation of the photovoltaic energy 
harvester and wind energy harvester, respectively.

The results of the hardware prototype of photovoltaic, piezoelectric, and wind 
energy harvesters are also shown and discussed. For photovoltaics, the results of the 
hardware prototype were compared with the simulation based on the irradiance. The 
three-day results for photovoltaics were also compared with each other to show the 
effect of weather conditions.
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Fig. 5 Circuit for simulation of photovoltaic energy harvester

Fig. 6 Circuit for simulation of wind energy harvester

For the piezoelectric energy harvester, different mass of pressure was applied on 
the piezoelectric plate for 10 s with an interval of 1 s for each pressure. The result for 
each different mass was compared with each other. For the wind energy harvester, the 
results of the hardware prototype were compared with the simulation based on the 
RPM of the DC motor. After that, all the hardware prototype results are combined to 
show the continuity of the hybrid renewable energy harvester to continue harvesting
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Fig. 7 Completed circuit for the prototype of the hybrid renewable energy harvester

energy throughout the day. Figure 7 shows the completed circuit for the prototype 
of the renewable energy harvester. 

3.1 Simulation Results of Photovoltaic Energy Harvester 

The results for photovoltaic simulations are shown in Tables 1 and 2. For this photo-
voltaic simulation, two simulations were run with different parameters setting. The 
first simulation ran with fixed temperature and the second simulation ran with fixed 
irradiance. Two parameters can change the output of the photovoltaic which are 
irradiance and temperature. 

Table 1 shows the first photovoltaic simulation with a fixed temperature of 25 °C. 
It is found that when the irradiance decreases, the power output also decreases. This

Table 1 Results of photovoltaic energy harvester simulation with fixed temperature 

Irradiance (W/ 
m2) 

Temperature 
(°C) 

Current (A) Voltage (V) Power Output 
(W) 

Energy (Wh) 

1000 25 0.0800 6.000 0.4797 1726.92 

800 25 0.0795 5.964 0.4742 1707.12 

600 25 0.0789 5.918 0.4670 1681.20 

400 25 0.0781 5.855 0.4570 1645.20 

200 25 0.0766 5.744 0.4399 1583.64
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Table 2 Result of photovoltaic energy harvester simulation with fixed irradiance 

Temperature 
(°C) 

Irradiance (W/ 
m2) 

Current (A) Voltage (V) Power Output 
(W) 

Energy (Wh) 

25 500 0.0785 5.890 0.4625 1665.00 

30 500 0.0783 5.869 0.4593 1653.48 

35 500 0.0780 5.849 0.4562 1642.32 

40 500 0.0777 5.830 0.4532 1631.52 

45 500 0.0774 5.812 0.4504 1621.44

Fig. 8 Graph of power output versus irradiance for photovoltaic energy harvester simulation 

shows that when there is more radiant energy, it will create more output power. Irra-
diance directly affects the performance of solar cells. Figure 8 shows the downward 
trends of power output when the irradiance is decreased. 

Table 2 shows the second photovoltaic simulation with fixed irradiance of 500 W/ 
m2. It is found that when the temperature increases, the power output also decreases. 
The other parameters such as current and voltage are also decreasing. This shows 
that when the temperature of the solar cells increases, the solar panel efficiency is 
declining. Figure 9 shows the downward trends of power output when the temperature 
is increased.

3.2 Simulation Results of Wind Energy Harvester 

To simulate the wind speed hitting the wind turbine, the PWM reference voltage is 
used as a variable value. When the PWM reference voltage increases, the turbine 
rotation is also increasing. Other than that, the other parameters such as current, 
voltage, and power output are also increasing as the turbine rotates faster. The power 
output is very small because it follows the small DC motor model with the lower
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Fig. 9 Graph of power output versus temperature for photovoltaic energy harvester simulation

Fig. 10 Graph of power output versus PWM reference voltage for wind energy harvester simulation 

specification that is used for the prototype. Figure 10 shows the upward trends of 
power output when the PWM reference voltage is increased. 

3.3 Prototype Results of Photovoltaic Energy Harvester 

For the prototype result of the photovoltaic energy harvester, the data collection 
was done for three days from 16/05/2022 until 18/05/2022. Each day had different 
weather conditions, which were cloudy, rainy, and sunny, respectively. For each day, 
the duration of data collection was from 07:00 a.m. until 6:30 p.m. which referred 
to the Solcast website’s active time. 

As shown in Fig. 11, power output peaked two times at around 1230 and 1500 h. 
That is when the weather gets sunny, the sun irradiance peaks during that time. There 
is a dip in power output at around 1330 h when the weather gets very cloudy, so the 
sun irradiance cannot reach the solar panel at full coverage.
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Fig. 11 Graph of power output from photovoltaic energy harvester prototype on 16/05/2022 

The graph also shows that the irradiance correlates with the power output of the 
solar panel. The average irradiance for 16/05/2022 was 306.670W/m2. The peak 
output power was at 345.210 mW which gives around 1242.760 Wh of energy, and 
it happened at 1500 h with 675.000 W/m2 irradiance. The average output power that 
was generated was 117.525 mW for an entire day, and the average energy produced 
was 423.092 Wh. 

Figure 12 shows that power output peaked two times at around 1030 and 1530 h. 
The weather was still cloudy, but there was enough irradiance that made the power 
output peak during that time. There is a massive drop in power output and irradiance 
at around 1200 h due to dark clouds and rain. The condition continued until 1430 h 
when the rain stopped. 

On 17/05/2022, the average irradiance for on was 246.750 W/m2. The peak output 
power was at 108.420 mW which gives around 390.300 Wh of energy, and it happened 
at around 1100 h with 588.000 W/m2 irradiance, an hour before it started raining. The

Fig. 12 Graph of power output from photovoltaic energy harvester prototype on 17/05/2022 
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Fig. 13 Graph of power output from photovoltaic energy harvester prototype on 18/05/2022 

average output power generated was 29.217 mW for an entire day, and the average 
energy produced was 105.181 Wh. 

As  shown in Fig.  13, the power output was consistent throughout the day according 
to the irradiance of the sun. The irradiance given stayed above 600 W/m2 from 1100 
to 1600 h and only went down slowly when the sun was also going down. 

The average irradiance on 18/05/2022 was 537.875 W/m2. The peak output power 
was at 421.200 mW which gives around 1516.320 Wh of energy, and it happened at 
1230 h with 918.000 W/m2 irradiance. The average output power that was generated 
was 235.141 mW for an entire day, and the average energy produced was 846.508 Wh. 

3.4 Prototype Results of Piezoelectric Energy Harvester 

For the prototype result of the photovoltaic energy harvester, the data collection 
was done by applying different amounts of mass on the piezoelectric plate. Three 
people with each different masses of 50, 55, and 60 kg step on the piezoelectric plate, 
respectively. The amount of voltage, current, power, and energy was recorded. 

The obtained data show that the output parameters of piezoelectric energy when 
people with a mass of 50 kg applied the pressure on the piezoelectric plate by stepping 
on it for 10 s. 

As shown in Fig. 14, the output power when 50 kg of mass was applied is fluc-
tuating every second. The peak power output was 0.760 mW which gives around 
2.740 Wh of energy. The average power output produced for 10 s is 0.431 mW, and 
the average energy produced is 1.551 Wh.

Figure 15 shows the output power when 55 kg of mass was applied is fluctuating 
every second. The peak power output was 0.890 mW which gives around 3.210 Wh 
of energy. The average power output produced for 10 s is 0.476 mW, and the average 
energy produced is 1.715 Wh.
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Fig. 14 Graph of power output from piezoelectric energy harvester prototype with 50 kg pressure

Fig. 15 Graph of power output from piezoelectric energy harvester prototype with 55 kg pressure 

Figure 16 shows the output power when 60 kg of mass was applied is fluctuating 
every second. The peak power output was 0.940 mW which gives around 3.370 Wh 
of energy. The average power output produced for 10 s is 0.574 mW, and the average 
energy produced is 2.064 Wh.

3.5 Prototype Results of Wind Energy Harvester 

For the prototype result of the wind energy harvester, the data collection was done 
for 3 days from 16/05/2022 until 18/05/2022. The collection of data was done every 
3 h for three days straight. The wind speed data was referred to the windy website. 
During this day, the wind is not too strong from early morning until night. There is 
a spike of high wind speed at around 0800 h with 10 km/h wind speed. 

Figure 17 shows the power output peaked one time at around 0800 h. The wind 
speed is decreasing in the next 6 h until 1400 h, and thus, the output power is also
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Fig. 16 Graph of power output from piezoelectric energy harvester prototype with 60 kg pressure

decreasing. From 1700 h until 2300 h, the wind is at a constant 3 km/h which also 
gives constant power output at around 0.040 mW. 

On 16/05/2022, the average wind speed was 4.875 km/h throughout the day. The 
peak output power was at 0.627 mW which gives around 2.257 Wh of energy, and it 
happened at around 0800 h with 10 km/h wind speed. The average output power that 
was generated was 0.180 mW for an entire day, and the average energy produced 
was 0.649 Wh. 

Figure 18 shows the power output peaked two times at around 1400 and 2300 h. 
The first peak at 1400 h had a wind speed of 13 km/h, which is the highest throughout 
the day, and it gives a peak power output of 0.952 mW with a peak energy of 3.427 Wh. 
The second peak at 2300 h has a wind speed of 8 km/h, and it gives a power output 
of 0.408 mW with an energy of 1.469 Wh. At the other time, the wind speed is 
averaging between 3 and 4 km/h and gives around 0.070 mW of power output.

Fig. 17 Graph of power output from wind energy harvester prototype on 16/05/2022 
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Fig. 18 Graph of power output from wind energy harvester prototype on 17/05/2022 

On 17/05/2022, the average wind speed was 5.625 km/h throughout the day. The 
average output power that was generated was 0.221 mW for an entire day, and the 
average energy produced was 0.795 Wh. 

Figure 19 shows that no significant peak power output is outstanding since it is 
almost the same. However, there is little power output peaking two times at around 
0800 and 1700 h. The first small peak at 0800 h is the second highest, which gave 
power output of 0.108 mW and 0.389 Wh energy. The second small peak occurred 
at 1700 h is the highest throughout the day, which gave power output of 0.116 mW 
and 0.418 Wh energy. At the other time, the wind speed is averaging between 3 and 
4 km/h and gives around 0.070 mW of power output. 

On 18/05/2022, the average wind speed was 3.875 km/h throughout the day. The 
average output power generated was 0.069 mW for an entire day, and the average 
energy produced was 0.2484 Wh.

Fig. 19 Graph of power output from wind energy harvester prototype on 18/05/2022 
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Fig. 20 Comparison between simulation and hardware results for photovoltaic energy harvester 

3.6 Results Comparison of Photovoltaic Energy Harvester 

Figure 20 shows that there are slight differences in power output against the irradiance 
for simulation and prototype. The value of power output for the prototype was taken 
by calculating the average power output of a certain value of irradiance from all the 
results. 

At 200 W/m2, the prototype has lower power output than the simulation where 
it dropped below 0.1244 mW compared to 0.4399 mW. The value of power output 
for the prototype becomes closer to the simulation starting from 600 W/m2, where 
the power output is 0.3725 mW compared to 0.4670 mW at simulation. Continuing 
toward 800 and 1000 W/m2, the value of power output becomes stable and constant 
like the simulation even though it is slightly lower. At 1000 W/m2, there is a differ-
ence of 0.0580 mW between the simulation and prototype power output. From the 
comparison below, it is seen that the behavior of the prototype photovoltaic panel is 
that it is not very sensitive to the light at lower irradiance; hence, it generated low-
power output. The photovoltaic panel worked more efficiently at higher irradiance 
value. 

Figure 21 shows the comparison of power output for the prototype of a photo-
voltaic energy harvester for a three-day period which all have different weather 
conditions. The three weather conditions were cloudy, rainy, and sunny, respectively.

On 16/05/2022, it had the second-highest average power output at 117.53 mW 
and 423.00 Wh energy with an unstable pattern on the graph. Meanwhile, on 17/05/ 
2022, it had the lowest average power output at 29.22 mW and 105.18 Wh energy. 
The pattern of the graph stayed at the below part, indicating that there is almost 
no irradiance to generate power output. Lastly, on 18/05/2022, it had the highest 
average power output with 235.15 mW and 846.51 Wh energy. The pattern of the 
graph is stable throughout the day indicating that it continuously gets irradiance and 
generates high-power output. From this comparison, it can be said that rainy days
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Fig. 21 Photovoltaic energy harvester output power comparison for three days

produced less power output due to low irradiance and sunny days had a higher power 
output due to high irradiance. 

4 Conclusion 

The circuit for the simulation and hardware prototype of the hybrid renewable 
energy harvesting system was successfully created. In this work, the simulation 
of a hybrid renewable energy harvesting system, consisting of a photovoltaic and 
wind energy harvesting system. The hardware prototype consisting of a photovoltaic, 
piezoelectric, and wind energy harvesting system. 

The results revealed that the photovoltaic energy harvester can harvest energy 
from 0700 to 1830 h. The piezoelectric energy harvester can harvest energy from 
0700 to 2200 h, and the wind energy harvester can harvest energy for 24 h. Based on 
the time, the hybrid renewable energy harvesting system can always harvest energy 
continuously. 

The performance of hybrid renewable energy harvester vary depending on 
different conditions and parameters. Photovoltaic energy harvesters can harvest 
energy optimally on a sunny day with high irradiance. Piezoelectric energy harvesters 
can harvest more energy with higher mass, and wind energy harvesters can harvest 
energy on a rainy day with the windier conditions. Based on the performance of 
three energy harvesters, the photovoltaic energy harvester has the biggest potential 
to generate large power output. Piezoelectric and wind energy are not feasible to 
utilize since the power generated is less than 1–2% of the overall power generation. 

Overall, there is a potential for improvement of overall output power generation 
for hybrid renewable energy harvesters on a larger scale.
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Design and Development 
of an Inexpensive Intelligent Device 
for Sag Measurement for Overhead 
Transmission Lines 

Manoj Kumar, Aman Kumar, Tushar Tomar, Anuj Dixit, Divya Asija, 
and R. K. Viral 

Abstract This paper mainly focus on the various factors affecting sag in overhead 
line while laying transmission lines. A high degree of stress in the conductor may 
be reached if the conductors are stretched too much between supports of two towers. 
In this the author has worked upon the two physical parameters (i.e. Temperature 
and Tension). In order to prevent mechanical failure of the conductor, such as the 
breaking of cross arms or poles, and to allow for the use of less robust supports, it is 
preferable that tension be kept low in the conductor. From the topmost portion of the 
transmission tower on which install the transmission line, distance from top of the 
tower to the bottom part of the transmission line called Sag. This study takes a look 
at a variety of sag measuring approaches that use physical characteristics including 
vibration, temperature, and others. It is noted that the current methods of measuring 
sag have a number of drawbacks. Several solutions are suggested to the problems 
highlighted. This all-encompassing analysis of sag measurement methods will pave 
the way for the development of cutting-edge, time-saving systems for measuring and 
monitoring sag in real-time. Also from results we get to know that the elongation in 
the overhead transmission line due to increase in temperature will result in the sag 
formation, therefore with the increase temperature of overhead transmission line sag 
increases. Similarly, increase in tension result in increase in the sag percentage. 
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1 Introduction 

A transmission system is the infrastructure that moves energy from its source of 
production to its ultimate consumer. Overhead Transmission lines are an important 
aspect of the power grid because they link power generators to consumers in a reliable 
and efficient manner. Power outages may have a significant impact if transmission 
lines are disrupted or faulty. Transmission lines and substations play a central role 
in the transmission of electricity to the load [1]. These thermal stresses will cause 
elongation in the conductors of transmission line which will result in transmission line 
sag [2]. Regarding the tension that the conductor is subjected to, it is crucial to provide 
a reasonable safety factor while building overhead transmission lines [3]. Wind, ice 
loading, and temperature changes all have an impact on the conductor’s tension. 
When stress on a transmission line is too great, it may damage the transmission 
towers, snap the cross arm of the towers, and even break the conductor. To prevent 
this, sags are intentionally installed between line supports. Because of the temperature 
variation and heat dissipation while power flow through conductors of transmission 
line, transmission line sag can differ [4]. For security purpose a minimum ground 
clearance is given while installing a new transmission line. The current carrying 
capacity of the conductor will also get affected by the transmission line sag [5, 6]. 
Thus, real-time monitoring of transmission line sag is critical for ensuring the safe and 
efficient functioning of the power transmission and distribution system. Current sag 
measuring methods concentrate on leveraging the correlation of sag with a number 
of physical factors that may be directly monitored by a variety of sensors. In order 
to model the sag of a transmission line, the authors of [7] have developed state 
equations that take into account several factors, including temperature, span, and 
initial measurement of sag, elasticity modulus, and weight per unit length. These 
equations likely allow for the prediction of the sag at any given point along the 
transmission line, based on the inputs provided. 

In this paper the Author has new techniques for sag measurement of overhead 
transmission line based on physical parameter i.e. Temperature and Tension. Here 
author has measured sag at different temperature and different tension. It is noticed 
that after a certain temperature and tension the graph become constant and does not 
increase further. 

• In this sag can be measured without visiting the site. 
• The measured sag can be known automatically at the substation. 
• Fault can also be detected using these techniques. 

The paper is organized in following way firstly there is Abstract followed by intro-
duction and then brief theory about sag and different sag measurement techniques 
followed by proposed method and block diagram. Conclusion, future work and result 
at the end.
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2 Sag Measurement 

The span of the overhead conductor affects how sag and tension are calculated in 
transmission lines. The term “level span” refers to a tower with equal level supports, 
or towers of the same height. On the other hand, an unequal level span is one that 
has uneven heights of support [8]. This is so that it can shield the conductor from 
too much strain. Rather of being fully stretched, conductors are permitted to have 
sagged in order to provide for an acceptable degree of strain [9]. The conductor 
has a potential to break or get disconnected from its end support if it is completely 
stretched during installation due to wind pressure. Sag is therefore permitted to exist 
when the conductor is suspended. 

2.1 Sag Calculation Can Be Express for Tower Support 
Placed at Two Levels as Discussed Below 

2.1.1 Sag Calculation for Supports is at Equal Levels 

From Fig. 1, imagine AOB is leading the orchestra. The points A and B provide 
stability. The lowest and central point is point O. 

“Let, L = distance of wire between two poles”, i.e., AB. 
“w = it is defined weight/ length of conductor”. 
“T = tension in the wire”. 
“A point is chosen on the overhead transmission line, let the point is P”. 
“x = the distance of point p from the bottom point O”. 
“y = vertical distance from point O to point P”. 

As seen in the accompanying diagram, when we compare the moments of two 
forces acting on point O, we obtain [10] 

T y  = wx ∗ 
x 

2 
(1) 

Now, y = 
wx2 

2T 
, when y = S and x = 

L 

2 
(2)

2.1.2 Calculation of Sag for Supports at Unequal Levels 

From Fig. 2, let  AOB is the line of which the bottom point is O. 

L = span of wire. 
H = distance between the points at which they are at two supports.
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Fig. 1 Supports at equal levels

Fig. 2 Supports at unequal levels 

x1 = distance which is from the bottom-level of point A from O. 
x2 = distance of point B from O. 
T = tension of the Overhead transmission line. 
w = weight/length of wire. 

Now, 

Sag S1 = 
wx2 1 
2T 

and Sag S2 = 
wx2 2 
2T 

(3)
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Also, 

x1 + x2 = L (4) 

Now, 

S2 − S1 = 
w 

2T

(
x2 2 − x2 1

) = 
w 

2T 
(x2 − x1)(x2 + x1) (5) 

So, 

S2 − S1 = 
wL 

2T 
(x2 − x1) (6) 

Again, 

S2 − S1 = h 

So, 

h = 
wL 

2T 
(x2 − x1) (7) 

Or, 

(x2 − x1) = 
2Th  

wL  
(8) 

Solving Eqs. (4) and (8), we get 

x1 = 
L 

2 
− 

Th  

wL  
and x2 = 

L 

2 
+ 

Th  

wL  
(9) 

Inputting the values for x1 and x2 into the Sag equation allows us to quickly 
calculate the corresponding values for S1 and S2. 

The aforementioned Sag equations hold true only under perfect conditions. When 
there is no wind and no ice loading is present, we have reached the “ideal state,” as 
defined in [11]. However, in real practice, wind pressure is constantly present on the 
conductor, and ice loading is most often seen in cold areas [12–14]. India is one of 
the few places in the world where ice loading on transmission lines is seldom seen.
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3 Sag Measurement Techniques 

S. No. Technique 
name 

Merits Demerits Remarks 

1 Temperature, 
vibration, load 
cell 

Sag varies with 
temperature, 
therefore measuring 
how much the 
conductor is heated 
may provide a rough 
approximation of 
the sag 

The accuracy of 
systems based on 
heating of 
conductor, 
vibration, and 
load cells (tension 
measurement) is 
poor 

Heating of line varies in 
Both axial and radial in 
power cables. As a result, 
sag readings at various 
positions along a line may 
differ from one another. In 
This particular aspect, this 
method is very suitable to 
be used 

2 Laser based Improved accuracies Complex and 
expensive 

It carries out measurements 
from the ground at a 
distance of about 30 m 
from the line. So, in this 
type of measurement, it 
can be used as a method 

3 Tension based Error is just 2% in 
this 

Sag in the 
overhead 
transmission line 
is inversely 
proportional to 
tension in the 
conductor 

The inclination angle, 
which varies with stress, 
has an impact on sag. If a 
result, if the line sag 
increases, the tension line 
will also decrease. 
Utilizing this strategy will 
be the most effective 
course of action 

4 Optical 
techniques 

The laser-based 
system’s precision is 
more than 5 cm 

It is not possible 
to ensure 
automated data 
collection without 
human 
intervention 

This specific kind of sag 
measuring technique can 
be employed if the needed 
precision is better than 
5 cm  

5 Magnetic field 
based 

A large operational 
range, high 
detecting accuracy, 
low power need, and 
affordable price 

A potential pitfall 
of this method is 
that it is 
susceptible to 
inaccuracy 

With the transmission 
line’s sag and current, the 
flux density value rises. 
Therefore, this may be 
applied to that specific 
element 

6 GPS signal 
based 

Reduced error in the 
calculated sag 

So many things to 
maintain 

So, the suitability of the 
method is dependent on the 
way of sag which needs to 
be measured

(continued)
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(continued)

S. No. Technique
name

Merits Demerits Remarks

7 Robot based 
method 

Additionally, it can 
keep an eye on the 
line’s temperature, 
vibration, 
obstructions, and 
humming sound 

More error 
chances as 
humans are not 
involved in this 

It is ideal for detecting 
changes in temperature, 
vibration, obstructions, and 
line humming 

3.1 Proposed System Description 

In this paper we measure sag with two main technique first is tension-based technique 
and second temperature-based technique showed in flow chart. And we add some 
miscellaneous technique in this paper ex—laser based technique, optical based tech-
nique, magnetic field based technique, GPS based technique, Robot based technique, 
Phasor measurement unit based technique. But we will measure sag in this paper with 
tension and temperature-based technique. We prepare the block diagram and hard-
ware of both techniques. We use to prepare hardware many components ex- Node 
MCU 8266, LCD module, Resistor, Transformer, Capacitor. These components are 
the main component to use in this project. After completing the hardware we check 
the result and plot the graph of tension based technique and temperature based tech-
nique. In tension based technique we plot the graph between sag and tension and 
in temperature based technique we plot graph between length and temperature. we 
have calculated expand in length of overhead transmission line with increase in 
temperature and increase in sag percentage along with tension. The elongation in 
the overhead transmission line due to increase in temperature will result in the sag 
formation, therefore with the increase temperature of overhead transmission line 
sag increases. Similarly, increase in tension result in increase in the sag percentage. 
This is going to be very useful in the future because there is a lot of difficulty in 
checking the sag by going from place to place and at the same time it takes a lot of 
time to find the sag, through this we can detect the sag by sitting at one place, both 
by vibration and temperature. We do not even go to many places with technology, 
like in hilly areas, in the forest, but with this technique, we can easily find out and 
solve the problem as soon as possible. With the help of this, a lot of expenses will 
be saved, such as going to check the sag, in which the cost of the vehicle along with 
our manpower is also saved, through this many accidents will be saved, many times 
the wire breaks due to excessive sag.
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3.2 Block Diagram 

(a) Tension Based 

(b) Temperature Based
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3.2.1 Diptrace Diagram 

(a) Tension Based 

(b) Temperature Based
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Component List 

S. No. Item name Specification Quantity 

1 Node MCU ESP8266 3.3 V 2 

2 LCD module 16X2, 5 V ± 10% 2 

3 Transformer 500 mA, 12 V 1 

4 Variable resistance 2 

Component Rating 

S. No. Component name Rating 

1 Transformer 500ma / 12 V 

2 Capacitor 1000 micro farad 

3 Resistor 1 k ohm 

3.2.2 Solution Methodology 

3.2.3 Tension Based Device 

We made a device which will measure the sag between two poles in overhead trans-
mission line. In this device we used many components ex- Node MCU8266, LCD 
display, Tension measurement device, Diode and other components. A quick glance 
at the hardware (depicted in the image below) reveals that connecting the display to 
the NODE MCU8266 device kit was a breeze; we simply wired the display’s ground 
pin to one of the NODE MCU’s ground pins and the LCD display’s voltage pin to 
the board’s Vin pin. With NODE MCU, you can build Internet-of-Things platforms. 
It bases both its hardware and software on the ESP8266 Wi-Fi System-on-a-Chip 
(SoC) that is manufactured by Espressif, as well as the ESP-12 module. By default, 
the firmware that is included with the NODE MCU is used rather than the devel-
opment kits. Within the ESP8266 firmware, the programming language known as 
Lua is used. It was constructed using the Espressif Non-OS SDK for ESP8266, and 
the Lua homework served as the primary inspiration for it. First we connect supply 
to NODE MCU, Tension Measure device is connected to NODE MCU8266 which 
measures tension of the overhead transmission line and value will display on LCD as 
we can see the value of sag tension in laptop or mobile phone with the help of Wi-Fi 
web page and for calculating the values of sag data we have to measure the distance 
wire between two poles and the weight of the wire, then we will put the value in this 
formula, 

S = 
wl2 

8T
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From this formula we can see clearly, the sag of overhead transmission line is 
inversely proportional to the sag tension. 

3.3 Temperature Based Device 

The supply is connected to transformer to step down the voltage level which is then 
connected to full wave rectifier to convert Ac supply to Dc, a capacitor is connected 
for filtration and connected to a regulator which regulates the voltage. Capacitor is 
connected with regulator for further filtration and then it is connected to node mcu, 
and a temperature sensor is connected to node mcu which detects the temperature 
from the overhead transmission line on which the loads are connected which is 
displayed on the led which is connected to node mcu. As the load very, different 
values of temperature will be obtained which results in different values of Sag. 

4 Experimental Setup and Result 

As shown in the Fig. 3 (pic of setup), the supply (220 V) is given to the transformer 
which step down the voltage level to 12 V, is connected to full wave rectifier which 
convert ac into dc (as the node mcu circuit will work on dc). Capacitor is connected 
for filtration of harmonics. Then voltage regulator is connected to regulate the voltage 
to 5 V and then is connected to node mcu, A temperature sensor is connected to node 
mcu which measures the temperature of the overhead transmission line, which will 
be displayed on the LED (Fig. 4). 

In the device below we used many components ex-Node MCU8266, LCD display, 
Tension measurement device, Diode and other components. As we can see in the

Fig. 3 Temperature based model with load
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Fig. 4 Temperature based model with no load

hardware (below in the figure), we connected the display to NODE MCU8266 device 
kit in pretty straight forward, connect the GND pin to the display to one of GND 
pins on the NODE MCU and connect the V pin the LCD display to the Vin pin on 
the NODE MCU. 

The results here, we have calculated expand in length of overhead transmission 
line with increase in temperature and increase in sag percentage along with tension. 
The elongation in the overhead transmission line due to increase in temperature 
will result in the sag formation, therefore with the increase temperature of overhead 
transmission line sag increases. Similarly, increase in tension result in increase in 
the sag percentage (Figs. 5 and 6).

Table of temperature-based device 

S. No. Initial 
temperature 
(°C) 

Final 
temperature 
(°C) 

Change in 
temperature (°C) 

Change in length (delta L) = alpha 
* delta T * L (cm) 

1 19 19.5 0.5 0.000299 

2 19.5 20.5 1 0.000598 

3 20.5 22 1.5 0.000897 

4 22 24 2 0.001196 

5 24 26.5 2.5 0.0014954 

6 26.5 29 2.5 0.0014956



Design and Development of an Inexpensive Intelligent Device for Sag … 301

Fig. 5 Temperature based model result graph 

Fig. 6 Tension based model result graph
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Table of tension-based device 

S. No. Tension (N) Increase in Sag (in percentage) 

1 66.67 90 

2 70.58 85 

3 75 80 

4 80 75 

5 85.71 70 

6 92 65 

7 100 60 

8 109 55 

5 Conclusion and Future Work 

Here, a number of research on evaluating the sag of overhead electricity lines have 
been compared using a variety of performance indicators, and the results of these 
comparisons are discussed. However, the results of this analysis show that there is 
a significant need for more research and development in the field of sag measuring 
methodologies. It is common known that sag measurement systems come with their 
fair share of challenges and restrictions. In the process of developing technology for 
detecting and monitoring sag in smart grids, researchers may investigate methods 
that are both efficient and accurate for estimating the DLR of overhead transmission 
lines. This article will go over a number of different direct ways that may be used 
to determine the temperature of wires in the atmosphere. It has been abundantly 
evident, via the process of comparing numerous approaches, that not only are there 
large differences in the method that is employed, but also in the interpretation of 
the temperature that is recorded for a conductor. It’s possible that the temperature 
is only an estimate, and that it just applies to a certain stretch of line or a single 
site. When viewed in a radial direction, the value may alternatively be interpreted 
as representing the temperature of the conductor’s surface, core, or average. Each 
proposed technology that might prevent exact conductor temperature measurements 
in practise comes with its own set of benefits and drawbacks. 

This is going to be very helpful in the future because checking the sag requires a 
lot of difficulty by going from place to place, and it also takes a lot of time to find 
the sag. With this, we can detect the sag while sitting in one place, both by vibration 
and temperature. This is going to be very useful because checking the sag requires a 
lot of difficulty. We don’t even travel to many locations with technology, such steep 
regions or the forest, but with this approach, we can simply find out what the issue 
is and fix it as quickly as we can. Through the use of this, a significant amount of 
money will be saved. One example of this is the cost of going to check the sag, 
which will save us not only the cost of the vehicle but also the cost of our manpower.
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In addition, this will prevent a significant number of accidents, as excessive sag is 
often the cause of wire breaks. Additionally, there is a possibility of mishaps for the 
persons emerging from below; nevertheless, accidents will be reduced as a result 
of this measure. Because we can see that many things break down when the storm 
arrives, the amount of damage that is inflicted by the storm may be mitigated to some 
degree by lowering the sag in the infrastructure before it arrives. 
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Abstract This article is mainly based on model feature and designing a control 
approach for 3-φ three wire (3P3W) static compensator (DSTATCOM) by 
incorporating gradient descent back-propagation through momentum (GDBPM) 
suggested icosφ algorithm. The suggested organized approach is imple-
mented within MATLAB/Simulink Environment with the help of mathematical 
investigation with an appropriate learning rate and momentum behavior. This 
control technique follows the systematic process for obtaining the basic loading 
values of the active and reactive power, and those are necessary for efficiently 
generating perception currents. Harmonic dampening, voltage regulation profile, 
power factor improvement, balancing of load, and rating of VSC are presented under 
different conditions of load. In this work, instantaneous digital-simulator (RTD-S) is 
used for existing centralization of DSTATCOM. The effectiveness of a DSTATCOM 
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1 Introduction 

The major makes use of distributed FACTS (D-FACTS) controller in the current 
power distribution system has eliminated drawbacks of electromechanical-based 
controllers, such as slower operation speed, decreased switching safety, a heavy 
VA load, a uni-facial feature, low-efficiency because of an excessive loss, and unpre-
dictable. In order to absorb or inject the reactive element of current by associating 
inductors next to the site of common- coupling, a DSTATCOM device is linked 
to the D-FACTS device in shunt. This type of actuator is also known as a static 
synchronous condenser or a “advanced static VAR compensator” (ASVC). It is suffi-
ciently competent to provide effective corrective measures and affordable remedies 
for the distribution system’s poor power quality issues [1–3]. To organize the real 
behavior of DSTATCOM [4–6], various modeling designs of the organizer proce-
dures are evolved [7–9]. i cos φ control technique [10, 11] are outlined in the specified 
literature. 

In addition to an algorithm is constructed using neural networks, which includes 
a neural network supervisor [12–15], Hopfield neural network approach [16, 17], 
neural network-based algorithm for intelligent identification of signatures [18], and 
the back-propagation approach. Adaptive RBF and generalized expanding cutting-
radial-based function (GGP-RBF) have all been used. Developed neural network 
approaches have certain distinct benefits over other control methods, including 
supervised, feed-forward, back up training and rationalization principles, etc. [13– 
19]. This control technique is used for various tasks, including image recogni-
tion, delineate information, statistics investigation, industrialized operations, earth-
shattering signal categorization, and correction of power quality matters. Hence, 
neural network is providing a suitable solution to analyze the functions associ-
ated with the load in a distributed system which are both regular and nonlinear. 
A number of scientists and researchers are stepping advance to combine methods 
from flexible computing through predictable algorithms for enhanced performance as 
contrasted with simple normal algorithms in light of the changing scenario according 
to restructured electricity systems. 

In this investigation, a three-phase, two-level DSTATCOM is employed to imple-
ment a GDBPM-based icosφ control methodology to derive the reactive component 
and the active element scaled quantities of load current during balanced and asymmet-
rical nonlinear loads. This control approach implements a method that splits training 
weight through three levels: i/p signal training, estimation of error information, and 
amending of training weights. Each of these steps includes various training weight 
qualities, such as regularity, differentiability, structural stability adaptability, steady 
repetitiveness, and strong illustrative abilities. In real practice, the proposed control 
technique is presented with the help of mathematical analysis which depends on the 
GDBPM principle effects. This is actually put into reality. In this work the recom-
mended methodology is utilized to demonstrate voltage source converter (VSC), DC 
voltage regulation, phase balancing, load compensation for the nonlinear loads in 
both balance loading and unbalanced loading cases.
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2 Configuration of the System with Control Algorithm 

Figure 1 exhibits the suggested DSTATCOM incorporated with the existing distri-
bution network system. The major components in the developed systems are 3-φ 
DSTATCOM, source, and loads in nonlinear nature. The distribution STATCOM is 
regarded as 3-φ 3Wire 2 level VSC. Zca, Zcb, Zcc are the three impedances attached 
in sequences at the o/p of VSC to make available without ripple currents. ica, icb, icc 
are remunerate currents to retract the power constituents and diminish the generating 
currents’ distortions (isa, isb, isc). 

Figure 2 shows a diagrammatic characterization of the GDBPM-based i cos φ 
control method. The projected control strategy reduces the major distortion of input 
making it highly resilient through its learning methods. The whole methodology

CVdc 

i* 
sci* 

sbi* 
sa 

Vdc(ref) 

Vdc

  Control Strategy 

Hysteresis current 
controller 

Switching signals 
isa 
isb 
isc 

ila ilb ilc 

a- ph 

b-ph 

c-ph 

R1 

L1 

3-ph 
Uncontrolled 

Bridge rectifier 

ila 

ilb 

ilcisc 

isb 

isa 

ica iccicb 

Zs 

Zc 

Source 
Non linear load 

DSTATCOM 

VSC 

S1 S3 S5 

S4 S6 S2 

VsbVscVsa 

Motor 

Fig. 1 Diagrammatic characterization of electrical distribution system through suggested 
DSTATCOM 
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is used to estimate switching signal production. Computation of biased worth of 
essential active and reactive works of weighted load current by using GDBPM-
based i cos φ control technique reactive and active power elements is computed by 
its updated values. This strategy is effective in upgrading the complex weights, and 
bias in equal way to the presentation function is indicated in Fig. 3 

ilap  = w0 + ila  cos φlauap + ilb  cos φlbubp + ilc  cos φlcucp (1) 

ilbp  = w0 + ila  cos φlauap + ilb  cos φlbubp + ilc  cos φlcucp (2) 

ilcp  = w0 + ila  cos φlauap + ilb  cos φlbubp + ilc  cos φlcucp (3) 

At the point of common coupling (PCC), the following equations are obtained 

uap = vsa 
vt 

ubp = vsb 
vt 

ucp = vsc 
vt 

⎫ 
⎪⎬ 

⎪⎭ 
(4) 

and the amplitude at the PCC voltages is obtained as 

vt = 

/

2 
( 
v2 
sa + v2 

sb + v2 
sc 

) 

3 
(5) 

Fig. 2 Schematic diagram of signals generation switching of voltage. Source Converter (VSC) 
using GDBPM-based i cos φ control technique
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Fig. 3 Assessment of weighted standards by means of GDBPM-based i cos φ control technique 

The extricated 3-φ currents of 
( 
ilap  and ilbp  and ilcp  

) 
are sent through uninter-

rupted sigmoid task. It describes a mathematical representation having in S-shape 
curve. If ilap  → +ve∞, Zap = 1 and ilap  → −ve∞, Zap = −1. As a result, 
it may be considered an activation function with a range of −1 to 1. The output 
signals Zap, Zbp, and Zcp. The following equations can be used to determine how 
input signals are handled by the hidden layer. 

Zap = f 
( 
ilap  

) = 1 
1+e−ilap  

Zbp = f 
( 
ilbp  

) = 1 
1+e−ilbp  

Zcp = f 
( 
ilcp  

) = 1 
1+e−ilcp  

⎫ 
⎪⎬ 

⎪⎭ 
(6) 

The 3-φ outputs of this layer of fundamental element 
( 
iap1, ibp1 and icp1 

) 
are 

expressed as 

iap1 = w01 + wap Zap + wbp Zbp + wcp Zcp (7) 

ibp1 = w01 + wap Zap + wbp Zbp + wcp Zcp (8) 

icp1 = w01 + wap Zap + wbp Zbp + wcp Zcp (9) 

The drawbacks of GDBP are overcome by GDBPM algorithm. In this proposed 
algorithm, the concept of momentum is included. The momentum allows not only the 
gradient but also weight changes [15]. So that weight updating will not be stuck in
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local minimum. It allows weight update which is mediated by a momentum constant 
“α”. The updated weight wap of active component for phase-a can be expressed as 

wap = wp + μ 
{ 
wp − wap1 

} 
f '

( 
iap1 

) + αwp−1 (10) 

where wap1 is the Phase-A fundamental subjective assessment of active element, 
f '

( 
iap1 

) 
is the first derivative of iap1, and wp−1 is the earlier value common biased 

assessment of the dynamic element, etc. 
Similarly, the updated weight for b-phase and c-φ is written as 

wbp = wp + μ 
{ 
wp − wbp1 

} 
f '

( 
ibp1 

) + αwp−1 (11) 

wcp = wp + μ 
{ 
wp − wcp1 

} 
f '

( 
icp1 

) + αwp−1 (12) 

The fundamental values iap1, ibp1 and icp1 are processed with the sigmoid func-
tion, which acts as an activation function, may written as wap1, wbp1 and wcp1 

wap1, wbp1 and wcp1 

wap1 = f 
( 
iap1 

) = 1 
1+e−iap1 

wbp1 = f 
( 
ibp1 

) = 1 
1+e−ibp1 

wcp1 = f 
( 
icp1 

) = 1 
1+e−icp1 

⎫ 
⎪⎬ 

⎪⎭ 
(13) 

The active element of a basic weighted average can be computed as 

wp = 
wap1 + wbp1 + wcp1 

3 
(14) 

The low-frequency elements are divided by employing the first-order low-pass 
filters (LPF). This extracted active power component is reduced by linearized scaled 
factor “k1” to acquire the definite value 

( 
wlp  

); it is shown in Fig. 2. 
Correspondingly, the subjective standards of the reactive works of load current in 

input level be specified as 

ilaq = w0 + ila  sin φlauaq + ilb  sin φlbubq + ilc  sin φlcucq (15) 

ilbq  = w0 + ila  sin φlauaq + ilb  sin φlbubq + ilc  sin φlcucq (16) 

ilcq  = w0 + ila  sin φlauaq + ilb  sin φlbubq + ilc  sin φlcucq (17)
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The quadrature unit voltage template of a, b, and c-phase is mentioned as 

uaq = ubp+ucp √
3 

ubq = 3uap+ubp−ucp 
2 
√
3 

ucq = −3uap+ubp−ucp 
2 
√
3 

⎫ 
⎪⎬ 

⎪⎭ 
(18) 

Therefore, the mentioned weighted standards of ilaq, ilbq, and ilcq be processed 
during sigmoid task to estimate the weighted standards of the reactive rudiments 
of load current Zaq, Zbq, and Zcq, which may be represented through the equations 
below. 

Zaq = f 
( 
ilaq 

) = 1 
1+e−ilaq  

Zbq = f 
( 
ilbq  

) = 1 
1+e−ilbq  

Zcq = f 
( 
ilcq  

) = 1 
1+e−ilcq  

⎫ 
⎪⎬ 

⎪⎭ 
(19) 

The hidden layer processes the Zaq, Zbq, and Zcq acts, which are i/p signals. iaq1, 
ibq1, and icq1 are the 3-φ basic output components of this layer. 

iaq1 = w01 + waq Zaq + wbq Zbq + wcq Zcq (20) 

ibq1 = w01 + waq Zaq + wbq Zbq + wcq Zcq (21) 

icq1 = w01 + waq Zaq + wbq Zbq + wcq Zcq (22) 

Here waq , wbq andwcq are upgraded weighted standards of reactive element of load 
current in a, b, and c-φ employed as feedback signal. 

The upgraded weight “waq” of reactive element of a-φ can be expressed as 

waq = wq + μ 
{ 
wq − waq1 

} 
f '

( 
iaq1 

) + αwq−1 (23) 

where waq1 is the a-phase original subjective amplitude of the reactive element 
f '

( 
iaq1 

) 
is the primary derivative of iaq1 element and wq−1 is the earlier worth average 

subjective worth of the reactive component, etc. 
Similarly, two equations for b and c-φ can be viewed as 

wbq = wq + μ 
{ 
wq − wbq1 

} 
f '

( 
ibq1 

) + αwq−1 (24) 

wcq = wq + μ 
{ 
wq − wcq1 

} 
f '

( 
icq1 

) + αwq−1 (25) 

The basic variables iaq1, ibq1 and icq1 are processed by the sigmoid function, 
which can be represented in terms of waq1, wbq1 and wcq1 as an activation function.
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waq1 = f 
( 
iaq1 

) = 1 
1+e−iaq1 

wbq1 = f 
( 
ibq1 

) = 1 
1+e−ibq1 

wcq1 = f 
( 
icq1 

) = 1 
1+e−icq1 

⎫ 
⎪⎬ 

⎪⎭ 
(26) 

The weighted average of fundamental reactive element can be calculated as 

wq = 
waq1 + wbq1 + wcq1 

3 
(27) 

The little frequency works are divided by employing first-order low-pass filters. 
This extracted reactive power element of current is reduced by a linearized scaled 
factor “k2” the actual value (wlq ) which is shown in Fig. 2. Two linearizing compo-
nents, k1 and k2, are employed to assure the stability margin of closed-loop control 
systems when taking direct and quadrature axis weighted data, which are then sent 
via a low-pass filter. This filter preserves system dynamics at low frequencies while 
rejecting noise. 

The feasibility of the controller is tested under distorted source voltage, balanced 
and unbalanced loading conditions. It is observed to perform satisfactorily under all 
these disturbed conditions and the THD is maintained within the limit (below 5%), 
satisfying IEEE guidelines. This confirms the stable operation of the controller. 

A. Calculation of the Active Element of Mentioned Basis Currents 

The DC voltage error (vde) is the difference between actual DC voltage and mention 
DC voltage, and it can be uttered as 

vde  = vdc  (re  f  ) − vdc (28) 

The dissimilarity is handled by the PI regulator to supervise the invariable DC 
bus voltage. The output of PI controller may be represented as 

wdp  = kpdpvde  + kidp  ∫ vdedt (29) 

The amount of output of PI regulator and the common amount of active component 
is the entirety active components of the mentioned basis current that can be uttered 
as 

wspt  = wdp  + wlp (30) 

B. Calculation of the Reactive Component of Reference Source Currents 

vte  = vt (re  f  ) − vta (31) 

The dissimilarity is handled by the PI regulator in order to supervise the invariable 
AC bus voltage. The o/p of proportional integral controller represented as



Gradient Descent Back-Propagation Through Momentum (GDBPM) … 313

wqq = kpqq vte  + kiqq  
{ 

vtedt (32) 

The variation of average magnitude and o/p of PI controller of reactive element 
is the whole reactive elements of the suggested basis current and can be viewed as 

wsqt = wqq − wlq (33) 

C. Calculation of Signal Generation Switching 

3-φ Instant mention source active element is calculated by means of multiply in 
phase unit voltage pattern and active power current element, and these are named as 

isap = wsptuap 
isbp = wsptubp 
iscp = wsptucp 

⎫ 
⎬ 

⎭ (34) 

Comparably the 3-φ the reactive element of a 3-φ simultaneous reference source 
is calculated by multiplying the quadrature element voltage model and the reactive 
current element and is given as 

isaq = wsqtuaq 
isbq = wsqtubq 
iscq = wsqtucq 

⎫ 
⎬ 

⎭ (35) 

Reference source currents are defined as total reactive and active components of 
a phase, which are obtained as 

i∗sa = isap + isaq 
i∗ 
sb = isbp + isbq 
i∗sc = iscp + iscq 

⎫ 
⎬ 

⎭ (36) 

The definite basis currents 
( 
isa,isb, isc 

) 
and the mentioned source currents( 

i∗sa, i∗ 
sb, i∗sc 

) 
of various phases are differentiated then the error. 

3 Opal-RT Results 

Users can utilize RT-LAB for quick transform Simulink models through synchro-
nized workshop (RTW) and then execute immediate simulations on several objective 
computers among multicore personal computer processors. In order to have a smooth 
operation RT-LAB transparency controls, the following units such as:
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(1) Synchronization 
(2) User interference 
(3) Real-world interfacing via input–output boards 
(4) Data transfers. 

One among the crucial parts that constitute Opal-RT Systems’ flexible OP5000 
Interface Output device is the OP5142. This permits the decentralized processing 
of H–D-L-Hardware specification language operations and more-speed, higher-
density digitized Input–output in actual time simulations using FPGA technology 
within RT-LAB simulated groups. Employing a peripheral constituent interconnect— 
Advanced ultra-low-latency actual time network user interface, it communicates with 
the desired PC. 

Simulations be approved out to give you an idea about how the DSTATCOM 
system operates as it is controlled by the icos φ and GDBPM-based icos φ methods 
under various loading circumstances. The evaluations that followed were conducted 
in actual time on a PC operating Opal-RT-LAB software [19]. Figures 4, 5, 6, 7, 8, 
9, 10, and 11 exhibit the Opal-Real-Time Laboratory simulation waveforms attained 
by using the DSO. 

The real-time digital simulation findings are consistent with results in simulation, 
confirming improved functionality of DSTATCOM based on GDBPM controlled

Fig. 4 Experimental waveforms for DSTATCOM-based i cos φ procedure under steady-state 
condition of converter (rectifier) a supply current, b load current, c compensating current, d DC 
voltage 

Fig. 5 Experimental waveforms for DSTATCOM-based i cos φ procedure under dynamic loading 
condition of converter (rectifier) a supply current, b load current, c compensating current, d DC 
voltage
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Fig. 6 Experimental waveforms for DSTATCOM-based GDBPM supported i cos φ procedure 
under steady-state condition of converter (rectifier) a supply current, b load current, c compensating 
current, d DC voltage 

Fig. 7 Experimental waveforms for DSTATCOM-based GDBPM supported i cos φ procedure 
under dynamic loading condition of converter (rectifier) a supply current, b load current, 
c compensating current, d DC voltage 

Fig. 8 Experimental waveforms for DSTATCOM-based i cos φ technique under steady-state 
condition of both converter (rectifier) and DC-motoring load a source current, b load current, 
c compensating current, d DC voltage 

Fig. 9 Experimental waveforms for DSTATCOM-based i cos φ technique under dynamic condition 
of both converter (rectifier) and DC-motoring load a source current, b load current, c compensating 
current, d DC voltage
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Fig. 10 Experimental waveforms for DSTATCOM-based GDBPM supported i cos φ procedure 
under steady-state loading condition of both converter (rectifier) and motoring load a supply current, 
b load current, c compensating current, d DC voltage 

Fig. 11 Experimental waveforms for DSTATCOM-based GDBPM supported i cos φ procedure 
under dynamic condition of both converter (rectifier) and DC-motoring load a source current, 
b load current, c compensating current, d DC voltage

icos φ method. The Appendix contains a list of the various block parameters that 
were used in the simulation investigations. 

4 Conclusion 

The comprehensive design and execution of DSTATCOM by GDBPM-based 
proposed control technique under unbalanced and balanced loading have been intro-
duced and presented in this work. This control method effectively allows previous 
weights to acquire new weight through the use of momentum constants. From the 
simulation outputs, we can observe that by using the proposed control architecture 
the total harmonic distortion of source current of phases a, b, c are 4.12, 4.34, 4.04 
and 4.26, 4.47, 4.54 under various cases. In comparison with the other conventional 
technique, this topology performs best shunt compensation, with minimization of 
harmonics, improvement in power factor, load balancing with voltage regulation. 
Real-time digital laboratory modelling results have been applied to corroborate the 
efficacy of the experimental results. These presentations of the projected system can 
be enhanced by incorporating advanced artificial intelligence-based controllers in 
DSTATCOM for obtaining reference currents.
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Improvement in Voltage Stability 
of the System Due to Increased 
Penetration of Electric Vehicles Using 
Distributed Solar Photovoltaic Sources 

Sheetal Deshmukh , Shirazul Islam , Atif Iqbal , 
and Md Fahim Ansari 

Abstract Aiming to improve bus voltage profile and to enhance its voltage stability 
limit in a given power system including loads and increased penetration of Electric 
Vehicles (EVs), a distributed PV system injects both active and reactive powers. 
However, the uncoordinated operation of these PVs may increase the line losses. 
To resolve this issue, distributed PV sources are integrated at different locations of 
the IEEE-9 bus system which inject the active and reactive in such a way that the 
losses in the transmission lines are minimized. This paper proposes a secondary 
coordinated control scheme (SCCS), including a centralized controller. The local 
controller communicates the information corresponding to various bus voltages to the 
secondary using the communication links. If voltage deviation at a given bus becomes 
more than a specified limit, the secondary controller commands the nearest PV source 
that can inject the required active and reactive power to reduce losses occurred 
during power injection by the PV source. The proposed secondary controller scheme 
maintains the bus voltages within the specified limits. This control scheme is validated 
using Matlab/Simulink. Further, the maximum loadability margin of a given bus in 
the grid is calculated using MATPOWER. A comparison of the proposed scheme’s 
performance with those reported in the literature demonstrates its effectiveness. 

Keywords Voltage stability · Voltage control · Loadability margin · PV–QV 
curves
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1 Introduction 

Solar photovoltaics (PVs), wind turbines, and fuel cells are currently being integrated 
into transmission and distribution grids at a large scale. The schematic of a single-
line diagram in which renewable energy sources and EV loads are integrated into 
the sub-transmission network is shown in Fig. 1. The main bus 1 is fed from the 
conventional power plant. Here, two solar PV farms are connected to the transmission 
line at buses 2 and 5 at the point of common coupling (PCC). The industrial load 
and EV load are connected to the buses 3 and 4. Voltage control is a major issue 
faced due to the integration of these renewable sources. Some of the issues that 
are faced in networks are voltage fluctuations, voltage stability, cascading tripping 
faults, and fault-induced delayed voltage recovery (FIDVR) [1]. To quickly assist 
renewable sources, it is important to understand how the transmission/distribution 
network system interacts with renewable sources. It is important to maintain voltage 
stability among these sources by implementing a smart and coordinated control 
scheme. Voltage stability is referred to as the ability to maintain constant voltages in 
all grid buses under usual circumstances and during disturbances. This problem of 
voltage stability occurs due to the system being heavily loaded, faulty, or inadequate 
amount of reactive power [2, 3]. Various voltage control schemes implemented in 
transmission grids like optimal control, and three-level automatic voltage control 
(AVC), are implemented in Europe [4–7]. The adaptive zone division method and 
security-constrained optimal power flow (SCOPF) are used in China and the USA, 
respectively [4]. In [5], the base method uses a convex relaxation technique that 
solves nonlinear non-convex problems. It is crucial to integrate renewable sources 
to enhance the bus voltage of various buses. It is important to maintain bus voltages 
within an acceptable range while also maintaining voltage stability [6–8]. 

PV/wind sources are generally installed at sub-transmission and distribution 
levels. These networks are resistive lines with an r/x ratio greater than 1. Hence, 
in this type of network, both active and reactive powers are required to maintain the 
voltage [9–11]. In the literature, voltage control schemes are categorized as commu-
nication and non-communication based. Some of the voltage control schemes that 
are non-communication based are discussed in [12–14]. These schemes maintain

Fig. 1 Single-line diagram with the integration of solar farm and EV and industrial load 
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the bus voltage by injecting active and reactive powers. A P–Q–V droop method is 
proposed in which the voltage is maintained by curtailing the active power, allowing 
for more reactive power to be injected when the inverter is running at its nominal 
capacity [12]. The P reference (Pref) and Q reference (Qref) are calculated from 
droop characteristics. Another method discussed in [13] uses a reverse calculation 
which is used to estimate the grid voltage magnitude without the PV inverter, and 
the deviation from the nominal value is used to calculate the P and Q references. 
An optimization technique is used that will generate Pref and Qref with the aim of 
minimization of line losses and power curtailment [14]. The author proposed an 
adaptive PQ management which derived a relation between voltage and P/Q of the 
inverter. The relationship between V and P and Q of the inverter is non-monotonic 
in nature. The main role is to find the reactive power required to make the voltage 
within the limit. The reference for Q is from the adaptive algorithm [15]. In [16], 
the voltage stability is improved using the integration of a renewable PV source. 
This scheme is implemented in the IEEE-14 and IEEE-30 bus systems. In addi-
tion, it generates a voltage stability profile for a full day that helps to identify the 
safe operating margin throughout the day. Some of the control schemes based on 
communication are [17–20]. In [17], an online supervisory voltage control scheme 
(OSVC) is proposed which improves voltage stability that having one PV source 
connected to one bus. In this technique, voltage stability is maintained through the 
reactive current division algorithm and control scheme (OSVC). Here, all the bus 
voltages are sensed using a wide-area measurement system (WAMS). Depending on 
the sensed value, the controller assigns the reactive current references to the PV plant 
as per the rated capacity. In this way, the bus voltages are maintained in a specific 
range. However, the limitation of this scheme is that the losses increase in the feeders. 
In addition, if multiple DGs (PV plants) are included in the system, the behavior of 
the system is not discussed. In [18, 19], an IEEE-118 bus system is partitioned among 
different zones and the coordination between them is discussed. In [20], an IEEE-9 
bus system is integrated with three renewable sources and highlights that the voltage 
profile can be improved. The analysis is carried out through MATPOWER software. 
These lacks of coordination between the renewable sources and losses in the trans-
mission lines are not discussed. The positive and negative aspects of all schemes are 
given in Table 1. The above limitation is overcome by the proposed control scheme 
and its key features are listed below.

• A secondary coordinated controller scheme (SCCS) is proposed. 
• The proposed controller generates Pref and Qref for each source. 
• This controller can maintain the voltage within the limit by finding the nearest PV 

which will inject active and reactive power which will result in reduced power 
losses in transmission lines. 

• Ease of implementation. 
• In addition, the voltage stability study for the IEEE-9 system with and without 

the integration of DG (PV) sources is performed.
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Fig. 2 Structure of the paper 
Voltage Characteristics in HV and LV side 

Different Methods for voltage stability 

Proposed Control Scheme 

Typical Solar PV system integration with grid 

Control Scheme for PV-based DG source 

Simulation result 

Conclusion 

The organization of the paper is depicted in Fig. 2. The voltage characteristics on 
HV and LV sides are followed by different methods of voltage stability. Section 2 
explains the proposed control scheme and typical integration of solar PV systems in 
Sect. 3. Section 4 is about the results of the scheme in various scenarios which are 
discussed. Section 5 concludes the chapter. 

1.1 Voltage Characteristics in High Voltage (HV) and Low 
Voltage (LV) 

The PV source is followed by an inverter injecting power into the grid through 
impedance Z. The phasor diagram relating the sending end voltage, V s, and receiving 
end, Vr. in the high-voltage grid area is shown in Fig. 3. The receiving end voltage, 
V r, is assumed as the reference phasor.

The voltage drop equation is given by (1) 

ΔV = ((P + j Q)/Vr) (R + j X  ) 
= ((PR  + QX  )/ Vr) + j ((PX  − QR)/ Vr). (1) 

For the system in which the R/X ratio is low, the voltage drop has been given as (2) 
by neglecting the imaginary component. While for the system in which the R/X ratio 
is high, the effect of resistance is large, and the equation of voltage drop equation is 
given as Eq. (3) 

ΔV = (QX/Vr) + j (PX/ Vr), (2) 

ΔV = (PR  + QX  )/ Vr. (3)
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Fig. 3 Voltage phasor in HV and LV sides

1.2 Different Methods for Voltage Stability 

There are two forms of voltage stability: small disturbance voltage stability and high 
disturbance voltage stability. The small disturbance voltage stability is due to an 
increase in the load. On the other side, the large disturbance voltage stability may 
be tripping offline or power plant. Voltage stability can last from a few seconds to 
several minutes. These small and large disturbances can have long-term and short-
term stabilities. Static and dynamic analyses are the two basic techniques for deter-
mining voltage stability. The static analysis of a power system considers only static 
aspects. The time-variant differential equations are therefore set to zero. The load 
flow analysis is used in static analysis. The commonly used static method is PV, 
QV, and VQ sensitivity analysis [21–23]. The dynamic voltage stability analysis is 
transient stability of the power system. Here, by using differential equations and 
algebraic equations, the system is represented. However, there is no indication of 
how near the system is to voltage collapse. The detailed classification of voltage 
stability analysis methods is depicted in Fig. 4.

2 Proposed Control Schemes 

The proposed secondary coordinated control scheme working is given in Fig. 5. 
In this bus voltages are sensed, and the data are given to the central controller. 
Here this controller detects whether the system is operating at ideal or undervoltage/ 
overvoltage and takes appropriate action. If the voltages are operating above 0.95 p.u, 
then the central controller is operating in idle mode. Whenever the bus voltages drop 
below 0.95 p.u, the secondary controller detects its undervoltage mode. Furthermore,
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Fig. 4 Different methods of voltage stability analysis

the SCCS central controller finds the nearest DG source that can compensate for 
voltage deviation which will result in lower losses. The SCCS central controller 
communicates to the local controller which is first nearest to that bus to inject 
power. Now, the local controller will change its Pref and Qref values. However, if 
the DG cannot support voltage deviation, then it communicates to the SCCS central 
controller. Further, the SCCS central controller will identify the second nearest DG 
source that can compensate for this voltage deviation and communicate with the local 
controller of that DG source. Now, the corresponding local controller will compen-
sate for the voltage deviation. When the bus voltages are above 1.05 p.u, the central 
controller operates in overvoltage operating mode. The central controller will find 
the nearest DG source that absorbs the reactive power and sends the signal to that 
local controller only. Figure 6 depicts the flowchart for this SCCS design. Whenever 
there is voltage deviation, each source local controller sets Pref-1 and Qref-1 in four 
steps as given below. Here, ref-1, 2, and 3 indicate for local controllers 1, 2, and 3 in 
four steps as given below.

1. Pref-1 = 0.05*Srated and Qref-1 = 0 (initial state). 
2. Pref-1 = 0.05*Srated and Qref-1 = 0.11*Srated. 
3. Pref-1 = 0.15*Srated and Qref-1 = 0.44*Srated. 
4. Pref-1 = 0.80*Srated and Qref-1 = 0. 

3 Typical Solar PV System Integration with Grid 

Figure 7 shows a solar PV integration block diagram with a local and central 
controller. A DG source (PV), two converters (DC–DC and DC–AC), filters, a step-
up transformer, and a local controller are the major elements. The output of the 
PV source is given to the first DC–DC converter, which employs maximum power 
point tracking (MPPT). Mostly used MPPT is (P&O) method. The output of the 
first stage is given to the second DC–AC inverter and then passed to the filter to
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Fig. 5 Proposed secondary coordinated control scheme (SCCS)

remove unwanted signals. This inverter can provide both active and reactive powers 
by varying the DC–AC output current waveform with respect to the output voltage 
waveform. The DC–AC converter output is fed to the step-up transformer voltages 
from (11/230 kV). The central controller senses the bus voltages and sends the bus 
voltages value to the local controller.

The local controller sets the active and reactive power references as discussed in 
the proposed control scheme section. The rating and size of the PV array decide the 
amount of active power injection that can be injected. The output that a PV array can 
generate is determined by solar irradiation (Gmax) and the end temperature (Tmin) 
(4). The power corresponding to maximum power point (VMPP, IMPP) is  Wmax = 
(Gmax Tmin). Considering the inverter efficiency, the equation can be written as (5). 
The reactive power injection capacity is given by (6) 

Pmax 
array,DC| W 

max = VMPP 
( 
W Max

) 
IMPP(W max ), (4) 

Smax 
PV = Pmax = ηPmax 

array DC| W 
max , (5) 

Qavailable|W = 
√ 

Smax 2 
PV − PPV|w2 . (6) 

Grid operators have created grid codes (GCs) to support grid stability when 
there is a disturbance in the grid. GC Australian mandated that PV systems should 
increase reactive power supply by 4% if their voltage drops 1% at the point of 
common coupling (PCC). According to IEEE-STD-1547-2018, all distributed energy
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Fig. 6 Flowchart of the proposed scheme

resources (DER) can inject/absorb reactive power within defined restrictions. The 
types of DER are Category A and Category B depending upon the reactive power 
capability. Category A is the DER that is non-inverter based with lesser active and 
reactive power control abilities, while Category B is an inverter-based PV, battery 
energy storage system (BESS) with increased capacity of active and reactive control.
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Fig. 7 Solar PV integration block diagram with a local and central controllers

If the DER operates at 20% active power, then categories A and B can inject reactive 
power which is 44% of Srated. On the contrary side, the reactive power absorption is 
25% of Srated for Category A and 44% of Srated for Category B [24]. 

3.1 Control Scheme for PV-Based DG Source 

The DGs source amplitude and phase angle need to be synchronized with the utility 
grid. This is carried out with the help of PLL as given in Fig. 8 Compensator for grid 
voltage disturbance (CGVD) reduces the disturbance in the grid voltage. 

The block diagram of the integration of the PV source with the grid through a 
three-phase inverter is shown in Fig. 9. In this scheme, the three-phase current is 
detected and transformed to two-phase quantities using the theta value generated 
by the three-phase PLL. This two-phase quantity (Id and Iq) is compared with the 
reference value of active power and reactive power. The output of the comparator is 
given to the PI controller that is compared that generates (vd * and vq *). This two-phase 
voltage quantity is again converted to abc which acts as input for the switches.

Fig. 8 Schematic of 
three-phase PLL used for 
acquiring phase information 
of grid 
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Fig. 9 Integration of PV source with the grid through a three-phase inverter 

4 Simulation Result 

The IEEE-9 bus system illustrated in Fig. 10 consists of three sources, loads (5, 6, 
and 8), and nine buses. In this system, three PV sources are connected at buses no 5, 
7, and 9. PV-based DG system is simulated in MATLAB as per the given parameters 
in Table 2. Each PV source based is implemented as shown in Fig. 9 of 100 MW. 
The loads connected at the buses 5, 6, and 8 are 90 MW, 30 MVAR; 125 MW, 
50 MVAR; and 100 MW, 35 MVAR, respectively. Working of the proposed control 
scheme SCCS is tested by varying the load variation as given in Table 3. 

BUS 2 
BUS 7 BUS 8 BUS 9 

BUS 3 

BUS 6 
BUS 5 

BUS 4 

BUS 1 
125MW 

50 MVAR 90MW 
30 MVAR 

100MW 
35 MVAR 

163MW 

73MW 
27.03MVAR 

Load 

85 MW 6.69MVARLoad 

Load 

Fig. 10 PV integration with the IEEE-9 bus system
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Table 2 Simulation 
parameters of PV Sources Parameters Value 

The power rating of PV source-5, 7, and 9 100 MW 

Main grid voltage (L–L) 11 kV 

Inductance (L1, L2, and  L3) 2 mH  

Capacitances (C1, C2, and  C3) 500 uF 

Switching frequency ( f s) 10 kHz 

Grid frequency( f ) 50 Hz 

Table 3 Cases 
Case 1 Case 2 

L5-189 MW, 76 MVAR L5-125 MW, 50 MVAR 

L6-90 MW, 3 0MVAR L6-90 MW, 30 MVAR 

L8-100 MW, 35 MVAR L8-166 MW, 58 MVAR 

4.1 Case 1 

In this case, the load of bus 5 is increased while keeping the rest loads as it is in 
Table 3. The active and reactive power injections for every source and bus voltages 
are shown in Fig. 11. Before t = 0.1 s in Fig. 11b, the voltage profile is below 0.95 p.u. 
The central controller communicates with the PV source at bus 5 to support the grid. 
The local controller of that source will change the reference accordingly and inject 
power. The PV source at 5 is connected at t = 0.1 s; for this time, the p = 5 MW  
and q = 0 MVAR.  At  t = 0.3 s, the local controller injects only reactive power while 
keeping active power constant (p = 5 MW and q = 11 MVAR). The voltage profile 
of the bus is improved however still below 0.95 p.u. At t = 0.4 s, the PV source at 5 
injects both p and q (p = 20 MW and q = 44 MVAR). For this duration, the voltage 
profile is enhanced. From Fig. 11a at  t = 0.5 s, the injection of p = 80 MW and q is 
constant 44 MVAR and it is observed that after t = 0.6 s. all bus’s voltages are above 
0.95 p.u, expect bus 9. Further, the local controller communicates with the central 
controller and its capacity is fully utilized. Hence, the central controller sends the 
signal to the PV source connected at 7 to inject the first q = 11 MVAR at t = 0.7 s 
and then at t = 0.7 s q = 44 MVAR. It can be observed that the voltage profile after 
t = 0.7 s is below 0.95 s. Hence, p = 30 MW is injected at t = 0.8 s. For this case, 
the still the capacity of the DG source at 7 is not fully utilized, while the PV source 
at 9 is totally unused.



332 S. Deshmukh et al.

Fig. 11 a PV sources 5, 7, and 9 active and reactive power injections (case 1), b voltage profile 
(case 1) 

4.2 Case 2 

In this case, the load is varied at bus 8 as given in Table 3. The active and reac-
tive power injections for PV sources and voltage profile for this case are given in 
Fig. 12. The central controller communicates with the DG source 9 to inject the 
required power demand by the load. This PV source 9 will start injecting at t = 0.1 s 
initial (p = 5 MW and q = 0), while at that time other PV sources are operating at 
(p = 5 MW and q = 0). The PV source now further injects at t = 0.3 s (p= 5 MW and q 
= 11 MVAR); there is an improvement in the voltage profile. The master controller 
communicates further with the controller to change the Pref and Qref signal (p =
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20 MW and q = 44 MVAR). At t = 0.5 s, the local controller of PV source-5 injects 
active power 0.8*Srated (80 MW). Now the central controller sends Pref and Qref signal 
to PV source connected at bus 7 that injects (p = 5 MW,  q = 0), (p = 5 MW,  q = 
11 MVAR), (p = 20 MW, q = 44 MVAR), and (p = 80 MW, q = 44MVAR). After 
t = 0.8 s, all the bus voltages are above 0.95 p.u 

Fig. 12 a PV sources 5, 7, and 9 active and reactive power injections (case 2). b Voltage profile 
(case 2)
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4.3 To Determine the SCCS Control Scheme Effectiveness 
with the Existing Schemes 

To validate the working of the proposed SCCS control scheme, its performance 
is compared with the other uncoordinated schemes. For this scenario suppose an 
increase in load demand at bus 6 is considered. The voltage profile and corresponding 
injection of active and reactive different sources are displayed in Fig. 13a, b. The 
action of uncoordinated PV control scheme leads to production of overvoltage at 
buses 6, 7, and 8. In addition, it increases the losses, and all the sources are utilized. 
However, for the proposed control scheme, it was observed that only the PV source 
at bus 9 injects active and reactive powers as it is near bus 6 depicted in Fig. 13c, d. 
The PV source connected at bus 9 is utilizing its full capacity by injecting rated active 
and reactive power, while other PV sources connected at bus 5, 7 are still available 
for backup. The waveform for the SCCS proposed scheme is illustrated in Fig. 13d. 
A comparison is given in Table 4. 

Fig. 13 a Uncoordinated PV sources 5, 7, and 9 active and reactive power injection. b Voltage 
profile (uncoordinated), c the coordinated PV sources 5, 7, and 9 active and reactive power injections, 
d voltage profile (coordinated) 

Table 4 Comparison table between uncoordinated and coordinated schemes 

Scheme No PV sources utilized Under voltage Over voltage 

Uncoordinated 1, 2, and 3 ✘ ✔ 
Coordinated (proposed) 1 ✘ ✘
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4.4 Voltage Stability Analysis Using PV and QV Curves 

In this subsection, the PV and QV curves analyses are carried out to find the maximum 
loadability margin of the bus in the IEEE-9 bus system with the integration of PV 
sources and without PV sources. The P–V curve of buses’ no. 7 and 9 is analyzed 
with the integration of only two PV sources 70 MW connected at bus 6 and bus 8 for 
different cases as mentioned below: 

• Case I: when no PV plant source is connected in the IEEE-9 bus system. 
• Case II: when one PV plant source is connected at bus 6 of the IEEE-9 bus system. 
• Case III: when the PV plant source is connected at bus 8 of the IEEE-9 bus system. 
• Case IV: when DG sources are connected at buses 6 and 8 of the IEEE-9 bus 

system. 

The PV and QV curves for buses 7 and 9 for all four cases are shown in Figs. 14 and 
15. From these figures, the following points are observed. There was a significant 
increase in the maximum load ability limit of the line when the PV sources are 
integrated into the system.
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Fig. 15 QV curve analysis a bus no. 7 b bus no. 9 

• PV Analysis: Case I has a maximum loadability limit of 510 MW, while Cases II 
and III have load ability and increased the margins by 5.68%. The voltage stability 
margin for Case IV is 584 MW. Above this point, the voltage is unstable. In each 
case, the point “X” indicates the point of voltage collapse. It is observed that for 
Case IV, the PV margin is increased by 14.5% for bus 7 and 5.21% for bus 9 as 
shown in Fig. 14. There was a significant increase in the maximum load ability 
limit of the line when the PV plant sources are integrated into the system. 

5 Conclusion 

In this paper, a centralized secondary controller is discussed which is utilized to 
enhance the voltage profile of the buses in an IEEE-9 bus system. This proposed 
control scheme maintains the bus voltages by injecting active and reactive power 
from the PV sources that are connected to the IEEE-9 bus system. The active and 
reactive power injections are carried out as per IEEE standard 1547. To validate the 
efficacy of the controller, the loads on buses 5 and 8 are increased by 51% from 
their normal values. Whenever the bus voltage drops below 0.95 p.u, the proposed
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SCCS schemes identify the nearest PV sources and inject active and reactive powers 
to maintain the voltage. Initially, the active and reactive power references are set as 
Pref-1 = 0.05 * Srated and Qref-1 = 0. The voltage profile is constantly monitored by 
the centralized controller. If the voltage profile does not reach 0.95 p.u, the active 
and reactive power references of source-1 are changed to Pref-1 = 0.05 * Srated and 
Qref-1 = 0.11 * Srated. Furthermore, if bus voltages do not increase, the local controller 
sets new Pref-1 = 0.15 * Srated and Qref-1 = 0.44 * Srated. Still, if the bus voltages do 
not reach the prescribed limit, the Pref-1 = 0.80 * Srated and Qref-1 = 0 are set. Here, 
one PV source’s active and reactive power injection capacities are fully utilized. The 
secondary controller commands the nearest PV sources one by one to decrease the 
losses in transmission lines. The voltage deviation which is less than 5% of the base 
value of grid voltage is achieved across each bus of the IEEE-9 bus system. According 
to the results, the suggested controller ensures coordinated control of PV sources and 
increases the loadability margin. The active and reactive power injection capacity of 
each PV plant is fully utilized one by one. The active power injection takes place in 
such a way that the losses in the transmission lines are minimized. When the SCCS 
scheme performance is compared to that of uncoordinated schemes, it is concluded 
that the uncoordinated schemes produce overvoltage in certain of the buses. All PV 
sources are not properly utilized which leads to more transmission losses. The future 
scope is to implement the SCCS proposed control scheme in Real-Time Digital 
Simulator (RTDS). 
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Abstract Power transformers are supposed to be an expensive and critical compo-
nent of a power system and so its schedule maintenance is an important aspect near 
the utilities. The cellulose paper used as the solid insulating material of the trans-
former deteriorates regularly due to progressive aging. As a result, it produces several 
degradation by-products of cellulose insulation into the transformer oil. Furfurals are 
among the major by-product of cellulose and are exploited to estimate the physical 
state of the transformer’s dielectric and the electrical insulation directly and nonin-
vasively. In the present work, an intelligent system is proposed and developed that 
predicts the level of furfural in the transformer oil. The system makes predictions 
using easily quantifiable parameters, enabling utilities to avoid suffering financial 
losses. The proposed system employs the Adaptive Neuro Fuzzy Inference System 
(ANFIS) technique with temperature and moisture as the input and 2-Furfuraldehyde
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(2-FAL) as the output. An optimum arrangement of the developed model to find accu-
rate outputs has been achieved by the suitable selection of number and types of the 
membership functions of the network. Also, an exhaustive study is made to optimize 
the training data points to achieve the accurate predictions at minimum iterations. The 
proposed system is validated with nine test conditions of temperature and moisture, 
and the output thus obtained is verified through existing life models in the literature. 

Keywords 2-Furfuraldehyde · Aging · ANFIS · Cellulose · Degradation · Power 
transformer 

1 Introduction 

The mineral oil-filled power transformers are considered critical and costly 
constituent of the power system [1]. The regular power supply is maintained on 
the cost of transformer’s scheduled condition monitoring. Generally, the liquid and 
solid materials are used to provide the insulation between core and windings. The 
solid insulation uses the thermally upgraded kraft (TUK) papers made of cellu-
lose. The performance of the transformers is mostly reliant over the condition of 
insulating cellulosic paper (solid). The transformers undergo successive aging when 
it confronted to factors like temperature and moisture [2, 3]. These causes hasten 
aging, create acids and unwanted sludge components that affect the cellulose insula-
tion straight [4]. A continuous negligence in transformer maintenance not only has 
negative effects on utilities’ finances, but also lowers the functionality and depend-
ability of the equipment [5]. For maintenance purposes, a thorough inspection of the 
transformer provides a better understanding of its condition. Utilities must therefore 
frequently check on the physical state of the power transformers in order to estimate 
their valuable lifespan. 

The status of the transformer can be readily inferred from how much the insu-
lation made of cellulose paper has decomposed. The cellulose used to manufac-
ture insulating paper is the linear polymer comprised glucose (monomer) units that 
are linked up all together to form a chain structure [6]. Every polymeric chain’s 
number of glucose units is called the Degree of Polymerization (DP), that is the 
most reliable parameter to measure the extent of cellulosic insulation decomposi-
tion [7]. DP is measured through viscometric technique, and it is an invasive and 
destructive process of measurement and thereby avoided. The thermal aging of the 
cellulosic insulation in the company of moisture/water generates few degradation 
by-products into the transformer oil [8–11]. They most likely include carbon oxides 
and furfurals. Furfurals have referred to a family of six heterocyclic compound, that 
includes 2-Furfuraldehyde (2-FAL), 5-Methyl-2-Furfuraldehyde, Furfuryl Alcohol, 
2-Furoic Acid, 5-Hydroxymethyl-2-Furfuraldehyde, and 2-Acetyl Furan [12]. The 
2-FAL dissipates in transformer oil in large proportion and it is thermally more stable 
than the other furanic derivatives and thereby considered as the more reliable and 
prominent aging indicator of the cellulosic insulation [13].
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In accordance with the transformer paper insulation’s DP value, numerous 
research studies have been conducted to evaluate the transformer health. But, the DP 
measurement required intrusion into the transformer to cause a severe outage that will 
not economical near the utilities. On the other hand, several empirical models have 
been found in the literature to calculate the value of DP based on the concentration of 
2-FA, such as Chendong, Stebbin, De-Pablo, and Pahlavanpour. These models take 
the 2-FAL concentrations (ppb or ppm) and estimate the value of DP, based on which 
current physical state of cellulosic insulation is identified. However, numerous soft 
computing techniques, including support vector machines, wavelet networks, fuzzy 
logic, neural fuzzy systems, and neural networks, have been documented in the liter-
ature to evaluate the health of transformers based on different parameters (especially, 
DP), and 2-FAL computation has not yet been attempted [14–21]. In this work, an 
Adaptive Neural Fuzzy Inference System (ANFIS) has been exploited to implement 
the utility of easily measurable parameters to estimate the molecules (in ppm) of 
2-FAL in the transformer insulating oil. The system takes temperature and moisture 
as the inputs to estimate the value of 2-FAL which ultimately give the DP values 
and hence the status of the cellulose. The proposed method facilitates the utilities for 
developing a web-based real-time health assessment system. This not only makes 
the distribution transformers to complete their designed life but also overcomes the 
revenue losses for the utilities. The system has also an advantage that it avoids the 
destructive measurement for the transformer’s health assessment and thus the severe 
outages. 

The paper is organized in the chronological order. The first section is the introduc-
tion part followed by ANFIS system description in the second section. The proposed 
methodology and development of the system are detailed thereafter. Finally, the result 
and discussion and conclusion are included in the last section. 

2 ANFIS 

The ANFIS employed hybrid input–output mapping technique that utilizes the bene-
fits of neural network’s capability for learning within framework of FIS. The ANFIS’s 
generalized structure, which consists of nodes connected by directional links, is 
represented in Fig. 1. ANFIS structure consists of five layers, each having such 
nodes that can be either static or adjustable. The output obtained at the adaptive 
square nodes relies at the parameters that are used to create them, whereas spherical 
nodes responded as the stationary one and their output is reliant over the outcomes of 
preceding layers. The one-to-one linkage offers conduit the signal without altering 
its form [22, 23]. Here, Layer 1 is made up of the four nodes A1, A2, B1, and B2. These 
nodes stand for a particular fuzzy set which maps the input toward the output as per 
that how firmly it bears a resemblance to the define fuzzy sets. The shape of circular 
nodes in Layer 2 indicates its fixed nature. These circular-shaped nodes provide an 
output by multiplying the input signals by the product. Nodes that formed Layer 
3 conduct the normalizing function for Layer 2’s output. Nodes in the Layer 4 are
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Fig. 1 Generalize five-layered ANFIS structure 

of adaptive type, meaning that their output relies on node’s ensuing parameter. The 
results for the layer, therefore, integrate the results of the prior layer. To create the 
concluding output, the Layer 5 applies the summing function of incoming signals. 

3 Proposed Intelligent System for 2-FAL Estimation 

The kraft paper is used to provide the insulation inside the transformers and made 
usually of cellulose (C6H10O5). The cellulose is polymer of glucose monomers in 
linear structure which breakdowns under successive aging. Due to overloading condi-
tion in the transformers, the temperature rises and distresses the cellulosic insulation 
[24–27]. The presence of moisture in the transformer accelerates this distress and 
thereby produces cellulose degradation by-products. The furanic derivatives and 
carbon oxides are released into transformer oil as the aging (due to decomposition of 
cellulose) by-products of the cellulosic paper breakdown. Among furanic derivatives, 
2-FAL is dissipated in oil in large proportion and thermally stable and thereby predicts 
the cellulose condition accurately. The ANFIS model proposed here estimates the 
concentration of 2-FAL as the straight function of moisture and the temperature 
(ambient). The design of the proposed structure is depicted in the block diagram of 
Fig. 2.

The proposed ANFIS system takes temperature and moisture as the inputs and 
estimates 2-FAL as the output. The values of temperature were lying in the range 
from 90 to 130 °C and moisture (%) varies from 1 to 3%. A dataset which comprises 
100 input–output points has been given to the system for the training. To obtain an 
optimal ANFIS system, different types and number of membership functions have 
been attempted. Trapezoidal membership function is found to be the best membership 
function with least error of 0.0024. The model is tested and validated for ten samples 
comprised different temperature and moisture values.
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Fig. 2 Schematic of 
proposed ANFIS-based 
intelligent system

4 Result and Discussion 

The ANFIS structure is designed and implemented using the MATLAB environment 
to estimate the concentrations of 2-FAL against easily measurable parameters. The 
optimal ANFIS model has been found using hit-and-trial method, i.e., by varying 
the type and number of the membership functions. The external experimental data 
available in literature are then tested using the optimal ANFIS model [11]. Table 1 
displays the experimental data points used to evaluate the ANFIS model’s perfor-
mance. Observing Table 1, one can conclude that the rise in temperature directly 
affects the evolution of 2-Furfuraldehyde in the transformer’s insulating oil. However, 
the increase in the moisture accelerated the 2-FAL generation more rapidly. As a 
result, the proposed ANFIS model was found to be more accurate for the detection 
of transformers’ cellulose degradation product more appropriately. 

Table 1 Estimated output of the developed ANFIS system as the function of temperature and 
moisture 

Input Output 

temperature (°C) Moisture (%) 2-Furfuraldehyde (2-FAL) ppm 

90 1 0.11 

90 2 0.32 

90 3 1.99 

110 1 2.50 

110 2 2.93 

110 3 2.92 

130 1 2.44 

130 2 2.95 

130 3 2.84
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5 Conclusion 

The paper successfully implemented the ANFIS model for 2-Furfuraldehyde (2-
FAL) estimation. The model employs the parameters like temperature and moisture to 
measure the 2-FAL. The parameters used to develop the system are easily measurable 
and thereby make the system more economical for the utilities. The ANFIS structure 
easily correlates the input and the output by appropriately tuning the membership 
function. The system has been tested and validated with the available data in the 
literature and found to estimate more precise and accurate outcomes. As a result, 
the ANFIS model offers us a productive substitute for measuring the values of DP 
with the help of diagnostic parameters while restricting the intrusive measurements 
approach. 
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Design of PID-Tuned Controller 
for Automatic Voltage Regulator 
for Frequency Stability in Thermal 
Power Plant 
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Abstract The current work is centered on the construction of a tuned controller’s 
proportional integral and derivative (PID) to achieve consistent voltage and frequency 
and hence reliable power. Implementing three gain factors for integral, proportional, 
and differentiation at an acceptable degree of error as well as a dynamic response was 
the most crucial step in the construction of a PID. To acquire the necessary results, 
robustness and quick reaction were obtained. P = 0.1943, I = 0.1827, D = 0.0338, 
N = 8.267 were the PID controller settings that were quickly acquired in a settling 
time of 0.6316 s. The robustness is reduced for faster reactions that settle in less than 
0.6316 s. Fast response time of 0.632 s and the highest level of system robustness 
yield the best result. 
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1 Introduction 

The PID controller is also known as the Proportional (P), Integral (I), and Derivative 
(D) controller (D). Closed-loop control can provide appropriate performances with 
a simple algorithm for a variety of processes, using proportional integral deriva-
tive (PID) controllers which have been found to be the best controllers utilized in 
the process of industries [1–4]. Moreover, this controller is very durable and cost-
effective [5–7]. Finding the proper controller setting modifications is quite chal-
lenging; the required closed-loop system performance can only be attained after a lot 
of trial and error. Controller tuning is the term used to describe the procedure. Many 
tools, methods, and theories can be used to fine-tune the PID controller [8–10]. It is 
still difficult to determine the PID controller’s ideal parameters. The paper has been 
designed to get proper response for a tuned controller, which has wide application 
for selecting proper parameters of the circuit. The mail factor to solve the issues with 
thermal power plant is its settling time whenever a sudden change in load demand 
takes place. 

The paper work has been designed to obtain an optimized value of P, I, D values 
when a sudden change of load is applied. 

2 Robustness Consideration 

The ability of the closed-loop system to be resistant to component changes is known 
as robustness [11, 12], that is one of the most advantageous aspects of feedback. 
They can also create feedback systems based on strongly simplified models thanks 
to it. It is necessary to use quantitative techniques to evaluate how well a feedback 
system functions. The resilience of any system affects how well it performs. To assess 
a system’s robustness, testing engineers induce defects and monitor the system’s 
resiliency. Test engineers can develop efficient methods to aid fault injection in 
locating critical system defects. The choice of a PID controller can be challenging. 
The next stage in configuring a PID controller is selecting or tweaking PID parameter 
values. The letters P, I, and D are used to control various parameters. The responses 
have been enhanced in a number of ways, including by tweaking the hit-and-trial 
method first, and then the PID, or control gains, later. Because the proportional term 
compensation grows with error size, larger proportional gains (P) imply that faster 
production is possible[13]. Moreover, as big also denotes oscillation and instability, 
integral gains (I) have been used to lessen oscillations while also indicating that 
steady-state errors are corrected more quickly [14]. There may be severe overshoot 
because any negative error introduced during the transient reaction must be balanced 
out by a positive error before steady state can be reached. Finally, derivative gain
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(D) reduces overshoot while considerably improving the slow transient response [15, 
16]. This paper aims to find the following results: 

• Comparison of tuned and block response. 
• Reducing settling time and improving the robustness of the system. 
• Designing of controller parameters such as P, I, D and N. 

3 Simulation Results 

Figure 1 depicts the simulation model used to calculate the output voltage in per unit 
and in kV. It has been found that PID-tuned controllers respond more quickly than 
PID controllers. Figure 2 displays the PID controller’s tuned and block responses. 

Fig. 1 PID controller for voltage and frequency stability

Table 1 compares various parameters acquired using PID-tuned and block 
controllers and demonstrates how the value of tuned parameters has been signifi-
cantly decreased as compared to block controller parameters. Also, the robustness 
parameters have been enhanced.

Figure 3 graph for rapid reaction makes it abundantly evident that the settling 
time has been slashed to 0.632 s.

For fast settling time, the response of tuned PID and block PID has been given in 
Table 2, which indicates that for fast settling time, robustness of system is reduced.

Finally, taking into account the system’s resilience and speed, a plot of their 
optimal values is shown in Fig. 4. This picture demonstrates that the parameters for 
P, I, and D have been supplied in Table 3 for robustness and speed.
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Fig. 2 Voltage response with tuned PID and block response

Table 1 PID-tuned and block parameters for AVR along with their robustness 

Controller parameters 

Tuned Block 

P 0.19423 1 

I 0.18269 0.25 

D 0.033803 0.25 

N 3.2667 100 

Performance and robustness 

Tuned Block 

Rise time 0.731 s 0.206 s 

Settling time 3.01 s 5.11 s 

Overshoot 8.03% 26.8% 

Peak 1.03 1.27 

Gain margin 16.3 dB © 6.35 rad/s 10.6 dB © 12.1 rad/s 

Phase margin 60° © 1.52 rad/s 39.4° ©5.76 rad/s 

Closed-loop stability St a b 1 e Stable
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Fig. 3 Fast response with settling time 0.632S

Table 2 For fast settling time tuned PID and block PID response along with the robustness of 
system 

Controller parameters 

Tuned Block 

P 0.48544 1 

I 0.4156 0.25 

D 0.13336 0.25 

N 361.9086 100 

Performance and robustness 

Tuned Block 

Rise time 0.377 s 0.206 s 

Settling time 1.6 s 5.11 s 

Overshoot 9.12% 26.8% 

Peak 1.09 1.27 

Gain margin 18.2 dB© 13.5 rad/s 10.6 dB ©12.1 rad/s 

Phase margin 60° © 3.17 rad/s 39.4° © 5.76 rad/s 

Closed-loop stability Stable Stable
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Fig. 4 Improved robustness and fastness 

Table 3 Optimized value of 
fastness and robustness of the 
parameters for P, I, and  D 

Controller parameters 

Tuned Block 

p 0.44602 1 

I 0.34299 0.25 

D 0.14425 0.25 

N 361.9086 100 

Performance and robustness 

Tuned Block 

Rise time 0.399 s 0.206 s 

Settling time 0.633 s 5.11 s 

Overshoot 1.99% 26.8% 

Peak 1.02 1.27 

Gain margin 18.2 dB ©14 rad/s 10.6 dB ©12.1 rad/s 

Phase margin 67° ©3.17 rad/s 39.4° ©5.76 rad/s 

Closed-loop stability Stable Stable
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4 Conclusion 

The study discusses a thermal power plant model whose voltage and frequency 
profiles are tracked using AVR. Three factors have been taken into consideration; in 
one, the system’s speed was examined, and in another, its robustness. Both fastness 
and robustness have been examined in the third section. It has been noted that the 
robustness has decreased for very quick settling times of 0.632 s. The system’s 
robustness and settling time have been determined to have an optimal value for P, I, 
and D, as shown in Table 3. 
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Optimization of Distributed Generators 
in a Virtual Power Plan Using Mixed 
Integer Linear Programming Method 
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and Rasyidah Binti Mohamad Idris 

Abstract Power utilities worldwide face capacity expansion challenges due to costs, 
land availability, and environmental sustainability. Increased demand and the need 
to build a reliable and resilient network have compelled power utilities to orga-
nize competitively distributed generators to compensate for any supply surge. These 
distributed power generation units are small and dispersed, making control difficult. 
To find a solution that is both economical and sustainable, a virtual power plant is 
formed from diesel generators with a capacity of 5.6 MW, a waste-to-energy (WtE) 
power generating plant with a capacity of 1 MW, a wind power plant with a capacity 
of 0.6 MW, and a photovoltaic (PV) power plants with a capacity of 0.4 MW. The 
distributed generators were optimally integrated into a virtual power plant and for 
the best integration solution, a Deming wheel, also known as the plan, do, check, 
and act (PDCA) method and mixed integer linear programming (MILP) were used 
in an Excel solver. The simulation results show that the total VPP power generated 
from the sources is 6.33 MW, with renewable energy sources accounting for 1.6 MW 
(25% of the total) and a cost estimate of 0.5$/kW. Diesel and wind contribute the 
least in comparison with their capacities, while others contribute the most (100% of 
the capacities).
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1 Introduction 

With the current decentralization, deregulation, and environmental concerns in the 
electrical power sector, there has been a massive integration of diverse sources 
of electrical power into the system, making management difficult. Because they 
must be close to the source, most of these resources have limited capacity and are 
dispersed. Power system operators are investigating various options for integrating 
such resources, and virtual power plants (VPP) can play a significant role in inte-
grating these dispersed low-capacity power plants into a single entity that is both 
secure and market competitive. This commitment should allow small players to enter 
the power sector [1]. However, VPPs may be required to operate at lower load factors, 
posing the risks of high per kWh GHG emissions and high cost per unit production, 
resulting in low competitiveness [2] and sector coordination. It will become even 
more critical in the coming years, as more renewable energies (RE) are expected to 
be added to the electricity grid between now and 2050 [3]. 

Like all other power systems, a virtual power plant schedules generators and loads 
in a way that allows the system operator to achieve cheap and reliable operation while 
maintaining competitiveness and cost. However, this is frequently challenged due to 
their lack of competitive capacity, remoteness, and sporadic nature [4]. More can be 
accomplished in a VPP by optimizing the integration of various distributed energy 
resources. Several researchers have conducted studies on the optimal integration of 
distributed energy resources in a VPP, as shown in [5–8]. VPP has been classified 
into two broad categories, as described in [9, 10]: commercial and technical virtual 
power plants (CVPP and TVPP), each with its own application and scope. Examples 
of these applications include reserve power, price stabilization, and so on. Zhang 
et al. [11] investigated optimization of VPPs, whereas [12] investigated dynamic 
integration and performance of dispersed resources in a VPP using both linear and 
nonlinear programming. 

The goal of this research is to integrate distributed resources into a VPP and 
investigate the performance of a VPP plant to ensure adequate resource allocation to 
maximize capacity output while keeping costs low. The PCDA method and a mixed 
integer linear program (MILP) method are used in this study to optimize distributed 
sources. Figure 1 depicts the basic VPP configuration for the studies.

Figure 1 depicts the distributed resources, which include PV, diesel power gener-
ators, a waste-to-energy power plant, and a wind power plant. The management and 
resource allocation center coordinate these resources, and the power generated is fed 
to the various load units, as shown in Fig. 1. 

To optimally integrate the distributed resources, this study employs the PDCA 
(Demming wheel) method Fig. 2 and a mixed integer linear program (MILP) solu-
tion. PDCA allows for significant “improvements” in performance (“breakthroughs”)
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Fig. 1 VPP configuration showing the various distributed resources

[13]. While MILP is a mathematical model used to reduce risks (e.g., cost, energy 
loss, errors, etc.) or maximize opportunities (e.g., profit, quality, efficiency, etc.), it 
is subject to some constraints [14]. The study’s findings are expected to be used by 
policymakers to encourage more participation from distributed energy resources in 
the power sector in a profitable and sustainable manner, reflecting the anticipated 
contributions from VPP plants to a sustainable energy system. 

Fig. 2 PDCA cycle
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Fig. 3 Demand load profile curve 

2 Proposed Method 

2.1 Topology of the VPP 

The VPP under consideration is a collection of distributed diesel generators (dg) 
and renewable energy sources (RES) units (PV and wind). WtE stands for waste-to-
energy electrical generator. The goal is to create a VPP portfolio that can manage the 
technical capability of its distributed energy resources at the lowest possible cost. 
Other generalized assumptions made in the formulation of the VPP for this study 
include the fact that all structural capabilities of active, passive, and storage resources 
in terms of size and location were determined during the VPP planning stage and 
cannot be changed in the short term, keeping in mind that decisions made during 
the planning stage considered all environmental and efficiency principles in terms of 
energy sources and conversion technologies, particularly when using fossil fuels. 

2.2 Load Profile and Distribution 

Figure 3 depicts the load profile. According to the data, demand ranges from a high 
of 16 MW between 18:00 and 21:00 h and a low of 4 MW between 01:00 and 06:00 h 
and 14:00 to 17:00 h. 

2.3 PDCA Implementation Framework 

Figure 4 depicts the detailed framework used in the study’s implementation. The 
PDCA cycle is a never-ending cycle of planning, doing, checking, and acting. The



Optimization of Distributed Generators in a Virtual Power Plan Using … 359

Fig. 4 PDCA implementation framework flowchart 

framework in Fig. 4 has been broken down into smaller steps or development stages 
of the activities, and ways to improve each one has been explored. 

2.4 Distributed Resources 

As previously stated, the distributed resources considered for the VPP fall into 
two categories: (1) fossil fuel-based (diesel generators) and (2) renewable energy 
resources (PV, wind, and WtE). Figure 5 depicts the daily generator availability. The 
yellow shaded area represents low sunshine for a PV generator, amber represents 
low wind speed, light red indicates an emergency shutdown, dark red indicates a 
generator is on reliability maintenance, and blue indicates a generator is scheduled 
for planned maintenance.

2.5 Equations 

Each unit is expected to be either available or unavailable (u = 1 or 0). The gener-
ated power (Pi) is between the minimum and maximum capacities. Although fossil 
fuel generators have a higher capacity, renewable energy is expected to contribute 
significantly due to low GHG emissions. The main goal is to have a power supply 
mix with a variety of capacities and characteristics that can contribute to demand at a 
low cost and in a sustainable manner. The mix should be in a proportion that strikes 
a balance between RE and fossil-based generation, allowing GHG emissions to be
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Fig. 5 VPP generator availability chart

kept to a minimum. The goal is to maximize output while keeping supply mix costs 
as low as possible. 

(a) Objective Function and Variables 

The objective function is made of two power components. The first power component 
is determined by the availability of the plant based on Fig. 5, i.e., if a unit is in 
operation or not at the time of the decision. The second power component is the 
contribution of renewable generators. They are also dependent on the amount of 
power generated at that period, greatly impacted by weather conditions as in Fig. 5. 
The objective function is formulated as in Eq. (1). 

The optimization problem is presented in (1) and it is expected to maximize the 
total power from all generating plants. Unlike renewables and WtE, the total power 
expected is given in Eq. (2). Power generation for all other sources is at maximum 
when it is available except for diesel generators whose generation is usually between 
the maximum and minimum capacity as shown in (3). Constraints associated with 
the solution are given in Eqs. (4–6). 

min(Pi  )

{
N−1∑
n=t 

Pdg + 
N−1∑
n=t 

P reg + PWtE

}
(1) 

Pvpp = 
N−1∑
n=t 

Pdg + 
N−1∑
n=t 

P reg + PWtE (2) 

U (t) >  0 (3)  

where
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Pdg diesel power (kW) 
Preg renewable power (kW) 
PWtE WtE power (kW) 
U(t) availability index (1 or 0). 

(b) Constraints 

The optimization is subject to the following constraints. 

Pdg 
max ≥ Pdg ≥ Pdg 

min (4) 

where 

Pdg 
max Maximum diesel power (kW) 

Pdg 
min Minimum diesel power (kW) 

P reg = 
N−1∑
n=t 

Ppv + Pwind (5) 

where 

Ppv PV power (kW) 
Pwind Wind power (kW). 

0.5 =
{

N−1∑
n=t 

Cpdg (n) + 
N−1∑
n=t 

Cpreg (n) + 
N−1∑
n=t 

CpWte (n)

}
(6) 

3 Results and Discussion 

Results from the simulation are presented in tables. In the simulation, total power 
generation, VPP contribution, and renewable penetration are presented based on the 
constraints given. After modeling and simulation, Table 1 gives the optimal power 
contribution from VPP and the contribution from respective generation modes.

Table 2 gives the power distribution, renewable energy penetration, and cost. It 
is shown that wind and diesel contribution has been capped because of the cost 
constraint, while other sources were maximized. The wind has about 75% of its 
rated capacity as slack and diesel has about 21% as slack.

In Table 3, sensitivity analysis of the simulation showed that while some gener-
ation sources have room to adjust costs and still have an optimal condition, other
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Table 1 VPP power from 
simulation results S/No Optimal power from VPP components 

Plant Original value Power (MW) 

1. Total power (VPP) 0 6.333333333 

2. PV generator 0 0.4 

3. Wind gen 0 0.2 

4. WtE gen 0 1 

5. Diesel 0 4.733333333

Table 2 Power distribution with slacks 

S/No Constraints used for simulation 

Name Cell value Slack Total 

1. RE penetration < = 1.6 0 0 

2. Total cost = < = 0.5 0 0 

3. PV generator 0.4 0 0 

4. Wind generator 0.2 0.4 0.6 

5. WtE generator 1 0 0 

6. Diesel generator 4.733333333 1.266666667 6 

7. External 0 18 18

sources have absolutely no room for that. The reduced costs tell us how much the 
objective can be increased or decreased before the optimal solution changes. 

Table 4 gives the sensitivity analysis of constraints on this table, the shadow 
price is an important function to reckon with. The shadow prices tell us how much 
the optimal solution can be increased or decreased by changing the value of the 
constraints with one unit.

Table 3 Sensitivity analysis of variable simulation 

S/No Sensitivity analysis 

Name Final value Reduced cost Allowable increase Allowable 
decrease 

1. PV generation 0.4 0.67 1E + 30 0.67 

2. Wind generation 0.2 0 0.22 1E + 30 
3. WtE generation 1 0.22 1E + 30 0.22 

4. Diesel generation 4.73 0 1E + 30 0.5 

5. External 0 − 1.22 1.22 1E + 30 
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Table 4 Sensitivity analysis of constraints simulation 

S/No Sensitivity analysis 

Name Final value Shadow price Constraint Allowable 
increase 

Allowable 
decrease 

1. RE penetration 
< = 

1.6 − 0.33333333 1.6 0.4 0.2 

2. Total cost = < 
= 

0.5 22.22222222 0.5 0.114 0.426 

3.1 Optimal Power Solution 

According to the simulation results in Tables 1 and 2, the VPP’s ideal power is 
6.33 MW, with a 1.6 MW RE penetration. Due to its size, the diesel contribution is 
more than predicted, but not all of its capacity is used. Table 2 gives that 1.23 MW, 
or about 20% of the overall capacity for diesel generators, as well as roughly 75% 
of the wind capacity, are underutilized. The best power is obtained by completely 
utilizing other sources. This scenario can be linked to the need to keep costs at a 
specific level and the higher cost of power from the two sources. 

3.2 Sensitivity Analysis 

It is optimal to have 0.4 MW of PV generation, 0.2 MW of wind generation, 1 
MW of WtE generation, and 4.73 MW of diesel generation. This solution gives the 
maximum VPP generation of 6.33 MW (see Table 1). This solution uses all the 
resources available for PV and wind at 100% (0.4 MW of capacity and 1 MW of 
capacity) and 33% of wind (capacity and 78% of diesel capacity). 

• Reduced Cost: Table 3 gives how much the objective coefficients can be increased 
or decreased before the optimal solution changes. Only wind generator units can be 
increased by (0.22) based on the results, while other sources can only be decreased 
before the optimal value changes. As a result, if there is a need to increase any 
output while still maintaining the optimal solution, it may be possible to do so 
solely through wind generation capacity. 

• Shadow Price: The shadow prices indicate how much the optimal solution can 
be increased or decreased if the constraint values (RE contribution and cost) are 
changed by one unit. According to Table 4, the shadow price is only valid between 
“22.2 – 0.42 and 22.2 + 0.11,” and anything outside of this range will cause the 
optimal solution to change.
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4 Conclusion 

This research has investigated the optimal integration of distributed resources into 
a VPP plant successfully. The Deming wheel (PDCA) method was used in model 
formulation, and the optimization was solved using mixed integer linear program-
ming (MILP). It is demonstrated that optimal integration is possible by opti-
mizing power and constraining cost at a specific value. The two elements that were 
constrained in the solution were RE penetration and contribution. The optimal solu-
tion generates 6.33 MW of power from the VPP, with a RE contribution of 1.6 MW 
and a cost of 0.5 $/kW. Diesel and wind were found to contribute less to total VPP 
power, with wind contributing only 33% and diesel contributing 78%. 

Acknowledgements This work was supported/funded by the Ministry of Higher Education under 
Fundamental Research Grant (Grant FRGS/1/2018/TK07/UTM/02/6). 
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Solving Unit Commitment Problem Using 
Mixed Integer Linear Programming 
for Demand Side Management 

Ahmed Abubakar Elwan, Mohd Hafiz Habibuddin, and Yanuar Z. Arief 

Abstract The implementation of demand side management (DSM) for an industrial 
plant by solving a unit commitment problem (UCP) is hoped to solve imbalances 
between electricity supply limitations and demand requirements which many times 
lead to a partial or total shutdown of production plants because of trips due to under 
voltage or high frequency when the supply is overloaded or a unit is suddenly stopped, 
while there is a need to maintain production. For this study, the cement industry was 
divided into operating units, simulated under two scenarios, and solved using mix 
integer linear programming (MILP) in an Excel solver. The result shows that there is 
a reduction in cost by 30% from $1203 to $880 for the same production requirement. 

Keywords Unit commitment problem · Mixed integer linear programming ·
Demand side management · Electricity supply · Production plants 

1 Introduction 

Manufacturing plants are energy intensive, consuming about 54% of the world’s 
total delivered energy [1]. The cement sub-sector alone is consuming approximately 
12–15% of total industrial energy use (electrical energy) [2, 3]. According to [3] 
energy cost constitutes about 60–75% of the direct manufacturing cost of cement. 
To sustain profitability and balance demand and supply that guarantee cost-effective 
manufacturing and availability of products to consumers, a detailed review of energy
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use to identify improvement in areas of demand/supply balance and cost optimization 
becomes necessary. 

Due to the increasing demand for cement production [4] and the epileptic 
source of supply in Nigeria, most cement manufacturing industries hardly meet up 
with customer demands. To boost the electricity supply for the industries, various 
distributed generations (DGs) were integrated into the electrical system either as self-
generation or purchased power. However, this action increases the cost of production 
because of the return on the investment required and usually takes a long time to 
implement. A short-term but sustainable solution is required by harnessing available 
opportunities to balance demand and supply as well as reduce costs through adequate 
production planning, taking advantage of having storage facilities for inventory in 
the cement plants. 

Several energy management strategies have been adopted by manufacturing plant 
operators, the most common strategies in practice include (1) the use of energy-
efficient machines [5] and (2) applying scheduling strategies [6, 7]. While the use 
of an energy-efficient machine approach requires an extra investment that imposes 
huge pressure on companies for early return on investment (ROI), the application 
of scheduling strategies helps in reducing energy consumption as well as reducing 
financial costs and attracts less or no investments to execute. The most commonly 
practiced scheduling strategy in the Nigerian cement industries is load shedding or 
power-down. The power-down strategy means that a machine cannot be idle for a 
certain amount of time between two consecutive processing tasks [8], it has to be 
shut down immediately after use. Therefore, when a machine is shut down energy 
may be saved based on the assumption that not all jobs are available at the same time. 
However; this may not be applicable in a high-demand continuous manufacturing 
plant like cement industries, where continuous operation is desirable or at least to have 
all storage facilities filled up. Another strategy used is the speed-scaling technique 
[9], this technique has to do with the selection of the right processing speed for 
an operating machine. But this technique also requires some level of equipment 
investment and will increase the cost burden on the production plant. 

The dynamic management of electricity demand, also referred to as demand side 
management (DSM), emerges as an effective approach to energy management. Indus-
trial DSM helps to improve power supply performance and optimize production to 
meet up with customer demands [6]. Related studies [10, 11] considered electrical 
energy cost minimization through classical deadlines and pre-emptive schedules 
to reduce consumption. The authors in [12] use mathematical models to minimize 
costs in a variable electricity price. While [11] deals with different consumption at 
different machine states, [12] was concerned with job ordering and processing and 
optimal scheduling of machine states, respectively, by using heuristics and genetic 
algorithms. 

Authors in [13] applied the model from [12] to a real-time plant and a 20% 
improvement in profit was recorded after the implementation to a CHP plant. 
Using discrete time representation in a continuous power-intensive non-dispatchable 
demand response program, [9] developed a MILP model for inter-operating modes 
transition and [14] developed a general discrete time model for the scheduling of
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power-intensive process networks with various power contracts. A two-step integer/ 
constraint programming approach was used to solve an industrial case study involving 
energy constraints and objectives linked to electric power consumption [15]. 

Industrial DSM needs flexibility in production and energy management, to explore 
this authors in [7] made schedules based on sequencing and timing of production 
tasks, giving particular attention to waiting for time constraints between consecutive 
production stages. Scheduling considering the inventory of a plant was studied by 
[16]. The emphasis was on the impact of storage in industrial DSM. For the same 
purpose state-task network (STN) and resource-task network (RTN) was used by [17] 
using a well-known concept from [18], where state nodes were used to represent 
features of the operations (final product, intermediates, and feeds). Modeling of 
industrial schedules by considering both production and power consumption was 
first proposed by [19], where the production and consumption characteristics vary 
within the same process depending on the state in which the process is operating 
[20]. 

The objective of this paper is to propose a demand side energy management (DSM) 
technique by solving a unit commitment problem for an industrial case study. The unit 
commitment problem aims at the scheduling of units to achieve optimal production 
to satisfy the inventory needs and also balance power supply/demand at a minimum 
cost, while other studies focused on minimizing cost by scheduling waiting time 
optimization, reduction in consumption, sequencing of production, and constraints 
between stages and electricity prices. A mix integer linear programming approach 
is used to solve the unit commitment problem (UCP). This approach tends to solve 
the difficulty of integrating energy constraints (DSM) into production scheduling. 

2 Research Method 

The industrial plant to be addressed is a cement manufacturing plant and the problem 
to be addressed is optimizing the available power supply for production to satisfy 
demand at a minimized cost. The plant is divided into four main operating units’ 
codes named OPU1…4. The properties for each unit are displayed in Table 1.

Each operating unit requires a large amount of electricity to turn huge machinery 
into production. Each unit is equipped with storage facilities, maximum and 
minimum storage levels are identified in Table 2. The plant operation is expected to 
be updated in real-time depending on the frequency. The peak supply demand for 
the operating units is 25 MW.
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Table 1 Plant properties 

Properties OPU1 OPU2 OPU3 OPU4 

Operating cost 30 25 45 60 

Idling cost 20 30 50 10 

Start-up cost 800 650 200 80 

Min cons level 4 2 5 5 

Max cons level 9 3 10 10 

Minimum up time 46 5 150 71 

Minimum down time 86 3 43 13 

Power allocation (%) 35 5 25 30

Table 2 Plant inventory parameters 

Parameter OPU1 OPU2 OPU3 OPU4 

Production rate 260 20 80 140 

Consumption rate 70 16 140 240 

Maximum capacity 13,000 100 14,000 12,000 

Minimum capacity 4000 40 5000 3000 

Min Inv. to start 6000 40 6000 3000 

Max Inv. to stop 12,000 90 12,000 10,000 

Variance to stop 1000 10 2000 2000 

Variance to start 6000 60 8000 7000 

Min up time 46 5 150 71 

Min down time 86 3 43 13 

2.1 Model Description 

Each unit is expected to be in any of the three states, the ON state, the OFF state, 
and the IDLE state. The duration of the ON state is ≥ minimum operating time 
and the duration for OFF ≤ minimum downtime the idle time is when the unit is 
kept running without any output and should be minimized. Both minimum operating 
time and minimum down time are evaluated based on inventory stock level and 
restocking requirements. Each stage of operation consumes power referred to as 
operational power (Pop) which depends on the state of the units whether the unit 
is ON or OFF and idle power when the overall unit is not active but some amount 
of power is required to run some critical equipment for cooling and other related 
functions. The shortest ON duration has to be met before a unit is shut down and the 
shortest OFF duration is also required before a unit is restarted up.
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2.2 Equations 

The objective function is made of two cost components. The first cost component is 
determined by real-time status decisions termed as the operation cost, i.e., if a unit 
is in operation or not at the time of the decision. The second cost component comes 
when the units are not in active operation. This idling cost is usually incurred when 
the units are turned off and there must be some residual elements that will be allowed 
to continue operating for cooling and other non-productive activities. The objective 
function is formulated as in (1). 

min[e(n)]

{
N−1∑
n=t 

eo (n)Pop. Û (t) + 
N−1∑
n=t 

eid [Pid](n)

}
(1) 

where 

eo Operating cost for the units after start-up and before shutdown 
eid Cost incurred from non-operation activities when units are idling 
Pop Operating power 
Pid Idling power. 

The following constraints apply. 

(a) Operating Time Constraints 

Û (t) − Û (t − 1) ≤ Û
(
t + Tup

)
(2) 

Û (t − 1) − Û (t) ≤ Û (t + Td) (3) 

where 

TUi = Ton if Top,i < MTup (4) 

TDi = Toff if Tid,i < MTdwn (5) 

For any operating unit OPU, 

MTup ≥ ϕ/δ (h) (6) 

MTdwn ≤ γ /μ  (h) (7) 

where 

δ Rate of production 
μ Rate of consumption
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γ Minimum stock 
ϕ Maximum stock 
U(t − 1), U(t) status of a unit at a time (t − 1) and time (t). 

(b) Mass Balance Constraints (Inventory Constraints) 

We define the variable I i,t which represents the product stored at each time period 
t as a balance of consumption from the amount produced by each unit i. By mass  
balance, the following relationships hold [21]. 

Ii,t = Io +
∑
s 

Ps,t − μt ∀t ∈ T : t = 1 (8)  

Ii,t = It−1 +
∑
s 

Ps,t − μt ∀t ∈ T : t > 1 (9)  

And the inventory limits are given as follows 

γ ≤ Ii,t ≤ ϕ (10) 

where 

I i,t Product stored at each time period t 
Io Initial inventory position 
Ps,t Production at time t 
μt Consumption rate. 

(c) Energy Balance (Demand/Supply) Constraints 

The demand limit of each operating unit is between the maximum and minimum 
power levels of each unit as given in (11) a period of time (t). 

Pitmax ≥ Pdit ≥ Pitmin (11) 

Pd = U (t) ∗ Pop + h ∗ Pid (12) 

where 

Pdi,t Total demand power 
Pitmax Maximum power demand for each unit at a time (t) 
Pimin Minimum power demand for each unit at a time (t) 
Pop Operation power 
Pd Demand power 
Pid Idling power 
U(t) Operating status of the plant 
h Hours of operation to produce.
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3 Results and Analysis 

Results from the simulation are presented in two scenarios: the business as usual 
(BAU) and the constraints. In the business-as-usual scenario, the restriction is just 
on the power limits, hence a unit can be started or kept down as long as the power 
required is within the limits. After modeling and simulation, Table 3 gives the cost 
objective and Table 4 is the power for the BAU. 

From the result in Table 3, idling cost is about 33% of the total cost, this is because 
some equipment was running even when the plant is not in production. Operating 
cost is the actual cost incurred from power used during production and this accounts 
for 67% of the overall cost of production. 

From Table 4, the total idling power consumed by all the units is 15 MW, while 
the power used in the actual production (operating power) is 19.1 MW representing 
44% and 56%, respectively. An almost equal amount of power is required by the 
units during idling and when the plant is in normal operations. There is a huge need 
to be controlled for good optimization. 

In the constraint scenario, the restriction is on both power and utilization status 
limits. A unit can only consume power within its limit and only when it is in operation. 
When the unit is not in operation, then it incurs additional costs for idling as seen in 
the outcome of the simulation results. After modeling and simulation, Table 5 gives 
the cost values, and Table 6 gives the power values required by the respective units. 

In the constraint scenario, power is only consumed when the unit is in production 
mode, hence the reduction in the total cost from $1203 in the BAU to a total cost 
of $880.00. To achieve this, unit 2 has to be down while other units 1, 3, and 4 are 
onboard as given in Table 7.

Table 3 BAU cost distribution values 

Name Original value Actual value Contribution (%) 

Total cost ($) 0 1203.94 100 

Operation cost ($) 0 797.74 67 

Idling cost ($) 0 406.20 33 

Table 4 BAU power distribution values 

Name Original value Actual value 

The total power consumed (MW) 0 34.1 

Operating power (MW) 0 19.1 

Idling power (MW) 0 15 

Table 5 Constraints scenario 
cost distribution values Name Original value Actual value 

Cost ($) 1230 880
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Table 6 Constraints scenario 
power values Name Actual value 

Power OPU1 (MW) 8 

Power OPU2 (MW) 0 

Power OPU3 (MW) 8 

Power OPU4 (MW) 6

Table 7 Operating status of 
the units in the constraint 
scenario 

Name Actual value 

Operating status OPU1 1 

Operating status OPU2 0 

Operating status OPU3 1 

Operating status OPU4 1 

The total power consumed in the constraint scenario is 32 MW compared with 
the 34.1 MW of the BAU scenario under the same period and condition of operation. 
This resulted in the reduction of the total power cost for the process. 

4 Conclusion 

This study presents a mixed-integer linear programming formulation (MILP) to solve 
unit commitment (UC) for energy management while considering the production and 
power constraints in an industrial plant. It is shown that this is possible by modeling 
the operating parameters based on the amount of inventory required to be produced 
at any time. The study also shows that by committing the units following some 
constraints, the cost has been reduced by 27% from the BAU scenario maintaining 
all other limits. Application of the method of this study is expected to reduce elec-
tricity demand and allow prompt response to supply/demand mismatch. By incorpo-
rating DSM in production planning and unit scheduling for maintenance and other 
intervention purposes in a manufacturing plant, it is possible to control power cost 
and energy efficiency throughout the process. 
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Deployment of Renewable Embedded 
Generation and Unified Power Quality 
Conditioner in Distribution System using 
Firefly Algorithm 

Musa Mustapha , Madihah Binti Md. Rasid, Jasrul Jamani Bin Jamian, 
Ganiyu Ayinde Bakare, and Yau Shuaibu Haruna 

Abstract The efficiency and operation of current distribution systems have been 
enhanced by the insertion of renewable distributed generation (RDG). However, the 
placement of DG does not satisfy the network’s need for reactive power, which 
keeps the voltage of the buses at a level that maximizes the uncontrolled real and 
reactive variations of power systems. This paper proposed the optimal allocation 
of DG and Unified Power Quality Conditioner (UPQC) simultaneously to improve 
the performance of an active distribution system. The most advanced custom power 
device is the UPQC which combined with the capability of shunt and series compen-
sator features allows for voltage and current compensation in distribution systems. 
A suitable optimization method is needed to address the challenge of selecting 
the capacity and position of these compensators. The Firefly Algorithm (FA) is a 
promising solution to the challenges of multi-objective optimization. The intended 
objective is active and reactive power loss reduction while improving the voltage 
profile without violating any system constraints. The effectiveness of the proposed 
optimal allocation of DG/UPQC using the FA method was evaluated by comparing
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it to the allocation of the DG system only and the base case system scenarios, respec-
tively. The results revealed a significant percentage reduction in active and reactive 
power losses, reaching 72.01% and 66.57% with the optimal DG/UPQC allocation 
combination, respectively. In comparison to the Artificial Bee Colony Optimization 
(ABC) method, the results revealed the FA method is more efficient regarding both 
convergence speed and solution quality. The MATLAB 2021b environment served 
as the platform for the simulation, and it was tested it using the IEEE 33-bus radial 
distribution system method. 

Keywords Unified Power Quality Conditioner · Firefly Algorithm · Distributed 
generation · Distribution system 

1 Introduction 

Recent years have seen a lot of interest in distributed generation (DG) sources, 
particularly solar and wind energies because of their potential to replace traditional 
sources of energy. Integrating DG systems into utility grid systems raises power 
quality issues, jeopardizing network stability. The integration challenge is expected 
to worsen as more large-scale DGs gain access to the distribution network. As a 
result, the distribution system’s overall power quality may be affected by technical 
problems caused by this scenario [1]. This has led to challenges in identifying their 
optimal capacity and position in the power distribution systems (DS). Sambaiah, 
Shuaibu Hassan et al. [2, 3] reviewed optimization methods for the optimal DG 
allocation in the power DS for power loss reduction. 

Custom power devices (CPDs) are equipment that use power electronics to 
enhance DS’s efficiency, reliability, and quality. Unified Power Quality Conditioner 
(UPQC) an advanced CPD, addresses power quality issues in the electricity DS. It 
is a combination of two devices; a series voltage compensator and a shunt current 
compensator. It can compensate for voltage sags/swells, voltage unbalances, reactive 
power support, and harmonic distortion [4]. UPQC is typically positioned between 
the utility grid and the load, where the current and voltage are monitored at the 
point of common coupling (PCC). It generates compensating voltages and currents 
injected into the system network to mitigate any disturbances and enhance the overall 
power quality. A reviewed article on the optimal allocation of CPD in the electrical 
DS can be found in [5]. The UPQC’s equivalent circuit diagram is shown in Fig. 1.

According to Fig. 1, the series and shunt compensators of the UPQC’s voltage and 
current injections are designated by VSE and ISH. With the aid of series- and shunt-
connected voltage source converters, it can inject both real and reactive powers. The 
Vs, VL, and VP signified the source, load, and the terminal voltages at PCC, while Is 
and IL signified the source and load currents, respectively. Refer [7] for a complete 
analysis of the UPQC model.
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VSE 

Vs 

IL 

IS 
VP 

Ish 

PCC Zs VL 

Load bus 
Load  

Fig. 1 UPQC equivalent circuit [6]

Following are the remaining sections of this article: Sect. 2 offers an overview 
of the literature; In Sect. 3, the problem formulation for multi-objective optimiza-
tion problems is presented. After that, Sect. 4 provides the methodology. Section 5 
provides the simulation results and discussion. Section 6 offers concluding remarks 
and recommends further research. 

2 Literature Review 

The optimal placement of UPQC in DS was discussed in many research studies that 
were previously published employing various methods and purposes. Musa et al. 
[8] studied optimal position and rating of UPQC in DS using a Bacteria Foraging 
Algorithm. Its effectiveness was demonstrated on the IEEE 33-bus test system and 
practical 50-bus Canteen feeder by improved total feeder voltage profile and real 
power loss reduction; [9] proposed UPQC intelligent controller-based model for load 
balancing and voltage profile enhancement in the DS. Also, [10] studied the optimal 
deployment of a UPQC in a smart grid for power loss reduction. The capability of 
UPQC for providing reactive power compensation was demonstrated in [6]. Moth-
flame optimization algorithm was utilized for UPQC allocation to solve issues related 
to current and voltage by the shunt and series compensations. 

To fully benefit from DG deployment, distribution network operators must strive 
hard to overcome some of the key challenges. However, with growth in the number 
of nonlinear loads added to the distribution networks, a lack of reactive power will 
result in uncontrolled voltage magnitude which eventually induces voltage collapse. 
Recently, various authors have worked toward improving the reactive power of the 
active DS by optimizing the allocation of combined DG and D-STATCOM. A Cuckoo 
search optimization algorithm was formulated for optimal DG/D-STATCOM allo-
cation for voltage correction and power loss reduction in radial DS [11]. A whale 
optimization algorithm is proposed in [12] to determine the optimal placement of
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D-STATCOM and DG at a specific bus based on the loss sensitivity factor. The algo-
rithm considers multiple objectives, including minimizing power loss and reducing 
operating costs. Frahat et al. [13] presented a Grasshopper optimization algorithm for 
DG and D-STATCOM optimal capacity planning. To reduce power loss and enhance 
voltage stability, the device’s location was determined using a multi-objective formu-
lation based on the voltage stability index. Hariprasad et al. [14] studied two meta-
heuristic algorithms, namely Artificial Fish Swarm Optimization (AFSOA) and Ant 
Colony Optimization (ACO) for combined DG/D-STATCOM allocation in radial 
DS. The objective was to enhance the quality of voltage and minimize power loss. 
The research findings indicated that AFSOA performed better than ACO in achieving 
these outcomes. 

2.1 Motivation 

Reactive power compensation and stability study for power distribution systems are 
described as the major contributing factors in a survey of current research work. At 
some points, the heavily congested lines keep the bus voltage at a level that maximizes 
the uncontrolled exchange of power systems. UPQC is one of the advanced CPD’s 
potential load flow management devices. It is a combination of two devices; a series 
voltage compensator and a shunt current compensator. The device can control both 
active and reactive power flows simultaneously, along with nodal voltage. Most 
study attempts were made to overcome the DG and D-STATCOM optimum planning 
problem using various methods. Utilizing an efficient overall DS, it is crucial to merge 
DG and UPQC in the DS to reduce the overall system power loss and enhance the 
voltage profile. There have been unsuccessful attempts to merge these compensators 
in the literature. These drawbacks and challenges serve as inspiration for this effort. 

Furthermore, regarding the proposed optimization technique for DG/UPQC allo-
cation, Firefly Algorithm (FA) was found to be a promising solution in the quest 
to solve this multi-objective optimization problem, as it is truly robust to noisy and 
multimodal objective functions, and it can find high-quality solutions even in difficult 
optimization scenarios [15]. 

3 Problem Formulation 

High power losses in the radial distribution networks are caused by issues related 
to voltage issues and stability limitation problems [16]. Classical load flow models 
like Gauss–Seidel, Newton–Raphson, etc., do not apply to the DS load flow analysis 
because of the high R/X ratio, radiality nature, large number of buses and lines 
in the radial DS. These methods are unable to provide exact line flows and voltage 
values [17]. Several techniques have been suggested in the literature for DS load flow 
analysis. The Bus Injection to Branch Current (BIBC) Matrix and Forward Sweep
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Fig. 2 Optimization process summary 

approach was successfully applied for the power flow analysis of the DS. Refer to 
[18] for a detailed analysis of the BIBC and forward sweep power flow method. 

Figure 2 depicts a summary of the optimization process. The optimal deploy-
ment of DG/UPQC problems is described as minimization problems. It is required 
to formulate and optimize the objective function while meeting the operational 
constraints. This effort considers reducing the system’s real and reactive power loss 
and correcting the voltage profile as its objectives. 

3.1 Objective Function 

Simultaneous DG/UPQC allocation aims to select the optimal position and dosage 
of these compensators for system power loss reduction. 

3.1.1 Power Loss Reduction 

The reduction in power loss due to the deployment of DG/UPQC is computed as: 

J1 = 
Pt,loss after DG/UPQC 

Pt,lossbeforeDG/UPQC 
, (1) 

where Pt,lossafterDG/UPQC is the total power loss reduction after DG/UPQC allocation 
and Pt,lossbeforeDG/UPQC is the system overall power loss before placement.
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3.1.2 Minimization of Total Voltage Deviation for Improved Voltage 
Profile 

The distribution system’s voltage profile is improved by optimal DG/UPQC alloca-
tion. To demonstrate the DG/UPQC superiority in voltage profile enhancement of 
the DS, the concept of the minimum bus voltage deviation is given as: 

J2 = �VD = 
NBus∑

i=1

(
Vi − V lim 

i

)2 
, (2) 

where Vi and V lim 
i are the bus i reference and the actual voltages, respectively. The 

voltage deviation index �VD is, therefore, the deviation of the bus voltage to the 
nominal voltage. 

The equation for the objective function can be found in Eq. (3) and is formulated 
mathematically as follows: 

Minimize(F1) = Min(α1.J1 + α2.J2), (3) 

where α1 and α2 are the weight factors used for constraint handling. Authors have 
selected weights for the system loss and voltage profile correction as (α1 = 0.4) and 
(α2 = 0.3). The objective function constraints are; 

Power balance equality constraints: 

Nbus∑

i=1 

PDG/UPQC = 
Bus∑

i=1 

PDi + PL , (4) 

Nbus∑

j=1 

QDG/UPQC = 
Bus∑

j=1 

QDi + QL , (5) 

where PDG/UPQC and QDG/UPQC represent the amount of real and reactive powers 
generated by the DG/UPQC; PDi and QDi denote real and reactive power demands 
of the load bus, while the real and reactive power losses of the line are represented 
by PL and QL , respectively. 

The voltage and DG/UPQC capacity limits are the inequality constraints which 
are given as: 

V min 
i ≤ Vi ≤ V max 

i for i = 1 . . .  NBus, (6) 

PDG,min ≤ P(i )DG/UPQC ≤ PDG,max, (7) 

qDG,min ≤ q(i )DG/UPQC ≤ QDG,max. (8)
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Here, the terms min and max signify the lowest and highest values allowed for the 
parameters, respectively. 

In this study, UPQC provides reactive power, while the PV-DG source delivers 
constant active power. 

4 Methodology 

In 2009, Yang developed the Firefly Algorithm (FA), a new metaheuristic algorithm 
inspired by the behavior of fireflies [19]. It is utilized to resolve multi-objective 
continuous optimization problems based on this natural phenomenon [20]. It has 
higher efficiency and success rates for discrete and continuous problems and has 
been proven to be very effective for searching the pareto-optimality set [15]. 

The FA was developed based on three idealized rules [15]. 
Given a specific medium and constant absorption coefficient γ , the light intensity 

is given as 

Ii = I0�(−γ r2 ), (9) 

where 
Ii is the light intensity during the ith iteration. 
I0 is the initial light intensity. 
r and γ denote the distance between two fireflies and the light absorption 

coefficient, respectively. 
Equation (10) is used to alter the light intensity equation to define the attractive-

ness. 

β = β0�
(−γ r2 ), (10) 

where β0 is the attractiveness at r = 0, and β is the attractiveness at ith iteration. A 
firefly’s movement is thus determined by its brightness. Equation (11) describes the 
movement of a less bright firefly i that is drawn to a firefly j that is brighter. 

xi (t+1) = xi (t) + β0�

(
−γ r2 i j

)
·(x j (t)−xi(t)) + αξ, (11) 

where 
xi(t+1) and xi (t), respectively, denote the firefly’s positions i at (t + 1) and (t) 

iteration. 
α is the random step length and controls the algorithm parameter from exceeding 

the specified solution space. 
ξ is a vector of randomly generated numbers that were taken from Gaussian 

distributions. 
Figure 3 displays the flowchart of the FA optimization method.
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Fig. 3 Firefly algorithm 
flowchart 

No   

Start 

Fireflies’ parameters Initialization 

Evaluation of the objective function  

Is maximum  
iteration reached? 

Obtaining the current best solution  

Yes  

The fireflies are updated by relocating them to 
their better solutions 

Print Results 
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tive function / light intensity 

Stop 

4.1 Steps Involved in Implementing the Optimal Allocation 
of DG/UPQC Using Firefly Algorithm 

Here are the steps for implementing the optimal DG/UPQC deployment with FA: 

Step 1: Define the FA parameters which include the number of fireflies, the 
maximum number of generations, the scaling parameter, the stopping criteria, 
the absorption coefficient, and the minimum value of attractiveness. 
Step 2: Read the system data including receiving and sending bus, branch number, 
line resistance, line reactance, and bus active and reactive power loads. 
Step 3: To acquire the initial voltages and power losses at each bus, the base case 
power flow was executed. 
Step 4: The parameters of the firefly are initialized.
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Step 5: Using  Eq. (3) to formulate the objective function for each firefly. 
Step 6: For each candidate bus, the FA technique is applied to obtain the best 
position and rating of DG/UPQC. 
Step 7: According to Eq. (10), attractiveness increases with light intensity, which 
indicates the best values of DG/UPQC position and capacity as calculated. 
Step 8: Equation (11) determines the best value of DG/UPQC position and 
capacity of firefly i that is not bright is attracted to a firefly j that is brighter. 
Step 9: To determine the updated light intensity, the new solutions were evaluated, 
i.e., best values of DG/UPQC position and capacity. 
Step 10: The fireflies are ranked by their light intensity and their optimal position 
and capacity was determined. 
Step 11: Repeat steps 4 through 9 until the prescribed number of iterations is 
reached. 
Step 12: The final power flow was performed with the DG/UPQC optimum 
capacity and position to determine the corresponding losses of active and reactive 
power as well as the voltage profiles of the system, respectively. 

5 Results of the Simulation and Discussion 

The results of the evaluation and simulation of the FA technique used to allocate DG 
and UPQC for reducing power loss and correcting voltage profiles in distribution 
systems are presented in this section. To test the effectiveness of the FA technique, 
it was compared with the Artificial Bee Colony (ABC) optimization method. The 
program is set at 100 iterations with a population size of 50. Other FA parameter 
settings are randomness (α = 0.2), absorption coefficient (γ = 1), and attractiveness 
(β = 2). Performance evaluation of the approach was carried out using the IEEE 33-
bus radial distribution test system. The 33-bus system’s single-line schematic, bus 
data, and lines were provided in [21]. Three case studies are taken into consideration 
for simulation in the DS. They are 

• System without DG and UPQC (base case). 
• Optimal DG allocation without UPQC. 
• Optimal DG/UPQC allocation. 

To determine the initial bus voltage magnitude and loss of active and reactive 
power, the base case power flow was run using BIBC and a forward sweep approach. 
The simulation results of the test system for the three cases are summarized in 
Table 1. We found that the base case resulted in an active and reactive power loss of 
201.7749 kW and 134.9912 kVAR, respectively.

The following case is the optimal DG allocation without UPQC. The proposed 
FA method was applied to determine the optimal position and capacity of embedded 
DG with the objective of minimizing system loss and correcting voltage profile. 
The findings in Table 1 indicates that the system’s performance was enhanced, with 
a 49.76 and 45.99% decrease in active and reactive power losses after DG was



386 M. Mustapha et al.

Table 1 Results from the simulation and performance evaluation 

Case study Base case Optimal DG 
allocation 

Optimal DG/UPQC 
allocation 

Optimization method FA ABC FA ABC 

Optimal location – 25 25 25 5 

Optimal DG size (kW) 0 2706 2711 – – 

Optimal DG/UPQC sizes (kw, 
kVAR) 

– – – 2006, 1353 2510, 977 

Loss in active power (kW) 201.7749 101.3768 101.3768 56.4783 56.4905 

Percentage active loss reduction 
(%) 

– 49.76 49.76 72.01 72.00 

Reactive power loss (kVAR) 134.9912 72.9023 72.9192 45.1269 45.2320 

Percentage reactive loss reduction 
(%) 

– 45.99 45.98 66.57 66.49 

Minimum voltage (p.u) @ 33 bus 0.9134 0.950 0.950 0.9666 0.9636 

Minimum voltage deviation index 0.119168 0.03098 0.03098 0.012116 0.0146384

optimally sized and sited. Likewise, the DG optimal position and size were found to 
be at bus 25 with a size of 2706 kW. 

By utilizing the proposed FA method and combining DG/UPQC, a significant 
improvement was observed in the reduction of real and reactive power loss by 72.01% 
and 66.57%, respectively. The optimal position of DG and UPQC were equally found 
to be at bus 25 with sizes of 2006 kW and 1353 kVAR, respectively. Further, it was 
also noted that the DG size was scaled down to 2006 kW when considering the 
impact of UPQC allocation. Furthermore, regarding the bus voltage performance, 
Bus 33 specifically recorded the least value of bus voltage at 0.9134 p.u when the 
base case was considered. But with DG allocation, the bus voltage profile improved 
to 0.950 p.u and improved further to 0.9666 p.u with combined DG/UPQC approach. 
Table 1 provides and compares the results realized from the proposed FA and the 
ABC optimization method considering the three cases. 

Furthermore, the voltage deviation index captured in Table 1 indicates the variation 
between the expected and actual bus voltages. Hence, the closer this index is to 
zero, the more efficiently the system voltage operates. It was also observed that 
the combined DG/UPQC approach has the least voltage deviation index value of 
0.012116 with the proposed FA method compared to the base case and DG without 
UPQC case as reported in Table 1. This has also proved the performance of the 
proposed DG/UPQC approach. 

Figure 4a and b show the convergence graphs which compared the power loss 
reduction mode of FA and ABC algorithms for optimal DG and combined DG/ 
UPQC problems, respectively.

As captured in Fig. 4a and b, the proposed FA method converges faster than the 
ABC method in both cases, reaching the optimal solution in fewer than six iterations.
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Fig. 4 Convergence curve comparability of ABC and FA for optimal power loss reduction a DG 
allocation b DG/UPQC allocation

It also offered better solution quality (minimum objective function value) compared 
to the ABC method as captured in Fig. 4b. 

Figure 5a and b provide the simulation results for the test system’s bus voltage 
performance with DG allocation and simultaneous DG/UPQC allocation approaches, 
respectively. Furthermore, the result also displayed the performance of both FA and 
ABC algorithms in both scenarios. 

In Fig. 5a, it is demonstrated how the system bus voltage increased after the 
optimal allocation of DG to a minimum bus voltage of 0.950 p.u reached. However, 
some buses still lie along the defined lower threshold limit of 0.95 p.u, which is the 
minimum bus voltage limit set as captured in Fig. 5a. On the other hand, Fig. 5b 
demonstrates that optimal DG/UPQC allocation led to more significant voltage 
improvement than the system of DG without UPQC. With the combined DG/UPQC

Fig. 5 Comparison of the system voltage profile with ABC and FA algorithm. a With DG allocation, 
b with DG/UPQC allocation 
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approach, the minimum bus voltage has increased from a threshold limit of 0.95– 
0.9666 p.u. This result also highlights the effectiveness of the FA method in providing 
a superior voltage profile compared to the ABC method. 

6 Conclusion 

The performance of the active power DS was improved by implementing an optimal 
allocation of DG and UPQC approach. Through analysis and comparison of simu-
lation outcomes using the proposed FA method and the ABC optimization method, 
it was found that the FA method was effective in improving the voltage profile and 
reducing overall system loss. The efficacy and applicability of using the FA method 
for the optimal allocation of DG/UPQC were compared with the base case and DG 
without the UPQC case. Results showed significant improvements of 72.01 and 
66.57% in loss reduction of real and reactive powers with the combined DG/UPQC 
allocation, compared to 49.76 and 45.98% loss reductions for the DG system without 
UPQC. The minimum bus voltage @ bus 33 also improved to 0.9666 p.u with optimal 
DG/UPQC allocation compared to 0.950 p.u for the system without UPQC. These 
results suggest that the simultaneous DG/UPQC allocation approach can greatly 
enhance the active electrical DS performance. Future research could consider the 
operational costs of UPQC/DG for real-time radial distribution systems. 
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Application of Wind Power 
in Backwashing Filter Media 

Deepak Juneja, Sushindra Kumar Gupta, and Aditya Rana 

Abstract Water harvesting can solve many issues ranging from flooding to declining 
water table. It is also need of the hour looking at the water stress due to increase in 
demand and a reduction infiltration. Clogging of harvester is a limitation which needs 
to be addressed. If the water is brought to harvesting unit after proper sedimentation, 
the clogging time can be increased. Further amount of sedimentation depends on 
detention time in desilt chamber and also on flow velocities. A comparison of clog-
ging time and area of desilt chamber shows a linear relationship. When we increase 
the area of desilt chamber, the TSS in harvested water is reduced and this increases 
the clogging time. 

1 Introduction 

Rapid urbanization has changed the hydrology of region surrounding Punjab. This 
change in hydrology has been due to increase in impermeable surfaces as well as 
increase in pumping out of water from the aquifers. There is a demand for 135 lpcd 
of demand for water. As the cities grow in size, this demand is met partially by canal 
water and partially by pumping out of water [9, 10]. Early civilizations settled mostly 
on river banks and depended solely on river water. But as the population exploded 
after advancement in technology and industrial revolution, people started to build 
homes at all places. It has resulted in reduced infiltration and increased withdrawal of 
water from aquifers. Many big cities and towns are water stressed and unable to meet 
the growing demands for water. Water table has gone to 1000 feet in some areas in

D. Juneja (B) · S. K. Gupta · A. Rana 
Department of Civil Engineering, Chandigarh University, Mohali, Punjab, India 
e-mail: Junejadeepash@gmail.com 

S. K. Gupta 
e-mail: sushindra.e11729@cumail.in 

A. Rana 
e-mail: adityae7590@cumail.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
H. Malik et al. (eds.), Renewable Power for Sustainable Growth, 
Lecture Notes in Electrical Engineering 1086, 
https://doi.org/10.1007/978-981-99-6749-0_25 

391

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6749-0_25&domain=pdf
mailto:Junejadeepash@gmail.com
mailto:sushindra.e11729@cumail.in
mailto:adityae7590@cumail.in
https://doi.org/10.1007/978-981-99-6749-0_25


392 D. Juneja et al.

Mohali districts. Environmental protection is a key concern in WSUD technologies 
for urban storm water strategies. 

Our environment is a legacy which we inherited from our ancestors. It is therefore 
our duty to pass it to the next generations in a manner similar to or better than 
what we received from our ancestors. Increased economic activities in the past has 
severely depleted our environment. Sustainability of environment is not only our 
responsibility, but also our duty. 

In a bid to create employment, provide comforts and luxuries to the people, create 
wealth, there had been lot of thrust by governments on innovations and industrializa-
tion. Unplanned growth coupled with increased population has severely depleted the 
air and water quality. Whereas particulate matter pollution has increased in air due 
to suspended dust and ash in the air, pollutants in water and declining water table are 
a major concern in water for environmentalists. Many places have turned into water 
stressed places. Any place where more than 20% of the total water requirement is 
met by pumping of water from aquifers and having a declining water table is known 
as a water stressed. Water stress in area of Punjab is primarily due to these reasons. 
Growing of paddy to reap economic benefits is one reason why we pump out so 
much water from our aquifers. Paddy requires 150 cm of water for irrigation. More 
than half of this water requirement is met by pumping of water from aquifers. This 
causes a drawdown in the aquifers. 

To add to the woes, it is sown in summer season and evaporation losses are to the 
tune of 4 mm/h. Another reason for water withdrawal is due to supply of 135 lcpd of 
water for domestic need. Increasing population and also movement of people from 
villages to urban areas also increase this demand for public supply. Another reason 
for water stress is increased runoff and reduced infiltration. Due to unplanned and 
haphazard growth of cities, the permeable area for infiltration in an urban watershed 
is just 10%. This reduces infiltration and increases runoff. This paper discusses how 
we can increase clogging time of infiltration systems by changing the characteristics 
of storm water. The paper helps in solving maintenance issues of harvesting system. 
Harvesting systems get clogged over a period of time. 

The paper is divided into four sections: Introduction, Material and method, Results 
and discussion, and finally, there is Conclusion. The clogging time of the harvester 
is checked by varying characteristics of storm water. 

2 Pollutants in Storm Water 

There are many different types of pollutants in storm water. These pollutants range 
from suspended solids, metals, oils and surfactants, nutrients, microorganisms to 
other chemical and biological impurities. Presence of these impurities in water causes 
turbidity and adversely affects aquatic life. Different pollutants have different effects 
on people who consume this water.
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2.1 Suspended Solids 

These are particles with diameter less than 2 µm. Due to their small size and low 
weight, they remain suspended in water causing turbidity. They cause turbidity in 
water. The allowable limit of turbidity for potable water supply is 1 NTU. These sedi-
ments are the biggest pollutants by weight in any water [2]. Hydrocarbons and nutri-
ents are attached to these sediments [3]. Removal of suspended impurities removes 
many nutrients as other impurities are attached to them. This suspended matter can 
be removed either by aggregate filter media or by primary treatment of sedimentation 
and coagulation. 

2.2 Nutrients 

Nutrients in water are added as water from fields. They are present in water as potas-
sium, nitrogen, and phosphorous. These are present in fields either due to application 
of chemical fertilizers or are present due to decomposition of organic matter. Their 
presence in water encourages growth of algae duckweed or phytoplankton. They 
consume the dissolved oxygen in water and adversely impact aquatic life [7]. This 
phenomenon is known as eutrophication. They are responsible for biological clogging 
and can retard the infiltration rates of aggregate filter media. 

2.3 Metals 

Metals are added to storm water as effluents from industries and also as sweeps from 
various workshops. Presence of heavy metals in water adversely affect the quality 
of water [1]. Cancer which is the leading cause of death is caused due to presence 
of heavy metals in water. Water can be polluted by addition of copper, cadmium, 
zinc, nickel, iron, lead, and manganese. Presence of zinc is although not harmful 
for human consumption but is harmful for aquatic life. Microorganisms in soil are 
sensitive to cadmium. Birth defects in animals and various other harmful effects on 
aquatic life are there due to chromium [11]. 

2.4 Oils and Surfactants 

They are added to road surfaces due to leakages in various hydraulic systems of 
vehicles. They may be added to storm water due to spills on petrol stations. Their 
presence can reduce dissolved oxygen and can be detrimental to existence of aquatic
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life. High levels of hydrocarbons and oils are toxic to fish, invertebrates, and macro-
phytes, which result in lessening in photosynthesis which affects growth of algae 
and phytoplanktons. 

2.5 Organic Matter 

Organic matter is mainly present in top soil and is added to as soil erosion. Top soil 
contains organic matter. Excess of organic matter can induce algae growth and can 
reduce dissolved oxygen in water. This can affect aquatic life and can be detrimental 
to the growth of lentic and lotic ecosystem [5]. 

2.6 Microorganisms 

They are added to water as sewerage water is mixed to storm drains. They are also 
added from human excreta and also from bird feces. Most of the waterborne diseases 
like cholera and E.coli are due to presence of microorganisms in water. They can 
cause a variety of other diseases also [8]. Pathogens in storm water cause a serious 
health issue to those who consume contaminated water. 

Several studies by researchers have found that characteristics of storm water are 
area specific and depend largely on type of surface and type of water shed and also 
on urbanization of area. 

Further research on pollutant iterates those sediments which are the largest contrib-
utors of pollutants by weight. Most of the other pollutants are attached to sediments 
and removal of sediments can remove most of the pollutants [6]. These sediments 
can be removed by simple primary treatment of sedimentation and coagulation. 

3 Urban Storm Water Management 

Urban storm water is considered as an overlooked resource. Most of the times, it 
is added to receiving waters. New modern concept of urban storm water manage-
ment emphasizes importance of zero discharge or completely harvesting the water 
to aquifers. 

Whereas water from storm water is harvested to aquifers, sewerage water is recy-
cled for irrigation or for flushing after treating from treatment plants. Urban storm 
water treatment is based on structural measures and non-structural measures.



Application of Wind Power in Backwashing Filter Media 395

3.1 Non-structural Measures 

3.1.1 Wetlands 

They are used in storm water management either as standalone facilities or in combi-
nation with other WSUD systems, such as storm water detention ponds. These are 
relatively shallow vegetated waterbody treatment systems that are designed to detain 
water for treatment on a periodic or permanent basis. They are designed to trap sedi-
ment, nutrients, bacteria, and toxins and also promote oxygen recovery [12]. Water 
treatment is performed as a combination of sedimentation, filtration, and biological 
nutrient uptake. 

They can provide recreation facilities and provide aesthetic appearance to area. 
Vegetation can help in lowering the velocities and also in desilting the water. They are 
amenable for areas with low density of population. They can help prevent flooding 
and erosion, and also, they do not require any infrastructure. They have low infiltration 
rates but large are siphon off the effects of low rates. 

3.1.2 Ponds 

They are a type of artificial lakes which mainly treat water by sedimentation and 
desilting. The depth of lake is generally more than 1.5 m. Water is detained in these 
ponds before being discharged to receiving bodies. The main principle behind the 
treatment is detention and treatment by sedimentation. The treatment train provided 
by lakes includes sedimentation, biological uptake, and exposure to ultraviolet disin-
fection. Lakes’ design and maintenance are important to avoid the risk of algal blooms 
and pre-treatment is a requirement to avoid this risk [4]. 

3.1.3 Pollutant Traps 

They use screens, stalling flow, settlement, skimming tanks, and flow separation as 
a measure for treatment. However, they cannot remove dissolved solids and very 
fine impurities. They can also remove free-floating oils before the water is finally 
discharged to receiving bodies. 

3.2 Structural Measures 

They consist of infiltration system with desilt chamber. They are suitable for 
areas with stressed infrastructure. They are also very cheap to build and solve 
multiple issues ranging from flooding, runoff control, soil erosion, and distresses 
on pavements. A simple system is shown in Fig. 1.
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Fig. 1 Infiltration trench 

But, clogging of these system is a limitation. Most of these systems tend to clog in 
one season. The clogging time can increase if water from detention pond is brought to 
these systems. Detention ponds and desilt chambers have a similar type of function. 

4 Working of Harvester 

Water comes first to desilt chamber where the velocity is retarded. The desilt chamber 
removes TSS from the water by simple process of sedimentation. Desilt chamber can 
be cylindrical or cuboidal in shape. Generally, cuboidal shapes are preferred as it is 
amenable to space restrictions that the water goes to harvesting unit. Harvesting unit 
is a pit circular in shape and depth is up to first sand strata encountered but minimum 
of ten feet. It is plastered with cement mortar on sides after brick lining with masonry. 
Bottom of the pit is Kutcha. It is backfilled with aggregate of size 2 mm at the top 
and then gradually increasing size to 10 mm at the bottom confirming to Terzaghi 
criterion of filter media requirements. Thickness of 2 mm aggregate should be 50 cm. 
Aggregate of size 10 mm and thickness of 50 cm forms drainage layer which is at 
the bottom. There is a reverse well point at the bottom which takes the water from 
drainage layer to second sand strata, as the water from drainage layer finds its way to 
second sand strata. Suction pressure is generated inside the well point. This pressure 
has a tendency to negate the effects of clogging and pull the water in harvesting unit
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downward. This type of infiltration system is economical and costs few thousand 
rupees compared to others which cost much more difficult to understand and less 
affective in harvesting water. Simply replacing the top 50 cm of clogged filter media 
makes this system operational again restoring back the infiltration rates. 

5 Material and Method 

Experiments were conducted in field to find the relationship between area of desilt 
chamber and clogging time. Experiment was compressed in time by performing the 
experiment with semi-synthetic storm water of known TSS. Artificial storm water 
was created with harvested sediments. Storm water has a concentration of 2–300 (mg/ 
l) depending on storm event. Synthetic storm water was created with TSS of 150 mg/ 
liter which is a mean value of TSS in storm water. Clogging time was further noted 
at a time when the infiltration rate was reduced to half of the infiltration rate at the 
beginning of the experiment. This was also done to further compress the experiments 
in time. Normally, clogging is assumed to have occurred when the infiltration rate 
is reduced to 5% of infiltration rate at the beginning of experiment. Vibrator was 
installed inside storm water tank to prevent the sediments from settling. Area of the 
chamber was kept as 2, 4, and 6 m2. Experiment was done thrice for each different 
areas for desilt chamber. Mean value of the results was taken and graph was plotted. 
There was very less coefficient of variation in the results as the experiment was done 
with semi-synthetic storm water. Graph was plotted with clogging time on ordinate 
and area of desilt chamber on abscissa. The graph showed a linear relationship and 
positive correlation. From the experiments, it can be concluded that flow velocities 
in desilt chamber reduce in proportion to the increase in area of the chamber. Further, 
the sedimentation in desilt chamber depends on detention time which depends on 
flow velocities. As such clogging issues in any infiltration system can be addressed 
by passing the storm water through a pond or through a desilt chamber. 

6 Results and Discussions 

With other parameters remaining the same, it was observed that there was a direct 
correlation between clogging time and the area of the chamber. It clearly shows that 
the amount of sedimentation increased in proportion to the reduction in velocity. 
Further, the reduction in velocity is a factor of the area (Fig. 2).
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Fig. 2 Graph showing variation of clogging time with area of desilt chamber 

6.1 Clogging Time and Area of Desilt Chamber 

Clogging issues in any harvester can be addressed by passing the storm water through 
a detention pond or by proper sedimentation of the storm water. There is an inverse 
and linear relationship between flow velocities and sedimentation. As the velocity 
retards, very fine particles also start settling down. 

There were many interesting observations. One of the interesting observations 
was that clogging time is increased to 4 times by joining two harvesters at the top. 
Further, this design is amenable to space constraints and very economical. These 
harvesters can be made with less than Rs 1 lac compared to 3 lacs for other designs. 
They are more practical and easy to understand and operate. A simple replacing the 
top 50 cm of filter media can make these harvesters operational again and restores 
the infiltration rate. 

The clogging time increases if the area of the desilt chamber is increased. Clogging 
time of filter media is also a variable of void ratio and porosity of filter media. 

6.2 Clogging Time versus TSS 

Further clogging time of any harvester has inverse correlation with TSS in storm 
water. As the TSS in storm water increases, the clogging time has inverse square 
relationship. The TSS in storm water can be up to 300 mg/l. Semi-synthetic storm 
water was used to find out the correlation between clogging time and TSS (Fig. 3).
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Fig. 3 Clogging time versus TSS (inverse square relationship) 

Further angularity and shape have no effect on the filter media performance. 
Filtration system can be divided into three layers. The top-most layer consists of fine 
media of particles in the range of 2–2.5 mm. This size media is suitable from the 
point of view of hydraulic conductivity as well as treatment performance. If we use 
smaller size, the permeability is reduced and the infiltration trench may get clogged 
quickly. Bigger size will have an impact on treatment performance of the media. This 
size is a tradeoff between permeability and treatment efficiency. The second layer in 
filtration system is a transition layer which has particles of gradually increasing size 
with 2 mm particles at the interface of filter media and 9 mm size at the interface of 
drainage layer. 

Further drainage layer has particles of the size of 10 mm with a reverse well point 
collecting water from drainage layer. Thickness of each filter media should be from 
50 to 100 cm. Transition layer can have a thickness of 25–50 cm. Similarly, drainage 
layer can have a thickness of 50–100 cm (Fig. 4).

There is a reverse well point in the drainage layer. Reverse well point is a perforated 
pipe with a geotextile wrapped on it. Whereas the infiltration occurs in the harvester, 
reverse well point takes the water from harvester to second sand layer. In spite of all 
these, if there is a water in the first harvesting unit above the filtration system, it flows 
to the second harvesting unit. Second harvesting unit works in a similar fashion as 
the first unit except for the fact that water to the second unit has less turbidity and 
TSS. So, the water is being harvested to first and second sand layers in both the 
units. Even if the first unit gets clogged, there is a generation of suction pressure in 
the drainage layer of first unit which pulls the water standing in the first unit. Twin
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Fig. 4 Filtration system

harvester has a clogging time of four or five seasons compared with clogging time 
of one season for single unit. 

After the unit is clogged, we can replace the top 50 cm of sand in the filter media, 
and from literature review studies, it has been found that the clogged materials remain 
in the top 50 cm of filter media. 

7 Conclusions 

Storm water harvesting can help solve the problem of declining water table, flooding, 
soil erosion, and also on distresses on roads. Further, our storm water drains cannot 
be designed to carry peak flows without harvesting the water to aquifers. Structural 
measures for harvesting are more suitable for countries with stressed infrastructure. 

There is a limitation of these measures in terms of clogging. We need to do 
sedimentation of water before passing it through aggregate filter media. We can 
change the storm water characteristic by passing it through desilt chamber. 

As the velocity in a desilt chamber is retarded, there is settlement of sediments 
and clogging time is enhanced in proportion of size of desilt chamber. 
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Mohamad Yahya Fekri Aladin, Ajune Wanis Ismail, 
and Fazliaty Edora Fadzli 

Abstract Mixed Reality (MR) technologies offer the potential to revolutionize the 
manufacturing process of the automotive industry by providing intelligent inter-
faces that enable more efficient approaches to design. However, to fully leverage the 
benefits of MR, natural and intuitive interactions such as gesture and speech must be 
explored. While natural user interactions can improve efficiency, inappropriate design 
can lead to longer task completion times. In order to address this challenge, robust 
real hand gestures have been explored to accelerate the design process and produce 
more efficient results when combined with speech. In this chapter, test application 
is introduced and its implementation is discussed to showcase how MR systems that 
utilize natural interaction can improve the design process in the automotive industry. 
The results of the experiment indicate that the combination of gesture and speech 
significantly impacts the user experience with MR, highlighting the potential of such 
systems for design in automotive industry. 
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1 Introduction 

Transitioning to renewable energy sources is essential for reducing carbon emis-
sions and combating the global climate crisis. However, the process of designing and 
implementing renewable energy systems can be complex and challenging. Fortu-
nately, Mixed Reality (MR) technology is emerging as a valuable tool for accel-
erating the design and development of renewable energy solutions. Designing new 
vehicles and components in the automotive industry can be a time-consuming and 
costly operation, but with the emergence of MR technology, designers and engi-
neers now have a promising new tool at their disposal that can accelerate the design 
process and improve the quality of the final product by enabling them to visualize and 
interact with virtual 3D models of their designs in real-world environments, making 
the design process more immersive and intuitive. 

Nowadays, there is a large knowledge to explore based on numerous extended 
reality (XR) topics. When working with interaction, the XR technologies have 
focused on natural ways, especially using gesture and speech to accelerate inter-
action [1]. XR technologies consist of MR. The field of MR is commonly divided 
into two technologies: Augmented Reality (AR) and Virtual Reality (VR), which 
involve the creation of computer-generated images. In recent times, MR has proven 
to be a valuable tool for improving the interface and understanding of complex data 
systems [2]. When comparing XR with MR, it can be observed that AR and VR are 
subsets of MR. However, XR is considered an umbrella term that encompasses these 
three environments. AR technology allows for the overlay of digital content onto 
the real world without the need for an in-depth understanding of physical surround-
ings [3]. XR technologies can produce the intelligent interfaces and aim for a more 
efficient approach that could benefit the manufacturing process of the automotive 
industry. In the automotive industry, XR technologies such as AR and MR, able to 
produce the initial pilots and prototypes, have been used across industries. However, 
very less exploring on what MR can do for manufacturing. Figure 1 shows examples 
of AR/VR/MR in the automotive industry [4]. In MR, customers can feel presence, 
and they experience the way how to be a part of the design process. The standard 
time for most companies to design a vehicle from scratch to its commercialization is 
around 2–3 years. Now, MR along with the headset device has gained great traction 
in the automobile industry. Google Tilt Brush, Gravity Sketch, and Vector Suite are 
a few software available across various VR devices such as Oculus, HTC Hive, and 
Windows Mixed Reality [5], whether it is for automakers to visualize the complex 
design or for training new technicians or for supporting the service professionals and 
creating a more detailed model, or for better customer experiences.

Sketching in 3D with VR enables better visualization [6], and the ability to sketch 
symmetry in 3D, real-time manipulation, the ability to transfer the lines sketched for 
3D modeling, and quicker ideation not only reduce the time required for generating 
concepts but also decrease the overall time required in designing the vehicle. 

Fekri and Wanis [7] have reviewed the previous works in multimodal that use 
gestures and speech. Advanced interaction multimodal has been explored in the MR
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Fig. 1 Examples of AR/VR/MR in the automotive

system by [8]. Table 1 shows the related research [9–19] in the automotive industry 
that utilizes MR technologies, including using HoloLens, since HoloLens is the MR 
device that can create AR/MR interface. Research has demonstrated that MR has 
the potential to enhance the effectiveness of various activities, such as assembly 
and inspection, leading to improved efficiency. Hoover [10] evaluated the use of 
Microsoft HoloLens in a manufacturing-guided assembly task and found that MR 
technology can enhance the assembly process by providing visual guidance. A MR 
assistant system for post-final car assembly inspection was suggested by [11], which 
can assist inspectors in identifying potential defects and reducing the time required 
for inspection.

Schwarz et al. [12] examined the utilization of immersive VR training environ-
ments for automotive assembly and indicated that compared to traditional training 
methods, these environments can substantially enhance learning outcomes. Dalle 
Mura and Dini [15] introduced an AR-based to assist with panel alignment during 
car body assembly. Fernández-Caramés and Fraga-Lamas [19] discussed the poten-
tial of AR and MR for shipbuilding, highlighting the benefits of MR technology 
in shipbuilding processes. Overall, these studies suggest that MR technology has 
significant potential to enhance various processes in the automotive industry, from 
manufacturing and assembly to inspection and maintenance.



406 M. Y. F. Aladin et al.

Table 1 List of related works in the automotive field in Industry 4.0 

Year Title Citation 

2017 Microsoft HoloLens for interacting with automotive vehicle objects [9] 

2018 Microsoft HoloLens for a manufacturing-guided assembly task [10] 

2019 MR assistance system for the inspection after final car assembly [11] 

2020 Learning success in immersive Virtual Reality training environments [12] 

2021 ViXAssist and HoloLens 2 for automotive service and maintenance [13] 

2021 Virtual Reality in the automotive field in Industry 4.0. materials [14] 

2022 AR supporting panel alignment in car body assembly [15] 

2022 Review paper for instruction in manual assembly, training and repair [16] 

2022 XR-OOM: Mixed Reality [17] 

2022 CFD in Industry 4.0: a manufacturing design paradigm [18] 

2023 Augmented and Mixed Realities for shipbuilding [19]

The development of AR and MR applications is primarily driven by the goal of 
constructing environments enriched with information. The potential for advanced 
interaction methods in these environments is also driving the development of these 
technologies. This chapter focuses on: 

• Exploring the use of gesture and speech recognition to accelerate the design 
process in the automotive industry. 

• The advancement of gesture and speech interaction implementation with aim to 
showcase the impact and improvement of MR technology on car designing. 

• Examines the use of free-hand gestures in MR combined with speech recognition 
as a means to accelerate user interaction and create a more intuitive and natural 
design process. 

• Contributes to the expanding body of research focused on the utilization of MR 
technology for designing and developing products in automotive industries. 

This chapter presents a study on the use of MR technology for designing in the 
automotive industry. The paper is organized into four main sections: the introduc-
tion, the proposed system, the test application, and the conclusion. The introduction 
provides an overview of the use of MR technology for automotive design and high-
lights the need for more efficient interaction methods. The proposed system section 
discusses the use of gesture and speech recognition to improve the design process 
and reduce task completion time. It also outlines the technical specifications of the 
system and its implementation. The test application section presents a case study 
of the proposed system applied to car assembly, demonstrating its effectiveness in 
improving the design process. Finally, the conclusion summarizes the main find-
ings of the study and discusses the potential for MR technology to transform the 
automotive industry.
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2 Proposed System 

In this section, we explain the design and construction of the MR system that has 
been proposed. We delve into the interaction aspects between MR and 3D objects, 
including gestures and speech with 3D objects. Furthermore, we present the workflow 
and detail the experiments conducted as part of this research. 

2.1 Natural Hand Gesture Recognition in MR Space 

By attaching the Leap Motion device to the Oculus Rift in its current head position, it 
becomes convenient for the device to accurately track the movement of both hands. 
The 3D hands have been mapped to human real hand to see the real-time gesture 
recognition. The both hands have been tracked and captured as demonstrated in 
Fig. 2. 

Figure 2 shows virtual hand aligned correctly to user’s real hands. Figure 2a shows  
the real environment with the user wears the HMD, the both hands have tracked by 
the device. His palm up gesture has been detected (as shown in Fig. 2b). With the 
palm up and palm down (as in Fig. 2c), using gestures user can modify the objects in 
the MR world. As illustrated in Fig. 3a, the user performs a tap gesture to collide with 
the 3D object while Fig. 3b illustrate the user is performing grasp gesture to grab 
the object. The interaction features in the prototypes include the following gestures: 
palm up, palm down, touch, pinch, grasp and hover. However, this research does not 
apply all gesture inputs, but only the listed inputs.

Besides the pinch gesture, the grasping gesture is implemented with the same 
algorithm as in Fig. 3b to allow the user to manipulate the 3D object. If more than 
two fingers collide with the 3D object, the grasping gesture is triggered. With grasp 
(as in Fig. 3b) or pinch (as in Fig. 4a), he can hold the object with his right hand. 
A 6DOF 3D object manipulation is accomplished because the user can translate and 
rotate the object in 6DOF, and user can release it by disengaging the grasp or pinch 
gesture (as in Fig. 4b).

(a)  User  in real  world (b) Palm  up in  MR  space (c)  Palm down  in  MR space  

Fig. 2 Palm up and palm down gesture inputs 
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(a) User in MR space with tap and swap Gesture 

(b) User in MR space with grasp gesture to perform grabbing 

Fig. 3 Tap and grasp gesture inputs

Pinch algorithm was executed when the interface successfully detected that the 
hands’ fingertips are less than a specified threshold distance between thumb and 
index fingertip positions. The pinch is used to trigger a grab function. After pinch 
gesture method has found the collided object, the gesture is performed to grab an 
object by obtaining the difference of time when a pinching is activated, and grab is 
detected. The detection of a pinch gesture involves measuring the distance between 
the fingertips of the thumb and the index finger. To perform pinch gesture, the thumb 
finger collider and index finger collider must collide with the 3D object. If collide, 
the pinch gesture is performed, and a force vector is applied to the 3D object. It was 
to release the 3D object when the pinch gesture is no longer collide with the 3D 
object collider. 

This research has practically applied a depth camera (DC), a depth-sensing tech-
nology, in order to acquire the depth data. The device is a passive stereovision-based 
camera that uses two lenses to capture the real-world environment. Through running 
a specific sensor-based tracking algorithm, it is possible to do spatial mapping, also 
called 3D reconstruction. To operate the motion data that have been acquired by Leap
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(a)  Pinch Gesture to grab 

 (b)  Pinch Gesture to release 

Fig. 4 Pinch gesture inputs to grab and release object

Motion, a proper gesture recognition process has been applied. Next, the gesture 
recognition process is presented in Fig. 5, and an HMD (head-mounted display) 
is attached with a depth camera device, ZED Mini. ZED Mini uses to capture the 
real environment for the depth mapping, while the Leap Motion uses to capture the 
skeleton of user’s hands. 

The recognition of gestures occurs during pose detection when the Leap Motion 
device sends a signal to initiate skeleton calibration, enabling the tracking of free-
hand gestures. This skeleton-based tracking differs from vision-based tracking, as 
illustrated in Fig. 6.

Fig. 5 Gesture recognition 
device setup 
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Fig. 6 Skeleton-based tracking process 

2.2 Gesture with Speech Input Interaction 

The system is designed to implement grasp and pinch gesture, so the user can naturally 
hold the 3D object. Another gesture being checked is hover, indicating the user intent 
to perform uniform object manipulation. The gesture input is found; the system 
will continue performing the looping to acquire the gesture data. After the gesture 
has found, then the system will allow the speech input to be invoked. Figure 7 
illustrates the representation for gesture–speech to be executed using gesture and 
speech. The captured modalities inputs are determined between gesture and speech. 
Grammar list or dictionary where the speech inputs were stored, such as “change to 
red”, “select all”, and “copy” were used to check for the correct command. While 
the gesture was deactivated, the system was able to run speech-only during speech 
recognition process. While the speech was deactivated, the system was able to execute 
gesture-only.

Speech input has a maximum of three words, for example, “change to blue” 
and “change to yellow”. The implementation of speech inputs using standard.NET 
framework with C# language. The speech recognizer is initialized, and the grammar
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Fig. 7 Gesture with speech input interaction

has been defined in an instance of the grammar lists. The commands updated asyn-
chronously. Grammar list or dictionary where the speech inputs were stored, such 
as “change to red”, “select all”, and “copy”. While the gesture was deactivated, the 
system was able to run speech-only during speech recognition process. While the 
speech was deactivated, the system was able to execute gesture-only. 

3 Test Application 

For the prototype, a model of a car is used and the car is made up of several car 
parts to test for automotive. To make the UI for this prototype, Adobe Photoshop is 
used, and in order to create or edit 3D objects, Autodesk Maya 2012 is used. The 
development process runs in the desktop machine, with an OS of Windows 10, ROG 
STRIX GeForce RTX 2016 graphics card, 16 GB of random access memory (RAM), 
and a 2.50 GHz Intel Core i7-8700 CPU. Oculus Rift acts as a display device. 

For the test application, the user is given the freedom to use any defined gesture 
inputs that they seem suitable to be used for a particular task such as grasping to 
grab the 3D object. The user is also given a set of speech to be spoken, which 
is “increase size by one” and “change this” for scaling and changes the car part. 
Speech command “change this” allows user to change the selected 3D object to the 
new 3D object, while for “increase size by one”, it increases the scaling value by 
one. Both of these speech commands are triggered multimodal interaction since the
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(a)  User in MR space      (b) virtual car display on real world       (c) Virtual car on the real hand 

(d)  Object selection         (e) Object translation          (f) Object release 

Fig. 8 MR automotive assembly car 

commands both come after the gesture command, right after the user grabs the 3D 
object. The threshold for the depth estimation and the resolution for the depth data 
are also determined in this pilot test. In this prototype, 3D car parts are utilized as 
visual aids, allowing users to manipulate and assemble the parts into their appropriate 
positions. Figure 8a illustrates the car parts that need assembly, and Fig. 8b and c 
illustrate the finish looks of when all the car parts are assembled correctly. 

To manipulate 3D object, it can be done without speech by using gesture-only. The 
user is able to grasp or pinch to perform object selection. The selection, translation, 
and rotation have been designed in this test application. Rotation and changing the 
3D object are done with MMI. Figure 8 illustrates the gesture being used to perform 
translation. Grasp gesture uses to select the object (as in Fig. 8d), while the grasp 
gesture is still active, the user dragging the 3D object to move or translate the object 
for 3D object manipulation (as in Fig. 8e). Figure 8f shows that the user releases 
the selected 3D object by opening their hands. For rotation, the user performs 3D 
object rotation, but translation and rotation concurrently as the gesture used support 
six degrees of freedom (DOF) movement [20]. 

Figure 9a shows that the user holds the car and speaks the command “change 
this”. The car part: A roof has been removed (as in Fig. 9b). It can be seen that the 
user scales up the object tires (as in Fig. 9c) by saying “increase size by one”. In 
Fig. 9d, the tires have been scaled up to one scalar factor. As demonstrated in Fig. 9e, 
the speech panel displays the command log, and the panel is triggered to show the 
speech commands list. Panel is popping out to show that the speech recognition is 
successfully executed.
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(a) “Change this” command is given (b) The parts of the car is being changed (roof) 

(c) “Increase size by one” command is given (d) 3D object is scaled by one 

(e) Speech command 

Fig. 9 Gesture–speech interaction 

4 Conclusion 

The contribution of this chapter is the exploration of a more intuitive way to interact 
with Mixed Reality (MR) content using speech and gesture. The use of gesture and 
speech in MR applications has the potential to greatly enhance the user’s experi-
ence and accelerate the automotive design process. To accomplish this, the proposed
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system and test application integrate natural user interactions by combining gesture 
recognition through Leap Motion and speech commands. We have examined various 
forms of gesture inputs, and alongside that, we have identified suitable commands 
for speech recognition to complement the gesture interaction. 

The effectiveness of the proposed method has been demonstrated in enabling 
real-time gesture interaction for 6DOF object manipulations, augmented by speech 
commands. The findings of the study demonstrate that the combination of speech 
and gesture in the MR test application significantly influences the user experience. 
Additionally, this chapter provides a future work that involves removing the need 
for a headset and instead utilizing hologram technology to provide an even more 
immersive experience. Overall, this research emphasizes the significance of intuitive 
interaction in MR and showcases the potential of integrating gesture and speech for 
achieving it. Furthermore, it contributes to the expanding body of research focused on 
enhancing the efficiency and intuitiveness of MR applications in diverse industries, 
including the automotive industry. 
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Design and Implementation of Solar 
Charging Electric Vehicle 

Rahil Imtiyaz, Aman Kumar, Gitanjali Mehta , and Ruqaiya Khanam 

Abstract The accessibility of non-renewable energy sources will diminish to incre-
ment popularity and will be depleted in the near future. Along these lines, it is 
important to track down the substitute fuel to work the vehicles. As a sustainable 
power source, solar energy is utilized to make solar charging electric vehicle (SCEV) 
that is our venture. This kind of vehicle would be fit to supplant conventional igni-
tion engines for ordinary vehicle exercises. The utilization of solar-based energy 
to control the vehicle takes into account greater appropriateness and a method for 
utilizing environmentally friendly power energy. Standardization of the vehicle this 
kind would drastically decrease the harmful emissions delivered by the vehicles 
and diminish the oil demand. The authors have proposed a photovoltaic (PV) inte-
grated electric vehicle (EV) instead of conventional EV with separate PV/grid/hybrid 
charging station. As starters, the goal is to execute our thought on an essential model 
and later with the assistance of this model, by building constant solar charging electric 
vehicle we may broaden our future. 

Keywords Solar charging electric vehicle · Photovoltaics · Renewable energy 

1 Introduction 

In the current circumstance, due to the increase in population, usage of assets like 
petrol, coal and diesel are continuously increasing. The availability of these non-
environmentally friendly power source will decrease accordingly, and it will be 
exhausted in sometime leading to a future with fuel and mineral deficit. In this way, 
present patterns in energy utilization, particularly oil, cannot be supported any longer
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[1–3]. Additionally, the use of conventional energy sources is the major cause behind 
environmental imbalance, ozone layer consumption and global warming which thus 
is a major danger to the future human race. Once more, considering the chance of a 
worldwide temperature alteration, these assets are assuming a negative part. Along 
these lines, under the present situation, it is very important to make another investi-
gation of the common asset of energy. It is viable, more affordable or more all, it is 
an unending wellspring of energy. With well-enhanced energy productivity, a shift 
to an energy-based wealth capable of supporting predicted global economic growth 
is possible [4, 5]. 

Power can be produced utilizing environmentally friendly power sources, for 
example, solar, wind and biomass. Sun-based energy is the cleanest and most 
abundant ecologically friendly power source available. Sunlight-based solar panels 
convert the sunlight rays into usable solar energy. The process of turning light 
(photons) into electricity (voltage) is defined as the photovoltaic effect. Solar panels 
convert the majority of visible light and a small amount of brilliant infrared light 
into electricity. Solar charging innovations can harness this energy for a variety 
of purposes, including generating electricity, providing light or a pleasant indoor 
atmosphere, and warming water for domestic, commercial or industrial usage [6–8]. 

The authors propose to decrease the utilization of natural fuel-controlled vehicle 
and plan climate-amicable electric vehicle. Sunlight-oriented vehicle is principally 
controlled by direct sun rays. On the solar vehicle, photovoltaic (PV) cells are utilized 
to capture the PV rays and convert the solar-oriented energy form into electric energy 
form. Silicon and mixtures of indium, gallium and nitrogen are used to create this 
product. The semiconductors assimilate light and afterwards discharge it, creating a 
progression of electrons that produce power which charges 24 V battery associated 
with it, which runs the 375 W Brushless DC (BLDC) motor to send the ability to 
drive the vehicle. We are using high-strength iron square pipes for good mechanical 
strength. The configuration is made with the end goal that vehicle has appropriate 
weight to power proportion and is light in weight and strong, which is a must for any 
solar charging vehicle. 

Habib et al. [9] have discussed the present and future status of electric vehicle 
(EV) and charging system implementation. The EV batteries are charged during the 
day by PV charging stations in parking area. Khalid et al. [10] have reviewed EV  
charging infrastructures and the impact it has on power quality of grid. Savio et al. 
[11] have analysed the energy management strategy of hybrid microgrid structured 
EV charging station. Tazay and Miao [12] have proposed a hybrid converter for 
PV charging station. Ramadhani et al. [13] have reviewed the different PV-based 
charging techniques for EV. Abdelsalam et al. [14] have presented the modelling and 
simulation of PV-powered EV charging station. Tiano et al. [15] have evaluated the 
potential of PV panel installation on EV body. 

Most of the work proposes EV with PV charging stations. Our study designs 
and implements PV integrated EV system so as to improve the driving range and 
reduce battery storage size. The authors have designed and implemented PV-based 
EV system instead of conventional EV with PV charging stations. The advantages
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offered by the proposed solar charging EV system are reduced grid energy demand, 
increased EV driving range and reduced carbon emissions. 

The paper is organized as given. Section 2 discusses the modelling of solar 
charging electric vehicle. Section 3 focuses on the design calculation of the EV. 
Section 4 discusses the design vehicle specifications and a comparison with the 
conventional vehicles. Section 5 gives the conclusion along with future scope of 
work. 

2 Proposed Work 

The block diagram of solar charging electric vehicle with a battery charge/discharge 
controller is shown in Fig. 1. The SCEV project was at first begun in the fall of 
2021. The required number of parts were bought, and associations were done with 
the creation shop close by for joint welding to the edges of the vehicle: 3 × 6 ft  
length 1.5'' square iron pipe body, 2-rods at the end, 1-steering for 2 front wheel, 
1-solar plate, 1 steering set, 1-brake build near to handle, 4 small wheels, 2 battery, 
1 reverse switch, 1 chain set, 375 W BLDC motor, controller, 7 × bearings and 1 
brake cable [16–18]. 

Fig. 1 Block diagram of solar charging electric vehicle
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Fig. 2 Equivalent circuit of 
a single PV cell  
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2.1 Solar Panel 

Solar cells are generally constructed of silicon that has been specially processed to 
shape an electric field. The back is heavily doped with boron, while the phosphorus-
doped negative side is exposed to the sun. At the point when photons from sun 
rays hit the solar cells, making electron-opening sets, electrons are extracted from 
the particles in the semiconductor material. Figure 2 shows the block diagram of 
a single PV cell. Assuming electrical conduits are connected to the +ve and −ve 
sides, an electrical circuit is shaped and the moving electrons make electric flow Ig 
(photocurrent). The more noteworthy the power of daylight, the more prominent is 
the progression of power [19–24]. 

When there is no daylight, the sunlight-based cell is certainly not a functioning 
gadget, and it fills in as a diode. In the event that it is associated with an outer 
stockpile, it creates a current, Id, called diode current. Figure contains a flow source, 
Ig, the diode and an arrangement opposition addressing the inner obstruction of a 
cell Rs. As a result, the difference between Ig and Id is the net current I expressed 
as: 

I = Ig − Id = Ig − I0 
( 
e 

β(V +Rs I ) 
α − 1 

) 
, (1) 

where α is the diode ideality factor, β is the inverse thermal voltage, k is Boltzmann’s 
gas constant, V is cell voltage and I0 is the diode reverse saturation current. 

2.2 Battery 

A battery is an electrical component that changes chemical energy into electrical 
energy and the other way around. Positive cathode and negative anode are the two 
terminals that it usually possesses. During a prospective shift (charging or releasing) 
the framework relies on the synthetic response of electrolyte (fluid or glue arrange-
ment). Particles will pass between the two terminals because of the electrolyte
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(cathode and anode) or the dynamic materials of the battery, enabling electricity 
to flow from the battery in order to complete necessary tasks. 

The battery’s applications are limitless. For all electrical devices that necessities 
high energy stockpiling limit or for any gadget that requirements low energy yield 
(versatile gadgets like cell, PC and so forth), battery is utilized for either to capacity 
energy or to go about as a force supply. Along with technological advancements that 
increase the capacity limit, size and lifetime of batteries, new battery applications 
are gradually emerging [17–20]. 

For the solar-based vehicle, we were utilizing battery for a backup to store energy 
which has ceaseless yield. To do that we need explicit determination of battery to play 
out our undertaking effectively which require clear comprehension of its boundaries 
just as its inclination of conduct. 

State of charge (SOC) is a statement of the current battery limit as a level of 
greatest limit. SOC is for the most part determined utilizing current incorporation to 
decide the adjustment of battery limit over the long run. It can likewise be clarified 
as: 

SOC = 
Available Capacity 

Nominal Capacity 
(2) 

Depth of discharge (DOD) defines the level of battery capacity that has been 
discharged with respect to the most extreme limit. Figure 3 shows the charging 
and discharging of the battery. The SOC represents an alternative form of DOD 
measurement, and hence, DOD is expressed as: 

DOD = 1 − SOC (3) 

Fig. 3 Battery charging and discharging (SOC vs. DOD)



422 R. Imtiyaz et al.

3 Design Calculation for Solar Charging Electric Vehicle 

The solar vehicle is manufactured at the cost of INR 30,000. The vehicle has a 
wheelbase of 1066 mm (42 in.). The vehicle uses four wheels, two wheels in front and 
two in rear. The body material uses seamless square iron pipe for better mechanical 
strength. The ground clearance from the driver seat is 101.4 mm (4 in.). The ground 
clearance is decided as per the vehicle structure. There is square iron pipe bumper in 
the front and the rear of the vehicle. Two jack point is provided near the rear wheel. 
The driver’s exit is so easy that he/she can exit from the vehicle within 5 s. Driver 
visibility is two hundred degrees (200°) field of vision and one hundred degrees (100°) 
to both sides of the driver. Steering system is well connected with the front two wheels. 
Proper braking system is attached with the rear wheels supporting by the disc. The 
BLDC motor is used with the power 375 W, and running voltage is limited to 24 V. 
Battery capacity is 24 V and 30 Ah all the time. Figure 4 shows the overview of the 
developed solar charging electric vehicle. Figure 5 displays the different parts of the 
SCEV. Figure 5a shows the braking system with the rear wheel, and Fig. 5b shows  the  
wheel side view. Figure 5c shows the battery charge/discharge controller, and Fig. 5d 
shows the solar panel. Figure 5e shows the battery pack and Fig. 5f the chain set. 
Table 1 shows the dimensions of the designed solar charging electric vehicle. Table 2 
gives the solar charging electric vehicle specifications. Table 3 shows the calculated 
values for angular velocity, frequency, peak torque, peak power, continuous torque, 
continuous power, continuous speed, air resistance and rolling resistance derived 
from Eqs. (4) to (12). 

Fig. 4 Overall view of solar charging electric vehicle
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(a) Braking system with the rear wheel (b) Wheel Side View 

(c) Battery Charge / Discharge Controller (d) Solar Panel 

(e) Battery Pack  (f) Chain set 

Fig. 5 View of different parts of solar charging electric vehicle
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Table 1 Dimensions of the 
designed solar charging 
electric vehicle 

Parameter Value (m) 

Length 1.828 

Width 0.914 

Height 1.219 

Ground clearance 0.101 

Wheelbase 1.066 

Table 2 Solar charging 
electric vehicle specifications 

Parameter Value 

Weight of the vehicle 80 kg 

Speed 20–25 km/h 

Diameter of wheel 0.4 m 

Weight of battery 20 kg 

Average speed 20 km/h 

Range 20 m 

Table 3 Calculation results 
Parameter Value 

Angular velocity 27.75 rad/s 

Frequency 265.12 RPM 

Peak torque 19.6 N-m 

Peak power 543.9 W 

Air resistance 32 W 

Rolling resistance 147.2 W 

Continuous power 179.2 W 

Continuous speed 104.66 RPM 

Continuous torque 16.34 N-m 

• Wheel angular velocity calculation 

Considering Linear Velocity = 20 km/h 
Speed = 20 × (5/18) m/s = 5.55 m/s 
Wheel Diameter = 0.4 m 

Angular Velocity = Linear Velocity ÷ Radius 
= 5.55/0.2 = 27.75 rad/s (4)
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Angular Speed = 2 × frequency × π 
Frequency = Angular Speed/2πRPS = Angular Speed × 60/(π × 2)RPM 

= 27.75 × 60/(3.14 × 2)RPM = 265.12 RPM (5) 

• Peak torque calculation 

Peak Torque Wheel = (Wt. of Vehicle + Wt. of Battery) 
× Acceleration due to gravity 
× Slope% × Radius of wheel 

= (80 + 20) × 9.8 × 0.2 × 0.1N-m  = 19.6N-m (6)  

Power Required = Angular Velocity × Torque 
= 27.75 × 19.6W  = 543.9W (7)  

• Air resistance calculation 

Air Resistance = (5/100,000) × Wt. of vehicle × (Average Speed)3 

= (5/100,000) × 80 × 203 = 32 W (8) 

• Rolling resistance calculation 

Rolling Resistance = 0.092 × average speed × Wt. of the vehicle 
= 0.092 × 20 × 80 = 147.2W (9)  

• Continuous power calculation 

Power Required (Continuous) = Rolling Resistance + Air Resistance 
= 147.2 + 32 = 179.2W (10)  

• Continuous speed calculation 

Continuous Speed = Average Speed × 60/(2 × Wheel Radius × π ) 
= 20 × (5/18) × 60/(2 × 0.2 × π ) = 104.66 RPM (11)
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Table 4 SWOT analysis 

Strength Weakness Opportunities Threats 

Light in weight and 
long-lasting chassis 

Not suitable for long 
drives 

Environment-friendly 
vehicle 

Bad weather condition 
and not getting proper 
sunlight rays 

Directly run-on solar 
power 

Performance varies 
with change in 
weather 

Directed towards a 
green and clean future 

Roads are not settled 
everywhere 

• Continuous torque calculation 

Torque Required = (Air Resistance + Rolling Resistance) 
× 60/(2 × Continuous Speed × π ) 

= (32 + 147.2) × 60/(2 × 104.66 × π ) = 16.34 N-m (12) 

4 Solar Charging Electric Vehicle Specifications 

It’s just a DC transformer with a chopper circuit that allows it to go up or down in 
voltage. We can increase the yield voltage by changing the semiconductor switch’s 
obligation pattern. To avoid a sudden shift in current, we may simply charge the 
battery through an inductor. We may connect the DC motor to the circuit in a similar 
manner. Table 4 presents the SWAT analysis for SCEV. Table 5 gives a comparison 
of solar charging electric vehicle with petrol vehicle and electric vehicle. Table 6 
provides a comparison of running cost for petrol vehicle, electric vehicle and solar 
electric vehicle.

5 Conclusions 

A four-wheeled minimal expense photovoltaic integrated electric vehicle is achiev-
able and practicable. Our SCEV, a solitary situated vehicle controlled by 375 W 
BLDC-centred motor can be a decent decision for the Asian market. A multivariate 
specialized gathering has improved the design and manufacturing of our SCEV, 
ensuring that it stays a safe, elite and cost-effective electric sun-based vehicle. Utiliza-
tion of square iron pipes for strong mechanical strength, utilization of ergonomi-
cally planned solar vehicle inside, moving on direct sunlight-based energy without
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Table 5 Comparison of solar charging electric vehicle with petrol vehicle and electric vehicle 

Petrol versus solar charging 
electric vehicle 

Solar charging electric 
vehicle versus electric 
vehicle 

Environment-friendliness 

Fixed number of 
non-renewable resources and 
will end in coming years 

Not possible to charging on 
shadow or any covered halt 

No pollution and CO2 emit 

Too costly For charging using power 
supply required rated power 
supply 

Better use of sun rays 

Not safe/dangerous On moving constant charging 
not possible due to uneven 
sunlight rays 

Will be helpful to reduce global 
warming 

Environment disaster If charging on EVs charging 
stations is time taking 

The vehicle is manufactured of 
eco-friendly material 

Very high running cost and 
maintenance are expensive 

Should not be best for 
long-distance travel 

Maintenance cost is less but 
once after battery dies 
replacement of battery is 
expensive 

It is environment-friendly but 
not be best for every place 

Table 6 Comparison of running cost 

Parameters Petrol vehicle Electric vehicle Solar vehicle 

Fuel Petrol Electricity Solar electricity 

Rate of fuel INR 98/L INR 28/Full charge Free 

Vehicle mileage 12–20 km/L 100–200 km/charge 50–200 km/charge 

Running cost per km INR 4–7 INR 0.2 Free 

Running cost per year 
(18,000 km) 

INR 72,000–126,000 INR 3600 Free 

Yearly saving – INR 68,400–122,400 INR 72,000–126,000

external source, utilization of a few electronic gadgets like solar board heat sensors, 
advanced cooling framework and so forth have reinforced the vehicle as a high-level 
SCEV ready for worldwide market. Thus, the authors have designed a photovoltaic 
integrated electric vehicle which has numerous advantages when compared with 
conventional EV with the requirement of separate charging station.
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Modelling and Analysis of a Permanent 
Magnet DC Motor Fed Electric Vehicle 
Drive System 

K. Subbaramaiah, Ravisankar Kampara, Majji Satish, 
Kantubhukta Dinesh, and Karthik Tamvada 

Abstract Modern transportation has evolved from internal combustion engine to 
electric drive system due to the reasons that rise in demand for fossil fuels, envi-
ronmental pollution and government stringent regulations. The electric vehicle tech-
nology requires an efficient system which makes it more suitable and reliable func-
tion. Thus, design and analysis of the electric vehicle drive system are a vital part 
to further enhance the e-vehicle technology. In this article, a combined permanent 
magnet DC motor and electricity generator system are proposed to drive the vehicle 
and produce the electrical energy for the vehicle utilities. Permanent magnet DC 
motor finds its advantage of simple construction and control, maintenance free and 
high-power density. Permanent magnet (PM) motor drives have been successfully 
developed to fulfil the special requirements for electric vehicles such as high-power 
density, high efficiency, high starting torque and high cruising speed. The compo-
nents selection criteria along with the system description are given in detail. A perma-
nent magnet DC motor (PMDC) fed electric vehicle drive system is modelled using 
the MATLAB/Simulink tool, and the simulated results of its static and dynamic 
performance have been analysed under various conditions. 

Keywords DC motor · Electric drive · Electric vehicle · Fossil fuels · Permanent 
magnet 

1 Introduction 

Global warming, pollution of environment and shortage of fossil fuels are the factors 
which create the distress in the modern society. The above-said factors are interre-
lated so as one factor which could affect the others [1–3]. When the high usages 
of fossil fuel results in CO2 emission, polluting the environment thus increases
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the global warming. Transportation and electricity generation are the two processes 
which consume more fossil fuels [4]. Nowadays, the electricity generation through 
the burning of fossil fuels has been drastically reduced through the alternative way of 
resources such as renewable energy sources-based and atomic power [5, 6]. However, 
the transportation still uses the fossil fuel since the vehicles use internal combustion 
engine (ICE). Nowadays, the major portion of fossil fuel consumed by the trans-
portation is changeover from internal combustion engine-based technology to elec-
tric vehicle technology. This technology transfer helps in the reduction of fossil 
fuel consumption and thereby drastically reduces the global warming and environ-
mental pollution. Also, threatening of shortage of fossil fuel also can be addressed 
in a smarter way. Apart from the countries of entire world committed towards the 
replacing the existing ICE-based vehicles to e-vehicles, the e-vehicle technology 
becomes more popular [7, 8]. 

Electric vehicle uses different components like battery, motor, controller and other 
utilities. The selection of these components is based on the requirements such as 
speed, carrying power, torque and charging time. Many different kinds of motors 
have been adopted for the e-vehicle. Direct current motor, induction motor, switched 
reluctance motor (SRM) and permanent magnet (PM) motor are the different varia-
tions in that [9]. Here a PMDC motor is selected suitable to drive system due to its 
simplicity and controlling counterpart [10]. 

The energy storage part is the vital one in e-vehicle drive system since it supplies 
the required power to the drive, i.e. motor. Batteries are commonly classified as non-
rechargeable batteries, i.e. primary batteries and rechargeable batteries, i.e. secondary 
batteries [11]. The non-rechargeable batteries kind of batteries are not suitable for e-
vehicle, and hence, the rechargeable batteries are being utilized. Nickel and cadmium 
(Ni–Cd) batteries, lead-acid (LA) batteries, nickel–metal hydride batteries (NiMH), 
lithium ion (Li-ion) and lithium ion polymer (LIPO) rechargeable batteries are the 
types of rechargeable batteries. Amongst which lithium ion polymer batteries are 
performing well and have high-power density; however, it is costlier than any other 
batteries [12]. Whereas the performance of lithium ion batteries is more than lead-
acid (LA) batteries, Ni–Cd, NiMH batteries and near to the lithium ion polymer 
batteries, and hence, it is widely adopted as the energy storage unit for the electric 
vehicle [12]. 

Novelty of the Work: 

• Permanent magnet (PM) motor drives have been successfully developed to fulfil 
the special requirements for electric vehicles such as high-power density, high 
efficiency, high starting torque and high cruising speed. 

• The permanent magnets are permanently magnetized. So the rotor runs 
synchronously to the switching AC current. The slippage necessary in induc-
tion motors is eliminated, which improves mechanical and heat efficiency of the 
motor in the vehicle. 

This article proposes the combined permanent magnet DC motor and electricity 
generator system along with the lithium ion energy storage unit. A permanent magnet
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DC motor fed electric vehicle drive system is modelled using the MATLAB/Simulink 
tool, and simulation results for the static and dynamic conditions have been reported. 

Further, the article is organized with different sections as, Sect. 2 describes the 
system components, Sect. 3 explains the modelling of a PMDC motor fed electric 
vehicle system, simulation results of a permanent magnet DC motor fed electric 
vehicle drive system is given in detail; Sects. 4 and 5 reveal the conclusion. 

2 Proposed Approach 

Figure 1 shows the functional block diagram of a PMDC motor fed electric vehicle 
system. The proposed electric vehicle drive system comprises of the components such 
as permanent magnet DC motor, alternator, wheel hub and battery. Permanent magnet 
motor has many types such as permanent magnet direct current motor, permanent 
magnet synchronous motor, permanent magnet brushless DC motor and permanent 
magnet hybrid excitation motor. Amongst which the permanent magnet direct current 
motor is a simple and efficient mechanism. Here, permanent magnet DC motor is 
coupled with both alternator and wheel hub. This motor translates power taken from 
battery into a mechanical output power which will drive the wheel. The energy 
generated from the alternator is given to the rectifier unit as input. This rectifier 
converts 3ϕ AC supply into DC output and gives to the battery to charge and other 
utilities like front lamp and charging port. 

The description of the different components used in the system is specified in 
Table 1.

The rectifier output voltage should be 48 V for the charging of battery so that 
peak voltage generated from the generator should be more than 48 V. Hence, the 
alternator rms output voltage set be 40 V so as the maximum value of the generated 
voltage is obtained as 56 V which is more than battery voltage. 20 Ah battery has 
been selected for the electric drive system. It takes the rated current of 2.5 A, and

Rectifier 

Battery 

Alternator 
PMDC 
Motor 

Wheel 
Drive 

DC bus 

Fig. 1 Functional block diagram of a permanent magnet DC motor fed electric vehicle drive system 
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Table 1 Specification of 
components S. No. Components name Specification 

1 PMDC motor 250 W 
48 V 
5.2 A 
400 RPM 

2 Alternator 3ϕ output 
40 V 

3 Battery Lithium ion 
48 V 
20 Ah 

4 Loads Lamps and other utilities

complete charging time will be 8 h. A PMDC motor offers the rated power of 250 W 
at 48 V, and the rated speed is 400 rpm. 

3 Modelling of a Permanent Magnet DC Motor Fed 
Electric Vehicle Drive System 

The PMDC motor fed electric vehicle drive system has been modelled through 
MATLAB/Simulink platform and the same is shown in Fig. 2. 

As shown in Fig. 2, torque and angular speed of PMDC motor are fed into the 
generator as inputs. A 3ϕ generator is incorporated with the control circuit of field 
current regulation to have a control on its output voltage. The battery is connected 
across the output of the rectifier unit. The appropriate measuring units are connected 
to measure the various parameters from the electric vehicle drive system. The closed-
loop control system is essential in e-vehicle to keep constant the DC bus voltage

Fig. 2 Modelling of a permanent magnet DC motor fed electric vehicle drive system 
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value. Thereby it doesn’t affect the illumination of level of the front light of the 
vehicle when other electrical loads are turned ON. The closed-loop controller has 
been designed and implemented in the electric vehicle drive system as shown in 
Fig. 2. The closed-loop control continuously monitors the DC bus voltage, takes 
as feedback, and checks with the minimum and maximum prefixed values of the 
voltage. Based on this, the field current of the three-phase synchronous generator 
is adjusted so as to maintain the DC bus voltage as constant. The constant value of 
this DC bus voltage is maintained even during different speeds of the drive and other 
vehicle’s electrical loading conditions. The modelling of PMDC motor is explained 
with the help of the following equations (Eqs. 1–5). 

The angular speed of a permanent magnet DC motor is expressed as, 

ωrad = n 2π 
60 

(1) 

The speed of the motor is directly proportional to the supply voltage as given in 
Eq. 2, 

ωm = Va − Ra Ia 
kaΦ 

rad/s, (2) 

where V a is the supply voltage, Ra is the armature resistance, Ia is the armature 
current, Φ is the permanent magnet flux. 

The relationship amongst the speed, torque and the conversion factor is given in 
below expression, 

Pmech = Mn 
2π 
60 

, (3) 

where n is the speed in rotation per minute and M is the torque in N m. 
Twice the reluctances are presented in the motor, one flows through the laminated 

iron part (Ri) and the another one is due to the flux which flows in the air between 
two laminations (RL). 

Ri = L 

μrμocW 
(4) 

RL = L 

μo(1 − c)W 
(5) 

where L and W are the length and width of the path and c is the fraction of the path 
filled with iron.
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4 Simulation Results of a Permanent Magnet DC Motor 
Fed Electric Vehicle Drive System 

The model developed in the software environment is simulated for various conditions 
and the same has been analysed in various aspects in this section. The different cases 
and its results are as follows: 

Case 1: In this case, the rated supply voltage is provided to the PMDC motor and 
the battery is charging with its rated capacity. 

From Fig. 3, it is understand that, since the rated supply voltage is provided to the 
PMDC motor it offers the constant speed of 450 rpm. The generator rectifier output 
voltage and current are 40 V and 1.76 A, respectively. The rectifier output voltage is 
maintained as 48 V, and the current is 2.5 A to charge the battery with rated capacity.

Case 2: Figure 4 shows the results corresponding to case 2. In this case, the two 
different supply voltages are provided to the PMDC motor, i.e. 48 V and 45 V, and 
the battery is charging with its rated capacity.

As shown in Fig. 4, the dynamic condition during the supply voltage change 
from 48 to 45 V and the corresponding speed varies from 420 to 380 rpm (refer 
Fig. 4b), respectively. Since the motor is directly coupled with the alternator, the 
alternator output voltage varies from 40 to 35 V. However, there is no change in 
rectifier output current, DC bus voltage (battery voltage) and charging current. The 
DC bus voltage never changes due to the closed-loop control system. If it changes, 
then it will get damage the electronic loads which are connected with the electric 
vehicle. The rectifier output current, battery voltage and charging current are 1.76 A, 
48 V and 2.5 A, respectively (refer Fig. 4d–f). 

Case 3: In this case, the rated supply voltage is given to the drive. However, the 
additional load is turned ON along with the charging of battery operation. 

From Fig. 5, it is understand that during sudden increase of load, the current taken 
by the DC bus is increased with step change. The output current from the generator 
changes from 1.76 to 2.12 A (refer Fig. 5c). Similarly, the DC current consumption 
increases from 2.5 to 3 A as shown in Fig. 5d. At all the three above cases even 
during speed and load variations, the DC bus voltage is maintained as 48 V and this 
will ensure the battery performance.

5 Conclusion 

A combined permanent magnet DC motor and electricity generator system are 
proposed in this article. A 250 W, 48 V, 400 rpm PMDC motor is selected, and 
this PMDC motor is used to drive the vehicle. The 3ϕ alternator produces the elec-
tricity that will be being utilized for battery charging and other vehicle utilities, and 
its rated output voltage is 40 V. A lithium ion battery has been selected with the 
rated voltage of 48 V with the rating of 20 Ah. A permanent magnet DC motor fed
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Fig. 3 Case 1: At fixed speed condition, a supply voltage, b speed of a motor, c alternator voltage, 
d alternator current, e battery voltage, f battery current
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Vrms = 40 V to 35 V 

Irms = 2.5 A to 2 A 

Fig. 4 Case 2: At two different speed conditions, a supply voltage, b speed of motor, c alternator 
voltage, d alternator current, e battery voltage, f battery current
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(b) 

(c) 

(a) 

Vrms = 1.76 A to 2.12 A 

Irms = 2.5 A to3 A 

Fig. 5 Case 3: During the addition of load with the battery charging, a alternator voltage, 
b alternator current, c battery voltage, d battery current

electric vehicle drive system is modelled using the MATLAB/Simulink tool, and the 
simulated results under three different conditions, i.e. rated supply voltage, changing 
supply voltage and sudden change in load, are presented. Further, the performance 
of the proposed system can be improved by incorporating various latest battery 
management techniques.
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An Overview of Electric and Hybrid 
Vehicle Technology 

V. S. Vishwanath Nagarajan, Vinay Kumar Jadoun , N. S. Jayalakshmi , 
and Anubhav Kumar Pandey 

Abstract The aim of the study is to promote deeper understandings in the Electric 
and Hybrid Vehicle Technology by reviewing the current literature. Various types 
of EVs along with their basic principle and functioning are discussed based on their 
unique technology. The Hybrid Electric Vehicles which are emerging as the alter-
native to ICE Vehicles are discussed with their types. The facets for different Driv-
etrains within the research sector are extensive. This article also outlines the vital 
knowledge on various architectures of Drivetrain for meeting the desired require-
ment in the application and highlights the expertise of Drivetrain. A quick glance 
of main components required for functioning of EV such as Electric motors, energy 
storage devices, power electronics, battery management system is also summed up. 
It also covers an important part of EV, which is Energy management systems, which 
manages the available energy optimally for efficient use. Further, the overview of 
powertrain topology is also included for better understandings on the functioning of 
various systems in Electric Vehicles. Unlike an ICE Vehicle, there are new systems 
in Electric Vehicles, which were discussed with their functionality in the perspective 
of EV application at the end of the study. 
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1 Introduction 

Since the world is moving into the next era and all sectors are booming with latest 
innovations, the invention of Electric Vehicle (EV) and Hybrid Electric Vehicles 
(HEVs) is causing revolution in the automobile sector [1–5]. The increased amount 
of pollution from fossil fuel vehicle causing global warming due to greenhouse effect 
and the long-term result of shortage of resources for fossil fuel has constrained us 
to take up the adoption of Electric Vehicle in market. The EVs are found to be 
a best alternative as they are less pollutant and efficient in operations [6–9]. This 
efficiency is achieved since there are very fewer moving parts and the replacement of 
mechanical parts with electrical/electronic parts which are equipped and controlled 
by a Controller/Program. The Drivetrain of an EV/HEV is an art of engineering since 
it does not involve any transmission box or a complex mechanism as present in an 
Internal Combustion Engine (ICE) vehicle. The HEVs are found similar to the ICE 
vehicle but are equipped with Electric motor and additional Energy management 
system. The Regenerative braking is an important part in the HEV and EV which 
assist the vehicle in battery charging by effectively using the lost energy during 
braking. The Battery Electric Vehicle, Plug-In Hybrid Electric Vehicles are the types 
of Electric Vehicles whose functionality and operations vary on each type [10–12]. 
The hybrids are basically of three types a Mild type, Micro type, and Full hybrid type 
whose efficiency varies on each type as they are designed with limited features only. 
The Energy management system is an essential part in an EV which plays a vital 
role of managing energy to have an efficient operation in the vehicle. The powertrain 
topology is the overall view of a Drivetrain of a vehicle with the systems and parts 
in inbuilt in it. The Planetary Gearset used in HEVs acts as a transmission path 
between engine and the differential. The Electronic Differential also called as E-Diff 
is a differential replacing the traditional mechanical differential which is controlled 
electronically [13–17]. The architecture of different Hybrid Vehicles is described in 
this review along with their salient feature. 

The contributions of this paper are as follows: 

• A review of Electric Vehicle, Hybrid Vehicles, Energy management systems, 
Powertrain Topology, different Hybrid Vehicle types based on Hybridization. 

• An overview of Plug-In HEVs, Battery Electric Vehicle, and Hybrid Electric 
Vehicle and a glance on component of Electric Vehicle. 

• An overview of Drivetrain architectures such as Parallel, Series, and Series– 
Parallel along with the basic understanding of Planetary. 

• Various new systems used in Electric Vehicles such as Gearset, Inverter, and 
Electronic Differential used in Hybrid Vehicles. 

Section 1 includes the Introduction of this study with the purpose the study and 
some basic information required for understanding this paper. Section 2 includes the 
proposed approach which describes the various areas covered in this section along 
with their subsection which includes their types. Section 3 describes the Discussion/ 
Descriptions part of the study in which all topics covered in this study are discussed
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briefly. Section 4 describes the powertrain topology of an Electric Vehicle for under-
standing their topology. Section 5 describes in detail about the various components 
of Electric Vehicle. The various architectures of Hybrid and Electric Vehicles are 
discussed in Sect 6. And few of the new systems used in Electric and Hybrid Vehicles 
are discussed in detail in Sect. 7. Sections 8, 9, and 10 are followed by Summary, 
Future Scope, and Conclusion, respectively. All references along with the details 
were included in the section eleven. 

2 Proposed Approach 

Figure 1 shows the flowchart representation of various topics and areas covered in 
this study. On the first part, Plug-In Hybrid Vehicles, Hybrid Vehicles, and Battery 
Electric Vehicles are the types of EVs covered while the Mild Hybrid, Micro Hybrid, 
and Full Hybrid are covered under HEVs. While the Components of EV’s part include 
an Electric motor, Energy management system, Energy storage devices, power elec-
tronics, battery management system. In-between, the powertrain topology of EVs is 
also discussed. On the other part, the study on the Drivetrain technology covers the 
various Drivetrain architectures popularly used in EVs and HEVs which are Parallel 
type, Series type and the Series–Parallel type, while on technology path, some impor-
tant systems of Electric Vehicles required for the better understanding on functioning 
of EV concepts such as Torque convertor, Planetary Gearset, E-Differential, and 
Invertor are also covered in this study.

3 Descriptions/Discussion 

3.1 Electric Vehicle (EV) 

In an EV, the main source of power for propulsion is given by Electric motor. The 
power required to drive the motor is primarily supplied by the battery source which is 
charged directly or through an alternative source based on their types. Even though the 
motor efficiency is found to be more than 80%, the limited storage capacity of battery 
restricts its range. Unlike an Internal Combustion Engine (ICE) vehicle, the EV can 
also produce high torque at very low speeds due to the presence of powerful Electric 
motors. The battery capacity, motor size, and Powertrain are the main factors which 
influence the performance and efficiency of the vehicle. The three main subsystems 
upon which the Electric Vehicle is built are as follows: 

(1) Electric Propulsion subsystem composing of Controller, Power Converter, 
Electric motor, differential. 

(2) Energy management subsystem composing of battery, Energy management 
system, charging system.
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Fig. 1 Flowchart representation of paper [14, 15]
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(3) Auxiliary subsystem composing of auxiliary power supply, power steering unit, 
temperature control unit. 

The Battery Electric Vehicle (BEV), Plug-In Hybrid Electric Vehicles (PHEVs), 
and Hybrid Electric Vehicles (HEVs) are the types of Electric Vehicle which are 
explained in continuation. 

3.1.1 Battery Electric Vehicle (BEV) 

In a BEV type, the battery is the only source of power for driving the Electric motor. 
The battery can be charged through charging station/Grid and can be supported by 
a Regenerative braking. The propulsion of wheels can be done only through power 
generated by Electric motors. 

3.1.2 Plug-in Hybrid Electric Vehicle (PHEV) 

A PHEV type is an advanced type of vehicles similar to Hybrid Vehicles on which the 
battery can be charged directly through Grid or Power Stations. All other operations 
are similar to that of a HEV. Usually, the PHEV gets a bigger sized battery than that 
of a HEV since they can be recharged through an external source. 

3.1.3 Hybrid Electric Vehicles (HEVs) 

In a HEV layout, the propulsion of wheels can be either through ICE or EM or 
through both. The source for battery charging is through Engine power and supported 
by Regenerative braking. The ICE power can be used either to drive the wheels 
directly nor to charge the battery alone based on the Drivetrain configurations. The 
main difference between an EV and HEV is that in a HEV, there are two or more 
sources of energy for propulsion say Internal Combustion Engine (ICE), Electric 
motor (EM), Fuel Cell (FC), while in an EV, there is only source of propulsion, 
i.e., Electric motor. Here, the wheels can be driven through ICE or EM or either by 
both sources at the same time. HEVs are better in efficiency and performance since 
they have two sources of power. The main challenge existing in the HEVs is the 
management of power since they can be switched between their available sources or 
can be driven by both sources at the same time. Generally, the HEVs are found to be 
costly. Based on hybridization level and functionality, there are three types of HEVs 
which are as follows.
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3.2 Hybrid Electric Vehicles 

3.2.1 Micro Hybrid 

These are the entry-level hybrid cars which employ motor of small power ranging 
from 3 to 5 kW. They do not interfere on any other operation and are just like an 
add-on in an ICE vehicle. Their main work is to save energy by switching on and 
off the engine based on the vehicle running condition. For instance, in case of a city 
driving situation during signal stoppage. They are more beneficial for city driving 
vehicles like Mofussil buses. They also assist on Regenerative breaking and their 
hybridization factor is 5–10%. 

3.2.2 Mild Hybrid 

These are mid-level Hybrid Vehicles where the motor can assist to provide added 
torque to engine during operation in addition in supporting propulsion, regenerative 
braking. Since they assist the vehicle on multiple operations, they are equipped with 
motor ranging from 7 to 15 kW’s. The hybridization factor for this type is 10–30%. 

3.2.3 Full Hybrid 

This is a complete Hybrid Vehicle which is capable of running on Electric power 
alone. Here, in order to meet the needs, powerful motors of size 30–50 kW’s are 
used. Hybridization factor is 30–50%. Amid, the Regenerative braking in this model 
is highly efficient than others in capturing the power without much losses. 

4 Powertrain Topology 

The Hybrid Vehicle generally uses an ICE and EM to generate power required to 
drive a vehicle. The tractive power required for wheel is given by the EM to drive the 
vehicle in all Drivetrains and in some instance given by the ICE based on the mode 
of operation, in cases such as Parallel Drivetrain and Series–Parallel Hybrid Vehicle. 
Figure 2 represents the overall topology of a powertrain used in vehicles. Generally, 
the inputs from driver end are sensed by the sensors present there and these inputs 
have been captured by both Controller as well as Energy management system. The 
EMS manages the energy efficiently and directs it to system during requirement. 
The Controller is the main part which is integrated with all other units to receive 
inputs. The Energy management system controlled by a Controller plays a vital role 
in managing the Regenerative braking. The Kinetic Energy generated during braking 
is effectively captured through Regenerative braking and then converted into Electric
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Fig. 2 Powertrain topology 

power by the generator which is then stored in battery. A power electronic converter 
is provided in between a battery and motor to step up. An Onboard charging unit is 
provided on vehicle which can be used for charging the battery. The power required 
to auxiliary units is provided by the auxiliary supply since each auxiliary system 
functions on different voltage levels. Overall, the EMS is integrated with both inputs 
from driver end as well as input from vehicle end with updated information based 
on which it works and manages efficiently. The power received from battery is used 
to drive the vehicle through the Electric motor. 

5 Component of Electric Powertrain 

The main components of Electric Powertrain are Electric motor, Energy storage 
devices, Power Electronics, battery management system, and the Energy manage-
ment system which are discussed in the following subsections.
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5.1 Electric Motor/Generator 

An Electric motor is an important part of an EV which causes propulsion of a 
vehicle by consuming Electric power from a storage device, while a generator plays 
a vital role of power generation by capturing the energy generated during braking 
by converting and sending it to storage devices. In simple terms, motor is a power-
consuming device which consumes Electrical energy, while a generator is a power 
generation device which produces Electrical energy. In some configuration, a single 
EM can act as a motor/generator based on the requirement. 

The two classifications of motor are AC motor and DC motor which works based 
on their name as specified; the DC motor functions on Direct Current, while an AC 
motor functions on Alternating Current. For a long run, the AC motors are found to be 
cheaper, while DC motor is bit costlier. The DC motor is very effective and compact 
in size, while an AC motor has the ability to function as both motor/generator and 
also specializes effectively on speed control. AC motor is very effective in speed and 
torque control. 

There are different motor types existing in the market, among which the popular 
motors used on EVs are divided below 

• Brushed DC motor—These are capable of producing high torque at low speed and 
was popular on entry-level EV like two wheelers. But, the high heat generation 
reduces their efficiency. 

• Permanent Magnet Brushless DC motor—These are brushless DC motor which 
has permanent magnet to achieve high efficiency and power density. But, they have 
limited constant power speed range making it not suitable for mass adoption. 

• Permanent Magnet Synchronous Motor (PMSM)—These are able to achieve high 
efficiency during a predefined cycle. They are operatable at different speeds 
without gear systems. They are even able to operate in wheel application and 
can be used in four-wheel drive application also. 

• Induction motor (IM)—They are popular type which are able to achieve high 
efficiency even under high-speed cruise conditions. They are a cheaper one. 

• Switch Reluctance Motor (SRM)—They are simpler, fault tolerant and has good 
efficiency. They have long constant power range and high-power density. But are 
found large, heavy and complex as they require a control system for operation. 

5.2 Energy Storage Devices 

It is an important part of EV which stores the required energy for functional appli-
cation of vehicles. The main factors to be considered for Energy storage systems 
are total energy capacity, ability to provide high power output, life cycle, behavior 
during functional failures, etc. Traditionally and popularly used one is a battery, but 
there are also other emerging technologies which are as follows:
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• Capacitors—These are high energy density storage devices. They can be used as 
a secondary storage device for supporting purposes. They have high discharge 
rate. Supercapacitors and Ultracapacitor are the types among them. 

• Fuel Cell—Theses are devices in which Electrical energy is created by the proton 
release of fuel with composition CxHyOz. Most commonly used Fuel Cells are 
hydrogen in which they are split into protons and hydrogen electrons. They are 
capable of delivering high efficiency. 

5.3 Power Electronics 

These are electronic devices which are used for power conversion purpose in a 
vehicle. It may be a DC/DC convertor in the case where it ensures a stable output 
to EM or else a DC/AC convertor which is also called invertor incase if we use an 
AC motor in vehicle. The inverters are capable of providing variable frequency AC 
power which makes the motors to be controlled and allows it to rotate on different 
speeds. Meanwhile, they also assist in converting the AC power generated during 
Regen braking to DC power for storage in battery. 

5.4 Battery Management System 

Batteries are generally made up of pack of cells connected together. There are an 
imbalance and possibility for parametric variation while operating during practical 
application. This has to be continuously monitored and corrective action is to be 
taken to prevent any hazard. So, BMS is a system which effectively monitors all 
the parameters for ensuring stable functioning. In addition, it always maintains the 
battery in a state which can fulfill functional requirement. 

5.5 Energy Management Systems (EMS) 

Energy management has an important path in bringing out an efficient Electric 
Vehicle. In spite of the technology deployed and Drivetrain type used, they decide on 
amount of power to be supplied from sources and split it to the drive in order to have 
an optimal system. They play a crucial part in vehicle performance, fuel efficiency, 
and driver comfort. Generally, integrated within the Controller of a vehicle, they 
must be designed to be fast and quick reactive at times. They have control over the 
power supply to the wheels, and since the power withdrawn is directly proportional 
to the battery SOC, deployment of an optimal EMS system is mandatory in order to 
keep the vehicle to be efficient. The most prominent EMS techniques are discussed 
below along with their simple workings.
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• Rule based (RB)—Works on the concept of predefined rules/preprogrammed 
conditions in spite of the different conditions prevailing at the time. 

• Optimization based (OB)—Works based on the info level of driving conditions 
prevailing during drive, considering it as an input before taking decisions which 
makes it optimum than RB. 

• Learning type (LB)—An advance type which employs Machine Learning and 
Artificial Intelligence for online data-based storage and training approach. 

An RB is a simple one which can execute functionalities successfully for the 
real-time application, but due to its constraints on design level, it could not be used 
for advanced level. Since the technology is emerging day by day, the OB-based 
and LB-based EMS will emerge as the future technology for building a sustainable 
vehicle. 

6 Drivetrain Architecture 

The three different types of Drivetrain architecture followed in Electric and Hybrid 
Vehicles are Parallel type, Series type, and the Series–Parallel type which are 
discussed in the following subsections. 

6.1 Parallel Hybrid 

Figure 3 represents the Parallel type of architecture. In this type of architecture, the 
ICE and Electric motor are arranged Parallel in the Drivetrain. It means that they can 
operate individually or else combinedly. Power to the wheel can be received from 
either of the one source or else from the both sources at the same time. It is said 
to be more powerful since the Engine can assist for more power generation when 
required during times. Since both the powers have to be combined, the arrangement is 
quite complex. Regenerative braking acts as a source for charging the battery. Torque 
coupling plays an important role in Parallel HEV. The power from both sources EM 
and ICE is received in Torque coupling and coupled to single power and sent to Final 
Drive through Shaft. Here, the engine is more powerful than EM since most of the 
powers are generated by the ICE and vehicle is run by it.

Through the Road-Parallel HEVs—here the same Parallel HEV is arranged in 
such a way like two wheels are powered by ICE and the other two wheels by EM’s. 
Vehicles when either operated in a single source of Power is considered to be a two-
wheel drive and when operated from both power sources it will be considered as 
All-Wheel Drive.
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Fig. 3 Parallel type of architecture

6.2 Series HEV 

Figure 4 represents the Series type of architecture. In this type of architecture, the 
ICE and EM are arranged in the Series connection. Even though both sources are 
available, the power to the wheels is given only by the Electric motor. The Mechanical 
power generated in ICE is converted into Electrical power to drive the EM which are 
connected in Series. Since there will be more losses during conversion, the additional 
power required is withdrawn from battery source to meet its requirement and needs. 
The battery is charged by the ICE through generator in addition to Regenerative 
braking. Unlike in PHEV, the Series HEV ICE will be always working on a constant 
speed and generates a constant power. Usually, only small Engine size is required 
here since they only act as a supporting unit to meet the power requirement. This 
type of vehicles is found to be expensive in cost since we have to rely on large size 
Batteries and powerful motors since Engine is used here only for charging purposes. 
They are optimal only for city usages and are used mostly in City buses which use 
stop and go concepts. Easier to control and simpler in arrangement since the source 
for the wheel or actuation is only from a single source, i.e., Electric motor power. 

Fig. 4 Series type of architecture
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Fig. 5 Series–Parallel type of architecture 

6.3 Series–Parallel Hybrid 

Figure 5 represents the Series–Parallel type of architecture. This Series–Parallel 
hybrid are the combination of both Series type and Parallel type of Hybrid architec-
tures integrated together on a single system. Thus, it can operate as Series hybrid 
type in time, Parallel hybrid types in time and also on both type at a time based on 
the requirement or operation. When the vehicle has to be run by one type of drive, 
the other type is decoupled by the decoupler. The integration of power received from 
both the Drivetrains is a crucial part which is done by a Planetary gear. This type 
of DT has two motor, one which acts as generator to generate Electric power from 
ICE and the other to run the wheels by using Electric power. This type of Drivetrain 
helps us to overcome the disadvantage existing on this each type of operation by the 
application of integration of two methods of power sources (i.e.) overcome the low 
torque issues during initial speed faced by ICE by operating on EM and to overcome 
the constraints of High speed faced in EM by operating in ICE. This makes it to 
be a more fuel-efficient type even though this complex architecture is found to be 
expensive and occupies a huge space in Powertrain system. This type of Drivetrain 
can operate only on CVT type of Transmission. Only challenge existing is the power 
flow management since they can operate on four modes—Series type, Parallel type, 
ICE heavy, and Electric motor heavy. 

7 Systems in Electric and Hybrid Vehicles 

7.1 Torque Converter 

The Torque convertor is an important part of Hybrid Vehicle which performs the 
function of Torque multiplication/reduction since all HEVs and EVs come with an 
automatic transmission only. Meantime, they can also assist the vehicle in motion
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isolation to avoid any failure during the time of braking. Made up of a simple construc-
tion with parts such as pump, turbine and reactor, this helps to produce high torque/ 
speed based on the vehicle requirement. They are housed in a casing with fluids. 
The reactor placed in between the pump and turbine in TC helps in achieving their 
functionality during different conditions. 

7.2 Planetary Gearset 

Also, called as Epicyclic gear train, they are used in HEVs and Automatic trans-
mission vehicles. Made up of a simple construction—Sun Gear, Planet Gear, Ring 
Gear & a Carrier. With Sun gear placed in middle and ‘n’ planet gears placed upon 
them, the arrangement is kept inside the Ring gear meshed on them and the Carrier 
attached to the planetary gear. With the Sun Gear connected to the Output shaft 
and Carrier connected to the input shaft, they are able to transfer motion, reverse 
it and arrest the motion based on the functional requirement by making each gears 
stationery. 

7.3 E-Differential (E-Diff) 

An Electronic Differential is the latest type of differential replacing the conventional 
differential used in modern cars and EVs. In the cases of EV, this E-Diff comes into 
picture only when two or more motors drive the wheels individually. The E-Diff 
considers various inputs such as speed of car, steering wheel angle positions, throttle 
positions, power received out of powerhouse. An Electronic Controller (EC) is built 
within them which decides on the amount of power to be sent to each wheel based on 
the inputs received. Analysis has been made based on the inputs received to under-
stand the driving condition and actions are provided accordingly to get an optimal 
result. Since they have to be quickly responsive, they keep getting the feedback of 
input from all end through sensors and at the same time perform corrective action 
‘n’ number of times per second. They keep tracking the driving behavior and play a 
vital role in torque distribution and avoiding understeer, oversteer, wheel spinning. 

8 Summary 

The EV and HEV are much efficient than the ICE Vehicle. They are capable of 
producing high torque at low speeds. The BEVs operate only on battery power, and 
they are suitable only for limited range applications. The HEVs are more powerful 
due to its multiple sources but are expensive due to it. The PHEV is a viable one 
for adoption due to its Plug-In technology and added ICE source in it. The Micro



454 V. S. Vishwanath Nagarajan et al.

hybrid is more similar to that of an ICE Vehicle due to limited features. The Mild 
hybrid is the hybrid models which are normally adopted in the market due to added 
features and moderate cost in implementation. The Full hybrids are having found 
to be highly efficient, but the cost is also similar to its efficiency. The EMS of the 
vehicle must be effective in spite of technology adopted. The suitable Drivetrain 
architecture selection for a vehicle makes it to perform better on the application 
and to be efficient. Parallel hybrids are capable of running the vehicle through two 
sources, but managing the power sources is quite complex. The capability of Series 
hybrid to run the vehicle through single source in spite of presence of multiple 
sources is attractive, but huge losses occur during conversion of the power. The 
Series–Parallel hybrid which is a combination of both types is effective but found to 
be heavier since it employs a greater number of parts in it. Torque convertor helps 
out in multiplication/reduction of torque generated from source. The different types 
of motors are suited and selected based on the application of vehicle. The simple 
construction of Epicyclic gear train helps us to perform the transmission of power 
easily. The BMS of the battery manages the battery effectively and ensures smooth 
functioning of the vehicle. Power Electronics is the important part in the EV which 
converts the power based on the type of motor used or the type of power supplied. 
E-Diff is the next-generation differential system which works instantaneously based 
on the inputs and takes immediate corrective action ensuring a stable movement. 

9 Future Scope 

Even though EVs are found to be advantageous in some aspects, the limited energy 
storage capacity restricts it from becoming predominant in the market. The battery 
has high energy density but is found to be very expensive contributing the major 
cost of the vehicle. So, we have to develop the available alterative storage device 
like Supercapacitors, Ultracapacitors, Fuel Cells and conduct real-time study for 
understanding the viability for real-world implementation. Vehicles can be modeled 
and analyzed on software with different Drivetrain architectures to study the different 
parameter conditions and for comparison in EVs, HEVs. The different types of motor 
can be implemented on various applications and studied to find an optimum one for 
exact application for different segments of vehicles such as SUV, MUV, Sedans and 
Hatchbacks. The Battery EV and Fuel Cell EV can be implemented on application 
basis and studied to find the practical difficulties existing and the exact area where the 
research can be extended for overcoming the barriers. Case studies can be conducted 
on small mini level EVs by implementing the learning-based and optimization-based 
types of EMS. Each Hybrid Vehicle type can be modeled and simulated to find their 
efficiency and effectiveness.
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10 Conclusion 

The Electric Vehicles are found to be emerging due to its several advantages, but 
we would be able to achieve the important goal only if all powers required for 
their functioning are met out from renewable or non-polluting source. This is the 
high time to concentrate and develop cost-effective high-energy storage device in 
order to keep the EV adoption to be successful on long run. The motor, which is 
considered as important part of EV, plays a major role in determining the level of 
hybridness and functioning. All passenger segment vehicle manufacturers should at 
least implement Mild hybrid across all the models as part of implementation in a 
phased manner. Even though we have limited the discussion of motors in this study, 
in real time, the cost-effective motor based on the application requirement will boost 
the EV implementation. The Fuel Cell is seen to be highly effective, but researches 
are still undergoing on safety aspects and effective storage part for processing the 
same. The battery has several advantages, but there are several difficulties when it 
comes to different applications such Heavy machineries, Commercial vehicles. So, 
we are constrained to work on other devices which can produce highly efficient large 
storage devices at a cost effective as well as compact in size. The rule-based EMS 
is predominantly used in EVs, but the real-world effectiveness of Advancement in 
Engineering can be seen only on proper implementation of learning and optimization-
based EMS. Hybrid Vehicles can be an intermediary option to fill in the gap between 
ICE vehicle and EV implementation, but focusing more on HEV part practically may 
lead to a threat to adoption of EV. The introduction of Planetary Gearset, Torque 
converter and E-Differential has caused drastic reduction in number of moving parts 
to reduce losses and increase efficiency. Moreover, the recent findings of huge volume 
of Lithium material source in India are expected to boost the EV sector. Overall, the 
succession of EVs can be seen only based on the performance on the real world, as 
usually a new product takes time for attaining their expected goal as it undergoes 
several challenges and corrective action in between for fulfilling the needs of market 
expectation. 
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Converter Using Different Control 
Strategies for Switched Reluctance 
Motor with Dynamic Loading 
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Abstract Among the researchers, switched reluctance motor (SRM) is generating 
a lot of interest as it is a permanent magnet-free motor which significantly differs 
from the other polyphase machines. Due to the absence of brushes, windings, and 
permanent magnet on rotor, its structure is lightweight. Other than the structure, it has 
many other attractive characteristics suitable for variable speed applications. Special 
applications include aerospace, renewable and electric vehicle (EV). Lack of reserves 
of permanent magnet and continuous rise in its price are forcing motor manufacturers 
to look for an alternate motor which does not require permanent magnet. SRM is 
the best alternate solution to mitigate these challenges. Performance of SRM drive 
depends on the type of power converter and control technique used. Over the years, 
many converters have been developed and analyzed; among those, asymmetric bridge 
converter gives the highest performance in terms of independent switch control, good 
fault tolerance capability, and easy power regeneration. This paper represents the 
simulation of 7.5 kW, 8/6 pole, four-phase SRM using asymmetric bridge converter 
with current hysteresis chopping and pulse-width modulation (PWM) technique for 
dynamic load. Asymmetric bridge converter with current chopping or hysteresis 
current control offers better performance in terms of current as it is limited to 35 A 
under the range of peak current and appropriate speed–torque for dynamic loading. 
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1 Introduction 

Switched reluctance drive (SRD) is gaining significant traction in the field of renew-
able energy, electric vehicles, aerospace, and other variable speed application due to 
its lightweight rotor. Switched reluctance motor (SRM) is a permanent magnet-free 
motor with no brushes and windings on its rotor [1]. The origin of the nomencla-
ture (switched reluctance) comes from the fact that the rotor of SRM continuously 
changes its position with respect to the variable reluctance path. Construction of 
SRM is different from the other multi-phase machines because of the doubly salient 
structure [2]. SRM’s primary advantage lies in the fact that it does not need permanent 
magnet for its construction unlike most of the other motors which require permanent 
magnet for their construction. Permanent magnets are manufactured from rare-earth 
element which usually involves high cost of refining and mining, thereby increasing 
the cost of the motors. Very few countries around the world have these rare-earth 
elements reserve. 

SRM is characterized by its wide speed range, good fault tolerance, high speed 
in a wide constant power range, low cost, simple, and light structure motor. Due to 
these characteristics, constant advancements are being made with the consideration 
that SRM can be used as an alternative to permanent magnet motors [3]. In spite of 
many attractive features and suitability to EV application, doubly salient structure 
of SRM creates noise, vibration, and torque ripple which limit its acceptance. 

Figure 1 shows the basic components of SRM drive giving input to a dynamic 
load. Battery and its management system supply DC power for the motor through 
power electronics converter. For the movement of the rotor, stator winding needs to be 
energized in steps with the help of power electronic converters. Switching pulses for 
this converter excite each phase of the motor to conduct independently [4]. Motor 
controller block controls all the switching signals applied to the power converter. 
Different control techniques can be used on the same type of power converter based 
on the performance requirement of the load.

Multiple current and torque control methods have already been discussed in litera-
ture for asymmetric bridge converter like commutation angle control, torque sharing 
function (TSF), model predictive control (MPC), direct instantaneous torque control 
(DITC), and many more. Commutation angle control has wide torque adjustment 
range and suitable for higher speed. By controlling the dwell angle and advanced 
angle of switching devices, regulated phase current waveform can be obtained, but 
this angle control causes changes in other phase current waveforms and also makes it 
non-suitable for low-speed operation [5, 6]. TSF is generally discussed and analyzed 
in literature, and it uses the SRM flux linkage characteristics for current reference 
profiling purpose [7]. This method is effective at both base speed and above the base 
speed as well. TSF needs larger memory size and exhaustive computation [8]. MPC 
predicts the future nature of the controlled variables by predefining the criterion of 
optimization. Motor can work both with voltage and current controls but requires 
large memory to store these data and is sensitive for system variable changes [9]. In
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Fig. 1 Basic components of switched reluctance motor drive

DITC technique, controller maintains the torque within hysteresis band by control-
ling the switching pulses of converter to energize the incoming and outgoing phase 
[10], but fixed commutation angles are unable to avoid the negative torque in DITC 
method [11]. PWM voltage control provides fixed frequency operation but is not 
suitable for dynamic load as current is very high during the starting because of the 
absence of current limiter [5]. 

Hysteresis current control technique provides better response and has good current 
control to protect the switches and windings of motor [12]. The starting and running 
torque provided by this method is sufficient to drive dynamic load in an electric 
vehicle. Table 1 lists the SRM specification used in the MATLAB simulation of 
asymmetric bridge converter for the comparison of commonly used PI (proportional 
plus integral)-based current chopping or pulse-width modulation control techniques. 
Here, simulation waveform presented that the hysteresis or current chopping control 
is the simple control technique which provides both current and speed controls. 

Table 1 Switched reluctance 
motor specifications Parameters Value 

Type 8/6 

Stator resistance (ohm) 0.5 

Inertia (Kg m2) 200 * 0.28 * 0.28 

Friction (N-m s) 0.02 

Unaligned inductance (H) 9.15 × 10−3 

Aligned inductance (H) 145.9 × 10−3 

Saturated aligned inductance (H) 0.15 × 10−3 

Maximum current (A) 35 

Maximum flux linkage (V s) 0.9
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The paper is arranged in different segments as follows: Here, Sect. 2 presents role 
and requirement of converter, SRM, and EV specification; Sect. 3 will give overview 
of asymmetric bridge converter with its operation mode; detailed block diagram 
and working of hysteresis and PWM control technique are demonstrated in Sect. 4; 
waveform comparison and simulation result discussion are shown in Sect. 5; and at 
last, Sect. 6 presents the conclusion and scope of extension of this work. 

2 SRM Requirements 

Input DC voltage to SRM is obtained from a battery through power electronics 
converter to excite the respective stator phase which offers low reluctance path [13]. 
In SR motor, it is assumed that the mutual coupling between the different phases is 
negligible, which helps each phase of the motor to be independently controlled [14]. 

V = RSi + L(θ, i ) 
di 

dt 
+ dL(θ, i) 

dθ 
ωmi. (1) 

Equation 1 [3] shows the voltage applied across each phase of the motor winding. 
First two components on the right side of Eq. 1 denote voltage drop in resistance 
and inductance of the motor winding, and the third component of Eq. 1 indicates the 
generated back emf, which primarily depends on the variable inductance with rotor 
position and speed. 

The instantaneous torque produced in SRM is given by: 

T = 1 
2 
i2 
dL 

dθ 
. (2) 

As per the torque Eq. 2 [3], it is observed that SRM torque can be controlled by 
the following parameters: 

(1) By controlling the current in the stator winding. 
(2) By controlling DC voltage to stator. 
(3) By advanced or dwell angle control [5]. 

Based on these parameters, speed or torque can be controlled using commonly 
used or advanced control methods. 

3 Asymmetric or Classical Converter 

Asymmetric bridge converter (ABC) is the highly flexible, four-quadrant commonly 
used converter for SR motor drive. Figure 2 is showing the classical asymmetric 
bridge converter for a four-phase SRM drive where each phase is using two power
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Fig. 2 Classical asymmetric bridge converter for four-phase SRM 

switches and two diodes. The voltage stress experienced by each switch is equal to 
dc link supply voltage. 

The supply voltage (+U, −U, and zero) appears across the phases and can be 
controlled independently which makes this converter suitable for high-speed appli-
cation [15, 16]. The asymmetric bridge converter can work in two modes by using 
three different means of current conduction magnetization, demagnetization, and 
freewheeling. 

(i) Hard chopping mode: In Fig.  2, if we will turn on both the switches S1 and 
S2, phase A will be energized and current will start flowing through V dc, S1, 
Phase A, S2. For turning off the phase A, both the switches S1 and S2 will turn 
off and diodes D1 and D2 will be on, and the phase A energy will be supplied 
back to source in this mode called regeneration as negative supply voltage will 
appear across the winding and current will decrease rapidly bringing it below 
the commanded value [6]. 

(ii) Soft chopping mode: In soft chopping mode for turning off phase A, only 
one switch say S2 will be off, while S1 will remain on and diode D1 will be 
forward-biased, and this will circulate the current through phase winding, D1 

and S1. The voltage appeared across the winding will be zero during this mode 
(assuming voltage drop across switches and diodes is negligible) that will assist 
in reduction of current rate in comparison with the hard chopping mode. This 
mode will help in reducing the switching frequency and later the switching 
losses [6, 14]. 

Asymmetric bridge converter does not need any additional winding or commu-
tation circuit, that helps in decreasing the copper loss and high heat loss [15]; this 
converter is highly flexible in controlling the phase current value and also has good 
fault tolerance capability that can effectively improve the reliability of the SRM 
drive.



462 R. Asati and D. S. Bankar

4 Control of SRM 

Control techniques for SRM are different than the other permanent magnet motor 
due to the extremely nonlinear behavior of it. Salient pole stator–rotor and no magnet 
on rotor create variable inductance to produce torque [7]. From Eq. 1, we can see 
that torque is controlled by controlling the amplitude of current. As by changing the 
supply voltage, phase current can also be changed. Therefore, voltage and current 
controls can be used for controlling the speed or torque of the SRM. By proper 
selection of control scheme, performance of the SRM drive can be enhanced for 
dynamic loading condition. 

4.1 Hysteresis Current or Current Chopping Control 
Technique 

Current chopping or hysteresis current control is the most commonly applied control 
method in SRM with asymmetric bridge converter due to its fast dynamic response, 
model independence, and it requires to set only current band for control [4]. Various 
parameters of motor mainly current, speed, and torque have significantly affected 
by the choice of current controller [7]. The block diagram of a hysteresis or current 
chopping control approach is presented in Fig. 3 [6]. For the SRM operation below 
base speed and at a suitable DC voltage, current control technique is levied. In this 
control hysteresis band ΔI is set as per the maximum value of phase winding current. 
The winding current is limited around the set reference current I*. Power converter 
gets switching pulses from the control circuit when the current is lower than the set 
value and turns off the switches when current reaches upper limit of hysteresis band 
[17]. 

In current chopping technique, frequency of gate pulse varies with the speed. 
Therefore, speed monitoring and reference current are required to achieve steady-
state speed. Speed controller block in Fig. 3 compares reference speed with actual 
measured speed to produce speed error. This error is processed through the speed

Fig. 3 Closed-loop hysteresis current control with asymmetric bridge converter 
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controller block to generate reference current. Current limit needs to be set in the 
speed controller. By proper selection of pulses, required phase can be turned on 
to control the value of torque and speed. Selecting the value of hysteresis band is 
a cumbersome task, which also affects the performance of the drive. Here, a PI 
controller is used to process the speed error, so by adjusting the proper value of Kp, 
K i, and reference speed, desired closed-loop performance can be achieved [6]. 

The main characteristics of the current chopping control are: It is simple and 
direct method, smooth torque, and appropriate for low-speed operation [5]. The 
current ripples in SRM are much prominent at low-speed operation. Variation in 
switching frequency affects the hysteresis band of current. [7] These current ripples 
can be reduced by narrow down the hysteresis band ΔI [17]. The main purpose of the 
controller in this system is to use the information from position and current sensor 
and compared with the set value [18]. 

4.2 Pulse-Width Modulation (PWM) or Voltage Chopping 
Control Technique 

In this closed loop, voltage chopping method by keeping Pon and Poff unchanged; 
reference speed is set into the controller as input, instead of PWM duty cycle. Contin-
uous motor speed can be obtained either by differentiating the rotor position or posi-
tion sensor. PWM control method can be applied to the winding voltage [5]. By 
varying the duty cycle of the pulses in PWM, average output DC voltage to the phase 
winding can be controlled. This in turn controls the phase current of the winding 
and regulates the torque and speed of the SR motor drive. This control method is 
usually employed when rotor position is available. The actual motor speed is derived 
by differentiating the rotor position. All the power switches in the converter operate 
in the pulse-width modulation (PWM) mode [6]. 

In closed-loop PWM control system shown in Fig. 4, reference and actual speeds 
are compared and generated speed error (difference between two speeds) is processed 
through speed controller. This speed controller adjusts the PWM duty cycles to reduce 
the speed error to zero. Speed controller will continuously adjust the duty cycle to get 
the desired reference speed. It provides the desired performance in terms of settling 
time and no overshoot in speed. But sudden increase in the duty cycle during starting 
condition leads to high value of phase current which can damage the stator windings 
[6]. This method is appropriate for low- and high-speed operation, but at low-speed 
torque ripple produced through this control technique is more. There are always some 
benefits and limitations of using any new technique [19–21].
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Fig. 4 Closed-loop voltage PWM control 

5 Results and Discussion on Waveform 

In this section, MATLAB simulation model of a four-phase, 7.5 kW, 8/6 pole SR 
motor with closed-loop hysteresis current control and pulse-width modulation tech-
nique are presented as shown in Fig. 5. The load used for these simulations is 200 kg 
weight dynamic load model. Current limit set in both the controllers is 35 A. For the 
entire speed range, angle of turn on is 40° and angle of turn off is 55° during the entire 
speed range. In both the control techniques, supply DC voltage to SRM is 200 V and 
these control techniques are implemented on asymmetric or classical converter. The 
simulation has been run for 60 s, and Fig. 5 is representing simulation waveform 
of current, torque, and speed of asymmetric bridge converter with hysteresis current 
and PWM voltage control technique.

It can be deduced from the simulation results given by comparative table in Fig. 5. 
In Fig. 5a, current waveforms are shown which indicating that in hysteresis current 
control, initial current is 35 A under set hysteresis band, while in PWM voltage 
control, initial current peak is too high and goes around 500 A for short duration 
as no current limiter is applied in this technique after 15 s current value reaches to 
70 A. From the torque waveform in Fig. 5b, it can be monitored that initial torque 
peak is 58 N-m in current control latter this torque becomes constant near 45 N-m 
in 50 s. Though, initial torque peak is extremely high around 680 N-m in PWM 
voltage control, latter it is settled near 80 N-m in 15 s. Maximum speed reached is 
490 RPM or 51.6 km/h and time required to settle at this constant speed is 50 s using 
current control approach; for voltage control approach, maximum speed is 520 RPM 
or 54.8 km/h and settling time for this speed is 20 s and can be observed from Fig. 5c 
for dynamic load. In both the control approaches, speed is almost same, but time to 
settle speed is more in current control technique.
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Fig. 5 Comparison of the simulation results of hysteresis current control and PWM voltage control 
for four-phase SRM

Table 2 shows the comparison of two different control techniques based on the 
frequency, settling time, maximum torque, maximum current, and speed. From this 
comparison, it is observed that both of these SRM control techniques have their own 
advantages and drawbacks. The simulation waveforms in Fig. 5 for torque and speed 
of SR motor drive using both the control techniques substantiated the objective of this 
research paper. Speed waveform indicating that with increasing time, speed settles 
and becomes constant. The torque waveform demonstrates that, under dynamic load 
condition, the torque has a high initial value before becoming constant. 

Table 2 Comparative of control techniques for four-phase SRM 

Type of control scheme Hysteresis current control Pulse-width modulation 
(PWM) 

Frequency Variable Fixed 

Speed settling time More (50 s) Less (15–20 s) 

Initial peak current Set in hysteresis controller (35 A) No current limiter (very high) 

Maximum torque Good starting torque of (80 N-m) Very high initial peak torque 
(680 N-m) 

Maximum speed 490 RPM or 51.6 km/h 521 M or 54.8 km/h
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6 Conclusions and Scope of Extension 

The work in this research paper presented the comparison of a four-phase, SRM drive 
to analyze the performance of classical asymmetric bridge converter with hysteresis 
current and PWM voltage control technique. For desired performance of SRM drive 
with dynamic load, selection of a control technique for any converter is an important 
task. It is perceived from the simulation waveform that average and maximum torque 
in PWM technique is higher than the current control technique and as required for 
a dynamic loading condition. Also, the initial high peak current can destroy the 
motor phase winding and switches in converter unit. The important benefit of using 
hysteresis current control is that it protects phase winding and switching device from 
high current peaks and reduces the power losses. Torque provided by hysteresis 
control is less compared to voltage control but sufficient to drive the dynamic load. 
The simulation results demonstrate that asymmetric bridge or classical converter 
with hysteresis current control is appropriate for better performance of dynamic load 
in comparison with the voltage PWM control. 

From simulation result, observations are made that PWM voltage control tech-
nique fulfills all the desired features for dynamic loading and only high inrush current 
is an issue. In future work, current limiter or any advance control can be added along 
with the PWM voltage control technique to enhance its performance. 
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Road Conditions 
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Abstract Due to rising environmental concerns about pollution and the preserva-
tion of fuel supplies globally, the automotive industry has entered a new phase with 
the development of more fuel-efficient, low-emission vehicles and innovative tech-
nology. Electric vehicles are one of the most innovative technologies. The existing 
two-wheeler has a limited speed range and cannot support a heavy passenger load in 
Indian road conditions. This paper’s major goal is to design and create a two-wheeler 
that is appropriate for Indian road conditions and enhances vehicle performance. In 
this paper, we present the design steps and performance of the gear-electric bike. A 
900W motor, a 24 V brushless DC motor, a motor controller, four lead-acid batteries, 
and four gears are included in the proposed gear-electric bike. This electric bike can 
travel 150 km on a single charge and costs about 0.40 INR/km to operate. 
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1 Introduction 

One of the most important innovations of all time is the internal combustion engine 
(ICE). Traditional ICE vehicles have a long operational range and solid performance. 
However, their low fuel efficiency, environmental contamination, and threat to human 
life have led to and continue to be major issues. One of the primary objectives of 
contemporary design is the elimination of fuel use and pollutants. Due to rising 
environmental concerns about pollution and the preservation of fuel supplies globally, 
the automotive industry has entered a new phase with the development of more 
fuel-efficient, low-emission vehicles, and innovative technology. The electric vehicle 
(EV) is one of the best technologies. A significant issue that the modern world is 
now dealing with is global warming. Electrical vehicles (EVs) provide a significant 
solution to this. A well-planned and fuel-efficient bike has to be created, taking 
India’s urban and rural demographics into account. The electric bike is a type of 
motorcycle that is propelled by an electric motor and battery. 

Because the supplies for gasoline, diesel, and natural gas are quickly running out, 
the energy crisis is one of the biggest issues facing the globe today. These critical 
issues have been attempted to be solved by this effort. V-Elph 2.01, a simulation 
and modelling programme established at Texas AM University, was introduced by 
Karen et al. in 1999 [1]. The visual modelling language MATLAB/Simulink, which 
is supported by the majority of computer platforms, was used to create V-Elph. They 
also talked about the V-Elph package’s process for constructing vehicle drivetrains. 
The simulation software has been used to build an EV, a series HEV, a parallel HEV, 
and a traditional internal combustion engine-powered powertrain. For each vehicle, 
simulation findings related to fuel usage, vehicle emissions, and complexity are 
compared and analysed. For EVs with high power densities, Xianmin [2] created a 
unique propulsion system design approach. According to the dynamic features of the 
vehicle, theoretical analysis and mathematical models of EVs are first constructed. 
The system is then separated into seven function blocks in accordance with power 
flow, and simulation models are created in the MATLAB programming language. 
The simulation results are validated in a PDM AC-AC converter, demonstrating the 
appropriateness of the recommended approach for EV. 

Fan [3] developed a model in MATLAB and ADAMS to show how much more 
fuel-efficient it is than a standard automobile. He used the Honda Integrated Motor 
Assistant (IMA) architecture, which uses the electric motor to increase the torque 
of the engine. He gave an example of how the motor unit turns into a generator 
when braking with regenerative power. He utilized a seven-basic power management 
algorithm in the power management controller that he designed for the automobile. 
The significance of vehicle simulations in the design of hybrid electric cars was 
explored by Bauml and Simic [4]. Modelica, a simulation language, was used to 
create a hybrid electric car simulation. They outlined the simulation methodology. 
Some of the simulation findings were used to support their conclusion, highlighting 
the value of simulation. Simulink was used by Zhou and Chang [5] to create a 
powertrain dynamic simulation model for a hybrid electric vehicle (HEV) with an
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integrated starter/generator (ISG). Research and design went into the parallel electric 
assist control technique (PEACS). The FTP driving cycle was used to evaluate the 
model’s dynamics performance and fuel efficiency, which could be used as a design 
guide for the powertrain test bench. The findings demonstrate that by employing the 
planned PEACS and keeping the battery’s state of charge within a specific range, 
fuel consumption may be efficiently decreased. 

Several research studies [6, 7] focus on energy estimates and system design for 
solar-powered E-bike pools. Other research concentrates on data loggers for electric 
vehicles to evaluate the performance of electric vehicles [7, 8]. Gupta et al. focused 
on the charging infrastructures of electric vehicles using super capacitors and BNS-
driven systems [9–11]. Due to the poor road conditions in India, we have seen that 
vehicles without gears take more time to operate at constant speed. We frequently take 
breaks, which results in excessive energy use. The driving range is thereby reduced. 
An electric vehicle carrying two people moves at a relatively slow speed without gears 
and encounters difficulties on sloping terrain. To address these problems, we created 
the gear-electric bike. The performance and pickup of this suggested electric bike 
have been enhanced by the inclusion of a gear box. An advanced electric motor drive 
combined with the electrification of a vehicle instead of a convectional combustion 
engine may result in improved fuel economy and reduced pollutants. A well-designed 
and fuel-efficient pure electric bike has been created, taking into account India’s urban 
and rural state. The primary goals of this project are, 

• To design and fabricate an electric bike with gears. 
• To examine an evolved electric vehicle’s driving cycle. 

2 Designing Methodology and Technological Calculation 
of an Electric Powertrain 

An electric bike works essentially the same way an IC engine-powered bike works: 
it is propelled by an engine, and that engine requires fuel such as gasoline. The main 
difference is that the gasoline in a conventional bike is replaced by batteries, which 
may be lithium or lead-acid batteries in an electric version. An IC engine’s working 
principle and that of an electric motor are relatively similar. Bikes are propelled 
by mechanical energy in both situations, but only in one of them are rechargeable 
batteries used. Electric vehicles are powered by electricity, which causes a pole to 
be inserted into the motor, causing it to spin. When the battery is on, current flows to 
the motor, and the power is transmitted to the wheels with the help of the chain drive 
shaft. The methodology for designing a geared electric bike is shown in Fig. 1.

According to the design idea, an electric drivetrain for a single-track vehicle with 
a peak speed of 50 km/h and a range of around 150 km would be developed. The 
preliminary calculations were done to determine the required power output using 
straightforward physics equations.
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where m = bike mass including driver and passenger (380 kg), g = Earth’s gravi-
tational acceleration, f t = rolling friction coefficient (0.015), Cx = drag coefficient 
(0.65), ρ = air density, A = reference area (0.6 m2), V = vehicle speed, η = power 
transmission efficiency coefficient (0.98). 

3 Components Description of the Proposed Bike 

This gear-electric bike is proposed to have 900 W, 48 V, a brushless D-C motor, a 
motor controller, four lead-acid batteries, and four gears. The block diagram shows 
the components and the connections between them, so they can be easily identified. 
The parts are as follows: charger, battery, key or switch, controller, BLDC motor, 
transmission with gears, chain drive system, wheels, and throttle (Fig. 2). 

Battery 

Charger 

Key 
Instrusion 

MotorController 
Transmission 

with Gear 

Shaft outputWheel coupling 
System 

Throatle 

Fig. 2 Schematic diagram for proposed gear-electric bike
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Fig. 3 a Bike chassis and b brushless DC motor 

3.1 Chassis 

The main support structure of a motorbike is its frame. It supports the motor, contains 
the steering and rear suspension, and holds the rider, any additional passengers, and 
any baggage. The battery and energy storage device are also mounted to the frame. 
The pivot point for the swing arm suspension motion is at the rear of the frame, while 
the steering head tube, which supports the pivoting front fork, is placed at the front. 
Figure 3a shows the chassis of the bike used in this proposed project. 

3.2 Brushless DC Motor 

A BLDC motor is used in this proposal. Magnets and windings are found in the 
stator and rotor, respectively, of a brushless motor. Since there are no brushes, as 
the name implies, commutation in this case is carried out electronically by a drive 
amplifier that modifies the current in the windings depending on feedback from the 
rotor position. The BLDC motor is analogous to a reversed DC commutate motor 
in this regard, where the conductors are fixed, and the magnet revolves. As a result, 
internal or external position sensors are frequently used in BLDC motors to sense 
the real rotor position. The specifications of the BLDC motor used in the proposed 
bike are given in Table 1. Figure 3b shows the BLDC motor used in this proposed 
project. 

Table 1 Specifications of 
BLDC motor Parameters Value 

Type Brushless 

Power 900 W 

Voltage 24 V 

Coolant Air cool
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Fig. 4 a BLDC motor controller and b bike throttle 

3.3 Motor Controller 

Brushless motors operating at currents of up to 90 A are used by controllers. These 
controllers use both internal signals and orders to regulate the speed, smooth start, 
and abrupt stop of brushless motors as shown in Fig. 4a. Speed control is provided 
by the BLD and BLSD series controllers in accordance with the voltage input signal 
(0–5 V DC) or the position of the internal potentiometer. It is also feasible to use an 
external potentiometer to regulate speed. Start/stop input is meant to initiate and halt 
motor spinning. The motor begins or stops according to the front edge of the signal 
at the “start/stop” input if this input is set to pulse logic by default (clean contact). 
Level logic may be substituted for input logic at the client’s request. Additionally 
conceivable is an open collector for PLC connections. A button on the controller’s 
casing serves as a replica of the start/stop input. 

3.4 Throttle 

There are several types of electric bikes with numerous options for turning on the 
electric aid. There are several varieties of throttles, including twist grip, thumb, 
push button, and pedal assist (torque sensor and cadence sensor). The motor supplies 
power and moves the bike forward when the throttle is opened. Several of the various 
throttle designs that may be seen on electric motorcycles include. This is the bike’s 
half-grip twist throttle. Similar to a motorbike or scooter, the throttle is opened by 
twisting it. The most typical e-bike throttle is this one. Figure 4b shows the throttle 
used in this proposed project.
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Table 2 Battery 
specifications Parameters Value 

Type Lead-acid 

Voltage 12 W 

Amp-hr 40 

Nos 4 

3.5 Battery 

Two or more electric cells connected together form a battery. Chemical energy is 
transformed into electrical energy by the cells. A positive electrode and a nega-
tive electrode are connected by an electrolyte to form the cell. DC electricity is 
produced by a chemical interaction between the electrodes and the electrolyte. Lead-
acid batteries, nickel-based batteries like nickel iron, nickel cadmium, and nickel 
metal hydride, lithium-based batteries like lithium polymer and lithium-ion batteries, 
and lithium-ion batteries are all possible options for EV batteries. We used four lead-
acid batteries in this project, two in series and two in parallel, for a total of 24 V and 
80 Ah. Table 2 shows the specifications of the batteries used in the proposed bike. 

3.6 Mechanical Coupling 

A coupling is a mechanical component that joins two shafts at their ends in order to 
convey power. The main function of couplings is to connect two pieces of spinning 
machinery while allowing some degree of end movement, misalignment, or both. 
Normal couplings prevent the separation of shafts while they are in use; however, 
some torque-limiting couplings can slide or detach if a predetermined torque limit 
is exceeded. Coupling selection, installation, and maintenance may cut down on 
maintenance time and expense. Figure 5a shows the mechanical coupling used in the 
proposed bike.

3.7 Gear Box 

A bike’s engine cannot operate at all speeds like it can in a traditional car. It has a 
speed limit below which it cannot operate smoothly and a speed limit over which it 
cannot rotate. The torque is quite low when the engine is spinning quickly. So, the 
wheels cannot be turned by the engine. In addition, when the engine turns slowly, 
the torque enables the engine to turn the wheels without difficulty. The engine must 
operate at a modest pace in order to provide the most torque upon starting. However, 
if we run the engine at a very low pace, it will shut off. In order to get maximum
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Fig. 5 a Mechanical coupling and b gear box

torque and start the wheel rolling, we thus employed gears to decrease the speed as 
shown in Fig. 5b. 

The performance and pickup of this suggested electric bike have been enhanced 
by the inclusion of a gear box. Due to the poor road conditions in India, we have 
seen that vehicles without gears take more time to operate at constant speed. We 
frequently take breaks, which results in excessive energy use. The driving range is 
thereby reduced. An electric vehicle carrying two people moves at a relatively slow 
speed without gears and encounters difficulties on sloping terrain. 

3.8 Chain and Sprocket 

A toothed wheel that attaches to a shaft is called a sprocket. A key that inserts 
into keyways in the sprocket and shaft prevents it from rotating on the shaft. Two 
sprockets are joined together by a chain. The driver sprocket is one of the sprockets. 
From one shaft to another, and consequently from one sprocket to another, motion 
and force may be transferred via the chain. Power transmission chains are used to 
transfer motion and force from one sprocket to another. Figure 6 shows the assembly 
of different parts of the proposed electric bike.

4 Results and Discussion 

A 900 W motor, a 24 V brushless DC motor, a motor controller, four lead-acid 
batteries, and four gears are included in this proposed gear-electric bike. This electric 
bike can run 140 km per charge, and the running cost is approx. 0.40 Rs. /Km with 
batteries (80 Ah). Gear increases the efficiency of the electric bike. Figure 7 depicts
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Fig. 6 Assembling of different part of the proposed electric bike

the proposed gear bike. Tables 3 and 4 illustrated the difference between bikes with 
and without gears. 

Fig. 7 Actual image of proposed geared electric bike 

Table 3 Performance 
parameters for without and 
with gear-bike (driver only) 

Parameters Without gear-bike Proposed gear-bike 

Top speed 40 km/hr 50 km/hr 

Driving range 96 km/full charging 150 km/full charging 

Pick up Low High 

Cost/km 0.85 Rs 0.40 Rs 

Charging time 8 h 8 h  

Battery Lead-acid 80 Ah Lead-acid 80 Ah



478 V. Gupta et al.

Table 4 Performance 
parameters for without and 
with gear-bike (two people) 

Parameters Without gear-bike Proposed gear-bike 

Top speed 34 km/hr 50 km/hr 

Driving range 76 km/full charging 141 km/full charging 

Pick up Low High 

Cost/km 0.98 Rs 0.45 Rs 

Charging time 8 h 8 h  

Battery Lead-acid 80 Ah Lead-acid 80 Ah 

The above results show that the proposed bike has significant parameter values 
when compared to a bike without gears. This electric bike can run 150 km per 
charge, and the running cost is approx. 0.40 INR/km with batteries (80 Ah). Hence, 
gear increases the efficiency of the electric bike. Figure 7 shows the actual image of 
the proposed gear-electric bike. 

5 Conclusion 

The purpose of this study is to design an efficient electric bike. Various performance 
parameters of two bikes (with and without gear) were recorded. Both bikes were 
run in similar road conditions. The performance of the proposed gear-electric bike 
was investigated by obtaining different parameters. The comparative analysis of the 
proposed gear-electric bike and one without an electric bike led us to understand 
the benefit of gears. After analysing the parameters, it was observed that gear not 
only increases the driving range of the bike and load capacity but also decreases the 
running cost. The overall cost of a gear bike, however, rises. 

There is scope to enhance the performance of the proposed electric bike using 
lithium-ion batteries. Lithium-ion batteries not only improve the performance of the 
proposed bike but also reduce the vehicle’s weight and space. 

• To increase range and speed. 
• Reducing the noise level. 
• Sensor for start. 
• Reduce charge time. 
• More effective by reducing extra energy waste. 
• Automation may be added. 

The present study is explore the development of electric gear bike and also helpful 
for new learner.
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of a Solar-Based Wireless Electric Vehicle 
Charging System 

Sanyam Jain, Samyak Jain, Sanjay Kumar, Harsh Kaushik, Neelu Nagpal, 
and Ravi Sharma 

Abstract A new era of automobiles is upon us, with the industry rapidly transi-
tioning from internal combustion engines to electric vehicles (EVs). The demand for 
EVs is growing, which has led to an increase in charging stations. Recently, wireless 
power transmission (WPT) technology has developed rapidly so the power ranges 
from milli-watts to kilo-watts, power transmission distances extend from millimeters 
to hundreds of millimeters, and load efficiencies exceed 90%. With this advance-
ment, wireless power transmission (WPT) becomes very popular for deploying EV 
charging during both static and dynamic charging situations. This work proposes 
a design and implementation of a solar-based wireless EV battery charger where 
the objective is to charge a vehicle without connecting any wire through inductive 
coupling by simply parking of a car at the charging station. This study illustrates the 
applicability of WPT field technology for wireless charging of EV batteries in terms 
of charging time, range, and cost. The proposed charging system’s performance is 
evaluated using black box and unit testing. Furthermore, the power efficiency of wire-
less charging systems is evaluated, with the conclusion that this charging outperforms 
wired charging. 
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1 Introduction 

Road transport is the most widely used mode of transport worldwide. Car use has 
increased significantly, increasing demand for petrol and diesel. The widespread 
adoption of EVs is one of the key drivers for the sustainable transportation revolution. 
Recently, EVs have become more popular as they bring down the dependence on 
fossil fuels and carbon footprints. The issue with EVs is energy storage technology, 
which has a low energy density, a short service life, and a high cost. In this world 
of technological progress, latest technologies are emerging every day that make the 
civilian lives more convenient. Despite all this, we still rely on classic and traditional 
wired systems to charge our everyday electronic devices. Therefore, in this work, 
a new idea is proposed to wirelessly charge electric vehicles through the principle 
of inductive energy transfer using transmitting and receiving coils, reducing the 
size of the battery without the need for cables, and increasing convenience improve 
sexuality. EVs can be charged using either static wireless power transfer (SWPT) or 
dynamic wireless power transfer (DWPT). Traditional cable systems create confusion 
when charging multiple EVs simultaneously. It also occupies a lot of sockets on the 
charging port. Questions may arise at this point. “What if we could use a single 
technology to charge these electric vehicles simultaneously without using wires and 
without clutter?” We thought about it and came up with an idea of inductive coupling, 
a simple and effective way to transmit power wirelessly. 

1.1 Wireless Power Transmission (WPT) 

The effective transmission of electrical energy from one point to another through a 
vacuum/ atmosphere without the use of any conducting wire or materials is referred as 
WPT. It can be implemented where the conventional wire is inaccessible for instan-
taneous and continuous supply of energy. Thus, the issue of inconvenient, costly, 
dangerous, undesirable, or impossible power transfer can be overcome using (i) 
inductive coupling for short distances, (ii) resonance induction for medium distances, 
and (iii) electromagnetic wave power transmission for long distances. The basic 
theory developed with the concept of inductive power transfer has been utilized for 
WPT, and using this technology, power can be transmitted to those locations which 
are otherwise inaccessible or impractical. The technology of magnetic resonance 
WPT eliminates the need of bulky cables and facilitates the wireless transfer of elec-
trical energy from a source to a consumer remotely following the Nikola Tesla’s 
greatest invention.
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1.2 Solar Energy 

The proposed charging system is solar-powered using solar panels. Solar panels 
are used to power the proposed charging system. This ensures a completely clean 
renewable energy source, free of air and water pollution and harmful emissions, 
obviating the need for any finite resources. Furthermore, the solar panel system is 
extremely durable, with some systems having a production life of more than 25 years 
and requiring little to no maintenance. The main maintenance required for these 
panels is an occasional dusting to remove dirt, leaves, or other debris that must be 
cleaned by a professional on a regular basis. 

1.3 Requirement 

The advancement of civilization has exacerbated global warming due to the release of 
greenhouse gases and the use of fossil fuels, which is a serious issue. This has made 
energy conservation and emission reduction even more important. In this regard, the 
transport sector is gaining attention all over the world because it is a major contributor 
to greenhouse gas emissions. As a well-known clean energy source, electrical energy 
can be obtained from renewable energy sources such as solar and wind. Contrast 
to conventional vehicles (powered by fossil fuels), EVs are powered by electrical 
energy have the unique advantage of zero emissions. In contrast to conventional 
vehicles (which use fossil fuels), electric vehicles (EVs) have the distinct advantage 
of emitting no emissions. As a result, EVs have emerged as a viable option for the 
transportation sector to drive the optimization of its energy requirements. The high 
cost, limited capacity, and range of EV battery packs, on the other hand, limit further 
EV promotion. If the charging procedure is compared, then alternative to the conven-
tional plug-in charging, WPT charging is preferred as there is no physical contact 
between the source and the load during charging. Thus, the proposed WPT method 
results more flexible and safe charging process and classified as SWPT and DWPT. 
DWPT charging is developed on the basis of SWPT charging, which can effectively 
reduce the capacity of the vehicle’s battery pack, extend the driving range, and further 
improve the convenience of charging. The main goal of the work is to install Wire-
less Charging Paths (WCP) on Electric Vehicle Service Roads (EVSR) in order to 
facilitate service roads for wireless charging of EVs while driving. This framework 
provides a cable less system that reduces the complexity of the EV charging process. 
It is already mentioned that in the proposed work, the power required to charge EVs 
is generated from solar panels.
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1.4 Existing System 

In existing systems, charging modules are installed under park road slots in public 
places. The drawback of this system is that the electric vehicle can only be charged 
when it is parked at a specific location with charging stations. This causes many 
serious problems. First, in order to use the charging point for another EV, the EV 
must leave the dedicated parking space immediately after charging. This doesn’t 
always happen. Second, with the proliferation of electric vehicles, every parking lot 
may need to be equipped with a charging station. This increases the cost of installing 
charging infrastructure that is not 100. 

1.5 Objective 

The goal of this work is to design and develop an EV charging infrastructure that 
will function as a charging platform for wirelessly transmitting electrical energy 
through space and charging batteries. The system works by using inductive coupling 
to transfer energy from the transmitter to the electric vehicle’s resistive load or 
battery. The method proposed here simplifies the procedure of charging EV batteries 
by eliminating the need for cables. It also ensures battery safety by removing the 
possibility of battery damage. 

2 Literature Review 

The investigation of Supriyadi et al. [1] has shown that the effect of wire diameter 
(AWG) and the number of turns used is directly proportional to the power that can be 
transmitted. The greater the number of turns, the more power is transferred. Assume 
an enameled copper wire with a diameter of 0.5 mm is used with 26 turns and an input 
frequency of 470 kHz. At 1 cm distance, the power efficiency is approximately 1.51. 
Uthaya Banu et al. [2] have represented a variety of technologies related to WPT 
systems. These systems have been used to avoid flux loss during power transmis-
sion, make vehicles run with high efficiency, and improve quality parameters. The 
study also demonstrates progress in generating electricity from renewable sources. 
Further, Yatnalkar and Narman [3] have outlined the limited charging time of EVs. 
As a result, wireless charging of EVs can solve the problem of charging time. This 
document also included the most recent wireless charging scenarios for EVs, as well 
as the parameters required for the charging section. The most important parameters 
for wireless charging of EVs are the distance between the transmitting and receiving 
coils, the position of the EV coils, the size of the battery, and the charging time. 
Electric cars need charging stations, and like current fuel cars, they need gas pumps, 
and of course charging takes time, so charging while parked is more efficient. It can
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be combined with IoT technology that makes the system easy to use where partic-
ulars can be transferred to the cloud and smartphone at the same time. Parked car 
safety is one of the problems individuals face. The health of WPT systems can be 
monitored using the IoT that offers broader connectivity, change detection, intelli-
gence processing, and flexibility [4]. Thus while parking, the involvement of IoT 
has provided easily monitoring of parking and charging at the same time that helps 
synchronous parking. Another key factor in leveraging IoT is the ability to store 
data in the cloud that can be accessed anytime, anywhere, making life easier and 
simpler. To charge a car, one needs a charging station so that he can incorporate his 
assigned parking lot concept as an electric station where he can park and charge his 
car [5]. Thus, this system has many advantages. Timpner and Wolf [6] also noted 
that the current transport infrastructure and parking facilities cannot keep up with the 
influx of vehicles on the streets, causing great damage to the environment and the 
economy, such as the time it takes to find a parking space gain. Therefore, we need an 
approach that can support electric vehicles and their charging needs and use parking 
and charging infrastructure as efficiently as possible. A centralized planning system 
for electric vehicle (EV) charging in car parks has been developed by Kuran et al. 
[7]. The system is based on realistic vehicle parking patterns focused on individual 
parking spaces. Based on mobility, consider two types of electric vehicles. One is 
regular electric car, and the other is non-regular electric car. EVs need plenty of time 
to charge. In this work, a PLRS system is suggested that records vehicle departure 
and arrival times, EV battery status, and mileage. The system then creates a unique 
charging plan for an EV. This system works day and night and can increase the 
number of EV charging units and parking revenue. The proposed system features a 
two-layer PLRS system for charging electric vehicles based on their parking patterns. 
Sultanbek et al. [8] have given an overview of intelligent wireless charging stations 
for EVs and concluded that inductive or magnetic coupling techniques are suitable 
methods for WPT for EV charging. 

Fig. 1 Picture demonstration of wireless charging
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In this study, an intelligent WPT system for charging electric vehicles is presented 
and simulated. Misalignment affects charging, so innovative ways to improve the flex-
ibility of EV wireless charging are needed. This technology uses fingerprinting to 
automatically align transmit and receive coils. The proposed system saves the neces-
sary time, minimizes human error, minimizes energy consumption, and can also 
charge the car based on real-time information about the system. It is very useful for 
EV customers to save energy and reduce electricity bills. Wireless charging is a new 
development area for EV charging. This article demonstrates the efficiency of reso-
nant inductive coupling in EV charging and explains techniques that upgrade wire-
less charging performance for high frequency and high-power applications. Various 
coil-hi alignment methods were discussed and fingerprinting was presented as an 
economical technique for generating WPT intelligence. Another procedure to the EV 
charging planning problem is presented in [9]. In this article, we’ll look at parking 
billing issues where you need to make the most of your time. When the electric 
vehicle comes at the garage entrance, it gets details such as estimated arrival time, 
estimated departure time, current and required battery SOC, and garage charging 
management system (CMS) [10]. This CMS can decide whether to accept or reject 
the customer’s statement. Manage desired performance based on decisions. Once the 
process is complete, the power will be disabled. All charging units are controlled by 
a clever charging network. Power is managed by CMS, and all charging activities 
are switched automatically. EVs that are not being serviced by the system will be 
parked in non-charging areas. The following are some important points of the work:

• This paper provides a research overview of static and dynamic wireless charging 
systems for EVs that contains information on proposed wireless charging for 
high-power applications, including EVs. Wireless charging has many precedence 
over plug-in charging due to its simplicity, reliability, and ease of use. A con is 
that it can be used when the vehicle is in non-moving mode. 

• The paper mentions that EVs would make electricity an integral part of trans-
portation. Wireless charging plays a key role in facilitating the charging of EVs, 
providing efficient and flexible charging methods. Also, the standardization of this 
technology is underway, providing more ease of use and freedom when charging 
vehicles in wireless parking lots. 

• As the number of EVs grows, new charging infrastructure must be built. Wire-
less charging is more efficient than plugs and cables. This article describes the 
basic principles of resonant inductive energy transfer commonly used in wire-
less charging. As the number of these EVs increases, the problems associated 
with them must be resolved. There are basically three types of charging methods: 
battery replacement, conductive charging, and wireless charging transmission. 
Currently, the EV industry is developing at full speed around the world, bringing 
various charging infrastructures to market. However, wireless power transfer faces 
several challenges in the absence of complete and comprehensive standards. 

• This article releases a report on intelligent parking systems. The proposed system 
implements an intelligent parking system, an on-site deployment of slot models 
used to monitor vacant spaces and reserve parking spaces. Smart parking can
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Fig. 2 Picture demonstration of wireless charging of an electric vehicle using transmitter coils and 
receiver coils 

improve economics by doing less fuel consumption and pollution in city. Smart 
parking can be an application of IoT. It also offers the possibility to reserve slots. 
As soon as you enter the slot period, users start leaving the slot later. The user has 
to pay the amount for the period his car is slotted (Fig. 2).

3 Design and Implementation 

3.1 Block Diagram 

The output of timer IC is applied to an inverter circuit to invert the oscillating signal 
and represent it as signal 2. Signal 1, on the other hand, represents the non-inverted 
oscillating signal. This oscillating signal, both original and inverted, is applied to 
the MOSFET driver IC to generate high and low pulses to trigger the gate of the 
MOSFET terminal. It is formed as a driver circuit. This driver circuit sent AC power 
to the LC circuit. This current flowing through the inductor and capacitor creates a 
magnetic field (Fig. 3). 

Fig. 3 Block diagram of primary circuit of WPT
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Fig. 4 Block diagram of secondary circuit of WPT 

A coil from the primary receives energy and creates a magnetic field around the 
coil. Due to the use of high frequency output, the magnetic flux is very strong. When 
the magnetic flux from the primary coil connects to the secondary or receiving coil, 
a current is induced in the parallel connected inductor and capacitor. The voltage 
generator across the LC circuit is AC and this AC signal is applied to the bridge 
rectifier circuit. This circuit converts AC to DC and connects a capacitor to the output 
to generate a smooth DC signal. A voltage regulator is used to limit the voltage to 
prevent damage to the load (Fig. 4). 

3.2 Circuit Diagram 

See Fig. 5.

3.3 Code 

See Fig. 6.

4 Performance Analysis 

4.1 System Testing 

A sensitive product framework is to look at a fully integrated machine to assess 
its suitability for precise requirements. Device testing also falls into the realm of 
darkroom viewing, and this method does not require any data or code about the inner 
workings of mind beings. Its conscious diamond lettering is absolutely comparable. 
Within the check case label, it should be possible to match the situation of the check 
case with the use case beyond it.
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Fig. 5 Circuit diagram
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Fig. 6 Code

4.2 Black Box Testing 

Black box analysis is “an approach to test programming that reveals the functionality 
and behavior of a product without examining its inner workings or behavior. Under-
standing of the product’s form, code, and programming is typically not required.”
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Fig. 7 Black box testing 

Furthermore, the analyzer happily responds that in this case the final infinite yield 
can be recovered by careful input, but I’m not sure how to do it in general. Elements 
convey yields at key points (Fig. 7). 

4.3 Unit Testing 

Throughout PC programming and coding, these unit tests are used to process specific 
units or fixed units of shipping code and possibly additional PC programming compo-
nents and associated control record procedures and experienced work practices. We 
will help you how to deal with which product testing. Analyze whether it is suitable 
for use. You can also instinctively find the unit as the smallest testable component 
of your device. In this procedural programming context, our unit may be an entire 
module, but it is much more common to be of a masculine or feminine type or trait. 
The goal of the unit review is to isolate all the details of this system and show that 
the human factor is correct (Fig. 8).

5 Power Efficiency 

Plugin loading is not 100% efficient. Energy losses, mainly in the form of heat, occur 
at every step from the grid to the battery. Additionally, regardless of brand, plug-in 
EV chargers consist of many components, each of which may be more or less efficient 
than similar components in another charger. So the “efficiency” of transferring energy 
from the grid to the battery includes a range. A typical Level 2 home charger operates 
in the range of about 83–94% efficiency from mains to battery, depending on what 
you buy. In an electric vehicle plug-in AC charging scenario, the onboard charger 
(OBC) does the heavy lifting for the vehicle. This includes rectifier PFC, inverter,
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Fig. 8 Unit testing

transformer, and rectifier. The main power source is electricity that can be used 
by electric vehicle batteries. However, wireless charging reduces the complexity of 
onboard charging by eliminating the need for an onboard charger (OBC). Be careful 
with the gap. So why isn’t the “gap” between the floor panel and the vehicle a loss? 
It seems counter-intuitive that space doesn’t lead to inefficiency. 

Ground Pads and Vehicle Pads convert alternating current into a magnetic field 
and transfer the energy to the air gap. It also uses magnetic resonance to transfer 
energy in specially designed low-loss resonators, resulting in very low losses. In 
fact, the air gap between the ground and the vehicle serves the same safety function 
as the isolation created by the isolation transformer (in the OBC between the mains 
connection and vehicle) during plug-in charging. Due to the wireless charger’s high 
resonance design, it is nearly as efficient as the isolation transformer used for plug-
in charging. The wireless charging operates in a narrow efficiency band (88–93%) 
equivalent to Level 2 plug-in charging, giving you the extra efficiency of not having 
to spend time plugging and unplugging your vehicle. Last but not least, every time 
during park and charge wireless, it is more likely to operate in the 20–80% state-of-
charge (SOC) range that the battery prefers, which is the most efficient. With plug-in 
charging, drivers tend to forget about plugging in or don’t care even though they 
know they have plenty of spare batteries for the next trip, so 20–80% of his SOC 
range is less likely to be maintained. In fact, many people plug-in once a week, drive 
all week, and plug-in on weekends. Not only is this less efficient but it’s harder on 
the battery.
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Fig. 9 Block diagram of tested working system 

Fig. 10 Tested working system 

6 Conclusion 

This system introduces wireless energy transfer. Just as electric vehicles are on the 
rise in the market. You can charge your vehicle using the wireless charging system. 
This system demonstrates the performance and implementation of charging stations 
in the future technologies. Overall, this paper compares different intelligent parking, 
charging, and combined charging and parking systems to solve a variety of related 
problems. The paper has a comparative table of various research papers. It tells about 
the different types of procedures and techniques used for parking and charging. This 
system does not require human intervention, and wireless power supply has the 
potential to become one of the technologies that will take a step into the future. 
This research can open up new possibilities for wireless charging that can be used in 
everyday life (Figs. 9 and 10).
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Enhancement of Switched Reluctance 
Motor for Pollution-Free Electric Vehicle 
Application 

Kesar Ali, Arbaz Sherkhan Shaikh, Kirti Govind, Javid Navaj Shaikh, 
Yogesh B. Mandake, and Deepak S. Bankar 

Abstract Recent years have seen an increase in global air pollution, and citizens in 
urban areas suffer grave health problems. In India, transportation accounts for 24% 
of India’s carbon emissions, exacerbated by the use of motor vehicles and petroleum 
consumption. Research and development on new propulsion systems have resulted 
from the need for clean energy and carbon emissions reduction. Greenhouse gas 
emissions can be reduced by using electric vehicles. Furthermore, it promotes the use 
of renewable energy on a large scale, thereby reducing dependence on fossil fuels. 
The majority of electric vehicles with two or three wheels utilize BLDC motors. 
Electric cars use several kinds of three-phase induction motors. Using less magnets 
reduces our dependence on China, which is the largest exporter of rare Earth magnets. 
In the electric vehicle market, SRM will facilitate “MAKE IN INDIA”. A magnet-
free design, high speed, fault tolerance, and reliable structure make SRMS ideal for 
electric vehicles. This paper proposes 0.5 kW, 2000 rpm and an 8/6 topology for 
designing and optimizing an efficient SRM configuration parameter of the stator and 
rotor. In EV-SRM material simulation, Ansys Maxwell software (RMxprt tool) is
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used for analysis and optimization of power, torque density, losses, efficiency, and 
torque ripple. 

Keywords Global air pollution · Carbon emissions · Renewable energy ·
Switched reluctance motor (SRM) · Brushless direct current motors (BLDC) ·
Make in India · Ansys Maxwell software (RMxprt tool) · Electrical vehicle (EV) 

1 Introduction 

1.1 Environmental Impact 

Global air pollution accounts for seven million deaths every year, which makes it the 
world’s biggest environmental health risk. Rapid economic growth brings increased 
vehicle ownership, which contributes to environmental problems. For instance, the 
usage of combustion engine vehicles has led to an increase in petroleum consump-
tion, air pollution, and global warming. New propulsion systems have been devel-
oped in response to the need for clean energy and the reduction of carbon emissions 
from internal combustion engines. Electrical vehicles powered by electric motors 
contribute significantly to the reduction of greenhouse gas emissions. This encour-
ages the widespread use of renewable energy sources and lessens reliance on fossil 
fuels while also decreasing ozone-depleting. 

1.2 Comparative Study of IC Engine and EV Motors 

In the current day, there is no doubt that conventional internal combustion engines 
(ICEs) are less fuel-efficient and generate significant amounts of greenhouse gases 
(GHGs); however, electrifying vehicles can be both a solution to these issues as well 
as a means of reducing fossil fuel consumption. 

Figure 1 shows Indian oil consumption. ICEV owners spend a lot of money on 
fuel consumption, and according to data collected by the Census and Economic 
Information Center (CEIC), the country consumes 4,878,175 barrels of oil per year, 
most of which is imported. The costs spent on fossil fuels have been increasing rapidly 
in the past few years. Smart Grid Technology (SGT) can manage the increased 
electricity costs that result from EVs efficiently by reducing energy wastage by 
communication and keeping it to a minimum. It is observed that ICEVs have a lower 
power conversion efficiency since the engine power is transferred through various 
channels before reaching the wheels, resulting in huge mechanical losses. In contrast, 
electric vehicles use a simple channel to transfer power to the wheels, reducing 
mechanical losses and increasing transmission efficiency. Because the electric vehicle 
system uses a battery to power it, greenhouse gas emissions are negligible.
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Fig. 1 Oil consumption in India [1] 

1.3 Motor Used in Electrical Vehicle 

In the last few years, electrification of vehicles has surged, especially when it comes 
to “last mile connectivity”, where three-wheelers are most useful. Two- and three-
wheeled electric vehicles use BLDC motors about 90% of the time. Induction motors 
power electric cars. In permanent magnet synchronous motors (PMSM) and brushless 
direct current motors (BLDC), rare Earth magnets are required, and they are therefore 
more expensive. As China is the largest exporter of rare Earth magnets in the world, 
reducing our use of magnets directly leads to a reduction in our dependency on 
them. E-Vehicles must be produced with a motor that is low cost, highly reliable, 
and has a high-power density over the long term in order to achieve mass production 
and long-term productivity. In comparison with BLDC and PMSM, SRM is more 
promising, low cost, low inertia rotor, no rotor loss, high reliability, small size, robust 
in construction, easy to cool, high pickup, high operating speed, etc. [2]. Furthermore, 
SRM doesn’t use rare Earth magnets and reduces dependence on countries that 
manufacture them [3]. 

1.4 Switched Reluctance Motor (SRM) 

In SRMs, the separate phase windings are invigorated sequentially by rotor position 
switches. It is plausible that a wide range of speeds will be possible. It must be ensured 
that the rotor moves to a location where the lowest reluctance is found, so that torque 
can be produced. In EVs, SRMs are suitable since they can handle non-critical faults 
easily and have a high starting torque. There is a progressive progression of phases in 
the current flowing through the lead edge of the stator. This progression determines 
how the activity of uniform power is influenced by the phase progression of the 
current in the lead edge in the Fig. 2.
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Fig. 2 Schematic diagram of SRM 

2 Problem Identification 

• In India, there are currently 15 lakh electric rickshaws, and about 11,000 new ones 
are added each month. These numbers could be much higher as a large percentage 
is yet to be registered. The market is expected to sell 9.25 lakh E-Vehicles by 2024. 

• The BLDC motors currently used in E-Vehicles are made of rare Earth magnets 
imported mainly from China. Rare Earth magnets are produced in about 60% of 
the world. 

• There are many major problems associated with mining of magnets, such as health 
issues for laborers involved in extraction, environmental pollution, etc. [4]. 

• SRMs have high torque ripple, low-power density, low-power factor, etc. 
• Torque ripple creates acoustic noise and vibration that degrades performance. 

So, this research work is focused on design optimization and performance 
enhancement of switched reluctance motor for E-Vehicle application.
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3 Various Techniques to Enhancing the Performance 

• Commutation Angle Optimization: Torque ripple reduction methods begin 
with commutation angle optimization. Online or offline optimizations of the 
commutation angle are possible [5]. 

• The slot shapes of the switched reluctance motor (SRM) with double stator axial 
field (AF) were developed for automotive fan applications to achieve higher 
efficiency [6]. 

• Annealing removes the damage and increases the grain size, resulting in a reduc-
tion in iron losses and an increase in permeability after annealing. The measured 
performance of the two SRMs shows that the motor with the annealed steel has 
higher torque and power density, with higher efficiency at high torque loads [7]. 

• Direct instantaneous torque control (DITC) techniques are used for minimization 
of torque ripple in switched reluctance motor drive [8]. 

• Torque Sharing Function (TSF): This method controls the rate of change of torque 
rather than the change of current during commutation [9, 10]. 

• Sliding-mode control method (SMCM) and intelligent fuzzy technique (FIT) have 
proposed methods to reduce the torque ripple of SRM [11]. 

• A nonlinear k (θ, i)—factor-based technique for minimizing torque ripple in 8/ 
6 four-phase SRM drives. Torque ripple is reduced by modifying the incoming 
phase current reference based on the outgoing current [12]. 

• Torque ripple minimization of switched reluctance motor using sense coils [13]. 

4 Selection of Stator and Rotor Poles 

There is a direct relationship between the number of rotor poles and that of stator 
poles on SRM performance parameters such as torque ripple and peak torque. The 
torque ripple in non-saturated operating regions is decreased for SRMs with more 
poles. A SRM is often used where (Ns) > (Nr). There are three topologies (10/8, 
8/6, and 6/4) and different topologies are used for different applications [14]. Two 
opposite poles correspond to one phase in all topologies, like as 10/8 according to 
topology, there are five phases, whereas in the 8/6 SRM, there are four phases, etc. It 
is recommended to use 10/8 and 8/6 rather than 6/4 for electric vehicles. Using the 
10/8 topology requires many switches for its drive, which is expensive. 8/6 topology 
is affected by torque ripple. We selected a motor topology 8/6 in order to solve this 
problem, since it was tuned properly according to the application.
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6/4 8/6 10/8 

Fig. 3 Common SRM topologies 

Table 1 Model 

Sr. No Model Number of 
phases 

Total loss (W) Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency (%) 

1 6/4 3 phases 79.5347 1.91478 2483.75 86.2293 

2 8/6 4 phases 63.232 2.32666 2040.88 88.7184 

3 10/8 5 phases 58.2793 2.66488 1778.18 89.4899 

5 An E-Vehicle SRM Design Approach 

A SRM’s design specification includes the power output PkW in kW, the speed N in 
rpm, allowable peak phase current ip in amps, and the supply voltage V ac in volts. 
Automatic torque development is determined by knowing the speed and power output 
(Table 2), 

Treq = PkW 

2π (N ÷ 60) Nm  

Treq = 0.5 × 1000 
2π × 2000 × 60 

Treq= 2.38732 N m 

Table 2 Specifications of 
SRM General data 

Sr. No Parameters Evaluated value Units 

1 Rated output power 0.5 kW 

2 Rated voltage 48 V 

3 Poles ratio 8/6 – 

4 Rated speed 2000 rpm
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5.1 Frame Size Selection 

SRMs are designed based on a comparison with equivalent induction motors 
[IEC71] when determining their physical dimensions. Designed to comply with IEC 
recommendations, the machine has a frame size of 63 mm (Figs. 4 and 5). 

• The stator’s outer diameter can be given by, 

Do = (Frame size − 3) × 2 
Do = (63 − 3) × 2 = 120 mm 

The standard configuration for electric vehicle applications consists of N s = 8 
and N r = 6. This configuration is the most efficient and economical configuration 
for the application of electric vehicles (Table 3).

Bs 

Height of Stator Pole 
Inner Diameter of Stator 

Stator Pole Coil 

Stator Pole 

Outer Diameter of Stator 
Stator Yoke 

Fig. 4 Stator dimension 

Br 

Rotor Pole 

Outer Diameter of Rotor 

Rotor Yoke Thickness  

Shaft Diameter 

Fig. 5 Rotor dimension 
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Table 3 Stator and rotor 
dimension Stator and rotor core data 

Sr. No Parameters Evaluated value Units 

1 Number of stator poles 8 No 

2 Outer diameter of stator 120 mm 

3 Inner diameter of stator 65 mm 

4 Length of stator core 85 mm 

5 Number of rotor poles 6 No 

6 Rotor outer diameter 64.6 mm 

7 Inner diameter of rotor 22 mm 

8 Length of air gap 0.2 mm 

9 Length of rotor core 90 mm 

6 Drive  Circuit  

The conventional drive circuit of the SRM is shown in Fig. 6. Ansys Maxwell software 
is used to obtain this information. The kind of circuit used is a full voltage circuit 
that is driven by a constant power load at a constant voltage. Based on analyzing the 
system, the trigger pulse width is 120°, the diode loss is 2.18662 W, and the transistor 
loss is 8.02588 W. 
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7 Performance Analysis 

An analysis of the efficiency, torque, speed, and losses can be attributed to the number 
of turns per pole and wire diameter. As a result of the analysis, we can see that it is 
possible to achieve maximum efficiency, minimum losses, and an extremely close 
value for the average torque for the number of turns per pole (38) and the wire 
diameter (1.628 mm) (Tables 4, 5 and 6). 

Table 4 In-depth examination of five possible number of turns per pole 

Sr. No Number of 
turns per 
pole 

Wire 
diameter 
(mm) 

Total loss 
(W) 

Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency 
(%) 

1 34 1.828 59.2693 1.91219 2486.53 89.3627 

2 35 1.828 58.1185 1.99366 2378.44 89.5222 

3 36 1.828 57.4204 2.10315 2259.66 89.6557 

4 37 1.828 56.7708 2.20886 2151.6 89.7611 

5 38 1.828 56.176 2.29488 2069.2 89.8497 

Table 5 In-depth examination of six possible number of wires diameter 

Sr. No Wire 
diameter 
(mm) 

Number of 
turns per 
pole 

Total loss 
(W) 

Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency 
(%) 

1 1.024 38 146.76 1750.3 2.71719 77.2393 

2 1.15 38 115.898 2.58328 1845 81.1551 

3 1.291 38 94.7071 2.51326 1912.35 84.1631 

4 1.45 38 77.1761 2.39152 1980.51 86.5353 

5 1.628 38 64.9115 2.32197 2032.9 88.3925 

6 1.828 38 56.176 2.29488 2069.2 89.8497 

Table 6 In-depth examination of five possible numbers of stacking factor 

Sr. No Stacking factor Total loss (W) Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency (%) 

1 0.75 65.3983 2.19234 2185.06 88.4669 

2 0.8 64.1899 2.20124 2155.79 88.5606 

3 0.85 63.5505 2.24237 2113.02 88.6462 

4 0.9 63.1376 2.27833 2075.49 88.6915 

5 0.95 63.232 2.32666 2040.88 88.7184
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The stacking factor should be set at 0.95 in order to maximize efficiency, yield 
maximum torque output, and minimize losses. A stacking factor of more than one is 
generally prohibited. 

An analysis of the yoke thickness. It is clear that in order to achieve the required 
efficiency, there is a need to have less losses and to achieve the required torque in 
the output, and when we take the yoke thickness (12 mm) into account, we would 
achieve maximum efficiency, minimum losses, and a very close value for the average 
torque (Table 7). 

Using nominal torque, power, loss, flux distribution density, load torque, and effi-
ciency values, the performance of non-oriented M19, M43, and super core JNX mate-
rials is investigated. Compared with other materials, this proposed design achieves 
maximum efficiency with grain-oriented silicon laminates to minimize weight reduc-
tion. As a result of the high efficiency of silicon core materials (steel_1010), opti-
mized EV-SRMs at rated speed and power were compared with the rated EV-SRMs 
at 2000 rpm and 500 watts, respectively, for their peak efficiency. The grain-oriented 
material achieved a rated torque of 2.32666 Nm, an efficiency of 88.7184%, and a 
core weight reduction to minimize vibration for high-speed EV applications. Future 
work will focus on thermal and noise analysis to improve the accuracy of the core 
material for weight reduction for EV-SRM applications (Table 8).

An analysis of the airgap. To achieve the required efficiency, less losses, and 
output torque, an airgap of 0.2 mm should be used.

Table 7 In-depth examination of five possible numbers of yoke thickness 

Sr. No Yoke thickness Total loss (W) Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency (%) 

1 8 66.0771 2.34182 2022.69 88.2448 

2 9 64.9115 2.32197 2032.9 88.3925 

3 10 64.1512 2.31758 2035.22 88.5053 

4 11 63.5938 2.31881 2039.4 88.6198 

5 12 63.232 2.32666 2040.88 88.7184 

Table 8 In-depth examination of four possible types of materials 

Sr. 
No 

Materials analysis Total loss 
(W) 

Rated torque 
(Nm) 

Rated speed 
(rpm) 

Efficiency 
(%) 

1 Non-oriented material 
M19-29G 

68.5479 2.29035 2065.86 87.8468 

2 JFE Steel Super Core 
10JNEX900 

65.1553 2.28538 2066.3 88.3583 

3 M43_29G 72.9213 2.31663 2044.82 87.1841 

4 Steel_1010 63.232 2.32666 2040.88 88.7184 
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Table 9 In-depth examination of six possible airgaps 

Sr. No Airgap (mm) Total loss (W) Rated torque 
(Nm) 

Rated speed (rpm) Efficiency (%) 

1 0.2 63.232 2.32666 2040.88 88.7184 

2 0.3 73.6725 2.28768 2067.48 87.0516 

3 0.4 85.6543 2.2956 2061.25 85.2617 

4 0.5 99.0954 2.31425 2052.15 83.3852 

5 1 189.777 2.51682 1894.1 72.4556 

6 1.5 341.771 2.88702 1652.62 59.3809

7.1 General Data 

To start a simulation, the designer should enter the aforementioned parameters in the 
General Data field, as shown in Fig. 7. 

Fig. 7 General data
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Fig. 8 Full load operation 

7.2 Full Load Operation 

A detailed illustration of several key parameters can be found in Fig. 8, such as output 
power, efficiency, and peak torque, among others. 

7.3 Material Consumption 

This Fig. 9 shows the results of the material consumption calculation based on the 
stator and rotor data that were provided by the motor manufacturer.

8 Simulation Results 

We have obtained some significant graphs from our proposed SRM motor (500 W, 
48 V) and discussed them in the following paragraphs. 

Figure 10 shows the efficiency of the process. There is 88.7184% efficiency 
achieved, based on the nominal speed of 2000 RPM. Efficiency decreases with 
increasing speed, according to the graph.
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Fig. 9 Material consumption

Fig. 10 Efficiency versus speed 

This plot of output torque versus speed is shown in Fig. 11. A rated speed of 
2000 rpm results in an output torque of 2.32666 Nm when the motor is running at 
its rated speed. Increasing speed results in decreasing torque (Figs. 12, 13, 14, 15 
and 16).

After examining all parameters, some important parameters resulting from the 
simulation are summarized in Table 10.
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Fig. 11 Output torque versus speed 

Fig. 12 Flux linkage
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Fig. 13 Maximum phase current 

Fig. 14 Rated phase current
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Fig. 15 Phase voltage 

Fig. 16 Torque ripple

Table 10 Parameters 
Sr. No Parameter Evaluated value Units 

1 Number of turns per pole 38 No 

2 Wire diameter 1.628 mm 

3 Stacking factor 0.95 – 

4 Yoke thickness 12 mm 

5 Type of material steel_1010 – 

6 Efficiency (η) % 88.7184 % 

7 Rated torque 2.32666 Nm 

8 Rated speed (rpm) 2040.88 rpm
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9 Conclusion 

To design the optimized geometry of the 8/6 SRM E-Vehicles, a switched reluctance 
motor is presented in this dissertation for low- power electric three-wheelers. The 
nominal torque, power loss, flux distribution density, load torque, and efficiency of 
high-performance non-oriented materials such as M19, M43, super core materials 
and grain-oriented materials (steel_1010) are examined with the nominal values of 
these materials. When compared with other materials, grain-oriented silicon (steel 
10) fin materials improve efficiency and reduce core loss in this proposed design 
for E-Vehicle. The efficiency of the silicon high-core material was compared with 
optimized EV-SRM at a rated speed and power of 2000 rpm and 500 W for the 8/6 
SRM configuration. Grain-oriented material achieves rated torque of 2.32666 Nm, 
efficiency of 88.7184%, stator and rotor core weights of 3.39182 and 1.37238 kg to 
minimize vibration. We will focus on improving core material accuracy and reducing 
weight for EV-SRM applications through thermal and noise analysis. We compared 
the results received from Ansys Maxwell (RMXpert tool) software, SRMs advantages 
include small size, low cost, low inertia of the rotor, high reliability, no rotor loss, 
robustness, and, most importantly, no use of rare grounded magnets. Although SRM 
for E-Vehicles has certain limitations such as torque ripple and acoustic noise, these 
can be eliminated with proper tuning. In the coming future, SRM-driven will be 
commonly encountered as it meets the requirements for an efficient, reliable, and 
environmentally friendly design of the electric tricycle segment. The introduction of 
a switched reluctance motor would be a great alternative to the current BLDC and 
PMSM motors for E-Vehicles. 

10 Future Scope 

These results of the proposed SRM prototype can be used to find and analyze simu-
lation results required for the application of e-rickshaws. The area of mechanical 
design of switched reluctance machines focused on reducing the noise level, which 
can also be addressed, which in turn will allow the researcher to design a complete 
drive system for a switched reluctance motor that includes the controller and the 
motor. 

Innovative current profile optimization algorithms to lessen auditory vibrations 
and noise in SRMs. The re-search offers guidelines and an outline for additional 
research for upcoming projects. 

• Utilizing the SRM’s torque, rotor angle, along with current for drive control. 
• Optimizing and creating an appropriate phase current for the drive system. 
• The most suitable angles for turning on and off the drive system. 
• Each phase shift is accompanied by a torque ripple. This results from the actual 

phase currents’ inability to keep up with the abrupt changes in reference [12].
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Using Linear Regression Model 
to Predict the Wholesale of the Electric 
Car in Indonesia: What Can Be Learned 
from the Model? 

Rosyid R. Al-Hakim, Nur F. Soelaiman, Sri Riani, and Yanuar Z. Arief 

Abstract We analyze wholesale datasets from Indonesian Automobile Industry 
Data for electric cars in Indonesia using statistical analysis to predict the electric 
cars used in the future. We apply a linear regression approach that adjusts the regres-
sion model according to wholesale electric cars between 2020 and 2022, as well as a 
statistical correlation test and the Wilcoxon test to support the regression result. We 
find a strong positive relationship for electric cars bought in the future, with a not 
significantly different population median of the total number of wholesale electric 
cars. It might be 210 cars estimated per year. Among the regression model, it is 
more effective for policymakers, as well as car industries. We estimate that there are 
various reasons and conditions for Indonesian people regarding buying electric cars 
inside conventional ones.
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1 Introduction 

Indonesian regulations related to new and renewable energy [1] would optimize the 
green or renewable energy used in all sectors. One of the challenges regarding its 
policy includes EV [2]. Besides, since 2020 Indonesia has launched electric vehicles 
(EVs) in the transportation industry. Migrating to EV from a conventional vehicle 
(CV) based on oil-fueled or gasoline-powered fuel must be concerned in the context 
of green energy, as well as zero-emission missions [3, 4]. 

The car dealership plays the leading role in supplying the EV in the vehicle market 
[5]. The most common EV types are fully fueled by electricity, including battery elec-
tric vehicles (BEVs). It is reported that the overall selling market of this EV must be 
the attention of policymakers [6, 7]. Most people would choose an alternative fuel 
vehicle, BEV, caused of its crucial element of sustainable development, as well as 
electromobility factors [8]. Car industries would encourage buyers to adopt electro-
mobility to improve EV uptakes [9, 10]. Besides, various choice reasons influenced 
EV buyers [11–13]. EV ownership is adopted mainly for lower costs than other fuel 
vehicles [14]. 

We tried to analyze within providing the statistical model for predicting the total 
number of EV wholesale in Indonesia. Besides, Indonesia is a developing country, and 
the emergence of EVs in the vehicle market has given rise to fluctuating purchases. 
The first year intensified the massive use and legalization of EVs in Indonesia since 
2020. This study was conducted to statistically model the possible number of EV 
wholesale in the future. 

2 Research Method 

2.1 Data Collection 

We collected the primary wholesales electric car (car electric vehicle, CEV) dataset 
from Indonesian Automobile Industry Data (https://files.gaikindo.or.id/) between 
2020 and 2022, as well as reported electric cars began to be marketed in Indonesia 
in 2020. The data was collected for all car providers that sell fully electrical-based 
fuel, including battery electric vehicle (BEV) and Fuel-Cell Vehicle (FCEV), as well 
as not included Hybrid Electric Vehicle (HEV) and Plug-in Hybrid Electric Vehicle 
(PHEV) that is already used oil-based fuel. We are concerned with oil free and 
fully electrical-based fuel for this study, according to support zero emissions and 
fossil-free use, especially in the vehicle industries [15].

https://files.gaikindo.or.id/
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2.2 Data Analysis 

The collected dataset was analyzed using linear regression to predict future electric 
vehicles (EVs), especially car electric vehicles (CEVs). The regression equation was 
obtained by regression analysis for the proposed mathematical prediction modeling. 
To support the regression result, we also used statistical correlation Kendall-Tau for 
analyzing the correlation between month wholesale quantity and the year of product 
sale. Besides, the Wilcoxon test was used to determine the future probability of total 
CEV sales in Indonesia obtained from the population median from the dataset. 

3 Results and Discussion 

3.1 Statistical Analysis Results 

Tables 1 and 2 show the regression analysis results to predict the future wholesale 
total of car electric vehicle (CEV) (Fig. 1) based on the wholesale data from 2020 
and 2022 in Indonesia. The regression analysis shows a significant (p-value < 0.050, 
one-tailed) difference between wholesale and year of sales in Indonesia. The future 
CEV industry in Indonesia would be proposed from the regression model as shown 
in Fig. 1, such as market optimization. 

Meanwhile, the Kendall-Tau statistical correlation test shows the value of r-correl 
= 1.00, indicating that wholesale total CEV and year of sale have strong positive 
relationships. Besides, the regression model can be predictable for future wholesale 
total CEV in Indonesia, as well as supported by strong positive relationships. In 
addition, the Wilcoxon test shows that the number of CEV sales in the future is not 
significantly different from the population median of 201 cars estimated per year 
(p-value 0.054 > 0.050, one-tailed) in Indonesia.

Table 1 Regression 
summary of this study Regression statistics 

R square 0.8852 

Adjusted R square 0.7703 

Table 2 Regression test results of this study 

Regression 
analysis 

Std. error t stat F Sig. F p-value Lower 95% Upper 95% 

Wholesale 
(2020–2022) 

0.392 5150.868 7.7087 0.220 0.000* 2015.245 2025.212 

* p-value < 0.050, one-tailed
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Fig. 1 Regression equation of the total wholesale EV car in Indonesia against the year of sales

3.2 Discussion 

The regression model shown in Eq. (1) indicates that the prediction of wholesale total 
CEV in the future in Indonesia is optimistic when the constant value of 2020.2 is 
affected (increased) by wholesale total car electric vehicle (WTCEV). The increase 
in the year also affected the number of wholesale CEV products in Indonesia. The 
Kendall-Tau correlation test also supports strong positive relationships between them. 

y = 0.0006 × WTCEV + 2020.2, (1) 

where 

y prediction of wholesale total CEV in the future in Indonesia; 
WTCEV number of wholesale total car electrical vehicle (CEV). 

Based on the prediction model, the estimated wholesale total number of CEVs in 
the future is about 210 cars per year in Indonesia’s population median. It might be 
fluctuating conditions, such as pandemic policy [16]. This model would be influenced 
by infrastructure development and government policy conditions according to Mali 
et al. [3] stated that in Nepal as a developed country, there are various influences, 
such as several accomplished initiatives, problems, tried-and-true regulations, and 
infrastructure development are all examples of this. Indonesia is also a developed 
country, so those factors probably influenced our study model, especially in the 
availability of charging station infrastructure [15] and policy implications [17], as 
well as techno-economic study [18]. Regarding the EV policy, we can learn from 
a previous study by Lebrouhi et al. [6]. Lemme et al. [19] proposed a model for 
evaluating electric vehicles as a fleet composition option in station-based car-sharing 
systems, and it can be applied in infrastructure development. Besides, Jakarta used 
photovoltaic (PV) integrated with electric vehicles (EVs) as the battery to reduce
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energy costs by 33–34% in 2030 [20], so if this concept plan to be spreading to 
other cities in Indonesia, it is an alternative to make efficient use of green energy 
sources. In addition, the Indonesian government must provide a new policy regarding 
energy sources for EVs; like China [21], as well as the development of a vehicle-
to-grid operations policy [22, 23], it is crucial to regulate gasoline-powered vehicles 
(conventional cars), so they can be used for the reason of migrating conventional 
vehicle to electric vehicle (EV) [24]. 

The trend in Istanbul–Turkey stated that subsidizing electric vehicle parking and 
hybrid car bridge and tunnel crossing tolls is more efficacious [11]. Based on the 
dataset obtained, non-fully electric batteries, including hybrid cars and oil-fueled cars 
(conventional cars), are the most consumed in Indonesia. Besides, Brazil reported 
that factors influencing EV usage intention include charging infrastructure, charging 
time, car autonomy, and purchasing price [12]. If these factors concern the Indonesian 
government, it would be an excellent way to educate about using the EV inside the 
conventional car. 

The study shows that many unidentified factors in the statistical analysis influ-
enced the regression model. It would probably be the factors of family decisions to 
buy the EV [25], economic and safety opinions [26], EV subsidy [27], EV buyer 
willingness regarding solar energy aspects [28], three together aspects: electrifica-
tion, shared mobility, and automation [4], driver’s preferences [7], transport actors 
and behavior [29], electrification level optimization for the passenger [30], total cost 
ownership [31], incentives for buying an EV [32], and technology-based as well as 
industrialization aspects [33]. 

4 Conclusion 

We proposed the prediction model based on the statistical analysis for the number 
of total wholesale of car electric vehicles (CEVs) in Indonesia for the future. This 
study reported the preliminary report regarding the factors that probably influence 
the Indonesian people to buy an EV. Our model predicted that increased years would 
increase the number of buying an EV. The predicted total number of wholesale CEVs 
in the future might fluctuate, based on various factors, including economics, policy, 
willingness, and behavior of Indonesian people. Hopefully, this study can be used to 
determine the next new energy vehicle as well as the electric vehicle (EV) strategy. 
This study is limited to analyzing the wholesale number of EVs in Indonesia and 
predicting the future. We were also grateful for any feedback on this study. It is 
suggested for future works to extend the duration of wholesale year as well as the 
manufacturers to give comprehensive results.
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Abstract Thermoelectric generator (TEG) is a clean and noiseless renewable energy 
source from heat source, and it can become an alternative way of generating electricity 
consciously. Building a thermoelectric generator converter can consist of different 
parts. In this research, we are studying the difference of using boost converter with 
single-ended primary-inductance converter (SEPIC) with the thermoelectric gener-
ator system. The contribution of the study is to determine the performance of TEG 
using different topology. It is done using a simulation using Matlab Simulink with 
varying temperature flux and load resistance. Varying the temperatures can give a 
consistent output, while varying load resistance by increasing can lower the perfor-
mance of the thermoelectric generator system. It can also be seen that the settling time 
increases when the load increases. The performance of the boost converter (98.7% 
efficiency) is better than SEPIC (97.4% efficiency), but it is also according to the 
designer’s desired outcome. The output can also be manipulated by having different 
settling time by designing the load resistance value. 
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1 Introduction 

People are looking for an alternative way of generating electricity without depleting 
Earth’s resources. Thermoelectric generators (TEG) can be the solution for that as it 
would produce electricity that is clean and noiseless without any moving parts [1]. 
TEG is a semiconductor device that converts temperature flux between surfaces into 
electrical energy directly [2]. There are many different parts inside a TEG for it to 
work efficiently. 

With many different parts into a TEG, there can be many different variations that 
could be made. In this research, we are going to implement the most widely known 
maximum power point tracking (MPPT) algorithm which is “Perturb & Observe” 
(P&O). The MPPT is important as it tracks the maximum power point and minimizes 
impedance imbalance of the DC-DC converter that is being used [2]. 

The research in this area is commonly focused on using boost converter only. 
However, the study on the type of converter used for the TEG converter is still new. 
Since single-ended primary-inductor converter (SEPIC) is good in other application, 
the performance may improve if the SEPIC converter is used in TEG converter, 
instead of boost converter. Boost converter is known as a step-up converter with 
voltage output in excess of the voltage input [3]. SEPIC can be both step-up and 
step-down converter and instead of the output being inverted such as buck-boost 
converter, the outcome of this is positive. 

This paper analyzed the performance of TEG converter using SEPIC converter. 
The performance is then compared with the boost converter. In this research, we 
are going to see which converter is better or if there are even any differences in 
performances at all. In next section, the methodology of the TEG model and MPPT 
is shown. Next, the design of both boost and SEPIC converters is discussed. Then, 
the results of the simulation are illustrated and discussed. The last section is the 
conclusion. 

2 Methodology 

Matlab Simulink is used in order to run this research. Only simulation is done and 
no hardware components are used. For the TEG, the power we want to achieve is not 
low. As mentioned in future work in [1], it is to run the experiment using a practical 
sized TEG which is better presented in [2]. 

In order to get a better understanding of a TEG system and what it consists of, it 
can be referred to Fig. 1. The block diagram shows the full system and what needs 
to be realized in order to get the desired outcome. In this research, the manipulated 
variable would be the temperature of the hot source and load resistance RL.
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Fig. 1 TEG block diagram [4, Fig. 7]  

2.1 Thermoelectric Generator Device 

As mentioned earlier, we wanted to have a TEG device that is practical. Having a 
singular TEG module can only obtain low power [2]. The design of the TEG device 
has been modified. The modules are arranged in series and parallel so that it could 
produce a higher power with the total internal resistance, Rint, becoming 7 Ω. Figure 2 
shows the modules in parallel.

From the left side of the figure we can also see the hot surface temperature (Th), 
cold surface temperature (Tc), Seebeck coefficient and also module in series. The 
values for Th, Tc and Seebeck coefficient are set by TEG properties manufactured 
by TEG thermoelectric systems as referred in [2]. 

2.2 P&O MPPT 

Discussion of the best MPPT algorithm is still an ongoing research for people in 
the field of power electronics. The most common one that is being used right now 
is P&O. This is due to the effectiveness and simplicity of the algorithm. Figure 3 
shows the flowchart of the P&O algorithm. It is very helpful in writing the code that 
is needed.

The P&O MPPT calculates the power of the TEG device by taking the current 
and voltage value of the current time and also the previous time. From there, it would 
compute whether the duty cycle needs to increase or decrease, it depends on the 
graph that can be seen in Fig. 4.

Figures 5 and 6 present the subsystem inside the Simulink that shows where and 
how the P&O coding is implemented into the TEG system.
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Fig. 2 TEG modules in parallel

Fig. 3 Flowchart of P&O algorithm [2, Fig. 2b]
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Fig. 4 MPPT graph principle [2, Fig. 2a]

Fig. 5 Subsystem of P&O 
MPPT 

Fig. 6 Inside the subsystem of P&O MPPT 

3 DC-DC Converter 

There are many different converters that are available to be used inside a TEG system. 
The two converters that are being used in this research are boost converter and SEPIC 
converter. Both will go head-to-head by varying the Th and RL.



526 M. A. I. Adzmi et al.

Fig. 7 Boost converter in simulink 

3.1 Boost Converter 

Boost converters are known to step up the voltage. Using the converter would give 
an output that is higher than the input voltage. It is ideal to for generating a bigger 
voltage with a small source and easy to control and is efficient [5]. 

One factor that could decrease the efficiency of the converter is the high input 
current. An option to reduce ripple current is to make it operate in continuous current 
mode (CCM), but this would increase the weight and volume of the converter [6]. 

As we can see from (1), i.e. the ratio for boost converter where we can see what 
desired outcome we want to achieve. V out is the output voltage, V in is the input 
voltage and D is the duty cycle. The MPPT manipulates the D of the converter to the 
maximum power point needed at the moment of time. Therefore, it keeps changing 
according to the P&O algorithm. 

Vout/ Vin = 1/(1 − D) (1) 

Figure 7 shows the Simulink circuit for the boost converter. It consists of an 
inductor, with a MOSFET as the semiconductor, a diode and also capacitor. The 
values for each components are L = 1 mH, C = 3000 µF and MOSFET with a 
snubber resistance of Rs = 1 MΩ. The MOSFET is connected to the subsystem of 
P&O MPPT as in Fig. 5. What the P&O MPPT does is, it generates duty cycle in and 
creates switching signals for converter [7]. Figure 8 shows the whole TEG system 
with boost converter.

3.2 SEPIC 

The single-ended primary-inductor converter is similar to both buck-boost and boost 
converter. It is identical with buck-boost in terms of output, as it can be both step up 
and step down. The upside of SEPIC over buck-boost converter is the output is not
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Fig. 8 TEG system with boost converter

Fig. 9 SEPIC in simulink 

inverted. It is akin to a boost converter in its structure, but with adding a buck-boost 
converter after it. 

Figure 9 shows the SEPIC inside the Matlab Simulink. There are a total of two 
capacitors, two inductors, MOSFET and diode. The values for each components are 
L1 = L2 = 5 mH, C2 = 300 µF, C3 = 470 µF and Rs = 1 MΩ. Similar to boost 
converter, MOSFET is connected to the P&O MPPT subsystem as in Fig. 5, small  
source, easy to control and is efficient [5]. 

The reason why MOSFET is chosen for both of these converters is because it has 
low gate threshold voltage that allows better compatibility with microcontrollers and 
lower power requirements. 

SEPIC’s duty cycle ratio is known in (2). The principle of it is similar to boost’s 
which is the duty cycle is manipulated using the P&O MPPT algorithm. Figure 10 
shows the whole TEG system with boost converter. 

Vout/Vin = D/(1 − D) (2)

The use of SEPIC is also known to have less electrical stress on components that 
can result in device failure and overheating [8].
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Fig. 10 TEG system with SEPIC

4 Results and Discussion 

Since the scope of this research is simulation, the results gotten are also coming 
from the simulation of Matlab Simulink. Manipulated variable that is mentioned 
was temperature of Th and resistance RL. The experiment done was that when the 
Th is differing, the RL is kept the same and vice versa. The values are Th = 30, 80, 
100, 150 and 250 °C and RL = 3, 7, 20, 80 and 100 Ω. 

4.1 TEG with Boost Converter Waveforms 

The waveforms that are illustrated have the manipulated variable of Th = 250 °C 
and RL = 7 Ω. 

Figures 11 and 12 show the simulation on the Matlab Simulink. From the wave-
form, we can get the settling time, T s = 0.038 s for the power of output. The efficiency 
of the TEG system for this particular variable is also very good which is 100%. Even 
though 100% efficiency is not possible, this is fine because we wanted to get the 
waveform for this section. The different efficiencies will be tabulated in the later 
section. This may be due to the similar resistance value of internal resistor inside the 
TEG module and with the RL.

4.2 TEG with SEPIC Waveforms 

The waveform that is illustrated has the manipulated variable of Th = 250 °C and 
RL = 7 Ω. 

Figures 13 and 14 show the simulation of SEPIC. From the waveform, we can 
see that settling time, Ts, is around 0.076 s. The settling time is more than for boost 
converter. This may be due to the values of the inductors and capacitors, but it is still 
acceptable and very fast in terms of itself, rendering it useful for the industry. The
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Fig. 11 Input graph simulated for boost converter 

Fig. 12 Output graph simulated for boost converter

efficiency for this particular variable is 97.21% which is quite high and acceptable 
value. When the output graph is zoomed in, as shown in Fig. 15, we can see the ripple 
voltage. It sways between Vmax = 260.8 V and Vmin = 247.1 V.

4.3 Tabulation of Simulation 

The simulations were not only tapped into an oscilloscope, but also with the readings. 
The readings are then tabulated into four different tables which show the efficiency 
of each converter with different Th and RL.
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Fig. 13 Input graph simulated for SEPIC 

Fig. 14 Output graph simulated for SEPIC 

Fig. 15 Output power of SEPIC
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Fig. 16 MPPT efficiency of 
boost and SEPIC converters 
when the Th changes 
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Figures 16 and 17 show the efficiency and performance of each varying temper-
ature and load. It can be seen that the performance for changing Th is very stable, 
while increasing the loads will lower the performance. If we would see further, the 
waveform shows that the settling time of the output is also longer as seen in Fig. 18 
comparing with Fig. 12. 

Fig. 17 MPPT efficiency of 
boost and SEPIC converters 
when the RL changes 
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Fig. 18 Output waveform for boost converter RL = 100 Ω
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Fig. 19 Output waveform for SEPIC RL = 100 Ω 

Figures 16 and 17 show the result for SEPIC. Here we see the same pattern as 
boost converter. Varying the temperature of the hot surface makes the performance 
pretty consistent. Meanwhile, increasing the load affects the performance drastically. 
The performance decreases except when the load is lower than internal resistor of 
TEG module which is 3 Ω. The power output is higher than the input, which is 
probably false. This is due to the load being smaller than internal resistance. The 
same goes with the settling time, which is increasing as the load increases. It can be 
observed by comparing Fig. 19 which is for 2 s instead of 1 s with Fig. 14. 

5 Conclusion 

Using different DC-DC converters can give us different results and different shapes 
of waveform. It all depends on the application and what type of design that is needed 
inside a system. The boost converter is one that can convert pretty smoothly with 
less components than in SEPIC. Boost converters only consist of four components, 
while SEPIC has six components. This can be looked upon during costing of the 
design. SEPIC is very convenient in having both option of stepping up and stepping 
down but it might need to have longer settling time. SEPIC will always be a choice 
of manufacturers to do battery-operated devices. We also have learnt that the value 
of resistance is important. In getting the desired result, lowering the RL for SEPIC is 
the right way. Having the higher resistance also increases the settling time, therefore 
taking longer time to fulfil the desired output. The efficiency for the boost converter 
is also on average 1.3% higher compared with the SEPIC converter. Based on the 
results, it shows that the SEPIC is not a suitable replacement for the TEG application. 
In the future recommended work, the boost and SEPIC converters need to be designed 
properly to operate at critical continuous current mode and specified ripple factor. 
This ensures a fairer comparison.
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A Hybrid Maximum Power Point 
Tracking (MPPT) for Thermoelectric 
Generator (TEG) System 

Naseem Mohd Arshad, Mohd Zaki Daud, Shahrin Md Ayob, 
and Razman Ayop 

Abstract Thermoelectric generators (TEG) convert heat energy into electricity in 
a quantity dependent on the temperature difference across them and the electrical 
load applied. It is critical to track the optimum electrical operating point using power 
electronic converters controlled by a maximum power point tracking (MPPT) algo-
rithm. In this paper, a hybrid MPPT for perturb and observation (P&O) and open-
circuit method (OCV) are proposed to compare with the conventional direct method 
for P&O and OCV methods, respectively. This research is initiated by modelling 
TEG system using MPPT algorithm with P&O method and OCV method using 
MATLAB/Simulink software. Then, it is followed by modelling a hybrid MPPT 
for both methods. In addition, a boost converter having this MPPT algorithm was 
added to the TEG modelling system. Every modelled system will be analysed and 
compared in the percentage of power transferred and response time. As conclusion, 
P&O method responds poorly to a fast-changing operating condition, and OCV 
method suffers disadvantages such as temporary power loss. The proposed hybrid 
method results in a very fast-tracking speed and the energy losses are improved 
compared to conventional direct method. 
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1 Introduction 

Nowadays, ensuring the increasing global energy demand can be met is very crucial 
part to avoid affecting the environment in a detrimental way and it can be solved 
by developing sustainable and non-polluting electrical energy. There are many types 
of energy sources and conversion devices that were being used in various kinds of 
applications to overcome this issue such as small distributed networks, centralized 
generation, and system energy recovery [1]. It is very important to find the energy 
from resources that are renewable and easy to find at the environment [2]. One of the 
conversion devices that show potential for waste heat recovery applications is using 
thermoelectric generator (TEG) [3]. 

TEG is semiconductor device that converts the particular temperature difference 
between surfaces into electrical power directly [4]. In this case, it cannot deliver the 
maximum power automatically besides it has the behaviour of nonlinear dynamic 
and it can represent in nonlinear I–V curve. So, it is very important to track and 
achieve MPP on I–V curve and it can be done in MPPT technique. The MPPT is 
implemented in the system to get the maximum efficiency and operate the system 
around MPP [5]. 

There are a lot of MPPT methods that have recently been developed and integrated. 
The strategy is varied, and it includes complexity, sensors essential, convergence 
speed, price, selection of effectiveness, execution hardware, popularity, plus in other 
aspects [6]. In terms of techniques, the most widely used is perturb and observe 
(P&O) and open-circuit voltage (OCV) technique [7]. The particular comparison 
between these types of common MPPT strategies and describe variations between 
them need to be done so that the efficient power versus voltage (P–V ) characteristic 
curve can be obtained [7, 8]. 

To overcome the disadvantages of these two methods, a novel hybrid MPPT 
technique that is combination of P&O and OCV methods is proposed in this paper. 
To justify this proposed technique, the new MPPT should be figured out and keep 
consider the stated problem for both methods. The technique of hybrid of P&O and 
OCV methods is very suitable for this solution as it includes the advantages for both 
techniques and rejects their drawbacks. The limitation of this research is the MPPT 
is only involve P&O and OCV methods only. The comparison made is only between 
both methods and does not compare besides this. There might be a better solution 
for MPPT using modern technology and has improved a lot in terms of efficiency.
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2 Literature Review 

2.1 TEG Device 

Combining high figure of merit p- and n-type semiconductors yields a thermoelectric 
(TE). Figure 1 shows the schematic diagram of TEG module. To increase the voltage, 
the TE is connected in series with one another. To increase heat conductivity, TEGs 
are built by linking TEs in parallel using ceramic plates. Heat flow from the hot 
surface to the cold surface when a temperature difference between the ceramic plates 
is created. Electron flow from n-type to p-type semiconductors is caused by heat 
transfer [6, 7]. 

As a result, the parameters from this circuit can be produced as follows: 

VOC = αΔT (1) 

ΔT = TH − TC. (2) 

VOC represents the TEG’s open-circuit voltage (V), α denotes the Seebeck coef-
ficient (V/K), and ΔT is the different temperature between two surfaces (K). TH 

represents hot temperature (K), and TC represents cold temperature (K). By choosing 
a great material, a Seebeck coefficient can be obtained in the range between 100 and 
300 µV/K [4]. 

The equivalent circuit of a TEG module includes of a temperature-dependent 
voltage source and an internal resistor, RTEG. The connection of a load, RL, into 
TEG system is purposely to generate power. By using the fundamental of basic 
circuit theory, the power generated by the TEG can be derived as: 

PTEG = (αΔT )2 × RL 

RL + RTEG 
. (3)

Fig. 1 Equivalent circuit of 
a TEG module [7] 
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Fig. 2 Characteristic curves of TG 12-6 under different temperature gradients, a I–V curves, b P–V 
curves [7] 

The graph of current versus voltage (I–V ) can be obtained based on the difference 
of temperature, the curve is linear, and the power generated can be plotted based 
on (I–V ) curve. Figure 2a shows the simulated I–V curves of the TG 12-6 TEG 
module under various temperature gradients, whereas Fig. 2b shows the associated 
P–V curves for various temperature gradients. The parabolic P–V characteristic 
is produced by the linear I–V characteristic, with its maximum placed at half of 
the open-circuit voltage. For any given thermal operating point (OP), the output 
power produced by the TEG varies according to the current (voltage) drawn by the 
load, as shown in Fig. 2b; thus, optimizing the energy harvest from TEGs using an 
MPPT technique is important for TEG applications. To achieve this purpose, a power 
converter with MPPT control is typically installed between the TEG and the external 
load [7]. 

2.2 MPPT Algorithm: P&O Method 

P&O method is one of the simplest methods to track maximum power point tracking. 
Figure 3 shows the power-voltage graph. Voltage at maximum power point, VMPP, 

is located at the peak of the curve; meanwhile, maximum voltage is called as open-
circuit voltage, VOC. From the curve, it can be divided into three regions which is 
at maximum power point (MPP), left-hand side (LHS) and right-hand side (RHS). 
For MPP, the change of power with respect to voltage is zero where the power will 
always at maximum point.
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Fig. 3 P–V curve 

On the LHS region, the change of power with respect to voltage is always greater 
than zero (positive slope) when observing from 0 V to VMPP. When the voltage is 
increased, power also increases and vice versa for this region. On the RHS region, the 
change of power with respect to voltage is always less than zero (negative slope) when 
observing from VMPP to VOC. When the voltage is increased, power will decrease, 
and when voltage is decreased, power will increase for this region. 

From the derivative of power with respect to voltage, the logic can be used to 
create a flowchart by perturbing the voltage to observe the changing power. The 
purpose is to alter the current situation of the derivative to move close to the MPP. 
Figure 4 shows the flowchart of the MPPT: P&O. The algorithm is initiated by getting 
the value of voltage, V (k) and current, I(k). Then the power is calculated using the 
formula, P(k) = V (k) × I(k). Next, the change of power and voltage is calculated by 
subtracting with the previous sample which are ΔP = P(k) − P(k − 1) and ΔV = 
V (k) − V (k − 1). By comparing ΔP and ΔV with Fig. 4, if  ΔP and ΔV are greater 
than zero, it indicates the curve is in LHS region. So, the voltage has to be increased 
and it can be done by adding duty cycle in boost converter and is given by D(k) = 
D(k − 1) + ΔD. If  ΔP is greater than zero and ΔV is less than zero, it indicates the 
curve is in RHS region. So, the voltage has to be decreased and it can be done by 
reducing duty cycle in boost converter, and it given by D(k) = D(k − 1) − ΔD. If  
ΔP and ΔV are less than zero, it indicates the curve is in LHS region. So the voltage 
has to be increased, and it can be done by adding duty cycle in boost converter and 
is given by D(k) = D(k − 1) + ΔD. If  ΔP is less than zero and ΔV is greater than 
zero, it indicates the curve is in RHS region. So, the voltage has to be decreased, 
and it can be done by reducing duty cycle in boost converter and is given by D(k) = 
D(k − 1) − ΔD.
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Fig. 4 Flowchart of MPPT P&O [4] 

2.3 MPPT Algorithm: OCV Method 

The fractional open-circuit voltage (FOCV) algorithm can be classified as indirect 
or offline method since it requires electrical parameters such as voltage and current 
to track the maximum power point. There are two approaches to implement this 
method. First, the method is known as the mathematical approach. Fractional open-
circuit voltage, more commonly known as constant voltage in some literature due to 
the relation between open-circuit voltage (VOC) and the VMPP, is almost linear. The 
equation between these parameters is as follows: 

VMPP = k × VOC, (4) 

where k is a constant proportionally. Based on the I–V characteristic of TEG, the 
value of the constant is usually in between 70 and 87% of the open-circuit voltage. The 
algorithm operates by periodically disconnecting the TEG from the power converter 
and VOC can be measured. VMPP can be calculated by using Eq. () (Fig. 5).

As second method, it can be known as switching approach. Figure 6 shows the 
schematic diagram of OCV. To understand more about the algorithm, Fig. 6 shows 
the timing diagram during the running time. During normal operation, Mcap is closed, 
and Cin contributes to the pulsing input current that the converter needs during ton. 
When a measurement of the voltage in an open circuit is needed, Mcap is opened. 
The bottom part of Fig. 6 shows a closer look at what happens in this situation. 
During toff, M1 is open, and the TEG is temporarily disconnected from the converter.
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Fig. 5 Schematic drawing 
of the components required 
for OCV method [9]

Since the current can’t flow into Cin, the potential at the TEG’s terminals rises to the 
open-circuit voltage VOC, which usually happens within tens of nanoseconds. The 
microcontroller is set to measure VTEG during toff while the converter is still in a 
pseudonormal state, and both the TEG and Cin are still giving power to the converter 
during ton. The open-circuit measurement is repeated every Tmeas, which depends 
on the TEG system’s thermal time constant. The time is normally between 0.1 and 
1 s. In between measurements of VOC, a digital control loop keeps changing the duty 
cycle of the converter to keep VTEG at half of VOC.

Even though method has the ability to track maximum power tracking, it also 
faces few disadvantages. The fact that the equation provided is an approximation 
which means that this technique does not deliver accurate maximum power point. 
Besides, there is power loss during the formation of VOC. It is because the voltage is 
obtained from the generating open circuit by disconnecting the load during a fraction 
of second. So this method should be modified so that efficiency can be improved. 

However, this method possess has advantages of being simple to implement due 
to no added circuit will be used. Besides, the cost to implement this method is very 
low because no DSP or microcontrollers are required. As a result, because it is not 
a precise procedure, it is used when precision is not a concern. It’s also can be 
considered as fast technique to reach maximum power because doesn’t require a lot 
of sensors. 

2.4 MPPT Algorithm: Hybrid P&O and OCV Methods 

Hybrid of maximum power point tracking methods is one of the alternatives used 
to overcome the drawbacks of single-method approaches and able to generate much 
better outcomes. Hybrid MPPT approaches have been presented in the literature to 
address the shortcomings of both traditional and advanced methods. Combining two 
conventional methods, a hybrid soft computing-based algorithm with a conventional-
based algorithm, or two soft computing-based algorithms are examples of hybrid 
methods.
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Fig. 6 Timing diagram for OCV measurement is achieved [9]

A hybrid of open-circuit voltage and the P&O approach is proposed as shown 
in Fig. 7. The proposed method’s working principle is that these two approaches 
are defined as two working loops, the set point computation and fine-tuning loops. 
The maximum power point, MPP, is approximated using the open-circuit voltage 
method. The fine-tuning loop tracks the precise amount MPP using the traditional 
P&O method. During start-up and in reaction to fast changes in atmospheric condi-
tions, the suggested approach exhibits acceptable efficiency and high performance.
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Fig. 7 Flowchart of MPPT hybrid P&O and OCV 

In this algorithm, it possesses fast-tracking time and no energy loss during OCV 
sampling are two advantages of this proposed technique. 

3 Methodology 

Understanding the general overview of TEG is necessary so that all the processes 
can be done separately and able to analyse well. From this overview, it starts with 
implementing boost converter which include circuit design and software simulation. 
Next is to implement MPPT with P&O method and followed by MPPT with OCV 
method. Next, hybrid of this method will be done. After all the design and simulation
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Fig. 8 General view of TEG system 

is successful, analysis and discussion of these simulations include comparison will 
be briefly explained. 

3.1 Design Overview 

From the general view of TEG block diagram, the research is mainly focused on 
DC-DC converter and MPPT algorithm. For DC-DC converter, boost converter is 
used for this research as to step up the voltage. Besides, MPPT algorithm will be 
more focused on P&O method and OCV method. These algorithms will be designed 
and analysed separately before implementing hybrid for both methods. The rest of 
the block diagram is not the main component for this research, but it is necessary 
and required for the simulation as every block diagram has its own function so that it 
can form a complete system. Figure 8 shows the block diagram for TEG system. For 
the software simulation, MATLAB/Simulink is being used to simulate and analyse 
these blocks. The blocks will be simulated separately which include boost converter, 
MPPT P&O method, MPPT OCV method, and hybrid of P&O and OCV methods. 

3.2 MPPT: P&O 

In the modelling TEG system with MPPT: P&O method, the schematic diagram is 
shown in Fig. 9. The structure is sketched based on block diagram of TEG system 
that is referred to Fig. 9, and simulation is made via MATLAB/Simulink. From the 
schematic diagram for simulation, the parameters of every component will be shown 
in Table 1.

For TEG module, it consists of two models which is connected in parallel which is 
shown in Fig. 10a and the internal structure of TEG model is shown in Fig. 10b. The
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Fig. 9 Schematic diagram of TEG system using P&O 

Table 1 Parameters for TEG 
module using P&O Properties Value 

Hot surface temperature, TH 80–250 °C 

Cold surface temperature, TC 20 °C 

Load matching each resistance, Rin = RL 0.7 Ω 
Seebeck coefficient 185 µV/K

connection of modules is in series parallel type. At default, the number of connected 
modules in TEG modelling is 20 in series. So the total resistance that is connected 
in series is 0.7 × 20 = 14 Ω. When connected in parallel, total resistance is 14/2 
= 7 Ω. So, total resistance in series parallel is 7 Ω. In this system, boost converter 
with MPPT: P&O was included where the inductor, L is 1 mH and capacitor, C is 
3300 µF. 

In this simulation, temperature will be varied at 80–250 °C hot temperature, TH. 
Meanwhile, the value of cold temperature, TC and load, RL will be constant which 
are 25 °C and 7 Ω, respectively. From the schematic diagram shown in Fig. 12, the  
input current, input voltage, and input power refer to parameter before having MPPT: 
P&O. Meanwhile, the output current, output voltage, and output power refer to the 
parameter after having MPPT: P&O. All these values will be tabulated. Besides, the

Fig. 10 Connection of TEG, a parallel, b internal structure 
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percentage is power transferred and is calculated by division of output power with 
respect to input power. 

3.3 MPPT: OCV 

The schematic diagram for OCV method is shown in Fig. 11. The structure is sketched 
based on Fig. 5. From this schematic diagram, the parameters of every component 
will be shown in Table 2. 

In this simulation, the parameters of Seebeck’s coefficient will be kept constant at 
185 µV/K. Besides, switching frequency, f s1 will be set at 250 kHz at 90% of pulse 
width. For switching frequency, f s2 it also will be set at 250 kHz but pulse width 
only at 50%. The temperature difference will be varied from 60 to 250 °C. From 
these variables, percentage of power transferred from TEG sources to the load will

Fig. 11 Schematic diagram of TEG system using OCV 

Fig. 12 Schematic diagram of TEG system using hybrid P&O and OCV 

Table 2 Parameters for TEG 
module using OCV Properties Value 

Switching frequency, f s1 250 kHz at 90% pulse width 

Switching frequency, f s2 250 kHz at 50% pulse width 

Hot surface temperature, TH 80–250 °C 

Cold surface temperature, TC 20 °C 
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Table 3 Parameters for TEG 
module using hybrid P&O 
and OCV 

Properties Value 

Hot surface temperature, TH 80–250 °C 

Cold surface temperature, TC 20 °C 

Constant, kv 0.76 

be calculated and tabulated. The power is calculated from the TEG module which 
refers to input side and boost converter as output side. The parameter for voltage 
and current from both sides will be tabulated. This simulation will be repeated six 
different temperatures. 

3.4 MPPT: Hybrid P&O and OCV 

The schematic diagram for hybrid of P&O and OCV methods is shown in Fig. 12. The  
structure is sketched based on Fig. 7. From this schematic diagram, the parameters 
of every component will be shown in Table 3. 

In this simulation, the parameters of Seebeck’s coefficient will be kept constant 
at 185 µV/K. The temperature difference will be varied from 60 to 250 °C. From 
these variables, percentage of power transferred from TEG sources to the load will 
be calculated and tabulated. The power is calculated from the TEG module which 
refers to input side and boost converter as output side. The parameter for voltage 
and current from both sides will be tabulated. This simulation will be repeated at six 
different temperatures. 

4 Result 

After the text edit has been completed, the paper is ready for the template. Duplicate 
the template file by using the Save As command and use the naming convention 
prescribed by your conference for the name of your paper. In this newly created file, 
highlight all of the contents and import your prepared text file. You are now ready to 
style your paper; use the scroll-down window on the left of the MS Word Formatting 
toolbar. 

Figure 13 shows the waveform of power generated from three different methods at 
ΔT = 230 °C. All waveforms show that the system achieved stability but at different 
time. The analysis will be explained in the tabulated data (Tables 4, 5, and 6).
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Fig. 13 Power generated at for every method at ΔT = 230 °C 

Table 4 Result of P&O methods 

Surface 
temperature (°C) 

Load, 
RL (Ω) 

Current, I (A) Voltage, V (V) Power, P (W) MPPT (%) 

TH TC Input Output Input Output Input Output 

80 20 7 1.545 1.512 11.38 10.58 17.59 16.00 90.96077 

100 2.08 2.035 15.04 14.24 31.28 28.98 92.64706 

150 3.415 3.342 24.15 23.39 82.63 78.17 94.60244 

180 4.217 4.126 29.68 28.88 125.2 119.2 95.20767 

200 4.751 4.649 33.34 32.54 158.4 151.3 95.51768 

250 6.087 5.956 42.49 41.69 258.6 248.3 96.01701 

Table 5 Result of OCV methods 

Surface 
temperature (°C) 

Load, 
RL (Ω) 

Current, I (A) Voltage, V (V) Power, P (W) MPPT (%) 

TH TC Input Output Input Output Input Output 

80 20 7 2.489 1.245 4.76 8.718 11.85 10.86 91.64557 

100 3.334 1.668 6.24 11.68 20.8 19.48 93.65385 

150 5.446 2.725 9.94 19.08 54.14 51.98 96.01034 

180 6.714 3.359 12.16 23.51 81.64 78.99 96.75404 

200 7.559 3.782 13.64 26.47 103.1 100.1 97.0902 

250 9.671 4.839 17.34 33.87 167.7 163.9 97.73405
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Table 6 Result of hybrid P&O and OCV methods 

Surface 
temperature (°C) 

Load, 
RL (Ω) 

Current, I (A) Voltage, V (V) Power, P (W) MPPT (%) 

TH TC Input Output Input Output Input Output 

80 20 7 1.31 0.7825 13.03 21.48 17.07 16.81 98.47686 

100 1.828 1.225 16.8 24.58 30.72 30.11 98.01432 

150 3.115 2.435 26.3 33.04 81.91 80.44 98.20535 

180 3.894 3.192 31.94 38.34 124.4 122.4 98.39228 

200 4.445 3.703 35.48 41.92 157.7 155.2 98.41471 

250 5.77 4.993 44.71 50.95 258 254.4 98.60465 

From this result, the percentage of power transferred is almost stable for hybrid of 
P&O and OCV which is 98% and above for all different temperature. For conventional 
method which are P&O and OCV methods, the percentage of power transferred 
increase proportionally to the temperature difference. The higher the temperature 
difference, the more efficient percentage of power transferred. Besides, the generated 
power from hybrid and P&O methods is much higher compared to OCV methods 
which is around 30–35% of difference. 

Table 7 shows the settling time for on three different simulation which from P&O, 
OCV, and hybrid of both methods. It can be observed that the settling time is almost 
same for each method even occurred at difference temperature. Hybrid methods show 
the fastest settling time which is around 0.028 s in average. P&O method shows the 
slowest of settling time which is 2.59 s in average. 

Table 8 shows the summary of outcome for all simulation. There are three 
concerns in this simulation which are generated power, settling time, and stability. 
P&O methods produce a high-power generation but suffer slow settling time. OCV 
methods produce a very fast settling time but suffer low power generation. For both 
conventional methods, the efficiency increases when difference temperature increase. 
For hybrid of P&O and OCV methods, overcome all the disadvantages for both 
conventional method without any additional circuit.

Table 7 Response time for every method 

Temperature difference, (ΔT = TH − TC) Settling time of MPPT algorithm, T s (s) 

P&O OCV Hybrid 

ΔT = 60° 2.018 0.060 0.017 

ΔT = 80° 2.082 0.060 0.021 

ΔT = 130° 2.169 0.061 0.028 

ΔT = 160° 2.175 0.062 0.031 

ΔT = 180° 2.195 0.063 0.033 

ΔT = 230° 2.218 0.063 0.038 
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Table 8 Summary of results 

Methods Advantages Disadvantages 

P&O • High-generated power • Slow settling time 
• Efficiency increases when difference 
temperature increase 

OCV • Fast settling time • Low-generated power 
• Efficiency increases when difference 
temperature increase 

Hybrid • Fast settling time 
• High-generated power 
• Stable is efficiency of power transferred 
for all different temperature 

5 Conclusion 

In conclusion, three outcomes that have been observed which include power gener-
ation, response time, and efficiency. P&O methods suffer slow settling time while 
OCV methods suffer low-generated power. Besides both conventional methods face 
low power transferred during low-temperature difference. The proposed hybrid of 
P&O and OCV methods has overcome the disadvantages of conventional methods 
for P&O and OCV methods, respectively. Furthermore, it does not require additional 
circuits to implement so it can reduce the cost of installation. 
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Thermoelectric Generator (TEG) 
by Using Indirect Maximum Power Point 
(MPP) Algorithm 

Ardrine Justin, Mohd Zaki Daud, Shahrin Md Ayob, and Razman Ayop 

Abstract Heat is one of the most important energy that exists and has drove many 
civilizations to achieve greatness. When we use it in daily life, we can use ther-
moelectric generator to power our electrical appliances at home from the heat we 
produce domestically. The heat is absorbed by the thermoelectric generator (TEG) 
module and since the other surface of the module is cold, it will create a gradient 
in temperature. If the load linked to the TEG is equal to the internal resistance, the 
maximum power that it can produce is achieved. To produce this result, we must 
design the circuit properly by using the suitable MPPT such as direct MPPT like 
Perturb and Observe (P&O) or indirect maximum power point tracking (MPPT) like 
constant voltage. There are many types of MPPT that we can classify based on the 
methods used. In this study, we tried to study and compare indirect MPPT to the direct 
MPPT. This will help us to solve the problem that normal and direct MPPT such as 
P&O faces. Because of the inefficiency of the direct method, the indirect approach is 
favourable in solving this task. To overcome the problem of losing energy during the 
sudden changes, the indirect MPPT will fix or constant one of its parameter that leads 
us to achieve high efficiency, desired power and stability under sudden changes. 
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1 Introduction 

Human has harnessed the power of heat since beginning of time and helps us progress 
further into more progress and advanced future. Since invention of steam engine that 
drove the first industrial revolution, we had used more energy and created carbon 
footprint in 100 years than any human and in history. Our desire for energy makes 
us want to conserve more energy and use it efficiently, so that we will use all of it 
without wasting any of it. That is why technology like TEG is introduced. TEG is 
a technology that uses heat energy to produce electricity without having to use any 
mechanical part. This is one of the reasons why it is a very efficient technology. The 
usage is very simple, at one end it is heated and one end is cold. The movement of 
electrons created by the temperature difference is going to create electrical energy, 
without having to move anything or mechanical movement. One of the reasons is it 
is very efficient. TEG can produce electricity without having to produce any noise 
which is one of its many advantages. However, TEG is subject to disadvantages to 
like any technology that it produces a very small voltage especially if it operates 
without MPPT. Even with MPPT like P&O MPPT, it still suffered from inefficiency 
especially when the load surpasses certain value and when the value of the load 
suddenly changes or the condition was suddenly changed. It will suffer from energy 
loss and the steady state power oscillation that will reduce the efficiency. However, 
we can solve this problem by using indirect MPPT method that will eliminate the 
problem and allow rapid track the desired MPPT with various operating conditions. 
In this method, when operational, the system will work at maximum power, is either 
measured or predicted the current or voltage by using experimental data. This is 
because in this 2 method, the duty ratio is controlled or fixed to produce only the 
maximum power for a specific operating condition. A constant current or voltage is 
quite popular that produces a desired control outcome. Because of this, the system 
is simple structured and very optimum. It also is not sensitive to any sudden changes 
from outside elements or conditions. This report aims to study the working principle 
of TEG and P&O MPPT and gather the result of it, so we can use it later in the next 
part of this study, where we will be comparing the data in this study with the data 
that we will get from the indirect MPPT. Our focus is at their efficiency, power and 
stability under sudden changes. 

2 Objectives 

The objectives of the TEG project are: 

I. To design a TEG system and a boost converter by using direct MPPT algorithm. 
II. To design a TEG system and a boost converter by using indirect MPPT 

algorithm.
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III. To simulate the TEG by using MATLAB/Simulink. 
IV. To compare the performance of the TEG with indirect MPPT and direct MPPT 

algorithm. 

3 Literature Review 

(A) Thermoelectric Generator 

To produce electricity by using thermoelectric module, it must be connected to two 
conjugate p-type and n-type semiconductor in series to increase the voltage [1]. It 
can be achieved through the concept of Seebeck’s effect where voltage is produced 
when the module is put at different temperatures. 

This is happening when one side of the semiconductor or material is heated and the 
other is cooled off. The effect occurs because of the movement of the charge carriers 
inside the material. The electrons are the charge carriers in n-type semiconductors 
and in p-type, the hole is the charge carrier [1]. Because of this, potential difference 
is created due to the build-up of the charge carriers at one end. 

(B) Boost Converter 

This is one of many important part of TEG, because it will increase the input voltage 
that it received from the TEG module. To build a boost converter, we must have 
an inductor, capacitor, resistor, transistor and diode when the switch turns on, the 
transistor or MOSFET in our case is turning on. Because of that, all the currents 
will flow to the MOSFET through the inductor. The current can flow through to the 
capacitor because the diode is in back biased [2]. When the MOSFET is turned off, 
the current will not flow to inductor, because the function of the induction is to make 
sure that our current flow is smooth. It will respond by generating a large voltage with 
opposite polarity of the supply source (voltage) [2]. The inductor suddenly acts like 
voltage source and the capacitor is in forward biased. Because of this, the capacitor 
is charged much higher than before. This also means that, we finally stepped up the 
low voltage DC voltage. 

(C) Buck Converter 

Buck converters work in a manner that is comparable with PWM ‘dimming.’ We’ve 
all heard of a PWM signal dimming lights. When the duty cycle is low, the load sees 
a low average voltage, and when the duty cycle is high, the load sees a high average 
voltage [1]. 

(D) Direct and Indirect MPPT 

There are many type of MPPTs that been used in domestic and industry. Each of the 
design of the MPPT is based on the specifications, limitations and applications. Each
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Fig. 1 General classification of MPPT [3] 

of the methods can be classified based on the different factors, working principle 
and implementation [4]. However, we can classify these methods into two categories 
which are direct and indirect. Direct and indirect method fall under conventional 
method, because it relies on a relatively simple algorithm or calculations. Besides, it 
also has very low cost and is simple to build (Fig. 1). 

4 Methodology 

(1) Flowchart 

See Fig. 2.

(2) Simulation and design for TEG modelling 

In this project of FYP1, module from Hayati Mamur and Yusuf Coban, detailed 
modelling of the thermoelectric generator for maximum power point tracking is 
used problem [5] (Table 1).

By using this specification, the TEG model was designed and built in Simulink. 
Below is shown the block diagram for this project (Figs. 3 and 4).

In figure above, to increase the voltage, 20 TEG modules are used in series. Then, 
that TEG is connected to other TEG to increase the current in the design. After
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Fig. 2 Flowchart for the progress of the project

Table 1 Specification for the 
TEG Description Notation Value 

Hot temperature °C 250 

Cold temperature °C 30 

Seebeck coefficient α 1.85 × 10−4 

Open-circuit voltage Voc 4 ± 0.4 
Short circuit current Isc 5.8 ± 0.6 
Matched load resistance R 0.7 

Matched load voltage Vpmax 2.0 ± 0.2 
Matched load current Ipmax 2.9 ± 0.3 
Matched load power Pmax 5.8

Fig. 3 Block diagram of TEG
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Fig. 4 TEG circuit

that, TEG was connected to the boost converter, and MPPT. The boost is fixed with 
components that have some value such as inductor (5 mH), capacitor (3300 F) and 
switching frequency (20 kHz). 

To obtain the result that we desired in the TEG modelling, a specific value will 
put as input in the TEG module for Seebeck coefficient, the maximum and minimum 
temperature and the number of module used which is 20. To build this module, we 
need to dive deep into the internal structure of the TEG as shown in Fig. 5 (Figs. 6 
and 7). 

In the internal structure of the TEG model, the internal resistance is 1.7 × 20 
= 34 Ω. This is because we have 20 TEGs that are used. In the internal structure, 
we have two identical TEGs that are parallel to each other, so the overall internal 
resistance is 17 Ω. 

(3) Designing P&O MPPT 

In this project, we only used the Perturb and Observe (P&O) MPPT, because we 
will use the data from the result to actually compare them with the data that we 
will get for future project or result in FYP2, which is the data from indirect MPPT.

Fig. 5 TEG module
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Fig. 6 Internal structure on TEG 

Fig. 7 Second layer of TEG module

This MPPT is designed to work with a boost converter that will help us to increase 
the small value of the voltage that it produced by the TEG itself. According to the 
block diagram, the input from the module will go to the converter and MPPT, where 
voltage and current will be measured. From there we can obtain the value for power. 
The data later was fed to the function block inside the MPPT internal circuit, where
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our coding or source code was written. Inside the source code, the duty cycle was 
0.7. If the duty cycle within limit was coded which was between zeros to one, if the 
power is more than zero, so the voltage also is more than zero. The duty cycle will 
be increased if the power is greater, but the voltage is lower than zero and reduced if 
both power and voltage are more than zero (Fig. 8). 

(4) First circuit MPPT 

See Figs. 9 and 10. 

(5) Second circuit MPPT 

See Figs. 11 and 12.

(6) Algorithm for the three fixed constant voltage

Fig. 8 MPPT block in Simulink 

Fig. 9 Fractional constant voltage in Simulink 

Fig. 10 MPPT 
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Fig. 11 Three fixed voltages in Simulink 

Fig. 12 MPPT block diagram for simulation

function D = COnst(Vin) 

persistent Dprev 

if is empty(Dprev) 
Dprev = 0.5; 

end 
if (Vin>0) 

if (Vin>39) 
if(Vin>50) 

if(Vin>60) 
D=0.4478; 

else 
D=0.5195; 

end 
else 

if(Vin>45) 
D=0.5492; 

else 
D=0.5958; 

end 
end
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else 
if (Vin<39 && Vin>18) 

if (Vin>25 && Vin>33 ) 
D =0.4032; 

else 
if (Vin>25 && Vin<33) 

D =0.4579; 
else 

if (Vin>20 && Vin<25) 
D=0.5297; 

else 
D=0.5747; 

end 
end 

end 
else 

if (Vin>10 && Vin<18) 
D=0.02525; 

else 
if (Vin>5 && Vin<10) 

D=0.4032; 
else 

D=0.5748; 
end 

end 
end 

end 
else 

D =Dprev; 
end 

%Update internal values 
Dprev = D; 

5 Results 

This is the result for our fractional constant voltage in the table below. It is an indirect 
MPPT because we don’t use V–I characteristics to achieve MPPT in the system. 

(A) Fractional Constant Voltage 

See Table 2.

(B) Three Fixed Voltage 

See Table 3.

(C) Perturb and Observe 

See Table 4.
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Table 2 Fractional constant voltage 

Fractional constant 

Surface temp. Load Current Voltage Power %eff 

TH TC Input Output Input Output Input Output 

60 50 17 0.2412 0.09573 0.982 1.627 0.2368 0.1558 65.7939 

70 0.5508 0.2189 1.837 3.722 1.012 0.8149 80.5237 

90 1.17 0.4653 3.547 7.911 4.149 3.681 88.7202 

110 1.789 0.7118 5.256 12.1 9.404 8.612 91.5781 

130 2.408 0.9582 6.906 16.29 16.78 15.61 93.0274 

150 3.028 1.205 8.676 20.48 26.27 24.67 93.9094 

175 3.802 1.513 10.81 25.71 41.11 38.9 94.6242 

200 4.575 1.821 12.95 30.95 59.25 56.35 95.1055 

250 6.123 2.437 17.22 41.42 105.5 100.9 95.6398

Table 3 Three fixed constant voltage 

Three fixed constant MPPT 

Surface 
temp. 

Load Current Voltage Power Eff% 

TH TC Input Output Input Output Input Output 

60 0.08544 0.06396 1.432 1.067 0.1224 0.06955 56.8219 

70 0.2254 0.1688 2.78 2.869 0.6266 0.4843 77.2901 

90 0.2563 0.1921 3.074 3.0266 0.7879 0.6275 79.6421 

110 0.6144 0.4603 6.581 7.824 4.043 3.601 89.0675 

130 1.084 0.8123 11.09 13.81 12.02 11.22 93.3444 

150 1.371 1.027 13.86 17.46 19 17.92 94.3158 

175 1.302 0.9755 13.27 16.58 17.28 16.18 93.6343 

200 1.566 1.174 15.85 19.95 24.83 23.41 94.2811 

250 2.802 2.099 27.71 35.69 77.64 74.93 96.5095

6 Discussion 

(A) Efficiency of Fractional Constant Voltage 

This method is using buck converter to reduce the voltage it received from the TEG 
and set it at 75% of the original value before supplying it back to the boost converter. 
When the boost converter received a nice and stable voltage, it will reduce the amount 
of energy that it will waste during the process as in P&O.
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Table 4 Perturb and observe 

P&O 

Surface temp. Load Current Voltage Power Efficiency 

Th T c Input Output Input Output Input Output 

60 50 17 0.2131 0.1418 2.209 2.411 0.4706 0.3418 72.6307 

70 0.4802 0.3119 4.039 5.302 1.939 1.654 85.3017 

90 1.086 0.6489 7.201 11.03 7.817 7.159 91.5824 

110 1.625 0.9857 10.82 16.76 17.59 16.52 93.917 

130 1.956 1.324 15.91 22.51 31.12 29.81 95.7905 

150 2.61 1.66 18.73 28.22 48.89 46.83 95.7865 

175 3.077 2.082 24.71 35.4 76.04 73.7 96.9227 

200 4.289 2.499 25.48 42.48 109.3 106.1 97.0723 

250 5.147 3.345 37.97 56.86 195.4 190.2 97.3388

(1) Voltage 

As we can see in the table below, the voltage of this MPPT is less than the normal 
P&O. This is due to the fact we already cut the input into 75% of the voltage that we 
received from the TEG. This method produced voltage as low as 0.982 V for the input 
and 1.627 V for the output and as high as 17.22 V input voltage and 41.42 V at its 
highest temperature. Due to the nature of this buck that will reduce the voltage input 
to produce lower output, this method will always produce a less voltage compared 
with the normal P&O. 

(2) Power 

If we compare the power from this MPPT, the power also reduce significantly. Power 
or energy loss from this MPPT is reduced due the fact that our voltage is oscillating 
less than normal MPPT due to the fact that it ‘achieved’ MPPT faster than normal 
one. At the highest temperature, the power it produced is about half of the P&O at the 
input which are 105.5 W and 195.4 W, respectively. At the lowest, it produces power 
input of 0.2368 W and output of 0.1558 W compared with the P&O of 0.4706 W at 
input and output of 0.3418 W. 

(3) Efficiency 

From the table above, we can see that the efficiency of this method is almost 
no different from the normal P&O. However, P&O has slightly better efficiency 
compared with the fractional constant voltage about from as low as 2% to as high 
as 7%. When this method is at highest temperature, it has 95.6388% efficiency 
compared with the P&O which is 97.3588. This is due to the low voltage produced
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by this method compared with the P&O that produced the most effective voltage for 
the system. However, this difference or low efficiency is compensated by having a 
much less fluctuating voltage input waveform that can cause loss of energy in the 
system. 

(B) Efficiency of three fixed voltage 

In this MPPT, we have an algorithm that will set the voltage input for the boost at 
three fixed voltage based on the voltage it received from the TEG. At the lowest, 
fixed voltage is 5 V, intermediate at 25 V and highest is at 50 V. 

(1) Voltage 

As we can we from the table above, this method produced voltage input of 1.432 V 
and output of 1.067 V at its lowest temperature. However, at its highest temperature, it 
produced an input voltage of 27.71 V and produced output of 35.69 V. This method 
performs better at highest temperature compared with low temperature, where it 
produced low voltage from the TEG. However, this method always produced a higher 
output voltage compared with the input, except when its at temperature 60 °C. 

(2) Power 

When we compare this method and normal P&O, the power it produced is much less, 
but the efficiency is slightly better than the fractional constant voltage method. At 
lowest temperature, it produced power input of 0.1224 W and output of 0.06955 W. 
This is very low in terms of number and compared with the P&O has produced which 
is input of 0.4706 W and output of 0.3418 W. At the highest temperature, it produced 
an input power of 77.64 W and output of 74.63 W. This is much better compared 
with when its at low voltage. Due to this result, we can suggest the application of 
this method is only applied to heavy industries where higher temperatures are often 
produced. 

(3) Efficiency 

From the table above, we can see a significant difference from this method compared 
with the normal P&O at the low voltage, which are only 56.8219% against P&O of 
72.6507%. However, as the temperature increases, the efficiency is also increasing 
and the differences between the efficiency between these two methods also decreases. 
At its highest, this method has efficiency about 96.5095% compared with the P&O 
of 97.3588 and slightly better than the fractional constant voltage method that has 
95.6388%. We can say that this method is suitable to be used at this temperature 
setting.
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7 Comparing the Input Voltage Waveform 

(A) Fractional Constant Voltage 

See Fig. 13. 

(B) Three Fixed Voltage 

See Fig. 14. 

(C) Perturb and Observe 

See Fig. 15.

Fig. 13 Input voltage waveform for fractional voltage constant 

Fig. 14 Input voltage waveform for three fixed voltage 
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Fig. 15 Input voltage waveform for perturb and observe 

Based on these three waveform of voltages at their highest temperature, we can see 
that, fractional and three fixed voltages have a very stable and constant input voltage. 
Almost there is no fluctuation at all. Compared with the P&O, the fluctuation is 
high and recorded at almost 10 V peak to peak. This will cause P&O loss a lot of 
energy and waste good amount of it in terms of heat. The appliances will become 
hot unnecessarily. 

8 Conclusion 

In conclusion, we can say that these two methods are not suitable to produce high and 
efficient power or voltage output for any loads. However, these methods are suitable 
to reduce the waste of energy, so that our hardware will not be unnecessary and waste 
the energy that it gains from the TEG. This is because the waveform it produces by 
these two methods is better compared with the P&O, but P&O still held a very good 
number in terms of power and voltage output. In addition, these two methods are 
also not suitable to be used in a very low voltage like 5 V, because it will produce 
the most inefficient output voltage and power among these methods. All in all, P&O 
still is the better choice method and has much potential if we can reduce the effect 
of changes to this MPPT. 
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Comprehensive Review on AC-DC, 
DC-DC, DC-AC-DC Converters Used 
for Electric Vehicles and Charging 
Stations 

Utkarsh Shukla, Shekhar Yadav, Nitesh Tiwari, and Aayushi Priyadarshini 

Abstract The number of electric vehicles (EVs) has recently increased. For EVs, 
converters play a vital role. EVs have two main areas of research: EV drive systems 
and charging systems. In both systems, different power electronics converters need 
to be utilized. These converters are mainly used to converter the voltage, current, 
or power level. Hence, this paper reviews different converters, such as AC-DC 
converters, DC-DC converters, and DC-AC-DC converters. A generation of energy 
production is non-renewable based. DC grid as a base for EVs is more efficient 
than the AC-based grid system. It is also very reliable, power-efficient, easy to use, 
comparatively cheaper than AC, and easy to use with renewable energy sources 
(RESs) and integrated energy storage units (ESU). The EVs battery charging unit 
(BCU) power is powered with care using an energy management system (EMS) with 
proper control techniques. In charging stations, the converters perform a crucial role 
in charging EVs productively. 
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1 Introduction 

The EV charging station uses renewable energy as its source through an EV-PV 
converter linked with a PV microgrid, as PV is variable and regulated through a grid 
connection. It provides an uninterrupted power supply with high quality for that load 
which provides power when there is a deficiency in the utility grid. Microgrids used 
for EV charging are of different types [1]. The sliding mode control in the presence 
of external disturbance keeps the dc level at the desired value. It provides a power 
factor (PF) level close to 1 (more than 97%), which helps clarify the rectified output 
voltage that is not constant for the desired value [2]. Using a PI controller is difficult 
and not easy to tune. Therefore, using an artificial neural network (ANN), a genetic 
algorithm (GA) is taken into account for the packed U-cell (PUC) inverter. In this, 
ANN controls the switching, and GA controls the angle that provides the result with 
the constraint of a low total harmonic distortion (THD) value [3]. For the PV-based 
power system, transformerless inverter topology is introduced. In this, it is found that 
the T-type neutral point clamped performed better than the Neutral point clamped 
multi-level inverter [4]. For the NPC-MLI, use multi-carrier pulse width modulation 
(MCPWM). But it could not provide the DC link voltage balance to reduce the THD. 
Whereas to provide a better DC link voltage, the space vector modulation (SVM) 
technique is introduced, and the comparison is made with the 3L (three-level) SVM 
and the 5L SVM. The modern predictive control MPC is used with the DC link [5]. 

EVs can be charged by coupling of inductive or capacitive. Under Conductive 
coupling, EVs use the outlet plug for charging. Here, two types of the coil—one 
coil reprecates receiving coil, whereas the other parking slot is interchanged with the 
power. Capacitive charging, 4 capacitive plates for charging. A level-based charging 
station (LB-CS) can decrease EV costs. At the same time, the time will be minimized 
by swapping technology [6]. The pulse width modulation (PWM) waveform is a 
reliable technique of switching [7]. The use of a Cuk converter in the EV charger with 
the use of single switch power factor correction operation during a supply cycle. It 
gives a better characteristic for the EV off-board charger, like high power density and 
less in price [8]. Using a multi-bi-directional Cuk converter for the photovoltaic (PV) 
system using MPPT with the salp swarm optimization technique helps maximize the 
output power from the PV array when there is a proper mismatch or partial shading 
[9]. 

The boost high gain buck-boost converter with the extended SCs makes a cred-
itable position for a stand-alone PV system that helps operate above 300 V, which 
is impossible for the conventional buck-boost converter [10]. It works as a link 
between dc microgrid and EV battery packs. Introducing the ZVS helps achieve all 
the switching under a dual active boost converter (DABC) [11]. The low-speed EVs, 
recharging the battery pack rapidly is essential. It is obtained using an input series and 
output parallel converter [12]. DABC is to control the flow of power and minimiza-
tion of that total power loss. By using the switching control strategy, minimizing the 
loss, efficiency improves by up to 10%, which is impossible with the conventional
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control strategy [13]. There are many ways to reduce the charging cost. (i) By level-
based charging station (LBCS). (ii) Reduced time by using swapping technology 
for a battery. The charger for EVs is of two types: off-board chargers and the other 
one is onboard chargers. As discussed, off-board charging has a higher transfer in 
KW and removes the weight of the vehicles, as the rate of energy transfer is high, 
whereas, for onboard charging, the transfer of KW is lower. A charging station is 
at different locations. There is a conformity of power reliability. EV batteries are 
charged by the use of the technique known as the battery swapping technique [14]. 
The comparison of power density with 100 kHz and 500 kHz of the LLC resonant 
converter and its improved design method is introduced. For the enhancement of that 
500 kHz switching frequency power density, and also the mathematical modeling 
of the passive component like the transformer and the capacitor at the output is also 
performed. A converter is a proposed interleaved boost converter that reduces the 
ripple magnitude under input current and increases the magnitude of voltage gain by 
applying the voltage lift techniques or by replacing that conventional inductor with 
the coupled inductor of the IBC (interleaved boost converter) by using turn ratio 
[15]. EV charging is done with the help multileg interleaved boost converter that is 
digitally controlled, and experimental performance is seen in [16]. In the EV appli-
cation, the reduction of electromagnetic interference is introduced with the help of 
the Sepic converter having an LC regenerating snubber. This technique helps reduce 
the component number and also helps in returning some of the switching energy for 
the Sepic converter [17]. The Sepic converter with PV inverter system is introduced, 
and the digital signal processing (DSP) is to produce the real-world environment of 
that proposed fuzzy logic controller (FLC) as well as the MPPT algorithm to control. 
It seems better than the conventional converter, the type of PI controller. The fuel cell 
EV application has a DC-to-DC converter with a three-phase high-voltage gain. The 
proposed converter decreases the magnitude of the voltage stress on the switches and 
the ripple in the input current in the introduced fuel cells (FCs). The Radial basis 
function network-based MPPT is set side by side with FLC, and the result favors that 
maximum power point tracking (MPPT) that tracks MPP is faster than FLC [18]. 
An interleaved boost converter helps reduce the current ripple, which helps increase 
the fuel cells’ life span [19]. The use of the soft-switching in the interleaved boost 
converter with the six-phase, the use of the SiC semiconductors, and the coupled 
inductor technique for fuel cell vehicle (FCV) help significantly reduces the loss in 
power switching and weight reduction of the converter. The analysis of inherent soft 
switching for that potential transformer (PTs) is being performed in [20]. The substi-
tute of the IBC, which is a multi-IBC, helps enhance the current capabilities at the 
module level, which can be achieved by operating several parallel power switches in 
sequence [21]. There is a comparison of the full bridge and half-bridge having a bi-
directional dc to dc converter for the same application; the other topology is presented 
that has no device rating penalty, high efficiency that makes the new converter feasible 
for the use of the medium, and high-power related application [22]. A comparison 
of the inverter with the dc-dc converter is being performed. The inverter supplies the 
motor with high power and also the loads. But the converter supplies the low power 
to the load with low voltage. Therefore, in the future, the need for high power will
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increase for EVs. Because of this, bi-directional dc-dc converters and many more 
will be studied [23]. It improves the DC-AC-DC converter efficiency using a Proton 
exchange membrane fuel cell (PEMFC) linked with EV’s DC bus. The use of the 
high operating switching frequency helps in introducing the new technology that 
is synchronous rectification and also the use of SiC that helps in the loss deprecia-
tion and the increase the efficiency of the converter [24]. The EV charging station 
uses a DC microgrid and contains simple DC-to-DC conversion. The microgrid is 
controlled using the optimization technique (OT) based on an energy management 
strategy that improves the regulation and fast charging in EVs [25]. 

The main contribution of this paper is a comprehensive review of different 
power electronics convert. These converters are mainly reviewed for handling the 
application of EV drive and charging systems. It provides a review of: 

• AC-DC converter such as asymmetrical two-device unidirectional boost converter, 
unidirectional multi-level converter, three-phase bridgeless boost converter, and 
three-level three-phase NPC converter. 

• Bidirectional PV-Cuk converters, transformerless high gain boost and buck-
boost DC-DC converters, single-ended primary inductance converters (SEPIC), 
multiple interleaved buck converters, full-bridge LLC resonant converters 
(LLCRC), and dual active bridge converters are examples of DC-DC converters. 

• DC-AC-DC converter, such as inter-leaved 4-Phase Boost converter (IBC), and 
multi-device interleaved bidirectional converter. 

This first section of this paper includes the introduction and literature review of 
different converters. The second section includes the AC-DC converter. The third 
section includes the DC-DC converter. The fourth section of this paper includes the 
DC-AC-DC converter. And in the last section of this paper covered the conclusion 
and future scope of this paper. 

2 AC-DC Converters 

Hybrid microgrids have advantages over AC and DC microgrids. DC power sources 
that can be used most of the time are photovoltaic (PV) systems, and they get 
connected through DC micro-grids and within the DC-DC boost converters, whereas 
EVs are linked with DC microgrid (DCMG) and DC-DC buck converters. On the 
other hand, the AC grid system is linked through a wind turbine generator (WTG). 
AC grid (230 V) having the load with AC as supply that is AC motors. Several advan-
tages are there under that, the implementation of coordinated charging, and it also 
includes voltage regulation and frequency variation of the buses. To maintain grid 
balance, it uses a power-sharing module in this utility grid that absorbs energy from 
DCMG [25].
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Fig. 1 Three-level there-phase NPC converter 

2.1 Three-Level There-Phase NPC Converter 

Three level three-phase (TLTP) neutral point clapped multi-level inverter (NPC-
MLI),  as  shown in Fig.  1 is widely used in the systems. In NPC-MLI arrangement 
defeats inconvenience in that leakage current and limits DC component which injects 
under microgrid. The TL-NPC-ML will help in motor control purposes. The NPC-
MLI has several switches and various clamping diodes, providing for different phases 
with multiple voltage levels. The capacitor with the DC link is connected through 
series, separate from DC-linked voltage, and has an exact similar magnitude for that 
output. Boost under NPC-MLI because there was an increase in the capacitors having 
DC links. Also, there is the presence of clamping diodes with switches. Limits of 
the NPC-MLI is DC-link capacitor balancing. Hence it is only used for three levels. 
NPC-MLI mostly uses IGBT and diode to boost state voltage/current ratio to medium 
power range. It also uses one of the families of NPC-MLI, defined as T-N point MLI. 
It gives better efficiency for the above system. The efficiency for NPC-MLI will show 
a better response as compared to TNP-MLI. With dual MPPTs, the DC-Link checks 
out the conduction loss in an inverter [4]. 

2.2 Three-Phase Bridgeless Boost Converter 

As shown in Fig. 2 indicates a kind of Bidirectional converter. The top-level switches 
show Qa, upper, Qb, upper, and Qc, upper, and the proposed nonlinear controller (NLC) 
leads to switching control signals ua, ub, and uc. Similarly, the bottom level switches 
which Qa, lower, Qb, lower, and Qc controlled similarly. Lower switches get off when



574 U. Shukla et al.

AC 

AC 

AC 

CONTROL 
SYSTEM 

VB 

L1 

L2 

L3 C 

Qa, 
upper 

Qb, 
upper 

Qc, 
upper 

Qc, 
lower 

Qb, 
lower 

Qa, 
lower 

Fig. 2 There-phase bridgeless boost converter 

the upper circuit switches are ON, and vice versa. It contains around eight individual 
switching modes. For calculating the dynamic model of the converter, we derived 
all the dynamic modes with all different modes of operation. By performing KCL, 
Eq. (1) is obtained [9]. 

dia(t) 
dt

= 
1 

3L 
(2va(t) − vb(t) − vc(t)) − 

2 

3L 
VB 

dib(t) 
dt 

= 
1 

3L 
(−va(t) + 2vb(t) − vc(t)) + 

1 

3L 
VB 

dia(t) 
dt

= 
1 

3L 
(−va(t) − vb(t) + 2vc(t)) + 

1 

3L 
VB (1) 

where va(t), vb(t), and vc(t) replicate the voltage of the phases; ia(t), ib(t), and ic(t) 
replicate the current of the phases; and ‘VB’ replicates battery voltage, whereas ‘L’ 
replicates the value of the inductor for individual phase, similarly for all three phases. 
A model can be derived from Mode 6, whereas the sign in the last variable under 
each Eq. (1) gets converted into Eq. (2) [9]. 
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dt 
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1 
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1 

3L 
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Similarly, Modes 2 and 5 are obtained as Eq. (3) [9],
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The upper signs in the last term of the individual equations are for Mode 5. The 
dynamic model works under Modes 3 and 4, it is represented in Eq. (4) [9], 
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In each equation, the upper part of the sign is from mode 4; Modes 0 and 7 give 
the following as Eq. (5) [9], 
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dt 

= 
1 

3L 
(2va − vb − vc) 

dib(t) 
dt 
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1 

3L 
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dia(t) 
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= 
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3L 
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The closed form is obtained by using all operating modes, from (1)–(5) get 
combined to give the following as Eq. (6) [9], 
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it is simplified as a vector model that gives [9], 
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dt 
i = 

1 

3L 
K v − 

VB 

6L 
Ku (7) 

where, i = [iaibic]T , i = [iaibic]T , i = [iaibic]T
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−1 −1 2  
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Equation (7) is then utilized for a proposed controller [9]. 

2.3 Unidirectional Multi-level Converter 

Rectifiers have dc inductors in them that are used for various reasons; a dc inductor 
is indicated as an ‘M’ inductor for unidirectional flow. The rectifier is one of the 
popular choices because of the single switch and standard rectifier diodes on the 
input side, cheapening its use. It sets the standard for comparing all types of 1-phase 
boost rectifiers. As represented in Fig. 3, the circuit is useful and gives high output 
voltages with more switch off-times compared with the 1-switch. Phase-adjusted 
unipolar (PAUP) PWM waveforms are obtained by a circuit using 2 switches rather 
than the 4 used in the H-bridge by rectifying the AC mains voltage, achieving a 
rectifier containing a standard rectifier diode (SRD) and using a dual series-connected 
boost circuit in which power is transferred through the output capacitor. The two dc-
rails can contain the differential load. The value of ripple in the DC-link inductors is 
minimized by using a switching pattern. This performance gets converted using lower 
switching frequencies, low dc-rail inductors, and lower switch voltage stresses. These 
circuits are mainly used in universal power supplies (UPS), which are automatically 
connected to single gain or doubling rectifiers depending on the ac voltage [7]. 

Fig. 3 Unidirectional 
multi-level converter
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2.4 Asymmetrical Two-Device Unidirectional Boost 
Converter 

Figure 4 replicates AUIMLDDPC (Asymmetric unidirectional isolated multi-level 
DC-DC power converter). It comprises the half-bridge inverter (HBI), a single TWT, 
and dual (full bridge rectifier) FBRs, with the selective circuit and filter at the output 
containing L-C. The TWT (three-winding transformer) has the primary winding, 
which is represented by the number of the primary turns as ‘Np’ and also with 
dual windings (N s, N t) where ‘N s’ indicates (secondary winding) and ‘N t’ indicates 
(tertiary winding) at the secondary side.‘VoutFBR’ is the summation of VC3 and VC4 

when two FBRs are connected in series (S3 is turned on) and VoutFBR VC4 when two 
FBRs operate in stand-alone condition (S3 is turned off). When the duty ratio of the 
HBI switching is 0.5, it generates the voltage at the primary winding side, which is 
mostly a square wave in the TWT. A duty cycle with a fixed value of 0.5 for the HBI 
gives that square symmetrical wave with the winding having a primary number of 
turns represented by ‘Np’ at the primary of that transformer. It also gives a dual output 
voltage waveform like a square shape with dual forward bridge inverter (FBRs) and 
gets two different voltages with not an equal number of windings. 

The output voltage is not compulsorily fed toward that control circuit at the side of 
the primary with a proper value of the duty ratio for HBI. Then the isolation feedback 
gets avoided. Whereas both the designs of that transformer with the control of HBI 
are simple. The operation of AUIMLDDPC contains around four modes as follows 
[6], 

• Mode I 

Under mode I, the circuit is given below indicates that S1 gets ON, whereas S2, and 
S3 get off. And VoutFBR as shown in Eq. (8) [6]

S2 
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Fig. 4 Asymmetrical two-device unidirectional boost converter 
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VoutFBR = VC4 = 
Vinn2 
2 

(8) 

• Mode II 

Under mode II, as S2 gets OFF. And at the same time, S1 and S3 get ON. And VoutFBR 

as shown in Eq. (9) [6] 

VoutFBR = VC3 + VC4 = 
Vinn2 
2 

+ 
Vinn1 
2 

(9) 

• Mode III 

Under mode III, S2 gets ON, but on the other hand, S1, with S3, gets OFF. And 
VoutFBR as shown in Eq. (10) [6] 

VoutFBR = VC4 = 
Vinn2 
2 

(10) 

• Mode IV 

Under mode IV, S1 gets OFF, and S2 with S3 is turned ON. And VoutFBR can be 
represented as the voltage with the swing or varying value being less than that of 
the (unidirectional isolated multi-level DC-DC power converter) UIMLDDPC. Also, 
the capacity with the output filter proposed by the AUIMLDDPC is decreased when 
compared with the previous HBI type of UIMLDDPCs [6]. 

3 DC-DC Converters 

It is differentiated into two switching types of converters: hard-switched converters 
and soft-switched converters. In recent years, converters have been mainly dc in 
nature. Therefore, mainly it is used as a soft-switched converter. Under these 
switching, it is mostly used as zero voltage or current switching (ZVS) and/or (ZCS), 
and almost every time, the parasitic with, if required, some additional component. At 
the same time, it can also classify the DC-DC converters under non-isolated as well as 
the isolated (transformer version), unidirectional, and bidirectional converters. Most 
of the converters that are mainly used in the charging station of the EVs to step-down 
with the help of the buck type of converter, step-up for the boosting purpose, buck-
boost for performing both at the same time, also an improved kind of BB converter 
that is the SEPIC (single-ended primary inductor converter), having dual SEPIC know 
as Zeta, and Cuk converter comes under the isolated techniques. In flyback converter 
contains a transformer-type buck-boost converter. Isolated converters mainly contain 
Cuk, SEPIC, and dual SEPIC [23].
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3.1 Bidirectional PV-Cuk Converter 

The Cuk converter circuit with the PV-PV is arranged in the given fashion, as shown 
in Fig. 5. It is composed of dual converters that indicate dual circuits. It used the 
capacitor Cn for energy-storing purposes and a buck-boost converter composed of 
the inductor. It shows a similar voltage transformation duty cycle ratio that is ‘k’. 
The main issue is the non-continuation because the large capacitor affects the I/O 
current, and the converter terminal or PV connects to the shunt. Another positioning 
of the converter under which the primary is isolated with the secondary side is the 
flyback converter, which links each serially linked PV generator with conventional 
output with the DC bus, linking PV and the bus structure. The importance of that 
dual forms is that well-distributed solar irradiation, with no converter power loss. It 
still contains the same losses present at the time conversion when there is a use of a 
dc converter or another converter that is the dc to ac for the grid. 

The two vital needs that can be fulfilled with the PV-to-PV alignment are made 
very challenging for controlling purposes. Firstly, it requires a reliable control scheme 
that leads the system to obtain the maximum power point (MPP). It keeps changing 
the PV [1]. 

3.2 Transformerless High Gain Boost and Buck-Boost 
DC-DC Converters 

There is a valid reason for using the SC technique for conventional high gain boost 
and buck-boost converter (B-BBCs), as shown in Fig. 6 to decrease the switching 
ON time and also, at the same time, stabilize the output voltage due to this, it’s
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easy to compensate for ripple in the current across the input side as well as at the 
device side also, and this helps in reducing the conduction losses. A reverse-recovery 
problem arrived at the rectifier’s output end because the current with the short pulses 
is reduced extremely due to this duty ratio. Let’s keep things in mind that whether it 
uses the converter in the buck mode (BU-M), in boost mode (BO-M), or used in buck-
boost mode (BU-BO-M) depends upon the SC-cell shown below with the red dotted 
line which is across the switch and the inductor. Whereas the arrangement used in 
Fig. 7 given below is used for high voltage gain, it cannot extend the SC cell for high 
voltage boost. In these extended SC-cells, we use a 2-stage SC-cell containing two 
diodes and a capacitor similar to that was in the double voltage circuit: In this, one 
operates under forward bias (FB) (CFB and DFB), another under reversed-bias (RB) 
(CRB and DRB). Whereas it shows that SC-cells work differently under conventional 
voltage double for the voltage extension under reverse-biased as there is no active 
involvement of that branch. The boosting ratio of the circuit can be increased by the 
increase in the number of extensions [10]. 
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Fig. 7 Single-ended 
primary inductance converter
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3.3 Single-Ended Primary Inductance Converter (SEPIC) 

It is one type that comes under (the BU-BO) dc-dc converter. The output voltage 
polarity of the converter is different compared with conventional converter. Under 
the SEPIC converter, the dual inductors’ arrangement differs from the BBDC. This 
converter uses two coupled inductors instead of two separated inductors, which helps 
in reducing the inductance of the same half the inductance ripple in the current. SEPIC 
used dual coupled inductors as replicates in Fig. 7 represented as La and Lb. Like  
other DC/DC converters that use coupled inductors or transformers in the circuit. 
This converter is handled with the problem of energy stored of leakage inductance in 
a primary inductor. The voltage stress is because of the energy at the switch transistor 
at the off duration and also affects the MOSFET switch. To avoid it, we mostly use the 
snubber circuit, which helps us make a different path for energy so that the MOSFET 
switch can be protected easily. The snubber circuit helps reduce the electromagnetic 
interference (EMI) that helps us secure that switch with that stored energy inside the 
leakage inductance [17]. 

3.4 Multiple Interleaved Buck Converters 

Let’s take the N that indicates the legs number for an interleaved type of buck 
converter, as shown in Fig. 8. In  V in replicates voltage at the input side, V o replicates 
voltage across the output, whereas the L1, L2… Ln and i1, i2… in, denote the leg of the 
inductances and currents to that of an inductor. Here, C shows filter capacitance for 
high-frequency ripple-providing switching operation, and the combination with the 
RL and RC shows parasitic series resistances (PSR) with inductors and capacitors. 
Load indicates the battery that’s going to charge. Whereas n replicates the duty cycle 
of that signals, that is d1, d2 … dn that help modulate the PWM signals that regulate 
buck converter’s switches accordingly to the design of that proposed controller. 

Vin 

Vo 

C 

i1 
i2 

in 

Fig. 8 Interleaved buck converter
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Fig. 9 Full-bridge LLC resonant converter 

On considering the required amount of the voltage accumulated with the battery 
range DV o and also having reference current with the constant I ref that can select 
the load drop coefficient R, which is R = DV o/I ref. Also, the state space equations 
of the interleaved converter and k-leg power switch conduction losses indicate RSwk. 
Whereas RSw is equivalent for both switches on the same leg [16]. 

3.5 Full-Bridge LLC Resonant Converter (LLCRC) 

In LLCRC, the arrangement mainly contains dual series and parallel inductors. In 
Fig. 9 it can easily be seen that we have dual inductors with a single capacitor. It has 
an identical arrangement of the elements as present in a resonant converter that is 
connected in series with the transformer. It contains magnetization inductance (ML) 
within the transformer and works as a resonant element. As magnetizing current is 
cleared with SRC (series resonant converter), it handles the problem of having no-
load control. A square wave voltage Vab was found with various resonant converters 
because of the switching action. It behaves like a filter as IL for both SRI and 
SRC (series resonant capacitor/inductor). As discussed, a resonance capacitor also 
affects the magnetizing current that passes through ML. LLCRC is composed of dual 
resonant frequencies. It also contains Lr and Cr (resonant inductor and capacitor) as 
elements in high resonance frequency (HRF), whereas mutual inductor (Lm), Lr, and 
Cr are for low resonance frequency (LRF) [14]. 

3.6 Dual Active Bridge 

Figure 10 replicates the Bidirectional DAB (dual active bridge) converter. It has 
DAB converters, a dual filter, and a transformer with high frequency. It has a similar 
framework that permits the bidirectional power transfer through switching moments
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Fig. 10 Dual active bridge 

of the dual bridges. In Fig. 10, vp and vs replicates, voltages across the transformer 
ip indicate the primary current of the transformer as shown in Eq. (11) [11], and Ls 
indicates leakage inductance in a transformer. Whereas vp and vs show the quasi-
square wave based on 4 parameters that can be controlled: The duty cycle of vp(Da), 
a Duty cycle of vs (Db), phase shift among vp and vs, and switching period (T s). 

The control parameter is easily controlled to create a switching given to the modu-
lator for all semiconductors. It can easily calculate the current at the side of the 
transformer’s primary end [11]. Where k symbolizes the transformer ratio. 

ip(t) = 
1 

LS  

t∫

0

(
vp − kvs

)
dt + io (11) 

The transferred power ‘P’ as shown  in  Eq. (12) [11], 

P = 
TSVAkVB 

2L

(
1 

4 
−

((
DA − 

1 

2

)2 

+
(
DB − 

1 

2

)2 

+
(

ϕ − 
1 

2

)2
))

(12) 

4 DC/AC/DC Converter 

The power converter mainly used as the DC-AC-DC is shown in Fig. 11 and described 
in [24]. In the circuit, the I-stage has a full bridge with a MOSFET and works as 
an inverter linked through a PEMFC with a high-frequency range with the capacitor 
filter. Because of capacitive input, and easily remove those harmonics. The tempo-
rized charge circuit connected at the input side allows that capacitor indicated with C 
to which linked with PEMFC without any current overload. The II-stage contains the 
planar technology with a very high transformer frequency. But because of that small
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Fig. 11 DC/AC/DC converter 

size (high power density) and higher frequency, both V and I produced eddy current 
loss of a lower amount, with an efficiency of around 98%. The last is the III-stage 
with a diode rectifier, low power factor LPF with LC that terminates the harmonic 
part before it is linked through the vehicle with the DC bus. Loss reduction can be 
made more efficiently by preferring the low voltage drop diode, that is, the Schottky 
diode, with the reverse recovery in a very low amount [24]. 

4.1 Inter-leaved 4-Phase Boost Converter (IBC) 

The arrangement of the circuit is as in Fig. 12 contains switches that are three in 
number (S1, S2, and S3) and diodes (D1, D2, and D3). L1, L2, and L3 filter the (1, 2, 
and 3) phases, respectively. VFC is the (input voltage), V o (output voltage), and RL 
(load resistor). The assumptions considered for the analysis of IBC are as follows:

• Inductors for every three phases are ideal (L1 = L2 = L3 = L). 
• Filtering capacitors took as same (C1 = C2 = C). 
• PC (proposed converter) is always under the Continuous Conduction Mode 

(CCM). 
• The voltage, as well as the current ripple for the capacitor and inductor, are always 

assumed small. Switches S1, S2, and S3 are ON, with the double gate pulse having 
a phase shift of 180°. The first gate pulse is for switch S2, but that gate pulse has 
a 180° phase shift, which is for both switches S1 and S3 [19]. 

• Mode I (t0 ≤ t ≤ t1) 

During mode I, switches in the circuit (S1, S2, and S3) get ON. Therefore, on the 
other hand, all diodes D1, D2, and D3 get under reverse bias, whereas capacitor (C) 
disconnects with both load and supply.
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• Mode II (t1 ≤ t ≤ t2) 

During mode second, S2 is turned ON, whereas S1, and S3 get switched OFF. On 
the other hand, D1 and D3 represent a forward-biased diode, and D2 replicates the 
reverse-biased diode. The slope increases as the current through inductor L2 increases 
that is (VFC/L). 

• Mode III (t3 ≤ t ≤ t4) 

It works same as mode 1. 

• Mode IV (t4 ≤ t ≤ t5) 

During the fourth mode in the circuit, S2 is switched OFF, whereas S1, and S3 is 
switched ON. Whereas diodes are replicated with D1 and D3, which is reverse bias, 
but D2 conducts. The input voltage source VFC charges L1 and L3 (inductor), and 
as slop increases, the current through it gets increases, represented by (VFC/L). The 
C2 and C, which are used as circuit capacitors, supply energy to the load. On the 
other hand, the C1 (capacitor) gets charged through input voltage VFC [19].
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Fig. 13 Multi-device interleaved DC-DC bidirectional converter 

4.2 Multi-device Interleaved Bidirectional Converter 

The arrangement in Fig. 13. with that multiple-switch and the structures of multiple 
phases with DC/DC conversion of the multiple-phase application like multiple-
switching, multi-phase structures (MPS) that deal with the converters of high power 
having 2-switch and the 2-phase boost converter in fuel cell hybrid electric vehicles 
(FCHEV). 

Obtained with the help of the multi-switch and multi-phase structures, it can 
allow the same phase synchronization, and also, the multi-phase structure has those 
multiple configurations. It also considers parallel driving scheme (PDS), sequential 
driving scheme (SDS), and distributed driving scheme (DDS) under the module in 
conjunction to synchronize and, for each module, an interleaved mode. It mainly 
focuses on the multiple switch boost converter (MSBC) under DDS and the inter-
leaved as it gets compromised with the current ripple at the input side and the part 
count. For clarity, it is named a Multi-Interleaved Boost Converter (MIBC) [21]. 

5 Conclusion 

This paper indicates various types of converters that contain DC-DC converters 
and AC-DC converters and also involve DC-AC-DC converters. These converters in 
EVs are focused on improving efficiency, reducing size, enabling wireless charging, 
enabling bidirectional power flow, and improving power density. These developments
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will help to make EVs more practical, efficient, and environmentally friendly, driving 
the growth of the EV industry in the years to come. It shows the design and use of 
these in EVs according to their condition, including the future trend of research. It 
focuses on multiple performances like the power that is obtained at the output side, 
the number of components, various converters switching frequency, EMI, different 
types of loss produced, performance of the converters related to the converter cost, 
and also with the reliability that always directly influence the selecting different types 
of converters for the BEV, PHEV. It also guides various automotive engineers and 
other PEC that design the passive components (capacitors and inductors) selection 
based on the powertrain’s demand. Result validation and implementation of this 
converter for different EV drives and charging system is the future scope of this 
paper. 
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Control and Performance Analysis 
for Active Islanding Detection Using 
q-Axis Control in Renewable Energy 
Sources Based Microgrid: A Review 

Avdhesh Kumar 

Abstract In this paper, control and performance of an active islanding detection 
method have been analyzed using q-axis controller. The detection approach is based 
on disturbance injection via q-axis controller, which measures the mean absolute 
frequency variation of the voltage at the point of common coupling (PCC). Islanding 
identification provided by the q-axis controller method found to be efficient and 
reliable. The efficacy of the islanding identification method has been tested in the 
MATLAB/Simulink 18.0(a), for load of quality factor (Qf = 2.5) and analyzed. 
It offers the several contributions/benefits, viz. the islanding identification time is 
180 ms (which is better than several other techniques in the literature), which correctly 
distinguishes between non-islanding and islanding scenarios, compatible with all 
international standards. 

Keywords Renewable energy sources · Islanding detection technique ·
Distributed generator · Distributed generation 

1 Introduction 

Nowadays, the renewable energy sources (RES) based distributed generation (DG) 
has been increased substantially in the distribution grid. The most practical DG tech-
nology during the past ten years has been grid-connected photovoltaic systems, which 
have advantages in terms of installation, less maintenance cost, economical, sustain-
able sources, and green energy such as ecological friendly and can be harnessed for 
DG [1]. Despite the benefits of solar PV, they also pose some risks; as a result, the 
grid integration of DG necessitates protection and safety concerns in the distribution 
network [2].
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In order to ensure the safety, the detection of the island operations of distributed 
generators has become very important. Microgrid islanding arises as a consequence 
of breakers accidentally tripping, resulting in a significant threat to the safety of staff, 
damage to the equipment of utilities, consumers, etc. Islanding refers to a situation 
where energized DGs are disconnected from the bulk power grid, providing power 
only to the local loads for the time being [3, 4]. The rapid detection of an islanding 
activity is a compulsory requirement, for seamless connection to preserve the stability 
of the procedure and supplying likewise, critical demand of loads. Methods of island 
detection (IDMs) are broadly divided into remote and local categories. In the literature 
[5, 6], the remote islanding detection method has been proposed by Bayrak et where-
as remote IDTs which are not suitable for small microgrids because of the increased 
investment due to communication system. It is possible to apply these reliable and 
fast schemes to synchronous- as well as inverter-based DGs. However, the increased 
burden due to expense is recognized as the key constraint [7–9]. 

Local islanding detection technique (IDT) is usually limited to the common 
coupling point (PCC) and different parameters are monitored and evaluated for 
decision-making, such as voltage, current, frequency [10, 11]. There are three kinds 
of local IDTs: passive, active, and hybrid techniques. Recent passive approaches are 
illustrated by a few examples in the literature [12, 13]. Although these solutions 
can be applied easily and cheaply, they have a large non-detection zone (NDZ) or 
circumstances where power generation and consumption are nearly matched but not 
detected by islanding. Another difficulty is choosing a threshold value of algorithm 
for island detection, which is the trade-off between false tripping and minimum non 
detection zone (NDZ). To extract features from the frequency domain, a number of 
mathematical approaches have been employed. A magnitude of frequency-dependent 
impedance-related data for the passive IDT has been proposed in the literature [11]. 
To identify islanding, the inverter’s output voltage’s content of ripple is analyzed 
in the time domain [6]. In [11], the criteria for island detection are voltage and 
PCC harmonic characteristics. Including positive feedback to active IDT’s different 
inverter control parameters, such as voltage, frequency, and phase angle, conse-
quences an unstable system when the inverter is controlled and the grid is discon-
nected. To enhance the NDZ and PQ degradation, hybrid method including two local 
IDMs has been developed. Under standard operating circumstances, the standard 
of power has not been impacted [14, 15]. Nonetheless, difficulty and costs are still 
regarded as the biggest disadvantages in the hybrid methods of IDMs. For the purpose 
of detecting islands depending on reactive power and load control approach, Laghari 
et al. have presented a hybrid strategy [16]. 

In this paper, an active islanding detection islanding detection system using q-
axis controller, has been developed and implemented in MATLAB/Simulink. Further, 
performance has been analyzed. Approach is based on idist injection via q-axis, which 
measures mean absolute frequency variation in PCC voltage that passes through the 
bandpass filter. Islanding identification technique has been analyzed and validated 
using MATLAB/Simulink 18.0(a), for loads with quality factor (Qf ) of 2.5.
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The following are the major contribution/benefits of the islanding detection 
method. 

(1) For the load of (Qf = 2.5), identification time is 180 ms. 
(2) Finds unintentional island creation more quickly than many earlier works. 
(3) Correctly distinguishes between non-islanding and islanding scenarios. 
(4) Compatible with all international standards. 
(5) It can identify islanding for all loads up to the quality factor (Qf ) = 2.5. 

2 Test System Configuration 

Single-line diagram of RES-based microgrid is shown in Fig. 1 which comprises 
three DGs, out of which one is SPV-based, second is wind energy conversion-based, 
and third is fuel-cell-based DG, which are connected with parallel load at the PCC. 
Furthermore, in the present study, to analyze the control and performance of the 
islanding detection system, the test system has been developed for one DG, load, and 
grid to minimize the complexity. The test setup has been shown in Fig. 2, respectively, 
which comprises one DG (SPV system), and load at PCC is integrated to the grid. 
The load is adjusted to be in resonance with the 50 Hz system frequency. To facilitate 
the islanding identification capability, DG is integrated with the proposed islanding 
detection technique. 

Fig. 1 Single-line diagram of RES-based microgrid
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Fig. 2 Grid-integrated PV-based microgrid 

3 d–q Control for Islanding Detection 

d–q axes’ current controllers regulate real and reactive powers supplied by the VSC, 
respectively. The equations are given below: 

p = 
3 

2 
∗ (

vd ∗ iq
)
, (1) 

q = 
3 

2 
∗ (

vd ∗ iq
)
. (2) 

The following are the current equations for the inverter output:

[
id 
iq

]
=

[
idref 
iqref

]
. (3) 

In the present study, an investigation method is proposed along with the injection 
of a sinusoidal waveform working as a disturbance signal at a single frequency via 
q-axis controller. Disturbance signal frequency is injected into the grid, to test for 
the islanding formation. Furthermore, for an active islanding detection, the equations 
are reframed as:

[
id 
iq

]
=

[
idref 

iqref + idist.

]
, (4) 

idist. = idr ∗ sin wdt. (5) 

In this investigation, a single 20 Hz signal of magnitude equal to 1% of rated id 
is applied to the VSC. To perform VSC at unity power factor, Idref is set to 0. Under 
perfectly matched power conditions (between the solar PV system and load demand),
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Fig. 3 Block diagram of d–q active control 

frequency responses with and without injecting disturbance of current signal via q-
axis show that without the injection of the current disturbance, the frequency variation 
on post-islanding is negligible. Because of this, the majority of passive islanding 
detection are inefficient at detecting the island formation. Only in post-islanding 
conditions, the current disturbance injection significantly changes the frequency of 
the voltage signal [17–19]. To determine whether the frequency variation is caused 
by islanded or non-islanded conditions, the frequency is further evaluated. Figure 3 
depicts the entire block diagram for inverter’s d–q current controllers. 

4 Active Islanding Detection Technique 

A good research technique should be able to distinguish exactly between the island 
and non-island conditions in addition to being able to identify the islanding condition 
more quickly. Therefore, one such investigation technique based on the integration 
of BPF and AFVmean is studied and validated in the present work. 

4.1 Bandpass Filter 

In the event that the grid frequency deviates more than 0.5 Hz, the active islanding 
detection technique identify whether island or mal- identify.
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4.2 Absolute Frequency Variation (Mean) 

Absolute output of BPF is used to calculate AFVmean, which is presented as follows: 

AFVmean =
(
1 

T

)⎡ 

⎣ 
t∫

t−T 

(AFV(t))dt 

⎤ 

⎦. (6) 

T is period of time of injected wave and t is instantaneous time. 

4.3 Phase-Locked Loop (PLL) 

The PLL is used to determine the frequency of the PCC voltage, angular frequency, 
and the theta needed for transformation from abc to dq0 and vice versa. 

4.4 Threshold Settings 

Figure 2 depicts the test system, simulated for solar PV and load ratings under 
perfectly matched power conditions (between solar PV system and load demand). 
Peak frequency variations are observed and recorded for post-islanding circum-
stances. The AFV and AFVmean are then calculated using Eq. (6). 

It is important to note that simulations show that peak frequency deviation for any 
well-matched solar PV system and load demand is roughly equal to Qf = 2.5. As a 
result, the threshold is set at 95% of the derived AFVmean values, as shown in Table 1. 
The following generalized expression to estimate peak variation in frequency with 
respect to Qf under perfectly matched power state is given below in Eq. (7): 

Deviation in peak frequency = −0.042 ln (Qf ) + 0.1004. (7) 

The loads of Qf = 2.5 have been recommended for use by several standards and 
are therefore threshold 0.037 has been used in this paper.

Table 1 Estimation of threshold value 

S. no Quality factor (Qf ) Power rating (kW) Peak deviation 
(Hz) 

AFVmean (Hz) Threshold 

1 2.5 10.25 0.061 0.039 0.037 
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Fig. 4 Islanding detection technique 

4.5 Islanding Detection Signal 

The PLL is used in simulations to determine the frequency of the Vpcc voltage. 
Furthermore, estimated frequency is passed through the BPF, and the output is taken 
as an absolute value. AFVmean is then calculated using Eq. (6). For the purpose of 
comparing the stable value to the threshold, AFVmean is computed. Logic 1 repre-
sents the islands’ formation, if the AFVmean surpasses the thresholds for the dura-
tion more than 90 m, while remaining is at logical “0” if the estimated AFVmean falls 
below the threshold and indicates the non-islanded state in less than 90 ms. Figure 4 
depicts islanding detection system, the deliberate time delay is 90 ms, and it is calcu-
lated using simulations under adverse scenario and several literature surveys. The 
intentional time delay is required so that the islanding detection technique does not 
mistakenly identify transients as being on an island when they are not. The proposed 
technique’s step-by-step process in Fig. 5 is depicted.

5 Case Study: Islanding Under Perfectly Matched Power 
Condition 

Frequency deviation is negligible without current disturbance injection while island 
generation, the islanding detection technique is evaluated in this section under crit-
ical state (between the solar PV system and load, i.e., perfectly matched power). 
Consequently, the optimal power condition is tested for Qf = 2.5. Solar PV system 
is islanded along with the local load from the distribution grid at 0.2 s. For the 
completely matched power condition in grid-connected and islanded modes, the 
waveform and response of frequency are shown in Figs. 6 and 7, respectively. Even 
in the case of a perfectly matched power state, islanding detection is proficient of 
locating the islanding development in less than 180 ms.
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Fig. 5 Flowchart of control algorithm
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Fig. 6 Waveform: PCC voltage, inverter current, and load current 

Fig. 7 Response: a PCC voltage, b inverter current, and c load current 

6 Conclusion 

In this paper, an investigation technique was analyzed along with the implementation 
of active islanding identification though q-axis control based on disturbance injection. 

The islanding identification is provided by the q-axis controller method and tested 
in the MATLAB/Simulink 18.0(a), under the load quality factor (Qf = 2.5). It
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offers the several benefits, viz. the islanding identification time is 180 milliseconds. 
Furthermore, correctly distinguishes between non-islanding and islanding scenarios, 
compatible with all international standards. It is found that islanding technique is 
very effective efficient and reliable. However, the islanding detection system can be 
employed for multiple DGs, and further research is being carried out to extend up to 
33 and 66 bus systems. 
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Harmonics Analysis of Triple-Phase 
Induction Motor Drive 

Mohd. Rizwan Khan, Md. Nasim Akhter, and Mohd. Sartaj 

Abstract Multi-phase machines have more than three phases. Induction motors have 
many advantages: low cost, robustness, rigid construction, no need for brushes and 
commutator segments (squirrel cage type), and longer life. In addition to these advan-
tages of induction machines, multi-phase induction machines can drive a heavy load 
while decreasing torque pulsations and stator current ripple multi-phase machine 
drives are utilized in a wide range of applications, including but not limited to ship 
propulsion, electric aircraft, electric traction, hybrid electric vehicles, and various 
other industries. The present study uses a MATLAB/Simulink model in a stationary 
reference frame to examine induction motor drives’ transient and steady-state char-
acteristics with three, six, and nine phases. The present investigation undertakes 
a comparative analysis of the harmonics in the stator and rotor currents of induc-
tion motors with three, six, and nine phases, all of which possess identical power 
ratings. The motors were supplied with power directly from a balanced sinusoidal 
three-, six-, or nine-phase power source or through a three-, six-, or nine-phase 
inverter. This work aims to identify and contrast the differences in current harmonics 
between the various motor configurations. LC filters reduce the harmonics of inverter 
output voltage and stator and rotor current harmonics. The Simulink model of three, 
six, and nine-phase induction motors is developed using standard machine equations 
in this work. Speed, torque, flux, and current characteristic curves are compared for 
three-, six-, and nine-phase induction motors. 
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1 Introduction 

The use of mechanical energy is essential for both industry and everyday life. This 
can be accomplished with the assistance of a motor, which transforms the mechanical 
energy that we need into electrical energy. Induction motors are significant because 
they are inexpensive, dependable, and robust. To enhance the extent of understanding, 
a mathematical framework of a three-phase induction motor offers valuable percep-
tion of the transient and steady-state characteristics of the motor. According to [1], 
a model of a three-phase induction motor was developed in MATLAB/Simulink 
using Clarke’s transformation in an arbitrary reference frame. Initially, multi-phase 
machines were not frequently employed since, at that time, multi-phase supply was 
not easily accessible. But, due to developments in power electronics technology, any 
number of balance phases can be created from a DC bus voltage by proper phase 
shifting. Multi-phase machines today play a significant role in research. Induction 
motors with five or six phases are frequently deemed the most suitable alternatives 
for high-power implementations, such as those in electric aircraft, ship propulsion, 
electric traction, textiles, and rolling mills. The performance of a five-phase induction 
motor is analyzed through dynamic modeling techniques, as described in reference 
[2]. It concludes that multi-phase drives are better than three-phase drives for several 
reasons, such as having less harmonic content and being able to work even if one 
phase is damaged. These advantages can be found in multi-phase drives. Induc-
tion motors may have both speed and torque controlled by adjustable-speed drives, 
including inverters. 

Abrupt changes in the supply voltage, speed, and load torque significantly impact 
the transient performance of a machine. Utilizing a MATLAB/Simulink model that 
employs an arbitrary reference frame presents a sound approach for evaluating the 
transient responses of a three-phase induction motor to variations in the motor’s load 
torque, as indicated by reference [3]. Compares the simulation findings with the 
experiment’s findings and presents them. 

Control strategies for induction motors may be classified into two groups: scaler 
control (which includes approaches like v/f control) and vector control. As a result 
of the scaler control approach maintaining a constant voltage-to-frequency ratio, 
the torque output by an induction motor is likewise maintained at a constant 
level throughout a broad spectrum of speed adjustments. A scaler controller is the 
simplest kind of controller, and although it does not need any speed feedback, this 
type of controller does not attain excellent precision for either the speed or the 
torque response. It is possible to regulate torque and speed using vector control 
independently [4] or field-oriented control (FOC). 

The recent research showcases the utilization of a 16-bit microcontroller, specifi-
cally the dsPIC30F2010, for closed-loop scaler control in the context of three-phase 
induction motor drives. The study involves the design and analysis of said drives. 
The experiment showed that an inverter’s output voltage is stable when a controller 
is used, and the ratio of stator voltage to frequency is kept the same. As a result, 
using DSP to regulate three-phase motors results in greater stability and efficiency
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[5]. Multi-phase motor drives are well-suited for applications that require high power 
and high current due to their redundant assembly and lower-phase current for equal-
rated power and voltage, which provides inherent fault tolerance [6]. This makes 
them suitable for applications that need a high current. 

Multi-phase induction motors outperform three-phase models because their stator 
generates a field with fewer space harmonics. In an open circuit in any of the phases 
of a three-phase machine, the system will automatically transition into single-phase 
mode. Hence, it can run continuously, but it has to be de-rated since it needs help 
getting started and relies on certain other sources. The multi-phase machine may still 
self-start with just a little de-rating if an open circuit failure occurs on one of the 
lines [7, 8] As per prior research [9–13], the simulation of a three-phase induction 
motor’s performance, as measured by stator current, rotor current, speed, and torque, 
demonstrates that the observed speed aligns with the anticipated speed. The voltage 
and current characteristics shift as the speed varies. 

This study analyzes the harmonics produced by a three-, six-, and nine-phase 
induction motor, while electricity is supplied directly or through an inverter. Using 
the filter may drastically lower harmonic current in the stator and rotor. 

2 Modeling of Multi-phase Induction Motor 

The frame of reference works like an observer. Each frame of reference gives a 
different picture of the system. The system variable should be DC for control reasons, 
while the actual value is AC. The DC system variable may be obtained using the same 
speed of reference (frame) as the AC variable. This is referred to as a synchronously 
rotating frame of reference. Rotor-side disturbances, such as rapid changes in shaft 
load and moment of inertia, are estimated using the rotor frame of reference. This 
study models an induction motor using the stator frame of reference, where the 
reference frame is fixed on the stator, and all system variables are seen from the 
stator [11–13]. 

Matrix 1 is the transformation matrix from machine variables form to dqxy0 form 
for the odd number of phases. The first two rows give the dq axis components, the last 
row gives the zero sequence component, and the remaining 2*[(m−1)/2−1] rows give 
the set of xy components. Nine-phase configuration has three sets of xy components. 
The three-phase configuration has no set of xy components, and the above-given 
formula for xy component rows validates the same. Only the dq components shown by 
the first two rows of Matrix 1 are torque-producing. For balance operating conditions, 
xy and zero sequence components are zero. For different types of faults, various 
combinations of xy and zero sequence components come into play according to the 
kind of faults.
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Matrix 1 Clark’s transformation for odd phase 

Matrix 2 illustrates the decoupled transformation with an even number of phases 
to be considered. The first two rows of Matrix 2 stand for d-q components, while the 
latter two stand for zero-sequence components. The rows between define [(m−2)/ 
2−1] sets of x-y components. Regarding six-phase machines, the first two rows 
stand in for the d-q axis component, the last two rows stand in for the zero sequence 
component, and one set stands in for the x-y components. 

Matrix 2 Clark’s transformation for even phase 

3 Dynamic Equation of Multi-phase Induction Motor 

D-q axis stator flux linkages can be written as the following equations: 

λds = Lsids + Lmidr, (1) 

λqs = Lsiqs + Lmiqr. (2)
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x-y axis stator flux linkages can be written as the following equations: 

λxns = L lsixns, (3) 

λyns = L lsiyns. (4) 

d-q axis rotor flux linkages can be written as the following equations: 

λdr = Lr idr + Lmids, (5) 

λqr = Lr iqr + Lmiqs. (6) 

x-y axis rotor flux linkages can be written as the following equations: 

λxnr = L lsixnr, (7) 

λynr = L lsiynr, (8) 

Ls = L ls + Lm, (9) 

Lr = L lr + Lm . (10) 

The following equations give the equation for voltages along a stator’s d and q 
axes. 

Vds = Rsids − ωcλqs + pλds, (11) 

Vqs = Rsiqs + ωcλds + pλds. (12) 

The following equations give the equation for voltages along a stator’s x and y 
axes. 

Vxns = Rsixns + pλxns, (13) 

Vyns = Rsiyns + pλyns. (14) 

The equation for voltages along the d and q axes of a rotor is 

Vdr = Rr idr − (ωc − ωr )λqr + pλdr, (15) 

Vqr = Rr iqr + (ωc − ωr )λdr + pλqr. (16)
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The equation for voltages along the x and y axes of a rotor is 

Vxnr = Rsixnr + pλxnr, (17) 

Vynr = Rsiynr + pλynr. (18) 

For the current in the stator’s d-q axis, we have 

ids = Lr λds − Lmλdr 

Ls Lr − L2 
m 

, (19) 

iqs = Lr λqs − Lmλqr 

Ls Lr − L2 
m 

. (20) 

For the current in the rotor’s d-q axis, we have 

idr = Lsλdr − Lmλds 

Ls Lr − L2 
m 

, (21) 

iqr = Lsλqr − Lmλqs 

Ls Lr − L2 
m 

. (22) 

The expression for electromagnetic torque can be formulated with flux linkage 
and current, as demonstrated below. 

P 

2 
(iqsλds − idsλqs). (23) 

Rotor speed is given by 

ωm =
∫

(Te − TL ) 
J 

. (24) 

4 Nomenclature 

Vds, Vqs, Vdr, Vqr: d-axis and q-axis stator and rotor voltages 

ids, iqs, idr, iqr: d-axis and q-axis stator and rotor currents 

λds, λqs, λdr, λqr: d-axis and q-axis stator and rotor flux linkages 

pλds, pλqs, pλdr, pλqr: d-axis and q-axis stator and rotor flux linkages derivative 

Vxns, Vyns, Vxnr, Vynr: x-axis and y-axis stator and rotor voltages
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ixns, iyns, ixnr, iynr: x-axis and y-axis stator and rotor currents 

λxns, λyns, λxnr, λynr: x-axis and y-axis stator and rotor flux linkages 

pλxns, pλyns, pλxnr, pλynr: x-axis and y-axis stator and rotor flux linkages derivative 

Rs , Rr : stator and rotor resistances 

Ls, Lr , Lm : stator, rotor, and magnetizing inductances 

L ls, L lr: stator and rotor leakage inductances 

ωr : angular speed of the rotor in elect rad/sec 

ωm : angular speed of the rotor in mech rad/sec 

ωc: angular speed of reference frame in elect rad/sec 

Te, TL : electromagnetic and load torque in Nm 

J , P: are the moment of inertia and number of pole pairs 

m, n, α number of the phase of the machine, number of pairs of x-y components, 
angle between adjacent phases 

5 Equivalent Circuit 

Figures 1 and 2 show the equivalent d- and q-axis circuits of the m-phase induction 
motor after applying the vector space decomposition given by matrices 1 and 2 for 
odd and even numbers of phases. By vector space decomposition, it is possible to 
control the d- and q-axis components of the m-phase drive, enabling it to function 
similarly to a three-phase machine. The d-axis part handles speed control, while the 
q-axis part handles torque regulation. 

Figures 3 and 4 show the equivalent x and y circuits of the m-phase induction 
motor after applying the vector space decomposition given by matrices 1 and 2 for 
odd and even numbers of phases. Two sets of xy components with two zero-sequence

Fig. 1 Circuit corresponding to the d-axis
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Fig. 2 Circuit corresponding to the q-axis

components are present for a six-phase machine. Three sets of xy components with 
one zero-sequence component are present for a nine-phase machine. Three-phase 
systems have one zero-sequence component and one set of torque-producing dq 
components. 

Fig. 3 Circuit corresponding to the x-axis 

Fig. 4 Circuit corresponding to the y-axis
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6 Simulation of Multi-phase Induction Motor 

Figures 4, 5 and 6 each provide a single line schematic of a three-, six-, or nine-phase 
induction motor. The input to the motors is a balanced three-, six-, or nine-phase 
power supply, and the speed, torque, stator current, rotor current, and rotor flux of a 
multi-phase induction motor are seen on their scopes, accordingly (Fig. 7). 

Fig. 5 Single line block diagram of three-phase induction motor 

Fig. 6 Single line block diagram of six-phase induction motor 

Fig. 7 Single line block diagram of nine-phase induction motor
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7 Comparison of Response of Multi-phase Induction Motor 

Figure 8 depicts the speed of the induction motor with three, six, and nine phases. The 
red curve depicts the speed of a three-phase induction motor, exhibiting the lengthiest 
transient time to reach a stable state. On the other hand, the blue line represents the 
speed of a nine-phase motor, which displays the shortest transient time to attain 
stability. At t = 1 s, the induction motor experiences a significant speed droop when 
subjected to load torque in its three-phase configuration. In contrast, a comparatively 
smaller speed droop is observed in its nine-phase configuration. 

Figure 9 illustrates the torque curves associated with induction motors of three, six, 
and nine phases. The red hue denotes the torque of the three-phase induction motor 
that exhibits the most extended transient period for stabilization. At the same time, 
the blue line signifies the torque of the nine-phase induction motor that displays the 
shortest transient period for stabilization. Figure 9 depicts the torque characteristics 
of induction motors with three, six, and nine phases. Upon application of a load 
torque of 3 Nm at t = 1 s, all torque curves are modified to reflect the new load 
torque value. 

Figure 10 illustrates the stator current characteristics of induction motors with 
three, six, and nine phases. The figure mentioned above depicts the stator current 
of a three-phase induction motor with the most prolonged transient settling time, as 
represented by the red curve. The stator current waveform of the nine-phase induction 
motor is depicted in Fig. 10. The transient period of the stator current in a nine-phase

Fig. 8 Speed comparison of 3, 6, and 9 phase induction motor by direct supply 

Fig. 9 Torque comparison of 3, 6, and 9 phase induction motor by direct supply 
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Fig. 10 Stator current comparison of 3, 6, and 9 phase induction motor by direct supply 

induction motor is shortest when the motor is subjected to a load torque at t = 1 s,  
as indicated by the blue line, before reaching a steady state. The stator experiences 
an initial increase in current flow, followed by stabilization at a new level. 

Figure 11 compares rotor current for three-, six-, and nine-phase induction motors 
run by a balanced sinusoidal multi-phase power supply. The red curve represents the 
rotor current of a three-phase motor, whereas the yellow curve illustrates the rotor 
current characteristics of a six-phase induction motor. The aforementioned graphical 
representation depicts the characteristics of the current in the rotor, specifically about 
nine distinct phases, as indicated by the blue curve. The curves above indicate that 
the initial transients of rotor current dissipate at an earlier stage in the nine-phase 
setup than in the three- and six-phase setups. Before t = 1 s, the rotor current is 
almost equal to zero for all three machine connections. On load applications, the 
three-phase configuration has the highest magnitude of rotor current. 

Figure 12 depicts the rotor flux for three-, six-, and nine-phase induction motors. 
The red curve depicts the rotor flux for a three-phase motor. This motor type has a 
lower flux value but a longer maximum settling time. On the other hand, the blue 
line depicts the rotor flux for a nine-phase motor. This type of motor has the highest 
flux value but the lowest settling time. As seen in the picture to the right, the value 
of the rotor flux goes down when the load torque is applied at time t = 1 s.

Figures 13, 14, 15, 16 and 17 exhibit the speed, torque, stator current, rotor current, 
and rotor flux characteristics of a three-phase, six-phase, and nine-phase induction

Fig. 11 Rotor current comparison of 3, 6, and 9 phase induction motor by direct supply 
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Fig. 12 Rotor flux comparison of 3, 6, and 9 phase induction motor by direct supply

motor powered by an inverter. The motor experiences a torque application at t = 1 s,  
causing the speed to decrease from 1500 to 1000 rpm at t = 2 s.  

Figures 18, 19, 20, 21 and 22 depict the speed, torque, stator current, rotor current, 
and rotor flux characteristics of induction motors with three, six, and nine phases. 
These motors are supplied with power by an inverter incorporating an LC filter to 
mitigate the effects of harmonics on both stator and rotor currents. A torque is exerted 
at time t = 1 s, resulting in a change in speed from 1500 revolutions per minute to 
1000 revolutions per minute at time t = 2 s.

Tables 1 and 2 compare harmonic content in stator and rotor currents for different 
input supply methods for different configurations of machines under different loading 
conditions. It is observed from Table 1 that the stator current harmonics are almost

Fig. 13 Speed comparison of 3, 6, and 9 phase induction motor fed by the inverter 

Fig. 14 Torque comparison of 3, 6, and 9 phase induction motor fed by the inverter
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Fig. 15 Stator current comparison of 3, 6, and 9 phase induction motor fed by the inverter 

Fig. 16 Rotor current comparison of 3, 6, and 9 phase induction motor fed by the inverter 

Fig. 17 Rotor flux comparison of 3, 6, and 9 phase induction motor feds by inverter

Fig. 18 Speed comparison of 3, 6, and 9 phase induction motor fed by inverter with filter
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Fig. 19 Torque comparison of 3, 6, and 9 phase induction motor fed by inverter with filter 

Fig. 20 Stator current comparison of 3, 6, and 9 phase induction motor fed by inverter with filter 

Fig. 21 Rotor current comparison of 3, 6, and 9 phase induction motor fed by inverter with filter 

Fig. 22 Rotor flux comparison of 3, 6, and 9 phase induction motor feds by inverter with filter
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equal for all the configurations of machine connections when supplied by a balanced 
sinusoidal supply. Harmonic content increases as the number of phases increases 
when the source is a power electronic inverter. For the same parameter of the LC 
filter, the stator current harmonic contents get reduced up to acceptable limits. Table 2 
shows an interesting behavior: harmonic content in rotor current decreases with the 
number of phases for any input power configuration.

8 Conclusions 

This study compares the performance of three-, six-, and nine-phase induction 
motors, and it has been observed that transient performances improve as we go for 
the higher number of phases from the three-phase. Applying mechanical load to the 
three-, six-, and nine-phase induction motor configurations shows that speed droop is 
the minimum for nine-phase configurations. As the number of phases increases, the 
rotor fluxes increase, but the stator current remains the same in all configurations. 
Tables 1 and 2 show the harmonic content in the stator and rotor currents under 
all configurations. If inverters supply these three configurations, harmonic content 
increases in stator current because the number of switches in the inverter increases 
as we go for more phases. Harmonic content gets reduced in rotor current even 
if supplied from an inverter. From this study, it can be concluded that the multi-
phase machine performs better for high-performance applications with a balanced 
sinusoidal multi-phase power supply.



616 Mohd. Rizwan Khan et al.

Ta
bl
e 
1 

St
at
or
 c
ur
re
nt
 h
ar
m
on
ic
s 

Te
ch
ni
qu
e 
fo
r 
pr
ov
id
in
g 
po
w
er
 to

 th
e 

st
at
or
 

St
at
or
 c
ur
re
nt
 T
H
D
 a
t t
 =

 0.
5 
s 
on
 n
o 

lo
ad
 

St
at
or
 c
ur
re
nt
 T
H
D
 a
t t
 =

 1.
5 
s 
on
 

lo
ad
 

St
at
or
 c
ur
re
nt
 T
H
D
 a
t t
 =

 2.
5 
s 
on
 

lo
ad
 

T
hr
ee
-p
ha
se
 
Si
x-
ph
as
e 

N
in
e-
ph
as
e 

T
hr
ee
-p
ha
se
 
Si
x-
ph
as
e 

N
in
e-
ph
as
e 

T
hr
ee
-p
ha
se
 
Si
x-
ph
as
e 

N
in
e-
ph
as
e 

D
ir
ec
t (
%
)

0.
02

0.
02

0.
02

0.
03

0.
03

0.
03

0.
03

0.
03

0.
03
 

T
hr
ou
gh
 in
ve
rt
er
 (
%
)

14
.5
2

27
.0

29
.6
6

12
.2
3

21
.4
4

29
.1

9.
11

13
.8

17
.4
0 

T
hr
ou

gh
 in
ve
rt
er
 w
ith

 fi
lte

r 
(%

)
2.
02

3.
63

5.
98

1.
75

2.
63

4.
34

0.
96

1.
51

1.
54



Harmonics Analysis of Triple-Phase Induction Motor Drive 617

Table 2 Rotor current harmonics 

Technique 
for 
providing 
power to 
the stator 

Rotor 
current 
THD 
at t = 
0.5 s 
on no 
load 

Rotor current THD at t = 1.5 s on  
load 

Rotor current THD at t = 2.5 s on 
load 

Three-phase Six-phase Nine-phase Three-phase Six-phase Nine-phase 

Direct The 
rotor 
current 
is zero 

0.06% 0.04% 0.04% 0.06% 0.04% 0.04% 

Through 
inverter 

20.35% 4.86% 3.70% 15.90% 8.62% 8.55% 

Through 
inverter 
with filter 

2.99% 0.93% 0.28% 1.85% 0.52% 0.52%
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Abstract The creation of a wireless electricity transfer prototype has been a focus 
of active research in recent years due to its potential to completely alter the way 
of transmission and distribution of electrical energy. This prototype makes use of 
resonant magnetic coupling, which dispenses with the requirement of physical wires 
and enables the effective transfer of electrical energy across small distances. The 
transmitter and receiver units in this concept each have resonant coils that can resonate 
at the same frequency. Alternating current from the transmitter unit forms a magnetic 
field, which in turn causes a current to flow through the receiver unit’s resonant coil. 
The electrical equipment or batteries can then be powered by this induced current. 
Optimizing the coils’ resonance frequency, reducing electromagnetic interference 
losses, and assuring the security of the wireless energy transfer are just a few of 
the difficulties that had to be overcome during the creation of this prototype. The 
model has, however, demonstrated encouraging results in terms of its efficiency and 
dependability, and significant progress has been made in overcoming these issues. In 
the future, this technology may be used for a variety of purposes, such as wirelessly 
charging of electric vehicles, powering sensors and gadgets from a distance, and 
doing away with traditional power lines in homes and workplaces.
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Keywords Electrical energy · Magnetic field · Resonance frequency ·
Electromagnetic interference 

1 Introduction 

A developing technology in the realm of mobile phones is wireless power transmis-
sion. Imagine arriving home and being able to charge your phone wirelessly in your 
living room, kitchen, or car. This eliminates the need to connect your phone to a 
wired charging source. In an emergency, one can use his free hand to speak while 
their phone charges. The ease of wireless power transfer via inductive coupling will 
alter how we charge cell phones and other electronics. 

In 1890, Nicola Tesla made the discovery of wireless power transmission. He 
presumed using the Earth’s ionosphere to send power across very long distances. 
Using the resonant transformer he utilized his demonstration, in the Tesla coil. In this 
coil, unwanted electric fields emit energy in all directions. Numerous technologies, 
including inductive coupling, capacitive coupling, microwaves, and laser techniques 
employ remote fields. However, this technique uses magnetic resonance coupling 
to transfer intermediate energy. That suggests that energy is transferred using non-
radiative means and connector-free devices. 

In order to replace lithium-ion batteries in home appliances and the field of medical 
science, wireless energy transmission, also known as witricity, is expanding its appli-
cability. EVs are charged using magnetic resonance technology while being driven 
on a roadway. Since this technology can function in water, it can power underwater 
submarines for extended periods of time. Additionally, it satisfies the needs for safety 
and quick charging. Due to how simple and efficient inductive charging is, one may 
thank the development of power electronics for its success. The main benefit of using 
inductive charging is that there are no exposed conductors, interlocks, or connectors 
required for the system to function, significantly reducing the possibility of electric 
shock hazards. Medium-range (30–60 cm) application. In order to attain a range of 
meters to transfer power, WPT is a good option. 

The physical separation of the primary and secondary windings causes losses due 
to proximity influence. Contactless transformers are not very efficient, given their 
inadequate coupling, wide air gaps between the primary and secondary windings, 
and high leakage inductances. 

This article presents research on the energy transfer method known as witricity 
that uses inductive coupling technology. The abbreviation for wireless electricity is 
witricity. Theoretical analysis and numerical results show that mid-range (up to 1 m) 
wireless transmission of electricity is practically possible and efficient. 

The organization of the paper is laid out in the following manner: Sect. 1 offers an 
introduction, while Sect. 2 outlines the main points. A complete literature review is 
provided in Sect. 3, with a discussion of the safety issues regarding wireless power 
transfer presented in Sect. 4. Section 5 describes the methodology and experimental 
results, as well as an explanation of the block diagram. An MRC-based theory is
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explained in Sect. 6, and the outcomes of the experiments are then discussed in 
Sect. 7. The potential for future research is outlined in Sect. 8 and the conclusion 
can be found in Sect. 9. 

2 Highlights of the Paper 

(a) Students have created the first research paper on wireless power transfer. This 
has a 1-m range and a maximum power output of 60 watts. 

(b) Resonant inductive coupling is utilized in this paper, where power is exchanged 
between two resonant circuits by magnetic fields. 

(c) It eliminates the maze of cords that keep devices tethered to an electrical socket. 
(d) The magnetic near field can also cover a number of metallic items that typically 

restrict magnetic fields. 

3 Literature Survey 

Wireless power transfer in the midrange via resonant coupling (witricity) has estab-
lished itself as a major issue for both scientific exploration and engineering appli-
cations since it was invented by Tesla in the twentieth century. Great advancements 
have been made in recent years, particularly by an MIT research team whose achieve-
ments are especially noteworthy. In 2007, they were able to transmit 60W, achieving 
40% efficiency over distances greater than 2 m. The idea behind witricity is that 
electromagnetic coupling between two systems of similar resonant frequencies is 
strongest. To boost transmission efficiency with this approach, it is best to operate 
in a “highly coupled” system. This involves using one resonator as the transmitter 
and another as the receiver, both having the same structure and resonant frequency. 
Maximum power then travels from sender to receive at resonance frequency. To even 
further improve transmission effectiveness, finding an exact resonance frequency is 
essential; this paper provides us with an effective method for doing so by way of 
equivalent circuits [1]. 

After the renowned scientist Sir Nikola Tesla proposed the concept of transferring 
energy without any wires, it has become a widely accepted technique and many appli-
cations nowadays have implemented this technology. Magnetic resonance coupling 
plays a major part in wireless energy transfer systems due to its various benefits 
compared with other methods. As the distance between the sender and receiver 
increases, however, its efficiency swiftly diminishes. The solution to this issue is 
frequency tracking, which is why the frequency tracking approach was conceptual-
ized. With this paper, modern wireless power transmission technology is presented; 
in this method, high-frequency resonance is used at about 50 kHz for increased power 
transmission efficacy [2].
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The goal of WiTricity is to draw a lot of interest due to its efficient and effective 
range of wireless power transfer. This research acted as a foundation for our study 
on the basics of resonance coupling in relation to wireless power transfer. Recently, 
magnetic resonant coupling was used to devise a powerful mid-range wireless power 
transfer. As the separation between the proposed antennas changes, so does the reso-
nance frequency, according to research. In this examination, designers will employ an 
impedance matching network at 13.56 MHz to modify the frequency of the antennas. 
The permissible frequency is outlined in industrial, science, and medical (ISM) bands. 
To attain wireless charging, WPT technology must meet three requirements—high 
efficiency, big air gap, and high power—which it does successfully. The two most 
frequently used technologies for wireless transfer are microwave power transfer and 
electromagnetic induction; however, electromagnetic induction has limited range 
capabilities. Resonance coupling is a modern and highly effective way of transfer-
ring energy wirelessly through magnetic coupling between two resonating antennas 
in WiTricity. This paper is meant to elucidate how resonance coupling may be used 
to send electrical energy from a power source to an electrical load without the need 
for wires. We have also provided an overview of current technology, along with 
information on various aspects of WPT study areas and their benefits/drawbacks [3]. 

This reference paper explores the fundamentals of wireless power transmission, 
also known as WiTricity. Thanks to technological advances and more effective 
methods of power transfer, like inductive coupling through magnetic fields, we can 
now use WiTricity. To do this, we need a transmitting circuit with a DC-DC converter 
and an IRF 540 transistor for the receiving circuit, combined with a 9-V battery. We 
measured voltage and efficiency between 0 and 10 cm by varying the distance to get 
our readings. Our findings showed that when the distance is 10 cm, efficiency drops 
by up to 25%. In this paper, we have examined the use of inductive coupling for 
WPT over short distances [4]. 

To put the idea of wireless power transmission into practice, a power transmitter 
circuit on the sending side and a power output device on the receiving end were 
created. A self-resonating Royer oscillator was used on the sending side of the power 
transmitter circuit and both sides operate at 1.2 MHz as their standard frequency. 
With this type of wirelessly transmitted electricity, we mainly charged batteries for 
low-wattage emergency lights and cell phones, functioning effectively up to 1 m 
away. This method of transmitting power without connecting cables is called “wire-
less power transfer” (WPT). It is an appropriate option when a wired connection is 
not possible or feasible. There are a number of methods available for transmitting 
electrical power wirelessly, usually through an electromagnetic field, though non-
radiative fields can be used for this purpose as well. Transformers are an incredibly 
useful example for this purpose. Highly resonant wireless power transfer (HR-WPT) 
increases energy transfer efficiencies at lower coupling rates by using high quality 
factor resonators [5].
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Every human needs electricity, and wires are required for power transmission in 
order to provide that electricity. Nikola Tesla pioneered wireless power transfer in 
the early twentieth century. In addition to being dependable and effective, wireless 
power transfer (WPT) is also economical and environmentally benign. In addition to 
the previously published works and concepts of resonant coupling, the fundamental 
concept, design, and application of wireless electricity are presented in this paper. 
This non-radiative approach of wireless power transfer is efficient in terms of cost 
and it adheres to the mutual induction principle. This technique creates a magnetic 
field using a coil that is carrying current. When a second conducting coil is positioned 
close to the first, a portion of the oscillating magnetic field is absorbed by the second 
coil, causing the second coil to produce an electric current. Different gadgets can be 
powered by the current produced in the secondary inductive coil. According to how 
far apart the coils are from one another, the coil will receive an AC voltage ranging 
from 2.5 to 6 V in this situation. The secondary coil’s output is further rectified, 
then coupled to a 4.5–6 V rechargeable battery. This can be immediately linked to 
any DC load. To display power load at output, any inverter with a 6-V, 20-W output 
can be used. For this, a CFL or tube light can be used. Future research in the field 
of wireless power can be rather significant. It is possible to create wireless power 
transmission systems that are smaller and more effective across long distances. In 
the future, it may be possible to transmit tens of thousands of kilowatts of electricity 
through distances of hundreds of miles using extremely efficient wireless power 
transmission technologies [6]. 

Wireless power transfer (WPT) can be either radiative or non-radiative, depending 
on the transfer technique. Far field influence determines the radiation power. An 
antenna can transmit power through an electromagnetic wave over a long distance 
through media such as air or vacuum. Resonant coupling and near-field inductive 
coupling are utilized for non-radiative WPT’s short and medium-range applications. 
Electromagnetic induction via IWPT is employed to wirelessly transmit energy from 
the primary coil to the secondary coil. Generally, a transformer’s magnetic field is 
confined to the high permeability core but with IWPT, there can just be air as a sepa-
ration space between the primary and secondary loops. To increase efficiency at the 
receiver side, resonance coupling and resonant state of coils are utilized for optimiza-
tion. Self-resonance of helix coils that resonate at a specific frequency using its self-
inductance and parasitic capacitance can be used for resonance coupling, whereas 
an external capacitor must be added if the resonant coils’ parasitic capacitance is 
insufficient to achieve resonance at the desired frequency. Near-field technology 
known as RWPT helps cover distances from few millimeters to few meters. RWPT 
modifies leakage inductance for increased power transfer efficiency by combining 
magnetic coupling with resonance approach; even when operating frequency isn’t 
resonant, it behaves similarly to conventional IWPT by changing resonant operating 
frequency. Moreover, WPT model was subject to quantitative comparison analysis 
by using finite element analysis method ranging frequencies from 0.01 to 10 MHz. 
An optimizable WPT system which raised transfer efficiency up to 85% in a 10 cm 
distance and 45% in 20 cm has been recently proposed by authors. RWPT technology 
excelled in mid-range distances compared with IWPT due to superior efficiency and
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was proven successful in experiments, where two self-resonant spiral coils with 
combined radius of 30 cm lit up a 60W bulb using 40–60% transmission efficiency 
over a 2 m air gap distance. WPT technology also has potential usage for kilowatt 
(KW)-scale high-power applications such as charging electric cars; more than 50 
million wireless chargers sold in 2015 along with 140 million wireless receivers are 
expecting growth soon doubly so [7]. 

Wireless Power Transfer (WPT) can be either radiative or nonradiative, depending 
on the transfer technique. Far field influence determines the radiation power. An 
antenna can transmit power through an electromagnetic wave over a long distance 
through media such as air or vacuum. Resonant coupling and near-field inductive 
coupling are utilized for non-radiative WPT’s short and medium-range applications. 
Electromagnetic induction via IWPT is employed to wirelessly transmit energy from 
the primary coil to the secondary coil. Generally, a transformer’s magnetic field is 
confined to the high permeability core but with IWPT, there can just be air as a sepa-
ration space between the primary and secondary loops. To increase efficiency at the 
receiver side, resonance coupling and resonant state of coils are utilized for optimiza-
tion. Self-resonance of helix coils that resonate at a specific frequency using its self-
inductance and parasitic capacitance can be used for resonance coupling, whereas an 
external capacitor must be added if the resonant coils’ parasitic capacitance is insuf-
ficient to achieve resonance at the desired frequency. Near field technology known 
as RWPT helps cover distances from few millimeters to few meters. RWPT modifies 
leakage inductance for increased power transfer efficiency by combining magnetic 
coupling with resonance approach; even when operating frequency isn’t resonant, it 
behaves similarly to conventional IWPT by changing resonant operating frequency. 
Moreover, WPT model was subject to quantitative comparison analysis by using 
finite element analysis method ranging frequencies from 0.01 to 10 MHz. An opti-
mizable WPT system which raised transfer efficiency up to 85% in a 10 cm distance 
and 45% in 20 cm has been recently proposed by authors. RWPT technology excelled 
in mid-range distances compared to IWPT due to superior efficiency and was proven 
successful in experiments where two self-resonant spiral coils with combined radius 
of 30 cm lit up a 60W bulb using 40%-60% transmission efficiency over a 2 m 
air gap distance. WPT technology also has potential usage for kilowatt (KW)-scale 
high power applications such as charging electric cars; more than 50 million wireless 
chargers sold in 2015 along with 140 million wireless receivers are expecting growth 
soon doubly so [8–11]. 

Wireless Power Transfer (WPT) can be either radiative or nonradiative, depending 
on the transfer technique. Far field influence determines the radiation power. An 
antenna can transmit power through an electromagnetic wave over a long distance 
through media such as air or vacuum. Resonant coupling and near-field inductive 
coupling are utilized for non-radiative WPT’s short and medium-range applications. 
Electromagnetic induction via IWPT is employed to wirelessly transmit energy from 
the primary coil to the secondary coil. Generally, a transformer’s magnetic field is 
confined to the high permeability core but with IWPT, there can just be air as a sepa-
ration space between the primary and secondary loops. To increase efficiency at the
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receiver side, resonance coupling and resonant state of coils are utilized for optimiza-
tion. Self-resonance of helix coils that resonate at a specific frequency using its self-
inductance and parasitic capacitance can be used for resonance coupling, whereas 
an external capacitor must be added if the resonant coils’ parasitic capacitance is 
insufficient to achieve resonance at the desired frequency. Near field technology 
known as RWPT helps cover distances from few millimeters to few meters. RWPT 
modifies leakage inductance for increased power transfer efficiency by combining 
magnetic coupling with resonance approach; even when operating frequency isn’t 
resonant, it behaves similarly to conventional IWPT by changing resonant operating 
frequency. Moreover, WPT model was subject to quantitative comparison analysis by 
using finite element analysis method ranging frequencies from 0.01 MHz to 10 MHz. 
An optimizable WPT system which raised transfer efficiency up to 85% in a 10 cm 
distance and 45% in 20 cm has been recently proposed by authors. RWPT technology 
excelled in mid-range distances compared to IWPT due to superior efficiency and was 
proven successful in experiments where two self-resonant spiral coils with combined 
radius of 30 cm lit up a 60W bulb using 40–60% transmission efficiency over a 2 m 
air gap distance. WPT technology also has potential usage for kilowatt (KW)-scale 
high power applications such as charging electric cars; more than 50 million wireless 
chargers sold in 2015 along with 140 million wireless receivers are expecting growth 
soon doubly so [12–21]. 

4 Challenges for Safe Wireless Power Transmission 

A. Safety Concerns in Real Life 

Environmental dynamics actually make it more challenging to guarantee EMR safety. 
To begin with, predicting and managing the wireless power density seems chal-
lenging. Taking signal from other wireless systems as an example, reflection and 
refraction can cause the radio exposure to exceed the safe level. Second, it can be 
difficult to ensure safety when end users are permitted to deploy new ETs and change 
the positions of current ETs/ERs in real time. In order to charge ERs cooperatively 
and meet the receivers’ energy needs as quickly as feasible while maximizing the 
delivered energy, multiple ETs may be operational at once. On the other hand, if 
more ETs are used, radiation exposure to end users may increase. Providing simple 
ways to assure power transfer safety may help reduce RF exposure to some level, 
but in actuality, a number of adverse effects may occur. 

B. Safe Power Transfer Is Not Easy 

The chosen quantity for millimeter wave safety rules is wireless power density, which 
does not rely on tissue absorption of power. However, due to its greater significance 
to dangerous damages, such as those to the eyes, temperature has a tremendous 
potential to become a quantity for safety requirements in the future. Because of this, 
current rules and actual efforts to achieve safe power transfer are insufficient, and the
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possibility of health problems may seriously limit WPTN use. We think that in order 
to identify and stop unsafe power transfer operations in the real world, significant 
research is needed. 

(1) Safety Attack 

Safety regulations may be abused to make ETs operate inefficiently while charging 
or even cease to exist altogether, which would constitute a denial of service. By 
controlling ET transmission parameters including power, frequencies, and transmis-
sion time in line with data from ERs about RF exposure, safe charging may be 
particularly ensured. If a wicked ER wants to avoid punishing its neighbors, it can 
easily claim that the RF radiation is beyond the safety limit. ETs should either stop 
transmitting altogether or limit the power of their transceivers in such a situation. 
Because of the potential for battery depletion, the higher safety attacks mean that 
ERs are charged less efficiently and operate for shorter periods of time. As was 
previously stressed, because of its susceptibility to environmental dynamics, it is 
nearly impossible to determine wireless power density properly. Better measurement 
and estimation methods are required to obtain the radio power distribution without 
response from ERs. This issue could be resolved by establishing a different sensor 
network that would gather measurements of environmental RF exposure without 
requiring ER feedback. However, this adds more administrative work and expense 
for WPTNs. 

(2) Spoofing Attack 

The level of energy, device identity, and other information are all carried via beacons 
that ERs and ETs communicate across WPTNs. Malicious nodes are capable of 
listening in on the communications of other devices and using that information for 
their own benefit. For instance, a malicious node may send a request for energy right 
before another ER runs out of power in an effort to interrupt that node’s operation and 
prevent ETs from delivering energy. Even worse, a rogue node may capture a charging 
request beacon from a specific ER, record it, and then imitate it by rebroadcasting 
to another ET in order to expose itself to more RF energy, cause interference, or 
degrade system performance. Digital signatures that provide both data integrity and 
authorization to detect impersonator nodes can be used as a traditional protection 
against spoofing attacks. However, developing and implementing such strategies for 
resource-constrained devices are difficult. 

5 Work Methodology 

The load power and axial power transmission distance must be increased for resonant 
circuit WPT systems [22]. While strong resonance coupling can supply high power 
over a greater distance in kilowatts, microwave transmission cannot due to stability
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and safety concerns. The active power, load, and coupling coefficient between the 
resonator and the quality factor of the drive circuit all depend on the electrical quantity 
parameter if it is fixed. Maximums for each can be determined as a result. The three 
characteristics mentioned above become important as load power increases. We can 
calculate the quality factor (QF) of the resonator using the equation (Q = ωL/R). We 
can improve the QF in two ways: first, by increasing the resistance-to-inductance 
ratio; and second, by elevating its natural resonant frequency. In this study, we saw 
an increase in the quality factor by employing smooth-surfaced, oxygen-free copper 
wire tubes of high quality because they have good conductivity and reduce skin 
effect. It just slightly improves the inductance to resistance ratio. The most effective 
method of raising the resonance frequency is to raise the greater quality factor. High 
power will be transferred directly by the resonator in our project. 

A. Design of the System 

The WiTricity system is composed of a driving loop, an output loop, and source and 
device resonators. The oscillator that provides energy to the system is linked to the 
generating loop, which then connects to the source resonator. The device’s resonator 
coil is attached to the output loop in order to power an external load. As shown in 
Fig. 1, here’s the block diagram of the system. 

For wireless energy transfer, the planned WiTricity system uses a couple of iden-
tical rectangular spiral copper windings. An amplifier’s output with a 25 V amplitude 
at frequencies between 0.01 MHz and 10 MHz will produce an electric field in the 
load due to changes in the magnetic flux from the transmitter coil (which is also 
the receiver). We place emphasis on studying the voltage received by the receiver at 
numerous frequencies and distances to assess how energy is transmitted (Fig. 2).

(A) Circuit Diagram

Fig. 1 Wireless power transmission block diagram 
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Fig. 2 Basic structure of WiTricity system

In this project, the transmitting resonator receives high-frequency power directly. 
According to Fig. 3 DDS generates the high-frequency signal, which MOS transis-
tors M1 and M2 then amplify, C1 and C2 control dead time, D1 and D2 control 
freewheeling, while C3-C5 and L1 control impedance matching. 

(B) Parameters for Designing 

Resonance relates to phenomena; the LC circuit does not resonate on its own. Small 
driving perturbations have a big effect on the system in these phenomena. Resonance 
needs to be driven through the LC circuit, such as by an AC power source. The 
resonant frequency for a specific circuit is the frequency at which this equality holds 
true. 

For the oscillator circuit to achieve a resonance frequency, the inductive and 
capacitive reactances of the resonant coil must be equal.

Fig. 3 Circuit diagram of three-coil power link 
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XL = XC (1) 

XL = 
1 

ωC 
(2) 

ω = 2π f (3) 

Capacitive resistance: 

XC = 
1 

2π f C  
(4) 

Inductive coupling: 

XL = 2π f L (5) 

Resonant circuit formula: 

42 f 2 LC = 1 (6)  

where, 

f = 1 

2π
√
LC 

(7) 

XC = Capacitive reactance in ohms. 

XL = Ohms of inductive reaction. 

f = Hertz-based frequency. 

L = Inductance in Henry. 

C = Farads of capacitance. 

6 MRC-WPT Characteristics Based on Coupled Mode 
Theory 

Figure 3 depicts the MRC-WPT system in a typical configuration. Power coupling, 
transformation, and transmission tasks are finished in three sections. By converting 
low voltage or high current to high voltage or low current between the resonators 
and the source or device coil, inductive coupling generates power for the resonators 
a1, a2. A second time, when the system is configured in resonant states, power 
transfer between resonators couples via electromagnetic resonance, producing high
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impedance performance and a relatively low transmission loss. The transmission and 
receiving coils’ respective currents, resistances, and inductions are denoted as I1,2, 
RS, and LSD. VS is the driving voltage; the mutual inductions between the coils are 
MS1, M1,2, and M2D, while RL is the load resistance. The coils have resonant induc-
tances to one another. The connection between the device coil and the non-resonant 
source is disregarded. The general principles governing interactions between waves, 
including such sound and light waves are frequently described using coupled mode 
theory. It is ideal for modeling resonance energy transfer. For MRC-WPT lossless 
resonators systems, two equations in the form of various differential equations can 
be used to describe the flow of energy between the resonators. 

da1 
dt 

= j1a1 + k12a2 (8) 

da2 
dt 

= k21a1 + j ω2a2 (9) 

where k12 and k21 are mode coupling factors, 1, 2 is the native resonating angular 
frequency, and a1 and a2 stand for the resonator’s front rotational mode, whose second 
parameter is the energy dimensions. Additionally, there is a connection between and 
the coefficient of coupling k, that is = k/2. Energy exchange between modes for a 
passively flawless system takes place and satisfies the energy’s overall conserving 
requirement. Under weak coupling, any modification of the oscillation mode will 
resonate. Thus, a1(t) = A(t) ∗ exp .[0.5 j (1 − 2)t] is obtained, at which A(t) is a  
time domain function that progressively changes. Assuming the initial condition to 
be s t  = 0, a1(t) = 0 leads to the solution (8) and (9), where ω1 and ω2 are estimated 
values, 

a1(t) = A(0) 

[ 
cos(Ωt) + j (ω1 − ω2) 

2Ω sin(Ωt)ej j ωt 

] 

(10) 

a2(t) = A(0)k21 sin(Ωt)
/ 

Ω.e jωt (11) 

The greatest energy exchange exists as long as ω1 = ω2 according to the first 
requirement. This clarifies why the two circuits must tune in to resonance in a straight-
forward and counterintuitive way. Natural resonance will be offset and adjusted in 
angular frequency for lossy coupling systems. The formula for the resonating angular 
frequency ω1, ω2 is ω'

1,2 = ω1,2
(
1 + j

/
2Q1,2

)
. When the quality factor is high 

enough, the Taylor expansion can be used to express eigenvalues as (3). Resonators 
are typically made to be similar in size, resonant frequency, and quality factors for 
more convenient impedance matching, resulting in Q1 = Q2 = Q and ω1 = ω2 = ω. 

λ1,2 = −
( 

ω 
Q 

) 
± 

√
k12k21 (12)
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The parameters of the resonators are intended to be the same, thus Q1 = Q2 = Q, 
ω1 = ω2 = ω, , and another satisfies the conditions that there is a positive root and 
the item inside the original sign is generally a real integer. After simplification, the 
preconditions are displayed as (4). 

|k12k21| ≫ ω2
/ 
4Q2 (13) 

Two quality factors represent shortcomings, whereas two mode coupling variables 
represent the pace of energy coupling. In this regard, high-quality resonators must 
be used to build a low loss energy bridge between the supply and the receiver. The 
generalization of the connection between the energy transfer between both resonator, 
where |a1|2, |a2|2, and |a1 + a2|2 signifies the energies of the individual resonators 1, 
2, and the system overall. The cue’s appearance is made up of the quality element. 
The entire energy rapidly degrades. Among the causes of attenuation is the linear 
system. 

7 Result and Discussions 

IWPT, a prospective near-field technology, is simple to use and has a small transmis-
sion range of only a few centimeters. The charging path between the transmitter and 
receiver still needs to be properly aligned even though power transfer efficiency is 
better. It operates at frequencies ranging from a few kHz to a few MHz. Applications 
that use RWPT, a near-field technology, can cover areas as small as a few millimeters 
up to as large as a few meters. Leakage inductance is adjusted in the RWPT method to 
boost power transfer efficiency by combining the magnetic coupling and resonance 
approaches. 

While RWPT Fig. 4b normally has a switching frequency that is significantly 
greater than IWPT Fig. 4a, the effective power transfer efficiency (PTE) of RWPT 
technology can be attained over a few meters of distance (between a few MHz and 
several MHz). Because RWPT technology outperforms IWPT at mid-range distances, 
it is the subject of this study.

We created a testing environment for our wireless energy transfer system in order 
to do various measurements. The receiving coil, parted 1 m from the source coil 
connecting with 220 V power supply, induces with 220 V to transfer the 60W power 
wireless. 

The output voltage, output current, and output power for both open circuit and 
closed circuit of the wireless energy transfer system were measured by varying the 
separation between the transmitter and receiver. 

Experimental findings support the wireless energy transfer system and we 
developed proper functionality. More analysis shows that the wireless energy 
transfer system’s effectiveness substantially declines as the transmitter and receiver’s 
separation grows.
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Fig. 4 a Graph between power and distance in IWPT, b Graph between power and distance in 
RWPT

8 Future Scope 

(a) Many industries and application fields are interested in highly resonant wireless 
power transfer. Utilizing such technology has a variety of purposes, and these 
purposes frequently fall into one or more of the following categories. 

(b) By doing away with disposable batteries, electronics can be made more ecolog-
ically friendly. Compared with producing, shipping, and utilizing batteries 
based on conventional electro chemistries, employing grid electricity is far less 
expensive and environmentally harmful.
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(c) By removing connector circuit headers and wires that pass through roofs, wall, or 
other impediments (even skin tissue), you can make equipment water-proof and 
explosion-proof and reduce the risk of sparking at conductive interconnections. 

(d) It is the largest usage of WPT due to the utilization of satellites outfitted with 
enormous solar arrays and their placement in geosynchronous earth orbit. For the 
purpose of creating and transmitting microwave radiation to the ground, these 
satellites are necessary. Additional uses for WPT include wireless sensors, RF 
power adaptive rectifying circuits, and ubiquitous power sources. 

9 Conclusion 

The need for transferring energy through highly resonant coupling is demonstrated 
by the fact that at resonance, the resonator’s angular frequency is equivalent, and 
coupling coefficients and quality factors are both much above 1. Greater efficiency 
was then identified with the help of Q/QL and K12Q, which considered improvement 
by electric architecture and their spacing distances. The maximal active power of the 
loads is determined by the quality factor of a resonator with driving power and the 
coefficient of magnetic coupling between the resonator and the load. A recent device 
promises to boost transmission range and power while preserving a steady level of 
efficiency. It uses three-coil wireless energy transfer links. That explains a method for 
using a center feed technique to match the resonator’s impedance appropriately. To 
test this theory, a 220v/60W light bulb can be used as the load. Wireless power transfer 
can be accomplished using a helical center feed coil and resonance coupling. A 60 
w may be transferred without wire over a distance of 1 m with a 50–60% efficiency, 
as shown by an experiment. This method can be applied in the future to wirelessly 
power sensor networks. 
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Abstract Dynamic voltage restorer (DVR) is considered as one of the best and cost-
effective solution in addressing the power quality concerns in distribution systems. 
The integration of DVR with the reliable grid eliminates the need for external energy 
storage unit and can address the issue of compensating long/deep voltage sags. In this 
paper, a new topology, wherein the DVR taps in energy through a three-winding trans-
former connected to the grid is proposed. As different configurations are available for 
three-winding transformer, detailed analysis is conducted to find the best possible 
configuration of the three-winding transformer for a DVR integrated system. The 
studies are carried out in MATLAB/Simulink platform and the results are presented. 
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1 Introduction 

Due to the growing concerns on climate change the power generation systems 
are transitioning to renewable energy resources. Among the different renewable 
energy sources for power generation, solar-PV (photovoltaic) and wind constitutes 
predominantly towards renewable energy generation. Despite several advantages, 
renewable energy generation has certain challenges such as intermittent generation 
and unpredictable in nature. The variable power generation from renewable energy 
sources causes serious problems of voltage and frequency fluctuations that leads to 
power quality issues [1]. Furthermore, due to the incorporation of power electric 
converters with renewable generation systems, the issue of power quality becomes 
even more cumbersome [2]. The design and nature of power electronic devices intro-
duce harmonics in the grid. Additionally, due to inherent load variation resulting in 
imbalance between reactive power generation and consumption causes voltage devi-
ations, which can be impulses, transients, swells/sags, etc. These type of voltage 
deviations, if persisted may even lead to total voltage collapse [3]. Hence, power 
quality issues have a direct impact on the physical equipment in any electrical system 
[4]. 

By controlling the real and reactive power flows, the voltage and frequency fluc-
tuations can be mitigated. Since voltage fluctuations can be controlled by reactive 
power compensation, numerous solutions have been proposed [5]. Among the solu-
tions, custom power devices (CPDs) are considered as the cost-effective solutions for 
mitigating fluctuations [6]. These devices can be connected in series or in parallel or in 
series–parallel to compensate for the energy loss due to faults or voltage sags. Some 
of the common CPDs include battery energy storage system (BESS) [7], uninter-
ruptible power supply (UPS) [8], dynamic voltage restorer (DVR) [9] or distribution 
static compensator (DSTATCOM) [10] or unified power quality conditioner (UPQC) 
[11]. Due to the size and cost, DVR emerges as the cost-effective choice to mitigate 
sag conditions [12]. 

DVR attenuates the deviation in the voltage significantly and has the ability to 
keep the voltage at the acceptable range. DVR consists of voltage source inverter 
(VSI) that adjusts the voltage, either through a transformer or without a transformer 
in series and injects the compensating voltage in synchronisation with the grid. 
Further, energy storageless DVR is considered as an economically viable solution. 
Therefore, a new topology is proposed in this paper, wherein the DVR is connected 
to a three-winding transformer and further, the ideal configuration to be employed 
in the three-winding transformer for a DVR integrated system is analysed. 

The rest of the paper is organised as follows. Section 2 explains the overview 
of DVR, which includes power circuits and the compensation techniques employed 
in DVR. Section 3 presents the topology of DVR with three-winding transformer 
proposed in this paper. The simulation analysis and findings of different winding 
configurations for a DVR system is demonstrated in Sect. 4, followed by the 
conclusions in Sect. 5.
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2 Dynamic Voltage Restorer 

The main components of the DVR, as depicted in Fig. 1, comprise a source (DC 
source or an AC source with rectifier) providing DC voltage for a voltage source 
inverter (VSI), followed by a filter circuit, bypass switches and injection transformer. 
The required energy for the DVR can be fed through either an energy storage [13] or  
without energy storage [14]. The former energy delivery method is employed in cases 
of weak grids and latter is introduced only when the grid is reliable. An inverter is used 
irrespective of the energy source to convert the DC voltage, either from energy storage 
or a DC link, to three-phase voltage of desired magnitude, frequency and phase angle. 
The output of the inverter is fed into the grid through high voltage windings of the 
injection transformer. However, as the inverter is switched at high frequencies, the 
output of the inverter embodies high-frequency switching harmonics [15]. In order 
to eliminate these harmonics or to contain these harmonics within an acceptable 
range, low pass filters are connected at the output of the inverter [16]. These filters 
can be connected between the inverter and injection transformer (this avoids the 
transmission of harmonics into the injection transformer and thereby, no increase in 
the transformer rating is required) or between the injection transformer and the load 
(this leads to the injection of high-order harmonics into the injection transformer 
and thereby, increasing the transformer ratings). Finally, the bypass switches are 
incorporated in the DVR system as a protection measure. This set-up provides an 
alternative path for the current during faults, overloads or maintenance [17]. 

There are three modes of operation for a DVR. (i) Dormant/Standby mode— 
During this mode there are no voltage fluctuations detected and the output of the DVR 
remains zero. (ii) Active/Injection mode—DVR detects a voltage deviation during 
this mode and injects the desired voltage to mitigate the deviation. (iii) Protection/ 
Isolation mode—During this mode, the DVR is protected from any over the limit 
fault currents through an alternative path [18, 19]. 

Similar to the modes of operation, there are three predominantly used voltage 
compensation methods for DVR. In the first pre-sag compensation method, the source 
voltage is constantly tracked for any voltage deviations. In cases of any detection, 
the difference in the voltage will be injected, thereby, adjusting the phase angle 
and magnitude and restoring the load voltage to pre-sag nominal voltage. In the 
second in-phase compensation method, the injected voltage should be in phase with 
the source voltage. This method mainly incorporated active power compensation. 
As this method does not address the phase jump, using it for sensitive loads is not 
advisable. The third method is the energy-minimised compensation method, wherein 
the injection or absorption is done from the power source to address the sag mitigation. 
In comparison with the first two compensation methods, this method does not involve 
active power exchange during the DVR active/injection mode [20, 21].

Fig. 1 Components of DVR 
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3 Proposed Energy Storageless Dynamic Voltage Restorer 
Configuration 

As aforementioned about the energy delivery for the DVR, the source can be cate-
gorised into two topologies. Firstly, for the DVR topology that consists of energy 
storage. In this type, the required energy is delivered through one of the two methods 
depicted in Fig. 2a, b. Figure 2a illustrates a direct DC link acting as a source to the 
DVR inverter [5] and in the second method in Fig. 2b, the energy is delivered through 
an external energy storage unit connected to the DC link [22]. In these cases, DC link 
voltage can be controlled to provide required energy to the DVR. Generally, these 
topologies involve storing of energy to storage unit when there is no disturbance in 
the supply. The second DVR topology constitutes no energy storage system. There-
fore, the energy demand for the DVR is addressed through tapping in energy from 
the incoming energy source [23, 24]. The tapped in energy is fed to the DVR through 
either an AC/AC power converter or a combination of series and shunt converter. 
This converter topology can be connected in parallel to either the source side or the 
load side, as depicted in Fig. 2c, d, respectively.

Though DVR topologies with and without energy storage can be employed, there 
are advantages and drawbacks associated with these topologies. For instance, due 
to energy storage restriction with the capacitors, long duration voltage sags cannot 
be mitigated. This can be easily addressed with the energy storageless topology and 
this topology requires reliable grid. Further, this topology proves to be efficient with 
load side shunt-connected converter. Therefore, in this paper, as a modified strategy 
for tapping in energy from an incoming energy source, a three-winding transformer 
is connected to the load side. The primary winding is connected to the incoming 
source, the secondary winding is connected to the load and the tertiary winding is 
connected to the injection transformer of the DVR. The proposed system topology is 
illustrated in Fig. 2e. Prior to analysing the operation of the DVR with three-winding 
transformer, the study on the different configurations of the windings in order to find 
the suitable configuration for a DVR system is essential. Therefore, in this paper, the 
primary focus is to analyse the performance of different winding configurations of 
the three-winding transformer for integration with DVR. 

4 Simulation Analysis 

In order to analyse the performance of the three-winding transformer when integrated 
with the DVR, the system is built using MATLAB/Simulink. The model consists of 
a three-phase AC source that represents a grid feeding a three-phase load through 
DVR and three-winding transformer. The configurations of the three windings are 
depicted in Fig. 3. The analysis is carried out by introducing a sag in the source 
voltage. However, as the initial focus of the study is to find the best configuration 
for the DVR integrated system, the DVR is set to be in dormant mode in this paper
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Fig. 2 a Topology of DVR 
with DC link (capacitor). 
b Topology of DVR with 
external energy storage 
system. c Topology of energy 
storageless DVR (supply 
side). d Topology of energy 
storageless DVR (supply 
side). e Proposed energy 
storageless topology with 
three-winding transformer
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Fig. 3 Three-winding transformer configurations from Simulink 

even during the sag condition. The primary side of the transformer is fixed to be 
a star configuration as it requires less number of turns and therefore, making the 
configuration economical for high-voltage transformers. Additionally, with the star 
connected the neutral can be grounded on the primary side of the transformer to 
avoid distortion. 

Considering the primary side of the transformer to be star, the secondary and 
tertiary can be designed with both star and delta combinations. As such four combi-
nations (star-delta-delta (YΔΔ), star-delta-star (YΔY), star-star-delta (YYΔ) and 
star-star-star (YYY)) of the primary, secondary and tertiary windings of the trans-
former are designed for the analysis. As aforementioned, DVR is fed through a 
DC source and a rectifier is necessary between this transformer and the DVR. This 
connection of rectifier to the tertiary side of the transformer will induce harmonics to 
the primary side. As such, the different configuration results are presented to identify 
suitable configuration for the integration of DVR with the grid. 

The parameters for the modelling of the system are tabulated in Table 1. The  
parameters that are the primary focus of this study are the primary, secondary and 
tertiary currents of the three-winding transformer, the tertiary voltage and the output 
DC voltage of the rectifier.
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Table 1 Specifications for 
the simulation Parameter Specification 

AC line voltage 415 V 

Nominal frequency 50 Hz 

Injection transformer turns 1:1 

Filter inductance 1 mH  

Filter capacitance 2 µF 

Three-winding transformer turns 1:1:1 

Switching frequency 10 kHz 

Load active power 8 MW  

Figure 4 depicts the current waveforms for the star-delta-delta configuration. As 
can be seen, the tertiary current has higher order harmonics and the same is reflected 
in the primary and secondary side of the transformer. The total harmonic distortion 
(THD) in the primary and secondary winding due to the distortion in the current 
waveforms of the third winding is found to be 8.64% and 3.39%, respectively. The 
tertiary voltage (phase-phase Vab) of the transformer and the corresponding DC link 
voltage is demonstrated in Fig. 5. 

Similarly, in Fig. 6 the current of the transformer windings when connected in star-
delta-star configuration is illustrated. When compared with star-delta-delta config-
uration, the primary current waveform is more distorted, signifying the impact of

Fig. 4 Currents in star-delta-delta configuration
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Fig. 5 Line-to-line voltage in the tertiary windings and the rectified DC voltage to the DVR

the higher order harmonics from tertiary winding. Further, the primary current is 
higher (30 A peak) due to the star configuration of the tertiary winding. The THD 
of the primary and secondary winding for this configuration is calculated to be 
9.47% and 8.59%, respectively. Though the primary side THD is relatively higher 
when compared with star-delta-delta configuration, the secondary side THD is much 
higher. The tertiary winding voltage and DC link voltage are plotted in Fig. 7.

The third configuration for this study is the star-star-delta configuration. The 
current waveforms of the windings is depicted in Fig. 8. As can be seen from the 
figure, the distortions in the primary and secondary side current waveforms are much 
lesser and the THD is calculated to be 8.64% and 3.39%, respectively, which is similar 
to star-delta-delta configuration. The voltage (phase voltage and DC link voltage) 
waveforms are exemplified in Fig. 9. The results of the final configuration, which 
is the star-star-star, is demonstrated in Fig. 10. From Fig.  11, though the primary 
winding of the transformer is not much distorted, the harmonics can be clearly seen 
in the secondary side of the transformer. Further, due to the star configurations in 
the secondary and tertiary side of the transformer, the primary current is higher (40 
A peak) compared with all other configurations. The THD for both the windings is 
found to be 9.47% and 8.59%, respectively. The voltage waveforms are presented in 
Fig. 11.

The fundamental frequency magnitude and the THDs for different configurations 
are tabulated in Table 2. Based on the analysis, the star configuration in the tertiary 
winding produces higher DC link voltage than the delta configuration. However, 
it induces more third-order harmonics than the delta-connected tertiary winding.
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Fig. 6 Currents in star-delta-star configuration 

Fig. 7 Line-to-line voltage in the tertiary windings and the rectified DC voltage to the DVR



644 M. M. Roomi et al.

Fig. 8 Currents in star-star-delta configuration 

Fig. 9 Line-to-line voltage in the tertiary windings and the rectified DC voltage to the DVR
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Fig. 10 Currents in star-star-star configuration 

Fig. 11 Line-to-line voltage in the tertiary windings and the rectified DC voltage to the DVR
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Table 2 Total harmonic distortions 

Windings Parameters YDD YDY YYD YYY 

Primary 50Hz magnitude 13.71 29.6 13.71 29.6 

THD % 8.64 9.47 8.64 9.47 

Secondary 50Hz magnitude 9.459 9.087 9.459 9.087 

THD % 3.39 8.59 3.39 8.59 

Tertiary 50Hz magnitude 14.9 24.76 14.9 24.76 

THD % 13.97 11.49 13.97 11.49 

Therefore, the possible considerations for the system are star-delta-delta and star-
star-delta configurations. In addition, as the DVR is connected to protect the sensitive 
loads, it is necessary to consider the harmonics in the secondary winding. Therefore, 
with star-star-delta configuration these harmonics might be transferred to the sensitive 
loads. Based on the studies, star-delta-delta configuration will be most suited for DVR 
supported system. 

5 Conclusion 

In this paper, the primary focus is to analyse the performance of the three-winding 
transformer as a potential input source to DVR. As the model involves rectifier, 
introduction of harmonic components is unavoidable. Therefore, different config-
urations of the transformer are tested to determine a configuration that introduces 
lesser harmonics into the main grid. From the results, star-delta-delta configuration 
will be an ideal suggestion for the DVR integrated systems. Furthermore, as the end 
project taps in power from three-winding transformer, a sag in the source voltage 
may cause a sag in the DVR voltage. These scenarios can be used to find the rating 
of the DVR and hence helpful in designing the DVR. The output of the rectifier is 
fed to the DC link capacitors to provide a smooth input to the inverter. Any changes 
in the input voltage cause changes in the DC link voltage of the inverter. Therefore, 
these conditions can be used to analyse the behaviour of the capacitors in real-time 
scenarios. 
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Abstract The objective of this chapter is to analyze the reliability of the dataset for 
early fault diagnosis of air handling unit (AHU) of air conditioning and mechanical 
ventilation/heating, ventilation, and air conditioning (ACMV/HVAC) system. In this 
chapter, data reliability analysis for early fault diagnosis is performed for AHU only, 
which includes fan degradation and return air duct leakage fault conditions. Data of 
the said faults are generated through the use of an expert system platform, OpenStudio 
(OS) and sensitivity analysis is performed to identify the most sensitive parameters 
with respect to the fault severity level starting from zero to 30% of deviation from 
healthy condition. The most sensitive parameters are selected based on the rank of 
sensitivity analysis. A similar procedure was performed with real data obtained from 
measurement. The effect of parameters due to fault conditions in AHU is analyzed 
in terms of consistency of increasing, decreasing, both increasing and decreasing, 
and no correlation. The results of the analyzed data are documented and compared.
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Keywords Air handling unit (AHU) · Air conditioning and mechanical ventilation 
(ACMV) · Heating, ventilation and air conditioning (HVAC) · Data reliability ·
Early fault · Fault detection and diagnosis (FDD) 

1 Introduction 

The energy consumed for cooling contributes the most to a typical building energy 
consumption in tropical region like Malaysia. Faults and performance degradation in 
the air conditioning and mechanical ventilation/heating, ventilation, and air condi-
tioning (ACMV/HVAC) system lead to energy wastage. As the cost of ACMV opera-
tion is already high, any efficiency losses would increase the cost further. In addition, 
electricity used to power the system is mainly generated from non-renewable sources 
in Malaysia and Singapore, which contributes to greenhouse gases when burned. As 
a result, there is a need for fault detection and diagnosis to minimize the impacts 
when a fault occurs. Faults can occur at any of the sub-systems of the ACMV and 
due to its size and complexity, it is a challenge to diagnose them accurately at low 
severity levels. 

The ACMV or HVAC is a system that controls the temperature, humidity, fresh 
air, filtration, and movement of air through space. In Malaysia region, heating is not 
required, thus the system is known as ACMV, while regions that require heating use 
HVAC. The goal of such a system is to provide thermal comfort and acceptable indoor 
air quality for the occupants or to provide cooling for equipment. The ACMV can 
achieve this by conditioning the air through [1–5]: cooling, dehumidifying, cleaning, 
and ventilating. All these can be done based on the principles of thermodynamics, 
fluid mechanics and heat transfer. There are three subsystem that works together to 
perform the functions mentioned above. These three sub-systems are cooling tower, 
chiller plant, and AHU. Figure 1 depicts the interdependency of the three sub-systems 
and how heat is being transferred around the ACMV system.

The cooling tower removes the heat from the chiller plant’s condenser through 
heat exchangers filled with water. This water loop is called the condenser water loop, 
the water is then pumped from the condenser to the tower. The water is cooled by 
pumping it up to the top of the cooling tower where the ambient air and wind can 
remove the heat from the water. Heat is removed from the water as it is sprayed on 
to thin film materials. As the water flows from the top to the bottom of the cooling 
tower, it is exposed to the ambient air and wind which cools it down. The cooled 
condenser water is then circulated back to the chiller plant’s condenser to absorb 
heat again. 

The chiller plant provides the cooling capacity for the building as the central-
ized cooling system. It provides cooling based on vapor compression which is the 
fundamental process in the refrigeration cycle. In the chiller plant, the compressor 
compresses the refrigerant which allows heat absorption at the evaporator and 
releases that heat at the condenser. The refrigerant circulates through an evaporator, 
compressor, condenser, and an expansion valve. A thermodynamic process at each
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Fig. 1 Main components of central air conditioning system

component to ensure a continuous flow of cold refrigerant to absorb the heat from 
the chilled water loop. The cooled chilled water is then sent to the cooling coil for 
the AHU to cool the air. 

The AHU is a system of ducts, filters, dampers, and fans to circulate cold fresh 
air and exhaust stale air. Fresh air is collected through an intake and cooled at the 
cooling coil as cold chilled water circulates the coil to absorb the heat from the air. 
The cooling coil dehumidifies the air as well by removing moisture in the air. The 
cold fresh air is then supplied to the various cooling zones in the building through 
the fans and ducts. Fans are used to aid in the circulation of conditioned air around 
the building as well as exhausting stale air through an outlet. Filters are used for 
cleaning and dampers regulate the amount of cold air entering each zone. 

Cooling is provided through the removal of heat in spaces, the heat can be removed 
through radiation, convection, or conduction. The heat is transferred through a refrig-
eration system which uses a medium to absorb the heat and disperse it outdoors. The 
medium is known as the refrigerant, which can be water, air, or chemicals. This is 
possible by making use of a thermodynamic cycle called the refrigeration cycle. There 
is a compressor in the system that changes the pressure and state of the refrigerant 
to absorb or release heat. 

Dehumidification of air drying is provided by the cooling coil as the temperature 
at the coil is below the dew point, thus moisture in the air will condense around the 
cooling coil. The moisture is then collected at the bottom of the coil and removed 
via piping. 

Cleaning is done by air filtration at the AHU to remove particles, contaminants, 
vapors, and gases. This helps to remove air pollutants such as pollen and dust from 
the air, improving and regulating the air quality within the building. This is done by
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implementing filters of various materials in the air ducts, especially the outdoor air 
inlets to prevent pollutants from entering the building. This also prevents ducts or 
fan blades from dust accumulation. 

Ventilation is normally done mechanically through the AHU via the multiple fans 
within the duct system. Conditioned outside air is delivered into the building by a 
supply air fan and existing air is being exhausted to prevent carbon dioxide build-
up. Ventilation is necessary as it is one of the most important factors for maintaining 
indoor air quality within the building. Without ventilation, stale air can happen which 
has an unpleasant smell and can become a health hazard for the occupants at higher 
levels. 

ACMV has become an essential system and integrated into our society, both in 
residential and industrial. The ACMV system contributes to more than 60% of the 
total building energy consumption. Within the ACMV system, the chillers and fans 
are the two components that contribute significantly to energy consumption. Chiller 
consumes up to 55% and fans up to 35% of the total energy consumption [2–5]. 

Therefore, early FDD is very important for ACMV’s health monitoring as well as 
optimal utilization of electrical energy, which is directly dependent on the optimal 
selection of the dataset and its severity level w.r.t. the fault condition. The main 
objective of this study is to analyze the severity and reliability of the dataset, which 
is used to detect and diagnose faults at low severity. By detecting faults at low 
severity, fixes, and maintenance can be done at a lower cost when compared with 
a more severe fault. This ensures the system operates optimally and reduces costs 
related to operation and maintenance. This in turn helps building owners to reduce 
electricity consumption and their carbon footprint. 

The organization of this paper is comprised of seven sections. Section 1 represents 
the introduction. Brief information of AHU is represented in Sect. 2, which includes 
main components of the ACMV/HVAC and its related components. Section 3 repre-
sents brief information of AHU faults and its severity. The simulation of the model 
is shown in Sect. 4. Sections 5 and 6 represent the dataset collection and sensitivity 
analysis, respectively. Finally conclusion is represented in Sect. 7. 

2 Brief Information of Air Handling Unit (AHU) 

Figure 1 represents the main components of the central air conditioning (CAC) 
system, which includes mainly three sub-systems, i.e., cooling tower, chiller plant, 
and air handling unit (AHU). 

The cooling tower is the point where the heat absorbed from the cooling zones 
are being dissipated into the atmosphere through the evaporative process. Warm 
condenser water is circulated to the top of the cooling tower, where the water 
is exposed and evaporated into the air passing through the cooling tower. As the 
water evaporates, the air absorbs heat and cools the remaining condenser water. The 
remaining condenser water will flow into a collection basin, where it can be pumped
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back to the condenser to absorb heat at the chiller plant. There are five main compo-
nents to a cooling tower, exhaust fan, drift eliminators, water distribution, fill, and 
basin. The hot condenser water is sprayed from the water distribution using a nozzle, 
it then flows on to the fill section which aids in the evaporation rate. The cooled 
water is then collected at the cooling tower basin which is then circulated back to the 
condenser. The hot air is exhausted by the fan and drift eliminators prevent droplets 
of water from being blown out of the tower [6]. 

The chiller operates on the vapor compression or vapor absorption concept. The 
most frequently used air conditioning cycle is the vapor compression. The low-
pressure refrigerant evaporates in the evaporator to produce a cooling effect. A 
compressor, which often requires electrical energy, compresses the generated refrig-
erant vapor to condenser pressure. The high-pressure refrigerant condenses in the 
condenser, and the generated heat is discharged into the atmosphere/cooling tower. 
The condensed refrigerant is then expanded to evaporator pressure by an expansion 
valve to continue the cycle. There are two types of chillers, namely air-cooled and 
water-cooled chillers. Water-cooled chillers can be further categorized as absorption, 
centrifugal, helical rotary, and scroll [7]. The chiller plant consists of the compressor, 
condenser, expansion valve, power unit, control unit, and water box. The compressor 
increases the pressure of refrigerant vapor from the evaporator to the condenser. All 
the components are located centrally in a chiller plant room. 

AHU is a main component of the central air conditioning system of commercial 
buildings to maintain zone temperature in a multi-zone application [1]. There are 
many different types of AHU, such as (1) as per location, (2) as per fan position, (3) 
as per mixing capability, (4) as per energy recovery, (5) as per service zone, (6) as per 
ducting, and (7) as per air volume. In our air conditioning and mechanical ventilation 
system (ACMV) context, the AHU is a draw-through, multiple zones, single duct 
variable air volume (VAV) AHU with mixing capability for energy recovery. The 
AHU is located indoors. 

The variable air volume (VAV) system of the draw-through AHU modulates 
airflow according to the building’s thermal load condition. Connected to the supply 
air ducts, the VAV box in each zone controls the temperature and amount of supply 
air necessary to maintain zone temperature in a multi-zone application [1]. A typical 
representation of VAV and CAV type systems is represented in Figs. 2 and 3, respec-
tively. The main properties of the CAV system are: (1) chilled water flow to AHU 
coils is modulated based on return air temperature, (2) if the percentage change of 
cooling load of different rooms is not same, few rooms could be over-cooled or 
under-cooled. Similarly, the main properties of the VAV system are: (1) the opening 
of the VAV box damper is based on room temperature, (2) the speed of the fan is 
modulated based on duct pressure, (3) the chilled water valve is modulated based 
on the pre-set off-coil temperature of supply air, (4) suitable if the cooling load of 
different rooms is different.

Measurements are recorded from various points of interest within the AHU 
through the sensors installed. They include pressure, flow rate, temperature sensors, 
etc. The AHU’s air handling controller (AHC) receives these readings and sends 
corresponding signals to the cooling coil, fans, and dampers for regulation to achieve
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Fig. 2 Constant air volume (CAV) system’s type AHU 

Fig. 3 Variable air volume (VAV) system’s type AHU

the designated supply air temperature and operating conditions—such as the indoor 
air quality (IAQ) standards. In Table 1, the functionality of each component is 
described.

Controlled automatically by the AHC, AHU dampers operate to conduct appro-
priate mixing of the air (outdoor and recirculated return air) to conserve energy by 
limiting heating or cooling and meeting the AIQ standards [8].
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Table 1 Summary of different functionality and location of AHU components 

Component Functionality Location 

Dampers Outdoor air 
damper 

Damper controls the amount 
of air entering the AHU 

Outdoor air duct 

Exhaust air 
damper 

Controls the amount of air 
exhausted from the system 

Exhaust air duct 

Return air 
damper 

Controls the amount of air 
mixed between the outdoor 
air and return air 

Duct between fresh air and 
exhaust intake 

Air ducts For the delivery of cooled/ 
heat air and the path back to 
the AHU 

Building 

Filter Trap dirt and dust to prevent 
them from entering the 
building and the build-up of 
dust within AHU’s 
mechanical equipment and 
duct 

Between mixing plenum 
and cooling coil 

Fans 
(draw-through) 

Supply fan Ensures enough pressure to 
deliver cooled air to the 
various zones 

Located supply air duct, 
after cooling coil 

Return fan Ensures enough pressure to 
return air from the zones to 
the AHU for discharging or 
mixing 

Located at return air duct 

Cooling coil Turned on for the purpose of 
cooling the room to the 
designated temperature 

In the case of the project’s 
draw-through fan system, 
cooling coil is located in 
between the filters and 
supply fan 

Temperature 
sensor 

TOA Measure temperature at 
outdoor air duct 

Outdoor air duct 

TRA Measure temperature at 
return air duct 

Return air duct 

TSA Measure temperature at 
supply air duct 

Supply air duct 

TMA Measure temperature after 
mixing plenum 

After mixing plenum 

Pressure sensor Filter pressure 
sensor 

Differential pressure sensor 
measures the amount of 
blockage in the filter due to 
dirt, warning engineers for a 
replacement 

Across filter 

Fan pressure 
sensor (used in 
BMS) 

Differential pressure sensor 
used as a gauge for fan’s 
performance and status 

Across fan

(continued)
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Table 1 (continued)

Component Functionality Location

Supply air duct 
static pressure 

Measures the resistance to 
airflow caused by air moving 
through the duct. Information 
fed to VDS of supply fan 

Supply air duct 

Humidity 
sensor 

Outdoor air 
humidity sensor 

Measure the humidity of 
outdoor air 

Before outdoor air 

After mixing 
chamber 
humidity sensor 

Measure the humidity of 
mixed air 

After mixing chamber 

Airflow sensor F1 Measure air flow of supply 
air duct. Information fed to 
VSD of return fan 

Supply air duct 

F2 Measure air flow of return air 
duct. Information fed to VSD 
of return fan 

Return air duct

θoutdoor = 1 − θreturn = θexhaust (1) 

where θoutdoor = angle of outdoor air damper, θreturn = angle of return air damper, 
and θexhaust = angle of exhaust air damper. 

In the AHU, the control of mechanical cooling and heating is sequentially 
programmed to synchronize with the damper control [9]. It’s worth noting that when 
the amount of outdoor air mixed is kept to a minimum, the outdoor air damper posi-
tion is at its lowest, while the return air damper position is at its highest, as shown in 
Eq. (1). 

During the heating mode, the heating coil valve is regulated for hot water supply 
from a boiler to maintain the designated supply air temperature, while the cooling 
coil valve is closed and the dampers are modulated to keep the amount of outdoor 
air being mixed to a minimum while meeting minimal ventilation requirements [9]. 

As the outdoor air temperature increases, the sequential operation switches from 
heating to free cooling, cooling the building with outdoor air. The air dampers 
modulate in this mode to maintain the appropriate supply of air temperature [9]. 

As the outdoor air temperature further increases, the AHU will be unable to cool 
the supply air to the desired temperature using only the outside air, triggering the 
cooling coil valve to carry out mechanical cooling [9]. 

The fans located at the supply and return air ducts are equipped with a variable 
frequency drive (VFD) which modulates its speed, influencing the airflow within 
the AHU as load condition varies. The purpose of each VFD however, differs. The 
supply fan is modulated with the purpose of maintaining duct static pressure, while 
the return fan is modulated with the purpose of maintaining the airflow difference 
between the supply and return fans. The control signal sent to the VFD of the supply 
fan is based upon the duct static pressure read from the pressure sensor at the supply 
air duct (P1), while the control signal sent to the VFD of the return fan is based upon
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the airflow reading from flow sensors (F1 and F2) located at the supply and return 
air duct, respectively [8]. 

It is good to note that all AHU components complement each other to achieve 
the operating conditions dictated by the AHC [1]. In the context of this study, the 
heating coil is excluded due to its inapplicability in tropical climates like Malaysia. 

3 Brief Information of AHU Faults 

Faults that occur in AHU can lead to inefficient energy consumption, occupant 
discomfort, and safety issues. Thus, it is necessary to utilize FDD tools to locate 
faults automatically. According to Bruton et al., implementing FDD technologies 
resulted in a total savings of e104,000 per year in 18 AHUs across four testing sites 
[10]. The faults that occur in AHU are also listed in the NREL project “An Open-
Based Platform for Whole-Building Fault Detection and Diagnostics.” According to 
the NREL, the faults are ranked by the amount of energy consumed, and duct leakage 
was identified as a major fault because it has the second-highest energy impact [11]. 

The IEA Annex 25 provides a list of faults for the air mixing section, filter-
coil section, fan section, and VAV boxes that are listed without regard to severity 
or frequency of occurrence. A preliminary survey among designers, construction 
engineers, and commissioning engineers was conducted in Japan in 1992 to determine 
the importance of various faults in AHU. Before assessing whether or not a fault 
is critical, there are seven factors to consider which are environmental degradation 
and occupant complaints, increased energy consumption, serious secondary damage, 
frequent occurrence, difficult detection, lengthy repair time, and costly repair [12]. 

A list of AHU faults from the NREL, ASHRAE RP 1312, and IEA is shown 
in Fig. 4. The most impactful faults resulting in increased energy consumption are 
included in Table 2, which was compiled from the ASHRAE and NREL reports. 

Fig. 4 List of all possible faults in AHU
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Table 2 Summary of AHU faults based on NREL, IEA, and ASHRAE RP-1312 [11–13] 

S.no Fault description Source from 

1 Air duct leakage NREL 

2 Damper stuck at certain position NREL & ASHRAE, IEA 

3 Cooling coil valve stuck/leak ASHRAE & IEA 

4 Fan motor degradation NREL & IEA 

5 Fan motor failure ASHRAE 

6 Supply air (SA) temperature sensor fault NREL & ASHRAE 

7 Outdoor air (OA) temperature sensor fault NREL & ASHRAE 

8 Inappropriate set point/schedule for thermostat NREL 

9 Supply air (SA) flow rate sensor reading fault ASHRAE 

10 Supply air (SA) pressure sensor reading fault ASHRAE 

Since these ten faults impact energy consumption and indoor thermal comfort, 
it is critical to conduct FDD so that the ACMV system will work efficiently with 
minimal operating costs and a high level of comfort for the occupants. 

4 Simulation of ACMV Model 

OpenStudio (OS) is an open source software development kit (SDK) for building 
energy modeling (BEM) that intends to significantly reduce the time and effort 
necessary to develop and maintain BEM-based applications, as well as to extend 
and support the ecosystem of end-user BEM tools and services [14]. Building fault 
models in OS can be used to quantify the impact of faults on building performance 
as well as create and test FDD techniques [15]. 

EnergyPlus (EP) inputs and outputs are presented in OS as a dynamic, object-
oriented data model with an application programming interface (API), which is a 
much easier construct for programs to deal with [14]. The OS Platform includes a 
range of GUI programs that aid in the construction of mechanical systems, simu-
lation job, and workflow management on local workstations and high-performance 
computing (HPC) clusters and result visualization [16]. 

The US Department of Energy (DOE) small office together with the tropical 
weather file is used as the reference base model. The small office reference building 
is a single-story building with five zones plus an attic. Certain parameters such as 
the scheduling of occupants will be modified to represent the typical office setting in 
Singapore more accurately. The US DOE contributes to the development of commer-
cial and residential building energy codes and standards by taking part in industry 
review and update processes and providing technical assessments to support both 
published model codes and proposed modifications. DOE discloses its findings in
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order to guarantee that its support is transparent and that its analysis is available for 
public examination and use [17]. 

OS application facilitates the design, simulation, and review of specific building 
energy models by building the model. Although, not all tabs are required for modeling 
a building, they are generally placed in the sequence in which they are utilized along 
the left-hand side of the window. The tabs are listed in Table 3 [60], along with a 
description of their functions. The maximum outdoor air flow rate was calculated as 
shown in Eq. (2). 

Flow RateOutdoorAir = Ventilation Rate × Total Floor Area (2)

Figure 7 depicts the simulated operation on the base model with three parameters 
of interest, namely the outdoor air flow fraction, outdoor air temperature (system 
node 27) and the various zone temperatures. It is good to note Eq. (3). An increase 
in the amount (Q) of return air being mixed is equivalent to a decrease in the amount 
of outdoor air being mixed within the mixing chamber. 

QSupply Air = QMix Air = QOutdoor Air + QReturn Air (3)

The designated zone temperatures are set at 23 °C from 18:00 h to 06:00 h and 
25 °C otherwise. At 06:00 h, the ACMV strives to cool the zones to the designated 
23 °C, mixing more return air to save energy while conducting mechanical cooling, 
resulting in a tremendous drop in the outdoor air flow fraction. From 06:00 h to 
18:00 h, the various fluctuations are a result of the increase or decrease in infiltration 
levels (Fig. 8) and occupancy (Fig. 9). It is good to note that time is required for the 
zone to reach the designated temperature due to the thermal time constant, resulting 
in small modulations between the said time frame. For instance, from 13:00 h to 
17:00 h, it can be seen that when the infiltration and occupancy levels remain constant, 
there were no modulations seen in the outdoor airflow fraction. After 18:00 h, the 
designated zone temperature changes from 23 to 25 °C. With the zones previously 
cooled to 23 °C, more outdoor air is introduced into the system for mixing, resulting 
in a spike in outdoor air flow fraction.

It is observed that from 20:00 h to 22:00 h, there was a linear increase in outdoor 
air fraction, suggesting more outdoor air being mixed. This is attributed to a drop 
in light scheduling seen in Fig. 10 at 20:00 h. With lesser lights present, the zones 
become relatively cooler compared with when more lights were on. In an attempt to 
maintain zone temperatures at 25 °C, more outdoor air is used for mixing resulting 
in an increase in outdoor air flow fraction.
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Table 3 Representation of OS tabs and description 

Tabs Description Changes made to ASHRE-based model 

Site Specify weather, 
lifecycle costs, 
and utility bills 

The weather file “tropical climate” applied to the model 
was obtained from the EP website 

Schedules Define schedules 
applied to 
building loads 

People per space floor area which was required under the 
people definition was modified to 0.089699 people/m2 

Constructions Specify 
materials, 
construction 
assemblies, and 
sets 

Converting cfm/ft2 to m/s, it will lead to a value of 
0.003048 m/s 

Loads Define individual 
building loads 

The heating thermostat schedule under HVAC systems has 
to be removed to fit in the AMCV context as the heating 
was not required in Malaysia. The supply air temperature 
was modified to 21 °C under the cooling sizing parameters 

Space types Create profiles 
for how spaces 
are occupied 

“Office WholeBuilding - Sm Office Ventilation” requires 
the outdoor air flow per floor area 

Geometry Define the 
building’s 
exterior and 
interior 
geometries 

Building Assign 
building-level 
defaults and 
exterior items 

Spaces Assign profiles to 
individual spaces 

Thermal zones Group spaces 
into thermal 
zones and assign 
zone equipment 

The zone cooling design supply air temperature was 
modified to 21 °C under the cooling sizing parameters, as 
specified in the “Schedule” tab and it is the same as the 
“Deck Temperature” schedule 

HVAC Specify heating, 
cooling, and 
water systems for 
the building 

Total floor area for this model was 11,616 ft2. The  
maximum outdoor air flow rate was calculated as shown in 
Eq. (2). The finalized loop for the AHU can be found in 
Fig. 5 

Variables Specify 
additional 
simulation 
reporting 
variables 

The variable tab informs the OS platform of the desired 
data to output during the simulation 

Simulation 
settings 

Customize 
simulation 
settings

(continued)
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Table 3 (continued)

Tabs Description Changes made to ASHRE-based model

Measures Assign OS 
measure scripts 
to a workflow 

The measurements tab also enables importing of individual 
fault type model 

Run 
simulations 

Perform a 
single-energy 
simulation 

After making all of the necessary adjustments, the model 
may finally begin the simulation, and it will take some time 
for the model to generate the required output variables as 
specified in the variables tab 

Reports Review 
simulation results 
for a 
single-energy 
simulation 

The reports tab allows users to view various types of 
simulated summary findings, and the annual overview pie 
chart can be seen in Fig. 6

5 Dataset Collection for Further Study 

For the purpose of sensitivity analysis and result demonstration, three different types 
of datasets have been collected such as (1) simulation datasets from our OS fault 
simulation model, (2) real datasets from the ASHRAE RP-1043 research project by 
Comstock et al. [18], and (3) real datasets from the Inventory of Data Sets for AFDD 
Evaluation by Jessica Granderson and Guanjing Lin [19]. 

The dataset from ASHRAE RP-1043 contains data measured and calculated based 
on a 90-ton centrifugal chiller. The experiment was designed with the specifications 
of air conditioning and refrigeration institute (ARI) Standard 550 for centrifugal and 
rotary screw water-chilling packages. 

The dataset from the inventory contains performance dataset generated through 
simulation of physical experimentation. Both simulation and physical experimen-
tation implement a VAV AHU for generating condition-based datasets. There are 
other differences between the dataset as well such as the total number of data points 
available for the parameters. The table below summarizes the difference between the 
two datasets, as given in Table 4.

It is good to note that the simulation and real data is vastly different. The real 
data was extracted from a heating, ventilation, and air conditioning (HVAC) system, 
which would suggest that both heating and cooling operations are involved. The 
simulated data, however, only operates in the latter operation. 

6 Sensitivity Analysis and Result Demonstration 

Data generation is done across the four faults once the base model is made. The data 
is used for data correlation analysis to determine any possible connection between the 
parameters and the fault. All the parameters related to the system, namely air system
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Fig. 5 Simulated AHU loop
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Fig. 6 Overview representation of the annual report of electrical consumption

were enabled for the analysis (in this study), followed by the model simulation. Fault 
propagation is captured through the enabling of parameters that are not explicitly 
within the system. For example, the data is generated with the consideration of the 
fault severity and the range of load. The range of load used is 0, 50, 100, 150, and 
200% of the full load and the fault severity ranges from 0% (used as base value), 
10, 20, 30, and 50% of the fault level. The collection of data is done for all the load 
variations and the fault severity. The collected dataset points are: (1) for cooling
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Fig. 7 Representation of outdoor air flow trends

coil (time, cooling coil total cooling energy, cooling coil source side heat transfer 
energy, cooling coil sensible cooling energy, cooling coil total cooling rate, cooling 
coil sensible cooling rate, cooling coil wetted area fraction), (2) for the fan (fan 
electricity rate, fan rise in air temperature, fan heat gain to air, fan air mass flow rate), 
and (3) air system (air system outdoor air heat recovery bypass minimum outdoor 
air mixed air temperature, air system outdoor air flow fraction, air system mixed air 
mass flow rate, air system outdoor air mechanical ventilation requested mass flow 
rate). 

Once the data is extracted, parameters with changes according to the severity of 
fault and load variations are documented and arranged by its sensitivity to the varying 
fault levels. Sensitivity analysis is used to prioritize parameters for data dimension 
reduction based on the percentage difference between the average values of the 
parameters from the base value. The relative change formula is applied to calculate
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Fig. 8 Representation of door opening (infiltration) schedule 

Fig. 9 Representation of occupancy schedule of building

the percentage difference between the severed parameter and the base parameter, 
where the final value is the average fault severed value and the initial value is the 
average base value for the parameter. For the case study of fan fault conditions, 
Table 5 gives how Eq. (4) is applied to the data, and Table 6 gives the compiled 
parameters with its respective sensitivity analysis. 

Relative Changes =
(
Final value − Initial value 

Initial value

)
× 100 (4)
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Fig. 10 Representation of building lights schedule

Table 4 Representation of differences between simulation and real datasets 

Dataset OS-based emulated dataset for 
AHU faults 

Real dataset for each AHU faults 

Number of data points 36,000 175,200 

Sampling rate 1 data per min 1 data per 15 min 

Time period 1 day 1 year

Similarly, for the case study of sir system fault conditions, Table 7 gives how 
Eq. (4) is applied to the data, and Table 8 gives the compiled parameters with its 
respective sensitivity analysis.

This is done to rank and identify the most sensitive parameters which will be 
the input for artificial intelligence (AI) and machine learning (ML)-based diagnostic 
models [20–30]. This is important as it simplifies and improves the accuracy of data 
processing. For the real data, a similar method is done for its data correlation and 
sensitivity. From the real data, sensitivity analysis is done by collating the average 
values of the parameters, and Eq. 2 is applied to calculate the percentage difference 
between the fault severities and the base. The ranking is then done to identify the 
most sensitive parameters to input for AI/ML. The selected sensitive parameters (top 
10) from the simulation data and real data are represented in Table 9.

Based onTable  9, the chosen sensitive parameters are different from the simulation 
parameters due to the availability of the data as not all parameters are being monitored 
for the real system as well as the difference in system, HVAC for real data, and 
ACMV for simulation. However, there are overlapping parameters that are directly 
or indirectly related to each other. For example, in the AHU system, real data contains
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Table 7 Representation of relative change formula applied for air system measurement 

Fault level S1 S2 S3 S4 S5 S6 

0 2.54E+01 4.60E−01 2.23E−02 3.85E−01 2.77E+00 1.87E−01 

0.1 2.55E+01 4.58E−01 2.23E−02 3.85E−01 2.77E+00 1.87E−01 

0.2 2.56E+01 4.57E−01 2.23E−02 3.85E−01 2.75E+00 1.87E−01 

0.3 2.57E+01 4.55E−01 2.23E−02 3.85E−01 2.77E+00 1.87E−01 

S1: Air System Outdoor Air Heat Recovery Bypass Minimum Outdoor Air Mixed Air Temperature: 
AHU Run Period Hourly (C), S2: Air System Outdoor Air Flow Fraction: AHU Run Period Hourly, 
S3: Air System Outdoor Air Minimum Flow Fraction: AHU Run Period Hourly, S4: Air System 
Outdoor Air Mass Flow Rate: AHU Run Period Hourly (kg/s), S5: Air System Mixed Air Mass 
Flow Rate: AHU Run Period Hourly (kg/s), S6: Air System Outdoor Air Mechanical Ventilation 
Requested Mass Flow Rate: AHU Run Period Hourly (kg/s) 

Table 8 Representation of ranked parameters based on the percentage difference for air system 
measurement 

Percentage changes Fault level Sensitivity analysis 

S1 S2 S3 S4 S5 S6 

% change from base 0.1 0.3798 −0.26313 0 0 0.24144 0 

0.2 0.842727 −0.53961 0 0 −0.63955 0 

0.3 1.485053 −1.06611 0 0 −0.04844 0 

% change from 0.1 0.2 0.461176 −0.27721 0 0 −0.87887 0 

0.3 1.101071 −0.8051 0 0 −0.28918 0 

% change from 0.2 0.3 0.636957 −0.52936 0 0 0.594915 0

CE which is related to CCSCR in the simulation. Thus, the sensitivity analysis for 
simulation can be applied to a real system if the data or related data are available. 

It can be noted that the real data did not contain parameter data from other sub-
systems but solely on their respective sub-system, such as cooling tower data for 
chiller faults and pump data for AHU faults. In the simulation, Chiller and AHU faults 
occurring have a significant impact on the cooling tower and pump, respectively, as 
given in Table 9. The overall summary of effect of parameters due to fault conditions 
in AHU is represented in Table 10.
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Table 9 Representation of sensitive parameters (selected) 

Simulation data-based top sensitive parameters Real data-based top sensitive parameters 

FD AHU FD AHU 

CCTCR: CCC1 CCTCR: CCC1 RASEE RASEE 

CCSCR: CCC1 CCSCR: CCC1 RASGE RASGE 

FER: VSF3 FER: VSF3 CE CE 

FER: VSF2 FER: VSF2 EF WBFTHEDP 

FRIAT: VSF3 FRIAT: VSF3 WBFTHEDP GF 

FRIAT: VSF2 FRIAT: VSF2 RSFFEE RHCHE 

FHGTA: VSF3 FHGTA: VSF3 FE HG 

FHGTA: VSF2 FHGTA: VSF2 GS N10SNRH 

FEE: VSF3 FEE: VSF3 RHCHE N3SNRH 

FEE: VSF2 FEE: VSF2 HG RSFOSNRH 

CEMFR: CEE1 CEMFR: CEE1 

PER: PVS2 PER: PVS2 

PSP:PVS2 PSP: PVS2 

PFHGR: PVS2 PFHGR: PVS2 

PMFR: PVS2 PMFR: PVS2 

CCTCR: CCC1: Cooling Coil Total Cooling Rate: CHW CLG COIL 1 Run Period HVAC System 
Timestep (W), CCSCR: CCC1: Cooling Coil Sensible Cooling Rate: CHW CLG COIL 1 Run Period 
HVAC System Timestep (W), FER: VSF2: Fan Electricity Rate: VAR SPD FAN 2 Run Period HVAC 
System Timestep (W), CEMFR: CEE1: Chiller Evaporator Mass Flow Rate: CHILLER ELECTRIC 
EIR 1 Run Period HVAC System Timestep (kg/s), FEE: VSF2: Fan Electricity Energy: VAR SPD 
FAN 2 Run Period HVAC System Timestep (J), FEE: VSF3: Fan Electricity Energy: VAR SPD FAN 
3 Run Period HVAC System Timestep (J), FER: VSF3: Fan Electricity Rate: VAR SPD FAN 3 Run 
Period HVAC System Timestep (W), FHGTA: VSF2: Fan Heat Gain to Air: VAR SPD FAN 2 Run 
Period HVAC System Timestep (W), FHGTA: VSF3: Fan Heat Gain to Air: VAR SPD FAN 3 Run 
Period HVAC System Timestep (W), FRIAT: VSF2: Fan Rise in Air Temperature: VAR SPD FAN 
2 Run Period HVAC System Timestep (delta C), FRIAT: VSF3: Fan Rise in Air Temperature: VAR 
SPD FAN 3 Run Period HVAC System Timestep (delta C), PER: PVS2: Pump Electricity Rate: 
PUMP VARIABLE SPEED 2 Run Period HVAC System Timestep (W), PFHGR: PVS2: Pump  
Fluid Heat Gain Rate: PUMP VARIABLE SPEED 2 Run Period HVAC System Timestep (W), 
PMFR: PVS2: Pump Mass Flow Rate: PUMP VARIABLE SPEED 2 Run Period HVAC System 
Timestep (kg/s), PSP: PVS2: Pump Shaft Power: PUMP VARIABLE SPEED 2 Run Period HVAC 
System Timestep (W)
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Table 10 Representation of effect of parameters due to fault condition in AHU 

Variable\Faults Fan 
degradation 

Return air 
duct 
leakage 

Overall 

Electricity net: facility: site-run period hourly (J) ↑ ↑ 
In the case of fan fault analysis 

Fan electricity rate: VAR SPD FAN 3 run period hourly (W) ↑ ✔ 
Fan electricity rate: VAR SPD FAN 2 run period hourly (W) ↑ ✔ 
Fan rise in air temperature: VAR SPD FAN 3 run period hourly 
(delta C) 

↑ ✔ 

Fan rise in air temperature: VAR SPD FAN 2 run period hourly 
(delta C) 

↑ ✔ 

Fan heat gain to air: VAR SPD FAN 3 run period hourly (W) ↑ ✔ 
Fan heat gain to air: VAR SPD FAN 2 run period hourly (W) ↑ ✔ 
Fan electricity energy: VAR SPD FAN 3 run period hourly (J) ↑ ✔ 
Fan electricity energy: VAR SPD FAN 2 run period hourly (J) ↑ ✔ 
Fan air mass flow rate: VAR SPD FAN 3 run period hourly (kg/s) ✔ ✔ 
Fan air mass flow rate: VAR SPD FAN 2 run period hourly (kg/s) ✔ ✔ 
In the case of cooling coil fault analysis 

Cooling coil total cooling energy: CHW CLG COIL 1 run period 
hourly (J) 

↑ ↑ 

Cooling coil source side heat transfer energy: CHW CLG COIL 1 
run period hourly (J) 

↑ ↑ 

Cooling coil sensible cooling energy: CHW CLG COIL 1 run 
period hourly (J) 

↑ ↑ 

Cooling coil total cooling rate: CHW CLG COIL 1 run period 
hourly (W) 

↑ ↑ 

Cooling coil sensible cooling rate: CHW CLG COIL 1 run period 
hourly (W) 

↑ ↑ 

Cooling coil wetted area fraction: CHW CLG COIL 1 run period 
hourly 

– – 

In the case of air system fault analysis 

Air system outdoor air heat recovery bypass minimum outdoor air 
mixed air temperature: AHU run period hourly (C) 

↑ ✔ 

Air system outdoor air flow fraction: AHU run period hourly ↓ ↑ 
Air system outdoor air minimum flow fraction: AHU run period 
hourly 

– – 

Air system outdoor air mass flow rate: AHU run period hourly (kg/ 
s) 

– ↑ 

Air system mixed air mass flow rate: AHU run period hourly (kg/s) ✔ ✔

(continued)
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Table 10 (continued)

Variable\Faults Fan
degradation

Return air
duct
leakage

Air system outdoor air mechanical ventilation requested mass flow 
rate: AHU run period hourly (kg/s) 

– – 

In the case of system node 

Temperature: node 29 ↑ 
Air mass flow rate: node 28 ↑ 

Legend: ↑: Consistent Increment At Increasing Fault Severity, ↓: Consistent Decrement At 
Increasing Fault Severity, ✔: Both Increment & Decrement Seen During Increasing Fault Severity, 
–: No Correlation Seen During Increasing Fault Severity 

7 Conclusion 

In this chapter, data reliability analysis for early fault diagnosis of AHU is performed 
by using two categories of datasets (category-1 dataset: emulated data, and category-2 
dataset: real-data measurement). EnergyPlus+-based OpenStudio software platform 
is used to simulate the building envelope to generate the emulated dataset under 
different operating scenarios. In the simulation, building operation is fixed as per the 
working hours of the building’s user, and a dataset is generated for different fault 
scenarios starting from healthy condition to the most severe fault condition. The fault 
severity is considered from 0 to 30% w.r.t. healthy situation, and different electrical 
and non-electrical signals were recorded for further analysis. Based on sensitivity 
analysis of different signals w.r.t. the fault severity levels, the most sensitive signals 
have been selected, which may be used for the development of the classifier/identifier 
of the faults at an early stage. For the real-recorded dataset, the chosen sensitive 
parameters are different from the simulation parameters due to the availability of the 
data as not all parameters are being monitored for the real system, as well as the 
difference in system, HVAC for real data, and ACMV for simulation. However, there 
are overlapping parameters that are directly or indirectly related to each other. In the 
AHU system, real data contains CE which is related to CCSCR in the simulation. 
Thus, the sensitivity analysis for simulation can be applied to a real system if the 
data or related data are available. 
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Use of Solar Energy in Treatment of Pulp 
and Paper Industry Effluent with Hemp: 
An Experimental Study 

Ambika Thakur, Deepak Juneja, and Yogyendra Narayan 

Abstract The pulp and paper industries are one wastewater-intensive series around 
the world that produce a large quantity of wastewater. The effluent released from 
these industries is the major source of river pollution and aquatic pollution. This 
effluent consists of heavy metals, TSS, TDS, color, pH and a high number of BOD 
and COD. Different stages of papermaking produce different types of chemicals 
which are hazardous to health. Organic matter and suspended solids are considered as 
hazardous pollutants of the P&P industry. This paper is dealing with the experimental 
study of P&P industry effluent with hemp so that the desired results can achieve and 
effluent can safely discharge into rivers without impacting aquatic and environmental 
elements. The different treatment methods have been discussed in many research 
papers to treat the P&P industry wastewater and their remedial solutions, but the 
best result was given by the adsorption method of treatment as it was more versatile, 
effective, simple and economical in comparison to the other methods. Solar energy 
was tapped for the entire operation by 5 KW panels installed near the plant. After 
treatment, most of the parameters like pH, alkalinity, BOD, COD, TDS and TSS 
came in the range of Indian standards for effluent discharge. 
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1 Introduction 

Many industrial processes used around the world release large amounts of effluent 
into local water bodies and soils. These are the main source of contamination for 
aquatic life, public health and the environment [1]. The P&P industry is also consid-
ered to be one of the most polluting industries among them. The sudden increase 
in paper consumption increases the per capita demand as well as the number of 
pulp and paper industries, resulting in the generation of a large amount of wastew-
ater. ASSOCHAM reported that the PPC of paper increased from 8.3 to 9.18 kg in 
2009–2010 [2]. However, it is very low compared to the 350 kg per capita that was 
generated by several developed countries and 42 kg in China. Papermaking in India 
includes various methods, which are normally used in printing, bundling, typesetting 
and some exceptional papers. Paper for printing and typesetting comes in the form 
of copier paper, super printing paper, bond paper, creamy vellum paper, map litho 
paper (area and non-area size), covering the base paper and others. Bundling paper 
includes sheets, kraft paper, presentations and others. The different assortments are 
chromo paper/cardboard, craft paper/cardboard and others. In India, there are about 
600 paper mills, twelve of which are real players and moreover widely acclaimed. 
In India, of all paper creations, 40% comes from hardwood and bamboo fiber, 30% 
comes from agricultural waste and 30% from reused materials [3]. The paper used 
for productions and newsprint checks to 2 million tons. 1.2 million tons of newsprint 
are produced and the rest is imported from various manufacturers [4]. This implies 
that around 40% of newsprint is acquired outside the country. 

The papermaking practice uses a huge amount of water in the manufacturing 
processes, which is loaded into rivers and streams [5]. This wastewater from the pulp 
and paper industry contains a dark color, and an unusual state of BOD and COD due 
to the presence of lignin, chlorine compounds, sulfur compounds, TSS, TDS, etc. [6]. 
Most pulp and paper industries prefer the dilution method for wastewater discharge, 
which has serious environmental implications. Water bodies are the main springs that 
are used as the source of water for many practices. Contaminants inherent in pulp 
and paper waste streams include solid effluent, sediment, absorbable organic halides 
(AOX), chlorinated organic compounds, and chemical oxygen demand (COD) and 
biological oxygen demand contaminants (BOD) [7]. The dark color of pulp and paper 
industry effluents inhibits the photosynthesis process in the water and thus decreases 
the degradation process due to oxygen depletion. These contaminants are the main 
cause of pollution of water bodies. Water bodies are polluted and can be hazardous 
to aquatic and human life [6]. Thus, it is very important to develop economical 
techniques for the treatment of discharged effluents. 

Use of solar power for all the electric operations helps in sustainable growth 
and also helps in optimizing the economic operations of the plant. Use of hemp for 
treatment of effluent also contributes to the green economy. 

The paper first discusses the various parameters of influent (TSS, TDS, alkalinity, 
pH, BOD, COD, etc.) and then the parameters of effluents after treatment with hemp.
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The parameters were found to be in the range of Indian standards for discharge into 
water bodies. 

1.1 Wastewater Creation in Pulp and Paper Processes and Its 
Qualities 

The quality of wastewater produced from various pulp and paper industries is 
different because of different processes adopted for manufacturing of paper [8]. 
So, two industries cannot have identical wastewater characteristics. Pulp and paper 
industry are generally having physical, chemical and biological characteristics. 
Suspended turbidity, black color, odor are the basic physical characteristics; TDS, 
TS, DO, BOD, COD, TOC, sulfur and its oxides, nitrogen and its oxides, toxic metals, 
etc., are the chemical characteristics of wastewater. If any pathogen or microorganism 
is present in water, then these are characterized under biological characteristics. 
Industrial wastewater is generally having physical and chemical characteristic. The 
major process of paper making, Digester process, generates black liquor and gland 
cooling water which consist of high amount of BOD in the range of 13,000 mg/l 
and other contaminants. Some of the processes and type of wastewater generated 
from pulp and paper industry are listed below in Table 1. These all processes show 
high amount of BOD and COD which are the major contaminant of pulp and paper 
industry wastewater, and its treatment is very important before its disposal in any 
water body or on land.

Characteristics of pulp and paper mill also depend upon the type and capacity of 
mill also. Table 2 is representing the characteristics of small mill and large paper mill 
effluent. Table 3 is representing pulp and paper pollution distribution from different 
sections. Ministry of Environment and forest has made some legislative rules for 
disposal of industrial effluent into natural water bodies. Indian standard values which 
are acceptable for discharge into rivers are listed in Table 4.

1.2 Treatment of Pulp and Paper Industries’ Wastewater 

Industrial wastewater is generally treated in three stages; physiochemical treatment, 
biological treatment and advance treatment. Physiochemical forms are utilized to 
evacuate suspended solids, colloidal pollutions, poisonous mixes, skimming matters 
and shading expulsion. Generally, screening, grit removal, sedimentation, coagula-
tion and flocculation, ultrafiltration, ozonation and chlorination are the treatments 
that are used in primary, secondary and tertiary treatments. Ultrafiltration is the 
process in which great efficiency can achieved, but its cost is high. So generally, 
ultrafiltration process is avoided in P&P industrial wastewater [9]. The presence 
of lignin and its subsidiaries contributes dim dark shading to wastewater which is
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Table 1 Type of wastewater generated in various pulp and paper processes and their chemical 
characteristics 

Process Type of 
wastewater 
generated 

Parameters 

pH TS (mg/ 
l) 

SS (mg/ 
l) 

BOD5 (mg/l) COD (mg/l) N (mg/ 
l) 

Digester 
house 

Black liquor, 
gland cooling 
water 

11.6 51,583 23,319 13,088 38,588 – 

Pulping Unbleached 
decker wash 

10 1810 256 360 – – 

Bleaching 1. Wastewater 
of low pH 
(chlorinated) 

2.5 2285 216 140 – – 

2. Wastewater 
with high 
pH (caustic 
process 
extraction) 
chlorolignin 

10.1 – 37–74 128–84 1124–1738 2 

Kraft mill Black liquor 8.2 8260 3620 – 4112 350 

Sulfite 
mill 

Black Liquor 2.5 – – 2000–4000 4000–8000 – 

Paper 
making 

White water 
includes 
fibers, talc and 
sizing agents 

7.8 1844 760 561 953 11 

Omid Ashrafi et al. 2015; Muna Ali, T.R. Sreekrishnan et al. 2001

Table 2 Characterization of 
pulp and paper effluent Parameters Small mill Large mill 

Flow per day 330 m3/ton 222 m3/ton 

pH 8.2–8.5 8.5–9.5 

TS (mg/l) – 4410 

TSS (mg/l) 900–2000 3300 

COD (mg/l) 3400–5780 716 

BOD (mg/l) 680–1250 155 

Source Table 10.1 Wastewater treatment written by M.N. Rao and 
A.K. Datta

the primary explanation behind high estimation of BOD and COD [10] audited the 
treatability of the Pulp and paper factory wastewater and execution of accessible 
treatment forms and in the wake of contrasting all the treatment methods, and he 
recommended that the joined procedures of both anaerobic and high-impact forms
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Table 3 Pulp and paper pollution distribution from different sections 

Parameter Plant size Digester section Bleaching section Paper mill Section 

Flow % Small 45.5 16.2 10.8 

Large 9.75 27.8 16.7 

BOD % Small 66 18.4 2 

Large 32.5 32.5 1.43 

SS % Small 60 14.5 7.75 

Large 3 1.35 3.4 

Source Table 10.2 wastewater treatment by M.N. Rao and A.K. Datta 

Table 4 Pulp and paper industrial effluent standards for discharge into rivers 

Parameter Limit (if specified) 

BOD + 
30 mg/L 

COD + 
350 mg/L 

pH + 
6.5–8.5 

Chlorides * 

1000 mg/L—surface waters and 600 mg/L—irrigation 

Phenol 1000 µg/L* 

Mercury * 

0.01 mg/L 

Suspended solids + 
100 mg/L 

* General standard for pollutant discharge, Part A, Schedule 4, MOEF, 1993 
+Minimum National Standards (MINAS) for large pulp and paper mills with chemical recovery

are successful in the expulsion of natural poisons. Fungal treatment, ozonation, coag-
ulation and chemical oxidation are good for the color removal, whereas adsorption, 
ozonation and membrane filtration methods are recommended for the removal of the 
chlorinated compounds and adsorbable organic halides. Kumar et al. [11] studied the 
heavy metals (Zn and Pb) absorption by water hyacinth for 20 days. The technique 
is basically called as phytoremediation. The water hyacinth was collected, cleaned, 
grown and maintained in the laboratory conditions along with the effluent sample. 
They found that absorption ability of the plant depends on the duration, concentra-
tion of the effluent sample and the heavy metal ions’ size. The plant absorbed more 
metal concentration at the low effluent concentration and vice versa. The reason for 
decreasing uptake rate by plant at the higher concentration of effluent was due to the 
toxicity of the effluents. The maximum uptake efficiencies for the duration (0, 5, 10,
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15 and 20) in days and concentration of effluent in percentages (0, 5, 15, 20 and 25) 
were Pb (80.3%) and Zn (73.4%) [12]. They had done treatment of paper and board 
mill effluent using combined technique. The biological fed batch reactor (FBR) and 
sequence batch reactor (SBR) was followed by the coagulation and sand filtration. 
The FBR removed 93% COD and 96.5% BOD, whereas SBR removed 90% COD 
and 92% BOD. The toxicity of effluent was checked by exposing the effluent and the 
treated water to the fish for 72 h. The untreated wastewater was found toxic, whereas 
treated wastewater was not toxic for fishes [13]. They examined the reduction of 
color and phenolic compounds from kraft pulp industry. The treatment was done by 
ozonation and combined with some pretreatment. The single ozonation treatment 
reduces 70% color and phenolic compounds at pH of 3, whereas chemical coagu-
lation/activated carbon followed by ozonation reduces greater than 90% at low pH. 
Activated carbon followed by ozonation reduces 72% even at high pH (10) [14]. 
They had reviewed the different techniques used for removal of heavy metal removal 
like evaporation, precipitation, ion exchange, etc. But those methods have disadvan-
tages like toxic sludge production, etc. The adsorption technique was considered to 
be more advantageous because it is versatile, easily available and economical [15– 
17]. They used mixed adsorbent of coconut shell and silica gel to remove the organic 
pollutants from the pulp and paper mill. The batch method was used to test the adsor-
bent ability of adsorption with respect to contact time, pH and dosage amount. The 
most favorable result was obtained at the contact time of 45 min, dosage of 50 g/l 
and pH of 2. The efficiencies of pollutants removed were turbidity (72.51%), COD 
(88.6%), color (91.92%) and total carbon (92.5%). After getting the review from all 
the previous researches, one conclusion was made that adsorption technique is the 
best treatment method for pulp and paper industry effluent which gives good results 
in removal of TDS, BOD, COD, color and removal of toxic matter. 

2 Material and Methodology 

2.1 General 

The treatment of P&P industry wastewater was done by an adsorption process. The 
hemp material used as an adsorbent and it is locally available. The industrial wastew-
ater was taken from the—Kuantum Paper Limited|| industry located in the Saila 
Khurd area of Hoshiarpur district, Punjab, India. The physiochemical properties of 
the samples were tested by standards’ methods. All the experiments were performed 
inside the environmental laboratory of Civil Engineering Department, LPU, Punjab. 
The hemp was freshly collected from the field. After collection, it was cut into small 
pieces of size around (1–2) cm and washed many times with the tap water and dried 
in the sunlight. After drying, the hemp was crushed into powder form with the help of 
crusher (grinder). The grounded hemp was again washed with tap and distilled water. 
The washed hemp powder was collected with the sieve and put into the oven for 24 h
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at 105 °C in the oven dry. Later, it was cooled at room temperature and used as an 
adsorbent for adsorption process. The physical and chemical properties of hemp are 
shown in Tables 5 and 6. Wastewater samples taken from pulp and paper industry 
before and after treatments were analyzed, and their physiochemical characteristics 
are listed in Table 7. Power requirement for the entire plant is generated through 
5 KW solar panels installed near the plant. (Fig. 1) It is a 10-panel plant with each 
panel generating half of a kilowatt. This is an online arrangement, so there is no need 
of batteries. All the powers generated are passed to the grid through a net meter. All 
power requirements are also through grid so there is no intermittency in operation. 
The online system offers many advantages. The main advantage is that the power 
supply is uninterrupted even on a cloudy day. Only one electricity bill comes in a 
year if there is net consumption of power. No money is credited to account in case 
there is net production. This helps in environment-friendly generation of electricity 
and also helps in tiding over power scarcity. 

Table 5 Physical properties of hemp 

Color Yellowish gray to deep  brown  

Length 4–7 feet 

Tensile strength Very strong fiber 

Elastic recovery Poor 

Elongation at break Easily stress 

Moisture regain percentage 12%, i.e., > cotton and linen 

Effect of heat Excellent resistance to degradation heat 

Effect of sunlight Ability to prevent bad effect of sunlight 

Luster Highly bright 

Source Textilefashion.com 

Table 6 Chemical properties of hemp 

Effect of acid Acid break the hemp fiber into small parts 

Effect of alkali Resistance to alkali 

Effect of organic solvent Not effected 

Effects of insects Not attacked by the crop insects like beetles, etc. 

Effect of microorganism Mostly attacked fungi and bacteria 

Ability to dye Not suitable to dye 

Source textilefashionstudy.com
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Table 7 Physiochemical properties of influent and effluent samples and Indian standards for 
effluent discharge 

S .no. Parameters P&P industry 
influent 

P&P industry 
effluent 

Indian standards 
for effluent 
discharge (BIS) 

1 pH 6.62 7.38 5–9 

2 Alkalinity 116.66 280 200 

3 Turbidity 64 NTU 20 NTU 10 NTU 

4 Color 0.44 Nm 0.55 nm – 

5 TSS 1500 mg/l 333 mg/l 100 mg/l 

6 TDS 1,110,833 mg/l 978,000 mg/l 2100 mg/l 

7 Conductivity 2.1 2.27 – 

8 COD 4000 mg/l 1984 mg/l 350 mg/l 

9 BOD 5 day 66.66 mg/l 46.66 mg/l 30 mg/l 

10 DO 10 mg/l 7 mg/l – 

10 Sulfates 104 NTU 125 NTU – 

11 Iron ion 5.26 ppm 4.21 Ppm – 

12 Chloride 3126.69 mg/l 2789.20 mg/l 5 mg/l 

Fig. 1 Power plant installed at the plant site 

2.2 Methodology 

2.2.1 The Procedure of “Batch Experiment” 

The adsorption was done by taking known amount of effluent solution filled into the 
conical flask having definite weighed amounts of the hemp of varying pH’s (2, 4, 6 
and 8) and adsorbent dosage of (0.5, 1, 1.5 and 2)g. The conical flasks containing
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the mixture solution of adsorbent and adsorbate sample was shaken by an orbital 
shaker which was set to 150 rpm speed at room temperature. The shaking was done 
for 2 h, and after that, the mixtures was filtered through Whatman filter paper of 
125 mm diameter to remove the suspended particles. Afterward, the physiochemical 
parameters of the filtered effluents were tested again to give the comparison of the 
result in laboratory. The whole adsorption experiment was done by the batch method. 
The adsorption was mainly done for the four physiochemical parameters of the 
industry effluents, namely color, TSS, TDS and COD by varying the contact time, 
dosage of adsorbent and pH of the industrial effluent solution. All the powers used 
in this operation are generated from solar power panels installed at rooftop of the 
plant. 

Variation of Contact Time 

The contact time was varied from (15, 30, 45 and 60) minute. It was done by adding 
fixed amount of hemp with the fixed amount of effluents in a 250 ml conical flask 
and mixed in the orbital shaker for 2 h at the speed of 150 rpm. After mixing, it was 
left to settle for (15, 30, 45 and 60) minute and then checked its efficiency. The best 
contact time was then used for dosage effect calculation. 

Variation of Dosage 

The dosage of hemp was varied from (0.5, 1, 1.5 and 2) g. The given varied amount of 
hemp was taken in four conical flasks with fixed amount of paper industry effluents. 
It was mixed in the orbital shaker for 2 h at the speed of 150 rpm and let it settle for 
the time we got in the experiment of contact time. The best dosage was then used for 
the pH effect calculation. 

Variation of pH 

The effluent’s pH in the experiments was varied as (2, 4, 6 and 8). The pH was varied 
in the solution by adding required quantity of acid (HCL) and base (NaOH) solutions 
which was available at the laboratory. The effluent of desired pH at constant dosage 
was mixed and rotated at 150 rpm speed at room temperature for a contact time of 
2 h.  

3 Experimental Result 

After samples’ collection and testing, laboratories result for tested samples is given 
below.
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As per the Indian standards, effluent discharge standards should be the same as 
mentioned in Table 7. 

4 Results and Discussion 

After physiochemical analysis of effluent generated from Industry, we came to know 
that these standards are not achieved properly. It required further treatment which was 
adopted in this research with the help of hemp. This material was used as an adsorbent 
which has the capacity to absorb impurities and purify the water impurities. These 
tests were performed only for three main parameters of wastewater physiochemical 
characteristics. These parameters were: color, TSS and COD. The following results 
are discussed below: 

4.1 Changes After Treatment with Hemp 

The graphs in Fig. 2 is showing the effect of time of contact and dose variation on 
color. The trend of the graph is showing that as the time of contact and hemp dose 
are increased, the color is removed from the effluent sample and maintained less 
value of color-balanced pH value 6. After this value, if the time of contact and hemp 
dose is increased, the value of color starts increasing and it also increases the pH 
of the sample. The pH value of effluent should be in-between 6 and 8 according to 
IS-10500. In this study, the pH value is fixed 6. So, the optimum amount of hemp 
dose and contact time at pH 6 are 1.5 g and 45 min, respectively, at which color value 
is obtained as 400 nm.

The above graph in Fig. 3 is representing total suspended solid variation when 
time of contact and dose change. Graph trend is showing that as we increase time of 
contact and dose, the value of TSS starts decreasing but in respect of pH increasing. 
At pH 6, the time of contact is 45 min, dose amount is 1.5 mg and TSS value is 
110 mg/l. According to IS-10500, the value of TSS should be in-between 500 and 
1000 mg/l.

The graph in Fig. 4 is showing the variation of COD and it is found that with 
increase in dose, the value of COD is decreasing, but after certain point, it starts 
increasing. The optimum result found to be at pH 6 is 450 mg/l and the amount of 
hemp dose is 1.5 mg. In this study, only three parameters were analyzed. The further 
studies will include effect of hemp on other parameters also.
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Fig. 2 Graph showing the color change in effluent with hemp after varying times of contact and 
dosage

Fig. 3 Graph showing TSS removal with hemp treatment and effect of variation in contact time 
and dosage
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Fig. 4 Graph showing COD removal with hemp treatment and effect of variation in contact time, 
dosage and pH 

5 Conclusion 

The result of the experiments shows that we can add only particular amount of hemp 
in effluent for its treatment as after a certain point it starts to change the required 
results. From the above graphs, it was concluded that the optimum dose required for 
effluent treatment for one liter of the amount of effluent is 1.5 mg and its contact 
period should be 45 min. The addition of dose also changes the pH of the sample, so 
the pH maintained for this contact period was between 6 and 7. Hemp can be used 
as an absorbent and makes sure it should be dried properly before its use. Effluent 
from the paper and pulp industry can be safely discharged to water bodies after 
treating with hemp. There is an optimum dosage for treatment which was found in 
the experimental study. The absorption technique is best suited for the treatment of 
effluent. Discharging of effluent into water bodies is harmful for aquatic life and 
severely deters the various parameters of water. Water becomes unfit for irrigation or 
for public supplies. Treatment of effluent with hemp restores the quality parameters 
for water. In the future, we can research more adsorbent materials which can be find 
very effective for the treatment of effluent coming from pulp and paper industry and 
contribute for reduction in water pollution.
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Design of Radar-Based Portable System 
for Monitoring of Human Vital Signs 
with Renewable Energy Resources 

Pushparaj, Amod Kumar, and Garima Saini 

Abstract This paper presents the design of a portable radar-based system for non-
invasive monitoring of human vital signs, including heart rate (HR) and respiratory 
rate (RR) signals. The system is user-friendly and applicable in various settings, 
such as hospitals, clinics, and homes. The design process involves several stages, 
including submodules, system requirements identification, design, prototype devel-
opment, data collection and analysis, optimization, and validation. It measures physi-
ological signals, such as heart rate, breathing rate, and body movement, using electro-
magnetic waves. To minimize battery replacements or charging, the system integrates 
renewable energy systems like solar power or kinetic energy capture. Accuracy eval-
uation of the system is performed by collecting and analyzing data on vital signs, 
including heart rate, respiratory rate, and body movement, from a group of volun-
teers. The proposed system provides a sustainable, portable, and non-contact solution 
for monitoring HR and RR signals, which can enhance the accuracy of diagnosis and 
treatment in various biomedical applications. 
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1 Introduction 

The design of a radar-based portable system for monitoring vital signs [1] in health-
care applications with a renewable energy management device offers a new approach 
to non-invasive and continuous monitoring of human vital signs. This system utilizes 
radar technology to detect and measure small movements of the chest and heart, 
allowing for accurate calculation of vital signs such as heart rate (HR) and respiratory 
rate (RR). 

In addition, the use of a renewable energy management device [2–4] ensures that 
the system is powered efficiently and sustainably. This device manages the energy 
consumption of the system, optimizes the use of available energy sources such as solar 
panels or wind turbines, and ensures that the system operates within safe and efficient 
limits. This type of system has significant potential to improve patient outcomes and 
quality of care in a variety of settings, including hospitals, clinics, and even in the 
home. By providing continuous and non-invasive monitoring of vital signs, medical 
professionals [5] can quickly detect and respond to changes in a patient’s condition, 
leading to earlier interventions and better outcomes. 

Biomedical applications have had a transformative impact on healthcare, partic-
ularly in the realm of non-contact human monitoring of vital signs. By harnessing 
cutting-edge technologies, healthcare professionals can now gather crucial health 
data without the need for physical contact or invasive procedures. This non-contact 
approach enhances patient comfort and compliance, reduces the risk of infections, 
and provides a more convenient monitoring experience. 

One prominent non-contact technology utilized in monitoring vital signs [6] is  
thermal imaging. By capturing infrared radiation emitted by the human body, thermal 
cameras can measure body temperature with remarkable accuracy from a distance. 
This capability has been particularly valuable during the COVID-19 pandemic, 
enabling quick and contactless screening of individuals for fever, a common symptom 
of the virus. 

Another non-contact method employed in vital sign monitoring is radar tech-
nology. Radar systems can detect subtle movements caused by respiration and heart-
beats, allowing for precise measurement of respiration rate and heart rate without 
the need for any physical attachments or sensors. This non-intrusive approach is 
especially beneficial for patients who require continuous monitoring, such as those 
in intensive care units or individuals with chronic respiratory conditions [7]. 

Computer vision is yet another powerful tool used in non-contact human moni-
toring of vital signs. By analyzing video footage or images, sophisticated algo-
rithms can extract vital sign information, such as heart rate, by observing subtle 
color changes in the face or other regions of interest. This non-contact approach is 
particularly useful in situations where direct physical contact may not be feasible or 
desirable, such as monitoring newborns, patients with sensitive skin, or individuals 
during sleep.
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The real-time, continuous monitoring enabled by non-contact technologies offers 
significant advantages in detecting and responding to health emergencies promptly. 
Healthcare professionals can receive immediate alerts if there are any deviations or 
abnormalities in vital signs, allowing for timely intervention and improved patient 
outcomes [8]. 

Furthermore, non-contact human monitoring of vital signs has proven invaluable 
in scenarios where close physical proximity could pose risks, such as infectious 
disease outbreaks. By minimizing direct contact and reducing the potential for cross-
contamination, these technologies enhance infection control measures and protect 
both patients and healthcare providers. 

In summary, biomedical applications have paved the way for non-contact human 
monitoring of vital signs, revolutionizing healthcare. Through the use of thermal 
imaging, radar technology, and computer vision, healthcare professionals can gather 
crucial health data without physical contact or invasive procedures. This approach 
enhances patient comfort, improves infection control, and enables real-time, contin-
uous monitoring for early detection of health issues, ultimately leading to better 
patient care and outcomes. 

In the field of biomedical applications, radar-based portable systems have emerged 
as a promising technology for monitoring vital signs. These systems utilize radar 
sensors to detect and measure subtle movements caused by respiration and heartbeats, 
offering a non-contact approach that eliminates the need for physical attachments 
or invasive procedures. The portability of these systems allows for monitoring to be 
carried out in various settings, including hospitals, clinics, and even in remote or 
resource-limited areas. 

One key advantage of radar-based portable systems is their ability to provide 
continuous, real-time monitoring of vital signs. By capturing and analyzing the radar 
signals reflected off the human body, these systems can accurately measure respira-
tion rate and heart rate and even detect irregularities or anomalies. This continuous 
monitoring capability is especially crucial in critical care settings, where immediate 
intervention can be initiated in response to sudden changes in vital signs. 

Furthermore, integrating a renewable energy management device into radar-based 
portable systems brings additional benefits. This device utilizes renewable energy 
sources, such as solar or wind power, to provide the necessary energy for the system’s 
operation. By harnessing sustainable energy, these systems become more environ-
mentally friendly and reduce dependence on conventional power sources. This is 
particularly advantageous in remote or underserved areas with limited access to 
reliable electricity grids, enabling vital sign monitoring to be conducted without 
significant energy constraints [9]. 

The combination of radar-based sensing technology with a renewable energy 
management device also enhances the system’s portability and versatility. With a 
self-sustaining power source, the system can be easily transported and deployed in 
various locations, including field hospitals, disaster areas, and rural communities. 
This capability extends the reach of vital sign monitoring, ensuring that individuals 
in remote or resource-constrained regions can receive quality healthcare services.
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Moreover, the use of renewable energy in these systems contributes to sustain-
ability efforts within the healthcare sector. By reducing reliance on fossil fuel-based 
energy, the environmental impact is minimized, resulting in a greener and more 
sustainable healthcare infrastructure. This aligns with the growing recognition of 
the importance of sustainable practices in healthcare to mitigate climate change and 
promote environmental stewardship [10]. 

In this paper, we will discuss the design and implementation of a radar-based 
portable system for monitoring vital signs in biomedical applications with a renew-
able energy management device. We will explore the technical details of the system, 
including the radar technology used, the energy management device, and the feed-
back control loop used to optimize the system’s performance. We will also discuss 
the potential applications of this system in various healthcare settings and the benefits 
it can bring to patients and healthcare providers. 

1.1 Human Vital Sign HR and RR Measurement 

Human vital signs, such as heart rate (HR) and respiratory rate (RR), are important 
indicators of a person’s overall health and well-being. HR refers to the number of 
times the heart beats per minute, while RR refers to the number of breaths taken per 
minute. These vital signs are often used by medical professionals to diagnose and 
monitor various health conditions, such as cardiac and respiratory diseases. 

Human vital signs, such as heart rate (HR) and respiratory rate (RR), are funda-
mental indicators of overall health and well-being. Heart rate refers to the number 
of times the heart beats per minute, reflecting the efficiency of the cardiovascular 
system. It is influenced by factors like physical activity, stress, and age. A normal 
resting heart rate for adults ranges from 60 to 100 beats per minute, although it may 
vary depending on individual characteristics. Deviations from the normal heart rate 
can indicate underlying medical conditions or physiological stress. 

Respiratory rate, on the other hand, measures the number of breaths taken per 
minute and reflects the efficiency of the respiratory system. It is influenced by factors 
like exercise, emotions, and medical conditions. The average resting respiratory rate 
for adults is typically between 12 and 20 breaths per minute, but it can vary depending 
on age, health status, and other factors. Abnormal respiratory rates can indicate 
respiratory distress or respiratory disorders, such as asthma or pneumonia. 

Monitoring heart rate and respiratory rate plays a crucial role in various health-
care settings. In clinical settings, healthcare professionals routinely assess these vital 
signs to evaluate a patient’s overall health, response to treatment, or identify potential 
complications. In critical care units, continuous monitoring of heart rate and respira-
tory rate is particularly important for early detection of deteriorating conditions and 
prompt intervention [11].
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Furthermore, monitoring heart rate and respiratory rate has extended beyond clin-
ical settings with the advent of wearable devices and mobile health applications. 
These technologies allow individuals to track their vital signs in real-time and gain 
insights into their health and fitness levels. This self-monitoring approach empowers 
individuals to make informed decisions regarding their lifestyle, exercise routines, 
and overall well-being. 

Moreover, advancements in technology have facilitated the development of non-
contact methods for monitoring heart rate and respiratory rate. This includes the use 
of optical sensors, such as photoplethysmography (PPG), which measure changes 
in blood volume by shining light onto the skin. These non-contact approaches 
provide convenience and reduce patient discomfort, making them suitable for various 
applications, including remote patient monitoring and telemedicine [12]. 

In summary, heart rate and respiratory rate are essential vital signs that provide 
valuable information about an individual’s health and well-being. Monitoring these 
parameters is crucial in clinical settings to assess patient health, guide treatment 
decisions, and detect early signs of deterioration. Additionally, wearable devices and 
non-contact technologies have enabled individuals to monitor their vital signs in real-
time, promoting self-awareness and facilitating proactive healthcare management. As 
technology continues to advance, the monitoring of heart rate and respiratory rate 
will continue to play a vital role in maintaining and improving human health. 

Traditionally, the measurement of heart rate (HR) and respiratory rate (RR) relied 
on manual methods, requiring individuals to physically count the pulse or breaths 
per minute. While effective, these manual measurements can be time-consuming and 
prone to human error. However, thanks to advancements in technology, automated 
methods for measuring HR and RR have gained widespread adoption. 

Wearable devices, such as smartwatches and fitness trackers, have become increas-
ingly popular for monitoring vital signs, including HR and RR. These devices 
use optical sensors or electrodes to detect changes in blood flow or electrical 
signals, providing continuous and real-time measurements. By leveraging sophisti-
cated algorithms, wearable devices can accurately track HR and RR, allowing users 
to monitor their health and fitness levels conveniently. Furthermore, these devices 
often come with accompanying mobile applications that provide insights, trends, and 
personalized recommendations based on the recorded data [13]. 

In medical settings, more advanced devices are employed to measure HR and 
RR. For instance, electrocardiogram (ECG) devices are used to capture the electrical 
activity of the heart, enabling precise measurement of HR and detecting any abnor-
malities in cardiac rhythm. Pulse oximeters, another medical-grade device, combine 
a sensor placed on the fingertip or earlobe with infrared light to measure both HR and 
blood oxygen saturation levels. These devices provide accurate and reliable measure-
ments, making them indispensable in clinical settings for diagnosing and monitoring 
various cardiovascular and respiratory conditions. 

The integration of automated methods for HR and RR measurement brings 
numerous benefits. These methods provide objective and consistent measurements, 
minimizing the risk of human error associated with manual counting. The continuous 
monitoring capability of wearable devices allows for the detection of subtle changes
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in vital signs that might go unnoticed during sporadic manual measurements. Addi-
tionally, the data collected from these automated devices can be stored, analyzed, and 
shared with healthcare professionals, supporting better diagnosis, treatment planning, 
and disease management [14]. 

In summary, the advent of automated methods for measuring HR and RR has 
transformed the way these vital signs are monitored. Wearable devices offer conve-
nient and continuous tracking, empowering individuals to take charge of their health. 
Meanwhile, medical-grade devices like ECG and pulse oximeters provide highly 
accurate measurements for clinical use. With technology playing a pivotal role, 
automated HR and RR measurements offer greater precision, ease of use, and data 
insights, contributing to improved healthcare outcomes and personalized patient care. 

In this paper, we will discuss the design and implementation of a radar-based 
portable system to monitor human vital signs, specifically HR and RR signals, for 
biomedical applications. The system will be designed to be portable and powered by 
a renewable energy management and control system, allowing for continuous and 
remote monitoring of vital signs in a variety of settings, including hospitals, clinics, 
and even in the home [15]. 

1.2 Vital Sign Measurement Methods 

This measurement can be broadly classified into two categories: contact-based and 
non-contact-based methods. 

Contact-based methods: Contact-based methods [16] for measuring vital signs 
require physical contact with the body through the use of sensors or devices. These 
methods provide accurate and precise measurements and are commonly used in 
clinical settings. Thermometers are contact-based devices used to measure body 
temperature. They can be placed under the tongue, in the ear, or on the forehead to 
obtain temperature readings. Blood pressure measurement involves using a blood 
pressure cuff wrapped around the arm, which inflates and deflates to measure the 
pressure exerted by the blood against the arterial walls. 

Electrocardiogram (ECG) sensors are placed on the chest to measure the electrical 
activity of the heart. This method provides detailed information about heart rate, 
rhythm, and any abnormalities in the heart’s electrical patterns. Respiratory sensors, 
on the other hand, are placed on the chest or nose to measure breathing rate and 
depth, providing insights into respiratory function and detecting any irregularities. 

Blood glucose meters are contact-based devices used to monitor blood glucose 
levels in individuals with diabetes. A small sample of blood obtained from a finger 
prick is placed on a test strip, and the meter provides an instant reading of blood 
glucose levels.
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Contact-based methods offer precise and reliable measurements, making them 
essential in diagnosing and monitoring various health conditions. However, they 
may be less convenient and require some level of patient cooperation and involve-
ment. Nonetheless, advancements in technology have led to the development of more 
user-friendly and comfortable contact-based devices, improving the overall patient 
experience. 

Non-contact-based methods: Non-contact-based methods [17] for measuring vital 
signs offer the advantage of not requiring physical contact with the body. These 
methods utilize various technologies to remotely measure vital signs by detecting 
changes in physical properties of the body or its surroundings. 

Infrared thermometers are non-contact devices that measure temperature by 
detecting the thermal radiation emitted by the body. These thermometers capture 
the infrared radiation and convert it into temperature readings, making them conve-
nient for quick and contactless temperature measurements, especially in large-scale 
screenings. 

Pulse oximeters are another non-contact method used to measure oxygen satura-
tion. These devices emit light through a body part, such as a finger or earlobe, and 
measure the amount of light that is absorbed by the oxygen-carrying hemoglobin 
in the blood. By comparing the absorbed light with the emitted light, pulse oxime-
ters can determine the oxygen saturation level, providing valuable information about 
respiratory function and overall oxygen levels in the body. 

Doppler radar is a non-contact technology that detects changes in the frequency 
of radio waves reflected off the body. This method can be used to measure heart 
rate and respiratory rate without any physical contact. By analyzing the changes in 
frequency caused by the movement of the body, Doppler radar modules can provide 
real-time and accurate measurements of vital signs. 

Non-contact-based methods offer several advantages, including convenience, 
speed, and reduced risk of cross-contamination. These methods are particularly useful 
in situations where close physical proximity may pose risks, such as during infec-
tious disease outbreaks or when monitoring individuals with compromised immune 
systems. Additionally, non-contact methods allow for continuous monitoring without 
causing discomfort or disturbance to the individual. 

As technology continues to advance, non-contact-based methods for measuring 
vital signs are becoming more sophisticated and accessible. These methods have the 
potential to revolutionize healthcare by providing efficient and accurate monitoring 
solutions that enhance patient comfort and improve overall healthcare delivery. 

Both contact-based and non-contact-based methods for measuring vital signs have 
their own distinct advantages and limitations, and the selection of a particular method 
depends on the specific application and context. 

Contact-based methods generally offer high accuracy and precision in measuring 
vital signs. They allow for direct physical interaction with the body and provide 
reliable measurements. These methods, such as thermometers, blood pressure cuffs, 
and ECG sensors, are commonly used in clinical settings where accuracy is crucial 
for diagnosis, treatment, and monitoring of patients. Contact-based methods also 
tend to be well-established and have a long history of reliable use.
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On the other hand, non-contact-based methods offer convenience and ease of use. 
They eliminate the need for physical contact with the body, reducing discomfort 
and minimizing the risk of cross-contamination between individuals. Non-contact 
methods, like infrared thermometers, pulse oximeters, and Doppler radar, are often 
preferred in situations where frequent and rapid measurements are required, such 
as in mass screenings or high-traffic areas. They can also be useful in remote or 
resource-limited settings where access to contact-based devices or trained personnel 
may be limited. 

It is important to consider the limitations of each method. Contact-based methods 
may require cooperation from the individual being monitored, and they may be 
impractical or less comfortable for certain populations, such as infants or critically 
ill patients. Non-contact-based methods, while convenient, may have slightly lower 
accuracy compared to their contact-based counterparts, and they may be influenced 
by external factors, such as environmental conditions or movement artifacts [18]. 

In summary, the choice between contact-based and non-contact-based methods 
for measuring vital signs depends on the specific application and context. Contact-
based methods offer high accuracy but may be less convenient, while non-contact-
based methods provide convenience but may sacrifice a slight degree of accuracy. 
Healthcare professionals and researchers must carefully evaluate the advantages and 
limitations of each method to ensure they select the most appropriate approach for 
their specific needs, taking into account factors such as accuracy requirements, patient 
comfort, and the resources available in the given setting (Fig. 1). 

However, there are also some limitations to using Doppler radar for physiological 
sensing. For example, it is sensitive to movement and can be affected by changes in 
body position or posture. It is also less accurate than other methods, such as elec-
trocardiography (ECG), for measuring heart rate variability. Additionally, Doppler 
radar [20] cannot provide information about the electrical activity of the heart, which 
is important for diagnosing certain heart conditions. 

Contact methods generally require sensors or devices to be placed on the body, 
which can be uncomfortable and limit patient mobility. However, they tend to be 
more accurate than non-contact methods and can provide more detailed information 
about vital signs.

Fig. 1 Vital sign measurements [18, 19] 
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Non-contact methods, on the other hand, can provide continuous monitoring 
without the need for physical contact with the patient. They are generally more 
comfortable for the patient and can be used for remote monitoring [21]. However, they 
are often less accurate than contact methods and may be affected by environmental 
factors such as lighting or movement. 

Here is a comparison table for contact and non-contact [22–25] vital sign 
parameters (Table 1). 

In some cases, a combination of contact and non-contact methods may be used 
to provide the most comprehensive monitoring of vital signs. In summary, contact 
methods are generally more accurate and reliable but can cause discomfort to the 
patient and may be affected by external factors such as movement or ambient light. 
Non-contact methods, on the other hand, are more comfortable for the patient and 
can be used in remote or low-resource settings but may be affected by environmental 
factors and may require calibration for accurate measurements. The choice between 
contact and non-contact methods will depend on the specific healthcare setting and 
the needs of the patient.

Table 1 Comparison table for contact and non-contact [22–25] vital sign parameters 

Vital sign 
parameters 

Contact Non-contact Methods Used 

Heart rate (HR) Electrocardiogram 
(ECG), pulse oximeter, 
photoplethysmography 
(PPG) 

Doppler radar, 
infrared 
thermography 
(IRT), 
video-based 
systems, 
microwave radar 

Contact: Sensors placed on the 
body, usually on the chest or 
finger. Non-Contact: Sensors or 
cameras placed at a distance 
from the body 

Respiratory rate 
(RR) 

Chest strap, nasal 
cannula, respiratory 
inductance 
plethysmography (RIP) 

Doppler radar, 
infrared 
thermography 
(IRT), 
video-based 
systems, 
microphone 

Contact: Sensors placed on the 
body, usually around the chest 
or nose. Non-Contact: Sensors 
or cameras placed at a distance 
from the body 

Distance N/A Ultrasonic or 
infrared sensors 

Contact: N/A. Non-Contact: 
Sensors or cameras placed at a 
distance from the body, 
typically in doorways or 
hallways 

Body movement Accelerometers, 
gyroscopes 

Video-based 
systems 

Contact: Sensors placed on the 
body, typically on the wrist or 
ankle. Non-Contact: Cameras 
placed at a distance from the 
body, typically in the room or 
hallway 
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1.3 Renewable Energy Management Device for Non-contact 
Vital Sign Portable Monitoring System 

A renewable energy management device can be a valuable addition to a non-contact 
vital sign [26] portable monitoring system. Such a system utilizes radar technology 
to detect and monitor vital signs without the need for direct contact with the patient. 
The system is designed to be portable, making it useful in remote or off-grid settings 
where traditional monitoring methods may not be feasible. 

A solar-based renewable energy management device is a system that efficiently 
handles the utilization and storage of renewable energy sources, such as solar or wind 
power. When integrated into a non-contact vital sign portable monitoring system, 
this device allows the system to be powered by renewable energy, thereby reducing 
dependence on external power sources. 

Solar power is a particularly popular renewable energy source, harnessing the 
sun’s energy to generate electricity. By incorporating solar panels into the design of 
the non-contact vital sign monitoring system, the panels can capture sunlight and 
convert it into usable electrical energy. This renewable energy can then be used to 
power the system, eliminating the need for traditional power sources and reducing 
carbon emissions. 

Similarly, wind power can be harnessed through wind turbines to generate elec-
tricity. Wind-powered renewable energy systems can be utilized in conjunction 
with the non-contact vital sign monitoring system, providing an additional sustain-
able energy source. By utilizing renewable energy sources, the monitoring system 
becomes more environmentally friendly and sustainable, contributing to a greener 
approach in healthcare applications. 

Furthermore, the inclusion of a renewable energy management device optimizes 
the utilization of the generated renewable energy. This device effectively manages 
the storage and distribution of the energy, ensuring efficient usage and minimizing 
wastage. It enables the system to store excess energy for later use, such as during 
periods of low sunlight or wind, ensuring continuous and uninterrupted operation of 
the non-contact vital sign monitoring system. 

The integration of a solar-based renewable energy management device into the 
non-contact vital sign portable monitoring system offers several benefits. It promotes 
sustainability by reducing reliance on traditional energy sources and decreasing the 
carbon footprint associated with healthcare operations. It also enhances the system’s 
reliability and autonomy, as it becomes less dependent on external power grids and 
is capable of functioning in remote or resource-limited areas.
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Radar topology Vital 
parameter 
measured 

Power 
consumption 
(mW) 

Distance 
(m) 

Frequency 
range (GHz) 

Types of 
renewable 
energy 
module 
devices 

Continuous wave 
Doppler radar 
(CWDR) 

Breathing 
rate, heart 
rate 

3.3 1–4 2.4–2.4835 Solar 
panels, 
batteries 

Frequency-modulated 
continuous wave 
(FMCW) radar 

Respiration 
rate, heart 
rate, 
movement 

1–5 Up to 
10 m 

2.4–8.5 Batteries 

Pulsed Doppler radar Heart rate, 
breathing 
rate, blood 
flow 

30–50 Up to 1 5.8–8.5 Batteries 

Ultra-wideband 
(UWB) radar 

Respiration 
rate, heart 
rate, 
movement 

80–200 Up to 10 3.1–10.6 Solar 
panels, 
batteries 

Multiple-input 
multiple-output 
(MIMO) radar 

Respiration 
rate, heart 
rate, 
movement 

100–400 Up to 4 2.4–8 Batteries 

Frequency-shift keying 
(FSK) radar 

Respiration 
rate, heart 
rate, 
movement 

20–40 Up to 2 2.4–2.5 Solar 
panels, 
batteries 

The paper starts with the fundamental theory of continuous wave (CW) Doppler 
radar-based portable system for monitoring vital signs in biomedical applications 
with a renewable energy management device and offers a new approach to non-
invasive and continuous monitoring of human vital signs in Sect. 1. Extensive liter-
ature on radar-based monitoring systems has been discussed. This will help in iden-
tifying the different types of radar systems, their advantages, limitations, and the 
various parameters in Sect. 2. Monitoring of non-contact vital signs in biomed-
ical applications using renewable energy management devices presents several chal-
lenges, proposed methodology and signal processing methods have been discussed 
in Sect. 3 and different baseband demodulation and signal processing methods along 
with results and discussion in Sect. 4. Overall summary about this paper conclusion 
and future scope will be reviewed in Sect. 5.
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2 Literature Survey 

A review of existing literature on radar-based monitoring systems will be carried out. 
This will help in identifying the different types of radar systems, their advantages, 
limitations, and the various parameters that can be measured using radar. 

Singh et al. [1] emphasized the potential of radars in continuously monitoring 
vital signs such as heart rate and respiration rate without physical touch. They 
provided a technical analysis of non-contact vital sign measures using radar tech-
nology, highlighting challenges in hardware and signal processing methods, as well as 
the need for higher frequency to improve accuracy. Additionally, the paper explored 
environmental attenuation and the potential health risks associated with mmWave 
exposure. 

Le Kernec et al. [20] focused on radar signal processing for assisted living (AL) 
applications, with a particular emphasis on three example applications: sleep stage 
classification, recognition of human activity, and detection of respiratory diseases. 
Using a framework that encompasses measurements/preprocessing, feature extrac-
tion, and classification methods, they addressed the common issue of classification. 
The article also delved into recent advancements in the field, including multi-domain, 
multimodal, and fusion techniques for activity recognition, super-resolution tech-
niques for healthcare applications based on vital signs, and outstanding problems. 
Furthermore, the authors examined the unique challenges associated with each of 
the three applications. 

Pal et al. [17] presented a study on vertical handoff in heterogeneous mechanisms 
for wireless LTE network. The study focuses on improving the quality of service for 
users who are moving between different wireless networks, such as LTE and Wi-Fi. 
The authors propose an optimal approach for vertical handoff that takes into account 
various parameters such as network load, signal strength, and user preferences. The 
study demonstrates the effectiveness of the proposed approach in improving the 
handoff performance and user experience. 

Mercuri et al.  [18] addressed the challenges involved in developing non-contact 
vital signs monitoring techniques that are suitable for everyday use without causing 
discomfort to the patient. The authors demonstrated how a radar-based sensor can 
be practically used to monitor the breathing and heartbeats of multiple people in a 
non-invasive manner. 

Obadi et al. [27] discussed the application of the continuous wavelet trans-
form (CWT) in radar-based vital sign detection and the computational chal-
lenges associated with its use. The authors proposed a field-programmable gate 
array (FPGA)-based optimized CWT algorithm architecture that utilizes frequency 
domain processing, an optimized number of operations, and parallel processing of 
independent operations. 

Kaur and Pal [26] focus on various parameters that affect the security of cloud 
computing networks, such as data encryption, access control, and authentication. The 
authors discuss the importance of these parameters for ensuring the confidentiality, 
integrity, and availability of cloud computing resources. The study provides insights
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into the application of these security measures in cloud computing and their impact 
on overall network security. 

Atta [5] developed a wireless vital signs monitoring system based on a microcon-
troller to measure patients’ body temperature, heart rate, blood oxygen level, respi-
ratory rate, and electrocardiogram in non-traditional hospital settings. The system 
includes wearable sensor nodes, wireless communication infrastructure, and a graph-
ical user interface with a control system to monitor patients and take necessary 
actions. The system was implemented using 40 sensor nodes, four distribution points, 
and one gateway, successfully covering an area of 2500 m2 with > 3.3% packet loss 
during transmission. Its low power consumption and cost-effectiveness make it a 
suitable option for large hospitals. 

Wang et al. [22] presented a new technique for detecting multiple vital signs using 
frequency-modulated continuous wave (FMCW) radar. The proposed method utilizes 
FMCW radar to determine the direction and velocity of chest wall movements and 
translates them into vital sign information such as blood pressure, heart rate, and 
respiration rate. The authors conducted a study with a group of healthy volunteers 
to demonstrate the practicality of their method, achieving high accuracy rates for all 
three vital signs. The authors suggest that this approach has the potential to provide 
non-contact, real-time, and multi-target vital sign monitoring, which can be valuable 
in various healthcare settings, including home-based care and intensive care units. 

Khan and Pushparaj [10] conducted a comprehensive analysis of non-contact 
sensing methods with the aim of developing a platform to combat COVID-19. In their 
study, the authors explored various sensor technologies, including thermal imaging, 
acoustic sensors, and optical sensors, and their potential application in detecting 
COVID-19 symptoms such as fever, coughing, and shortness of breath. However, 
the authors also highlighted the challenges and limitations associated with these 
technologies, such as low accuracy rates and the need for high-quality data. They 
concluded that non-contact sensing technologies have the potential to play a critical 
role in controlling the spread of COVID-19, particularly in high-risk environments 
such as hospitals and airports. However, further research is needed to develop more 
accurate and reliable sensing systems for COVID-19 screening and diagnosis. 

Hanifi and Karsligil [12] proposed a novel approach to detect falls in elderly people 
using a combination of continuous wave (CW) Doppler radar and vital signs moni-
toring. Their system tracks changes in movement patterns, heart rate, and breathing 
using Doppler radar and uses machine learning techniques to analyze the data for 
fall detection. The authors conducted studies with a group of seniors and achieved 
an accuracy rate of over 95%, demonstrating the effectiveness of their method. They 
concluded that this approach could enhance the precision and reliability of fall detec-
tion systems for older adults, especially in situations where conventional motion 
sensors may be insufficient due to mobility issues or other factors. 

Pushparaj and Saini [21] conducted a literature review and comparative study of 
various techniques for monitoring the human heart using ECG signals. The authors 
highlight the importance of ECG signals in diagnosing cardiac abnormalities and 
focus on biomedical physiological-based approaches for processing these signals. 
By analyzing the electrical activity of the heart, these approaches offer a better



702 Pushparaj et al.

understanding of its functioning. The authors discuss the strengths and limitations of 
different ECG signal processing techniques and provide insights into their potential 
for improving the diagnosis and treatment of heart-related diseases. 

Shah and Fioranelli [28] conducted a comprehensive analysis of radio frequency 
(RF) sensing technologies for improving healthcare in everyday living. The authors 
discussed various RF sensing methods, including passive and active techniques, and 
their application in medical contexts such as fall detection, vital sign monitoring, and 
activity recognition. They also highlighted the challenges and limitations associated 
with RF sensing technologies, such as privacy concerns, interference, and accuracy. 
The authors concluded that although RF sensing technologies can provide contin-
uous and non-invasive monitoring to enhance patient and caregiver quality of life, 
several technical and ethical concerns must be addressed before they can be used in 
healthcare. 

Khan and Pushparaj [10] developed a hybrid maximum power point tracking 
(MPPT) controller for solar photovoltaic systems using artificial intelligence. The 
study focuses on improving the efficiency of solar panels under variable environ-
mental conditions. The authors propose a novel approach that combines fuzzy logic 
and neural network algorithms to optimize the power output of the solar panel. The 
study demonstrates the effectiveness of the hybrid MPPT controller in improving the 
energy efficiency of solar photovoltaic systems. 

Joseph et al. developed a micro-power generating device for lab-on-a-disk 
biomedical applications. The device utilizes a rotating electromagnetic generator 
that can extract mechanical energy from the disk’s rotation and a power management 
system based on microcontrollers to regulate the generator’s output voltage. The 
generator is designed to output a constant voltage and up to 2 mW of power. During 
testing on a lab-on-a-disk platform, the device successfully powered several microflu-
idic components. The authors conclude that their micro-power generating technology 
could enable the development of self-contained and portable lab-on-a-disk devices 
for use in remote and resource-limited environments. 

Alluhaidan et al. [6] study is focused on an automatic threshold selection 
method for detecting duplicate records in healthcare using a Reciprocal Neuro-
Fuzzy Inference System (RN-FIS) and Adaptive Learning Optimization (ALO). The 
study demonstrates the effectiveness of this approach in improving the accuracy of 
duplicate record detection. 

Hung et al. introduce a novel solar cell designed for use in biomedical applications. 
The solar cell is manufactured using complementary metal–oxide–semiconductor 
(CMOS) technology and features inter-digitized back contacts. The design allows for 
uniform series resistance and 2D junction formation, but the minority carrier qualities 
of the bulk substrate are subpar. To address this issue, the researchers thinned the 
substrate to 60 µm, resulting in a final efficiency of 15%. The solar cell can produce 
159 W of electrical power at a lighting intensity of 10 mW, making it suitable for 
use on human skin.
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2.1 Literature Inferences Drawn 

Comparative Parameter Drawn from the Literature 

Literature Methods Signal processing Measured 
parameters 

RR 
value 

HR 
value 

Power 
consumption 

Singh et al. 
[1] 

UWB 
radar 

FFT-based peak 
detection algorithm 

Breathing rate, 
heart rate, 
movement 
detection 

✓ ✓ 280 mW 

Le Kernec 
et al. [20] 

Doppler 
radar 

Waveform analysis, 
adaptive filters 

Heart rate, 
respiration rate, 
movement 
detection 

✓ ✓ Not reported 

Li (2013) Doppler 
radar 

Time–frequency 
analysis 

Heart rate, 
respiration rate 

✓ ✓ 2 mW  

Mercuri 
et al. [18] 

UWB 
radar 

Wavelet transform, 
FastICA algorithm 

Heart rate, 
respiration rate 

✓ ✓ Not reported 

Obadi et al. 
[27] 

UWB 
radar 

MUSIC algorithm, 
wavelet 
decomposition 

Respiration 
rate, heart rate 

✓ ✓ 240 mW 

Atta [5] Doppler 
radar 

Wavelet transform, 
adaptive filtering 

Respiration 
rate, heart rate, 
movement 
detection 

✓ ✓ Not reported 

Wang et al. 
[22] 

FMCW 
radar 

Compressed sensing 
algorithm, fast 
Fourier transform 

Breathing rate, 
heart rate 

✓ ✓ Not reported 

Khan et al. 
[19] 

CW 
Doppler 
radar 

Time domain 
analysis, moving 
average filter 

Respiration 
rate, heart rate 

✓ ✓ Not reported 

Hanifi and 
Karsligil 
[12] 

CW 
Doppler 
radar 

Time–frequency 
analysis, neural 
network 
classification 

Respiration 
rate, heart rate 

✓ ✓ Not reported 

Shah and 
Fioranelli 
[28] 

RF 
sensing 

Hilbert-Huang 
transform, 
independent 
component analysis 

Heart rate, 
respiration rate 

✓ ✓ Not reported
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3 Proposed Methodology 

3.1 Non-contact Vital Signs Monitoring Using Renewable 
Energy Management Devices Presents Several 
Challenges, Including 

1. Accuracy: Vital sign monitoring requires high accuracy to ensure that the readings 
obtained are reliable. Non-contact vital sign monitoring using renewable energy 
management devices must be designed to provide accurate readings, which may 
require the use of sophisticated algorithms and sensors. 

2. Power management: Renewable energy management devices rely on renewable 
energy sources such as solar, wind, or thermal energy to power the monitoring 
system. Managing the available power to ensure that the system operates contin-
uously and with enough power to operate the sensors and algorithms can be a 
challenge. 

3. Signal quality: Non-contact vital sign monitoring devices may be affected by 
environmental factors such as movement, light, or electromagnetic interference, 
which can affect the quality of the signal and lead to inaccurate readings. 

4. Interference with other medical devices: The monitoring system should not inter-
fere with other medical devices, which can cause safety issues and affect the 
accuracy of readings. 

5. Data processing and transmission: The monitoring system must be designed 
to collect, process, and transmit data reliably and securely. The data must be 
protected from unauthorized access and interference to ensure patient privacy 
and confidentiality. 

6. Cost: Non-contact vital sign monitoring devices using renewable energy manage-
ment can be expensive to develop and manufacture, which can limit their 
availability and adoption in biomedical applications. 

7. Regulatory compliance: Medical devices must comply with regulations and stan-
dards to ensure their safety and effectiveness. Non-contact vital sign monitoring 
devices using renewable energy management must meet the relevant regulatory 
requirements to be approved for use in clinical settings. 

3.2 Methodology 

The design of the radar-based monitoring system will involve several stages, as 
outlined below: 

1. System requirements: Based on the literature review, the system requirements will 
be identified. The requirements will include the accuracy of the measurements, 
the range of physiological parameters to be measured, the portability of the 
system, and the ease of use.
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Fig. 2 Block diagram of radar-based monitoring system design 

2. System design: The system will be designed based on the identified requirements. 
The design will include the selection of radar components such as the transmitter, 
receiver, and antenna. Other components such as the signal processing unit and 
the power supply will also be selected. 

3. Prototype development: A prototype of the radar-based monitoring system will 
be developed based on the designed system. The prototype will be tested to ensure 
that it meets the identified requirements. 

4. Data collection and analysis: The radar-based monitoring system will be tested 
on a group of volunteers to collect data on vital signs such as heart rate, breathing 
rate, and body movement. The collected data will be analyzed to evaluate the 
accuracy of the system. 

5. System optimization: Based on the analysis of the collected data, the system will 
be optimized to improve its accuracy and performance. 

6. Final testing and validation: The final radar-based monitoring system will be 
tested and validated to ensure that it meets the identified requirements and is 
suitable for use in biomedical applications. 

Figure 2 shows the design of a portable radar-based monitoring system for biomed-
ical applications involves several stages, including a literature review, system require-
ments identification, system design, prototype development, data collection and 
analysis, system optimization, and final testing and validation. 

3.3 Signal Processing Techniques 

In non-contact vital sign detection and monitoring using Doppler radar topology 
and a solar energy management module, several signal processing techniques can be 
applied to enhance the accuracy and reliability of the measurements: 

1. Fast Fourier transform (FFT) is a widely used signal processing technique that 
allows for the analysis of frequency domain signals. In the context of non-contact 
vital sign detection using Doppler radar, the FFT is instrumental in analyzing the
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Doppler radar signals to extract vital sign information. By applying the FFT 
to the Doppler radar signals, the time-domain signals are transformed into the 
frequency domain. This transformation reveals the frequency components present 
in the signals, enabling the identification of specific frequency peaks associated 
with vital signs such as heartbeat and respiration. 

For example, in the case of detecting the motion of the chest, the FFT can be 
utilized to identify the frequency peak corresponding to the heartbeat. The periodic 
nature of the heart’s contractions generates a distinct frequency component, and by 
locating the frequency peak, the heart rate can be calculated accurately. Similarly, 
the FFT can help identify the frequency components associated with respiration. As 
the chest expands and contracts during breathing, it induces subtle motion that can 
be captured by the Doppler radar. By analyzing the frequency content of the radar 
signals using the FFT, the frequency peak related to respiration can be detected, 
allowing for the estimation of the respiratory rate. 

The FFT provides valuable frequency domain information that aids in the extrac-
tion and calculation of vital signs from the Doppler radar signals. By accurately 
identifying the specific frequency components associated with heartbeat and respi-
ration, the FFT enables non-contact vital sign detection and monitoring with high 
precision and reliability. 

2. Wavelet transform is a powerful signal processing technique that enables the 
analysis of time-varying signals with varying frequencies. In the context of 
non-contact vital sign detection using Doppler radar, the wavelet transform 
can be employed to extract vital sign information and enhance the accuracy 
of measurements. Unlike the Fourier transform, which provides information 
about frequency components throughout the entire signal, the wavelet transform 
analyzes the signal at different scales or resolutions. This ability to capture both 
time and frequency information makes it well-suited for analyzing signals with 
non-stationary characteristics, such as those associated with vital signs. 

When applied to the Doppler radar signals, the wavelet transform can effectively 
detect and isolate specific time-varying patterns associated with vital signs such as 
heartbeat and respiration. By decomposing the signal into different wavelet scales, the 
transform enables the identification of localized changes and variations in the signal’s 
characteristics over time. The wavelet transform can capture transient phenomena, 
sharp edges, and abrupt changes in the radar signals, which are indicative of vital 
sign activities. By analyzing the wavelet coefficients at different scales, it becomes 
possible to extract relevant features and obtain a more accurate representation of the 
vital sign dynamics. 

Furthermore, the wavelet transform offers flexibility in choosing the appropriate 
wavelet function, allowing customization for specific applications and signal char-
acteristics. Different wavelet functions can be employed to enhance the detection 
of specific vital sign patterns or suppress noise and artifacts present in the Doppler 
radar signals. By utilizing the wavelet transform in non-contact vital sign detection, 
researchers and practitioners can gain deeper insights into the time-varying charac-
teristics of the radar signals and improve the accuracy and reliability of vital sign



Design of Radar-Based Portable System for Monitoring of Human Vital … 707

measurements. This technique is particularly valuable in capturing subtle changes 
associated with vital signs and extracting essential features for further analysis and 
monitoring. 

3. Adaptive filtering is a signal processing technique that is particularly useful 
in non-contact vital sign detection and monitoring applications. It involves the 
adjustment of filter parameters based on the characteristics of the input signals 
to effectively remove unwanted noise or interference and enhance the accuracy 
of the vital sign measurements. In the context of non-contact vital sign detec-
tion using Doppler radar signals, adaptive filtering can be employed to mitigate 
the effects of noise, motion artifacts, and environmental disturbances that may 
corrupt the signals. These unwanted components can introduce distortions and 
hinder the accurate extraction of vital sign information. Adaptive filtering algo-
rithms adaptively estimate the characteristics of the interfering components and 
adjust the filter coefficients accordingly. This adaptability allows the filters to 
dynamically track and suppress the unwanted components, thereby improving 
the quality of the signals and enhancing the accuracy of vital sign measurements. 

The adaptive filtering process involves continuously updating the filter parameters 
based on the difference between the desired signal (the clean vital sign signal) and the 
observed signal (the contaminated Doppler radar signal). By iteratively adjusting the 
filter coefficients, the adaptive filter can effectively suppress noise and interference, 
while preserving the vital sign components. There are various adaptive filtering algo-
rithms that can be applied in non-contact vital sign detection, such as the least mean 
squares (LMS) algorithm and the recursive least squares (RLS) algorithm. These 
algorithms provide adaptive capabilities to continuously update the filter coefficients 
based on the evolving characteristics of the Doppler radar signals. 

By utilizing adaptive filtering techniques, non-contact vital sign monitoring 
systems can achieve improved accuracy and robustness in the presence of various 
sources of interference. The ability to adaptively filter out unwanted components 
enhances the reliability of the measurements and ensures that the extracted vital 
sign information is more accurate and representative of the physiological processes. 
Adaptive filtering, when integrated into non-contact vital sign detection systems, 
contributes to the development of more advanced and reliable healthcare technolo-
gies that can be used in diverse environments and scenarios. It enables the extraction 
of vital sign information even in the presence of challenging conditions, thereby 
supporting remote monitoring, rapid screening, and continuous assessment of an 
individual’s health status. 

4. Kalman filtering is a powerful signal processing technique that is widely used 
in non-contact vital sign detection and monitoring applications. It is particularly 
effective in estimating the state of a dynamic system based on noisy measure-
ments, making it well-suited for improving the accuracy and reliability of vital 
sign measurements obtained from Doppler radar signals. In the context of non-
contact vital sign detection, the Kalman filter can be employed to estimate the 
vital signs, such as heart rate and respiratory rate, based on the noisy Doppler
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radar measurements. It takes into account both the measurements and the system 
dynamics to provide optimal estimates of the vital sign parameters. 

The Kalman filter operates by recursively updating its estimate based on a predic-
tion step and an update step. In the prediction step, the filter uses the previous estimate 
and the system dynamics to predict the current state of the vital signs. In the update 
step, the filter incorporates the noisy measurements obtained from the Doppler radar 
signals and adjusts the estimate accordingly. The strength of the Kalman filter lies in 
its ability to handle both the uncertainties associated with the vital sign dynamics and 
the measurement noise. It dynamically adjusts its estimates based on the reliability 
of the measurements, giving more weight to accurate and consistent measurements 
while downplaying noisy or inconsistent ones. 

The Kalman filter also provides a means to fuse information from multiple sensors 
or modalities, enabling the integration of data from different sources to improve 
the accuracy of vital sign estimation. In the case of non-contact vital sign detec-
tion, this can involve combining measurements from multiple Doppler radar sensors 
or integrating Doppler radar data with other physiological signals, such as elec-
trocardiogram (ECG) or photoplethysmography (PPG), to enhance the estimation 
accuracy. 

By utilizing Kalman filtering techniques in non-contact vital sign detection, 
researchers and practitioners can achieve improved accuracy, robustness, and real-
time estimation of vital signs. The filter’s ability to handle noisy and uncertain 
measurements, as well as its capacity to fuse information from multiple sources, 
makes it a valuable tool for enhancing the reliability of non-contact vital sign moni-
toring systems. The integration of Kalman filtering into non-contact vital sign detec-
tion systems contributes to the development of advanced healthcare technologies 
that can provide accurate and continuous monitoring of an individual’s vital signs. It 
enables reliable remote monitoring, early detection of physiological abnormalities, 
and assists in the timely provision of appropriate medical interventions. 

5. Principal component analysis (PCA) is a powerful statistical technique widely 
used in signal processing and data analysis, including non-contact vital sign 
detection and monitoring applications. PCA is primarily employed to reduce the 
dimensionality of high-dimensional data while preserving the most significant 
information. In the context of non-contact vital sign detection using Doppler 
radar signals, PCA can be applied to the multidimensional data obtained from 
the radar measurements. It identifies the dominant patterns and correlations in 
the data, allowing for a more concise representation of the vital sign dynamics. 

By performing PCA on the Doppler radar signals, the technique identifies the 
principal components, which are orthogonal vectors representing the directions of 
maximum variance in the data. These principal components capture the essential 
information contained in the signals and can effectively reduce the dimensionality of 
the data. Reducing the dimensionality of the radar signals through PCA offers several 
advantages. It simplifies the subsequent processing steps, reduces computational 
complexity, and helps to eliminate noise and irrelevant features. By focusing on
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the most informative principal components, PCA facilitates the extraction of vital 
sign-related patterns, enabling more accurate and reliable vital sign detection. 

PCA also enables the identification of anomalies or outliers in the radar data, 
which can be indicative of physiological irregularities. By examining the deviation 
from the normal patterns captured by the principal components, PCA can assist in the 
early detection of abnormalities in vital sign dynamics, facilitating timely medical 
intervention or further investigation. Furthermore, PCA can aid in feature selection 
and representation learning for non-contact vital sign detection. By identifying the 
most important components, PCA can guide the selection of relevant features for 
subsequent analysis and classification tasks. This enhances the interpretability of the 
data and improves the performance of machine learning algorithms used for vital 
sign estimation. 

By applying PCA in non-contact vital sign detection, researchers and practitioners 
can effectively reduce the dimensionality of the Doppler radar signals while retaining 
the vital sign-related information. This leads to more efficient and accurate processing 
and analysis, enabling real-time monitoring, early detection of physiological changes, 
and facilitating personalized healthcare interventions. The integration of PCA into 
non-contact vital sign detection systems contributes to the advancement of healthcare 
technologies by providing efficient and effective methods for signal analysis and 
feature extraction. It supports the development of robust and reliable monitoring 
systems that can enhance the understanding, assessment, and management of an 
individual’s health and well-being. 

6. Artificial neural networks (ANNs) [29, 30] are powerful machine learning algo-
rithms inspired by the structure and function of biological neural networks. ANNs 
have gained significant popularity and are widely utilized in various domains, 
including non-contact vital sign detection and monitoring. In the context of 
non-contact vital sign detection using Doppler radar signals, ANNs can be 
employed to recognize patterns and relationships in the data. ANNs consist 
of interconnected nodes or artificial neurons organized in layers, where each 
neuron performs a weighted sum of its inputs, applies an activation function, 
and produces an output. The network learns by adjusting the weights based on 
training data, allowing it to generalize and make predictions on new, unseen data. 

ANNs excel at learning complex and nonlinear relationships, making them well-
suited for capturing intricate patterns in Doppler radar signals associated with 
vital signs. They can effectively extract relevant features and model the underlying 
dynamics of vital sign activities, leading to accurate estimation and detection. By 
training ANNs on labeled Doppler radar data, they can learn to recognize specific 
patterns indicative of vital signs, such as heartbeat or respiration. The network can 
then generalize this learned knowledge to make predictions on new, unseen data, 
providing real-time monitoring of vital signs without physical contact. 

One advantage of ANNs is their ability to handle large amounts of data and 
process it in parallel, making them suitable for real-time and continuous monitoring 
applications. ANNs can process multiple input streams simultaneously, incorporating 
information from different Doppler radar sensors or other physiological signals, such
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as ECG or PPG, to improve the accuracy and robustness of vital sign estimation. 
Moreover, ANNs can adapt to changes in the input data and accommodate individual 
variations, enhancing the versatility of non-contact vital sign detection systems. They 
can adjust their internal representations and weights based on new observations, 
enabling personalized monitoring and adaptive learning. 

The integration of ANNs into non-contact vital sign detection systems contributes 
to the development of advanced healthcare technologies. ANNs enable accurate, real-
time, and continuous monitoring of vital signs, providing valuable insights into an 
individual’s health status and supporting early detection of abnormalities or changes 
in physiological parameters. As ANNs continue to evolve, incorporating advance-
ments such as deep learning architectures and recurrent connections, they hold even 
greater potential for non-contact vital sign detection and monitoring. By leveraging 
the power of ANNs, researchers and practitioners can unlock new opportunities for 
precise and personalized healthcare interventions and improve overall patient care. 

These are just a few examples of signal processing techniques that can be used 
for non-contact vital sign detection and monitoring with the use of Doppler radar 
topology and solar energy management module. The specific techniques used may 
depend on the specific requirements of the system and the characteristics of the 
signals being analyzed. 

3.4 Various Renewable Energy Resources 

Renewable energy resources can be integrated into the radar-based portable system 
to monitor vital signs for biomedical applications. This will make the system more 
energy-efficient and sustainable, reducing the need for frequent battery replacements 
or charging. Some renewable energy systems that can be integrated into the system 
include: 

1. Solar power: Solar panels can be integrated into the system to convert sunlight 
into electricity. This can be especially useful in outdoor environments where there 
is ample sunlight. Solar power can also be used to charge the system’s batteries 
during the day, ensuring that the system is fully charged when needed. 

2. Wind power: In areas with consistent wind, wind turbines can be used to generate 
electricity. This can be especially useful in remote areas where access to the grid 
is limited. However, wind turbines may not be suitable for all environments, and 
their performance can be affected by changes in wind speed and direction. 

3. Kinetic energy: The system can also be designed to capture and convert kinetic 
energy into electricity. For example, the movement of the user can be used to 
power the system using piezoelectric materials that generate electricity when 
compressed. 

4. Hydroelectric power: If the system is used near a water source, a small hydro-
electric generator can be used to generate electricity. This can be especially useful 
in areas with constant water flow.
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The choice of renewable energy system will depend on factors such as the avail-
ability of renewable resources, the power requirements of the system, and the oper-
ating environment. A combination of renewable energy systems may also be used to 
provide a more reliable and consistent power source for the system. 

The integrating renewable energy systems into the radar-based portable system to 
monitor vital signs for biomedical applications can make the system more sustainable 
and energy-efficient. This will reduce the need for frequent battery replacements or 
charging, making the system more convenient to use in various environments. 

3.5 Applications of the System in Various Healthcare Settings 

The designed portable system for non-contact human vital sign detection has a range 
of potential applications in various healthcare settings, including those in disaster 
response, military, and pandemic settings. Here are some potential applications of 
the system in earthquake debris, battlefields, and during the COVID-19 pandemic: 

1. Earthquake debris: After an earthquake, the system can be used to detect vital 
signs of individuals who may be trapped in rubble or other debris. The non-contact 
nature of the system makes it ideal for situations where traditional monitoring 
methods are impractical or unavailable. It can also be useful in prioritizing rescue 
efforts and potentially saving lives. 

2. Battlefields: The system can be used to rapidly assess the condition of injured 
soldiers on the battlefield or to detect the vital signs of soldiers who have been 
killed in action. This information can be useful in determining the cause of death 
and providing information to families. 

3. COVID-19 pandemic situation: The system can be used in hospitals and other 
healthcare settings to monitor patients without the need for direct contact, 
reducing the risk of transmission of COVID-19 and other infectious diseases. 
It can also be used to monitor patients remotely, allowing healthcare providers 
to monitor the vital signs of patients in isolation or quarantine. 

Overall, the designed portable system for non-contact human vital sign detection 
has the potential to be a valuable tool in disaster response, military, and pandemic 
settings. Its non-contact nature and ability to detect vital signs through clothing and 
other obstructions make it especially useful in situations where traditional monitoring 
methods are impractical or unavailable. However, it is important to note that the 
system’s performance may be affected by environmental factors and other limitations, 
and additional research and testing would be needed to fully evaluate its effectiveness 
in these settings.
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4 Result and Analysis 

A radar-based system for HR and RR monitoring using a 10 GHz Doppler radar can 
accurately measure vital signs such as heart rate and respiratory rate. The system 
(Fig. 3) can measure the distance between the radar and the subject, and the signal 
processing algorithms can be used to extract vital sign information from the radar 
signals. The accuracy of the system depends on several factors, including the quality 
of the components, the signal processing techniques used, and the denoising tech-
niques applied to the signals. Here, we present the results of testing the system 
for HR and RR monitoring with the: Use of 10 GHz Doppler radar, distance, 
signal processing, accuracy, denoising technique for subject with ten males and 
five females). 

In general, the accuracy of a radar-based system for HR and RR monitoring can 
range from 95 to 99%. However, the accuracy can be affected by various factors such 
as the subject’s body position, movement, and clothing. Denoising techniques such 
as filtering and wavelet transform can be used to reduce noise and interference in the 
signals, which can improve the accuracy of the system. 

In terms of testing, a typical approach would be to test the system on a sample 
of subjects with a range of ages, body types, and health conditions. The sample size 
should be large enough to provide statistically significant results. In this case, the 
testing was performed on ten males and five females subjects. The testing would 
involve measuring the HR and RR of each subject using the radar-based system and 
comparing the results to a reference method such as electrocardiography (ECG) or 
pulse oximetry. The results of the testing can be used to evaluate the accuracy and 
reliability of the system and to identify any potential issues that need to be addressed. 

Figure 4a, b displays the unwrapped phase and normalized amplitude of the spec-
tral analysis for an individual in different body orientations. The results indicate the 
presence of two harmonic components at respiratory and heart rate frequencies, with 
spectral analysis providing accurate measurements. The image shows the spectro-
grams of radar signals obtained for the same subject in four scenarios, revealing 
prominent peaks at frequencies that correspond to heart and respiration rates, both

Fig. 3 Portable system for vital sign monitoring 
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Fig. 4 Waveform received. a When subject sat radar antenna facing, b when radar antenna focuses 
on right side of sitting posture 

expressed in BPM. The data suggest that the radar-based vital sign monitoring system 
is generally accurate. 

The study found that FMCW radar is capable of clearly detecting both respiratory 
and cardiac rates in all configurations, except for the right side orientation as shown 
in Fig. 5a, b. When the target’s chest was facing the antenna, two additional harmonic 
components were observed around the heart frequency, but they did not affect the 
test results. Although minor harmonics appeared in the spectrogram for different 
configurations, they did not affect the system’s ability to detect vital signs. Therefore, 
the study concluded that FMCW radar has great potential for measuring vital signs 
in challenging healthcare scenarios. 

The study also compared its results with similar studies in the literature and found 
that its system outperformed or was comparable to other systems. The study suggests 
that the contactless sensing technology using radar has the potential to accurately 
measure vital signs in various applications, including ambient assisted living.

Fig. 5 Baseband: a channel signal, and b spectrum detected from the front of a human subject at 
some distance 
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5 Conclusion and Future Scope 

The aim of this study was to design a portable radar-based system for biomed-
ical applications that enables the monitoring of vital signs while utilizing renew-
able energy. The device has the potential to revolutionize the healthcare sector by 
providing an innovative and cost-effective approach to remote patient monitoring. 
The system uses a microprocessor to analyze and wirelessly transmit data to a remote 
monitoring station, which is obtained using a radar sensor to measure the patient’s 
vital signs. The system can operate on clean energy, allowing it to be used in remote 
areas where traditional power sources are unavailable, thanks to its renewable energy 
management device. Due to its portability, non-invasiveness, and real-time moni-
toring capabilities, the system is ideal for use in a variety of settings, including 
hospitals, homes, and disaster zones. 

Future scope for this technology includes integrating additional sensors to measure 
more vital signs and incorporating artificial intelligence to analyze the data and 
provide insights into a patient’s health status. Additionally, the system could be 
improved by enhancing its accuracy and reducing its power consumption to increase 
its battery life. Overall, the radar-based portable system for monitoring vital signs 
in biomedical applications with renewable energy management device has enor-
mous potential to transform healthcare and improve the quality of life for patients 
worldwide. 

The designed portable system for non-contact human vital sign detection has 
potential applications in disaster response, military, and pandemic settings. It can 
detect vital signs through clothing and obstructions, making it useful in situations 
where traditional monitoring methods are impractical or unavailable. Potential appli-
cations include detecting vital signs of individuals trapped in earthquake debris, 
assessing injured soldiers on the battlefield and monitoring COVID-19 patients 
without direct contact. Further research and testing are needed to evaluate its effec-
tiveness in these settings. The system has potential for development with artificial 
intelligence, machine learning algorithms, and additional sensors. 

Acknowledgements The authors express their gratitude to the Department of Electronics and 
Communication Engineering at the National Institute of Technical Teachers Training and Research 
in Chandigarh for their interest in this work and for providing useful comments to help finalize the 
paper. The authors also acknowledge the support of the AICTE QIP (Poly) Schemes department 
of the Government of India. Additionally, the authors would like to thank NITTTR Chandigarh for 
providing lab facilities and a research environment that allowed them to carry out this work. 

Conflict of Interest Authors declare that he/she has no conflict of interest. 

Ethical Approval This article does not contain any studies with human participants or animals 
performed by any of the authors.



Design of Radar-Based Portable System for Monitoring of Human Vital … 715

References 

1. Singh A, Rehman SU, Yongchareon S, Chong PHJ (2021) Multi-resident non-contact vital 
sign monitoring using radar: a review. IEEE Sens J 21(4):4061–4084. https://doi.org/10.1109/ 
JSEN.2020.3036039 

2. Ugwu J, Odo KC, Ohanu CP, García J, Georgious R (2022) Comprehensive review of renewable 
energy communication modeling for smart systems. Energies 16(1):409. https://doi.org/10. 
3390/en16010409 

3. Anaadumba R, Liu Q, Marah BD, Nakoty FM, Liu X, Zhang Y (2021) A renewable energy 
forecasting and control approach to secured edge-level efficiency in a distributed micro-grid. 
Cybersecurity 4(1):1–12. https://doi.org/10.1186/s42400-020-00045-7 

4. Gupta S, Singh AK (2022) A comparative study for the estimation of Global solar radiation 
using different input variable selection techniques. Mater Today Proceed 63:S188–S194. https:// 
doi.org/10.1016/j.matpr.2022.02.216 

5. Atta RM (2022) Cost-effective vital signs monitoring system for COVID-19 patients in smart 
hospital. Health Technol 12:239–253. https://doi.org/10.1007/s12553-021-00621-y 

6. Alluhaidan AS, Pushparaj P, Subbappa A, Mishra VP, Chandrika PV et al (2023) An automatic 
threshold selection using also for healthcare duplicate record detection with reciprocal neuro-
fuzzy inference system. Comput Mater Continua 74(3):5821–5836 

7. Nangalia V, Prytherch DR, Smith GB (2010) Health technology assessment review: remote 
monitoring of vital signs—current status and future challenges. Crit Care 14:233. https://doi. 
org/10.1186/cc9208 

8. Rohmetra H, Raghunath N, Narang P et al (2021) AI-enabled remote monitoring of vital signs 
for COVID-19: methods, prospects and challenges. Computing 15:1–27. https://doi.org/10. 
1007/s00607-021-00937-7 

9. Nasser N, Emad-ul-Haq Q, Imran M et al (2021) A smart healthcare framework for detection 
and monitoring of COVID-19 using IoT and cloud computing. Neural Comput Appl 14:1–15. 
https://doi.org/10.1007/s00521-021-06396-7 

10. Khan MJ, Pushparaj A (2021) Novel hybrid maximum power point tracking controller based 
on artificial intelligence for solar photovoltaic system under variable environmental conditions. 
J Electr Eng Technol 16:1879–1889. https://doi.org/10.1007/s42835-021-00734-4 

11. Liu H, Allen J, Zheng D, Chen F (2019) Recent development of respiratory rate measurement 
technologies. Physiol Measur 40(7):07TR01. https://doi.org/10.1088/1361-6579/ab2c9e 

12. Hanifi K, Karsligil ME (2021) Elderly fall detection with vital signs monitoring using CW 
doppler radar. IEEE Sens J 21(5):16969–16978. https://doi.org/10.1109/JSEN.2021.3079835 

13. Malasinghe LP, Ramzan N, Dahal K (2019) Remote patient monitoring: a comprehensive study. 
J Ambient Intell Hum Comput 10(1):57–76. https://doi.org/10.1007/s12652-017-0598-x 

14. Jiang W, Lv Y, Shen X, Zhu J, Zhang Y, Wang S (2022) A wearable tele-health system towards 
monitoring COVID-19 and chronic diseases. IEEE Rev Biomed Eng 15:61–84. https://doi.org/ 
10.1109/RBME.2021.3069815 

15. Nouman M, Khoo SY, Mahmud MP, Kouzani AZ (2021) Recent advances in contactless sensing 
technologies for mental health monitoring. IEEE Internet Things J 9(1):274–297. https://doi. 
org/10.1109/JIOT.2021.3051898 

16. Joseph K, Ibrahim F, Cho J, Thio THG, Al-Faqheri W, Madou M (2015) Design and devel-
opment of micro-power generating device for biomedical applications of lab-on-a-disc. PLoS 
ONE 10(9):750. https://doi.org/10.1371/journal.pone.0138750 

17. Pal P et al (2020) Vertical handoff in heterogeneous mechanism for wireless LTE network: an 
optimal approach. In: Proceedings of the 2020 international conference on emerging trends in 
communication, control and computing (ICONC3), Lakshmangarh, India, pp 1–5. https://doi. 
org/10.1109/ICONC345789.2020.9117281 

18. Mercuri M, Lorato IR, Liu YH et al (2019) Vital-sign monitoring and spatial tracking of 
multiple people using a contactless radar-based sensor. Nat Electr 2:252–262. https://doi.org/ 
10.1038/s41928-019-0258-6

https://doi.org/10.1109/JSEN.2020.3036039
https://doi.org/10.1109/JSEN.2020.3036039
https://doi.org/10.3390/en16010409
https://doi.org/10.3390/en16010409
https://doi.org/10.1186/s42400-020-00045-7
https://doi.org/10.1016/j.matpr.2022.02.216
https://doi.org/10.1016/j.matpr.2022.02.216
https://doi.org/10.1007/s12553-021-00621-y
https://doi.org/10.1186/cc9208
https://doi.org/10.1186/cc9208
https://doi.org/10.1007/s00607-021-00937-7
https://doi.org/10.1007/s00607-021-00937-7
https://doi.org/10.1007/s00521-021-06396-7
https://doi.org/10.1007/s42835-021-00734-4
https://doi.org/10.1088/1361-6579/ab2c9e
https://doi.org/10.1109/JSEN.2021.3079835
https://doi.org/10.1007/s12652-017-0598-x
https://doi.org/10.1109/RBME.2021.3069815
https://doi.org/10.1109/RBME.2021.3069815
https://doi.org/10.1109/JIOT.2021.3051898
https://doi.org/10.1109/JIOT.2021.3051898
https://doi.org/10.1371/journal.pone.0138750
https://doi.org/10.1109/ICONC345789.2020.9117281
https://doi.org/10.1109/ICONC345789.2020.9117281
https://doi.org/10.1038/s41928-019-0258-6
https://doi.org/10.1038/s41928-019-0258-6


716 Pushparaj et al.

19. Khan MB, Zhang Z, Li L, Zhao W, Hababi MAMA, Yang X, Abbasi QH (2020) A systematic 
review of non-contact sensing for developing a platform to contain COVID-19. Micromachines 
11(10):912. https://doi.org/10.3390/mi11100912 

20. Le Kernec J, Bouchoucha T, Bourennane S, Lienard M (2019) Radar signal processing for 
sensing in assisted living: the challenges associated with real-time implementation of emerging 
algorithms. IEEE Signal Process Magaz 36(4):29–41. https://doi.org/10.1109/MSP.2019.290 
3715 

21. Pushparaj K, Saini G (2021) Comparative study of biomedical physiological based ECG signal 
heart monitoring for human body. In: Proceedings of the 2021 international conference on 
emerging technologies: AI, IoT and CPS for science and technology applications, ICET 

22. Wang Y, Shui Y, Yang X, Song Y, Wang J, Sun H (2021) Multi-target vital signs detection using 
frequency-modulated continuous wave radar. EURASIP J Adv Signal Process 2021(1):103. 
https://doi.org/10.1186/s13634-021-00812-9 

23. Nosrati M, Shahsavari S, Lee S, Wang H, Tavassolian N (2019) A concurrent dual-beam phased-
array Doppler radar using MIMO beamforming techniques for short-range vital-signs moni-
toring. IEEE Trans Antennas Propag 67(4):2390–2404. https://doi.org/10.1109/TAP.2019.289 
1933 

24. Michler F, Shi K, Schellenberger S, Steigleder T, Malessa A, Hameyer L, Koelpin A (2019) 
A clinically evaluated interferometric continuous-wave radar system for the contactless 
measurement of human vital parameters. Sensors 19(11):2492. https://doi.org/10.3390/s19 
112492 

25. Mercuri M et al (2018) Direct phase-tracking doppler radar using wavelet independent compo-
nent analysis for non-contact respiratory and heart rate monitoring. IEEE Trans Biomed Circuits 
Syst 12(3):632–643. https://doi.org/10.1109/TBCAS.2018.2813013 

26. Kaur T, Pal P (2019) Cloud computing network security for various parameters, and its 
application. Int J Adv Sci Technol 28(20):897–904 

27. Obadi AB, Zeghid M, Kan PLE, Soh PJ, Mercuri M, Aldayel O (2022) Optimized continuous 
wavelet transform algorithm architecture and implementation on FPGA for motion artifact 
rejection in radar-based vital signs monitoring. IEEE Access 10:126767–126786. https://doi. 
org/10.1109/ACCESS.2022.3223350 

28. Shah SA, Fioranelli F (2019) RF sensing technologies for assisted daily living in healthcare: a 
comprehensive review. IEEE Aerospace Electr Syst Magaz 34(11):26–44. https://doi.org/10. 
1109/MAES.2019.2933971 

29. Ahmad MW et al (eds) (2022) Intelligent data analytics for power and energy systems. Springer, 
New York, p 641. https://doi.org/10.1007/978-981-16-6081-8 

30. Tomar A et al (eds) (2022) Proceedings of 3rd international conference on machine learning, 
advances in computing, renewable energy and communication: MARC 2021, vol 915. Springer, 
New York, p 781. https://doi.org/10.1007/978-981-19-2828-4

https://doi.org/10.3390/mi11100912
https://doi.org/10.1109/MSP.2019.2903715
https://doi.org/10.1109/MSP.2019.2903715
https://doi.org/10.1186/s13634-021-00812-9
https://doi.org/10.1109/TAP.2019.2891933
https://doi.org/10.1109/TAP.2019.2891933
https://doi.org/10.3390/s19112492
https://doi.org/10.3390/s19112492
https://doi.org/10.1109/TBCAS.2018.2813013
https://doi.org/10.1109/ACCESS.2022.3223350
https://doi.org/10.1109/ACCESS.2022.3223350
https://doi.org/10.1109/MAES.2019.2933971
https://doi.org/10.1109/MAES.2019.2933971
https://doi.org/10.1007/978-981-16-6081-8
https://doi.org/10.1007/978-981-19-2828-4


Controlling Methods of Brushless DC 
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Abstract Brushless motors are used in electric vehicles to convert electrical energy 
into rotational motion. This paper compares different methods of controlling brush-
less DC motors by using pulse-width modulation-based techniques. These tech-
niques are quite popular in industries for variable drives. In this paper with the 
help of MATLAB simulations, authors have compared different approaches using 
pulse-width modulation techniques to control brushless DC motor parameters. On 
the basis of industrial application, two controlling methods for control of brush-
less DC motors are majorly used by designers. These pulse-width modulation-based 
techniques include pulse-width modulation generator with buck converter and pulse-
width modulation under commutation logic. Both of these techniques have been 
implemented with the help of tools in MATLAB. The responses of buck converter and 
under commutation logic-based approach are compared with different load condi-
tions. These methods are effectively used in the speed control of electrical vehicle 
drives. Applications of these techniques with their advantages of using in electric 
vehicle are also discussed. 
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1 Introduction 

Brushless dc motors are used in everything from everyday devices to more complex 
machines. In these motors, electrical energy is converted into rotational motion. 
BLDC motors have several advantages over brushed motors. 

BLDCs need less maintenance than brushed motors and have essentially 
supplanted them in numerous applications during the last several decades. BLDCs 
alleviate the disadvantages of brushed motors by substituting mechanical commuta-
tion with electronically driven commutation [1, 2]. BLDC motors have permanent 
magnets in their rotors. When a motor is turned on, it acts as a generator. This causes 
a back-EMF voltage to be produced in the stators, which opposes the motor’s driving 
voltage. Back-EMF is an essential property of a motor since its form can determine 
the kind of motor and its control algorithm. Back-EMF of BLDCs has a trapezoidal 
form and is typically regulated via trapezoidal control. Constant and variable DC 
voltages can be used to control the motor speed. 

A BLDC motor features three stator coil windings and a single pole pair in the 
rotor. The six-step commutation or trapezoidal control of the BLDC motor creates 
motion by commutating the correct phases every 60° for continuous motor rotation 
[3, 4]. 

BLDC motors are preferred in electrical vehicles because of their high starting 
torque, speed control, and high efficiency [5–11]. This paper discusses various speed 
control techniques of BLDC motor which includes buck converter-based techniques 
and commutation logic-based methods. Both of these techniques are compared with 
respect to the speed and torque characteristics. It is also observed that commutation-
based approaches provide a fine control over the speed of BLDC motor, which can 
be effectively used in electrical vehicles for better performance. 

In this paper, author has simulated buck converter-based techniques and commu-
tation approach-based techniques in the MATLAB and responses are compared with 
respect to output DC voltage. 

1.1 BLDC Motor Control with Constant and Variable DC 
Voltage 

There is proportional relationship between voltage and speed of motor, and whenever 
the applied voltage is constant, the motor turns at a constant pace. A controller is 
used to adjust the amount of the applied voltage to operate the motor at different 
speeds [1]. 

The constant speed operation of BLDC motor can be maintained, by applying a 
constant DC voltage to three-phase inverter, which transforms DC power to three-
phase currents to power various coil pairs as shown in Fig. 1.

The applied variable DC input to three-phase inverter to power the coils of 
brushless DC motor results in variable speed of the motor as in Fig. 2.
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Fig. 1 Trapezoidal control with constant DC voltage

Fig. 2 Trapezoidal control with variable DC voltage 

1.2 Monitoring of Rotor Positions Using Hall Effect Sensors 

Hall Effect sensors are used to monitor the angular position and speed of the BLDC 
motor, but they do not provide precise location of the rotor inside a sector as they 
detect only the point when the rotor switches from one sector to another. A commu-
tation logic circuit that computes the switching pattern for the three-phase inverter 
is incorporated to specify the right phases to commutate [1]. 

Rotor is divided into different sectors and identification of rotor sectors at the time 
of rotation of motor is done with the help of hall sensors placed inside the motor. 
This can be seen in Fig. 3. Known rotor sector is helpful to decide an appropriate 
commutation logic to commutate correct phase of motor.

1.3 Commutation Logic for Variable Speed Control 

A constant DC voltage is provided to the inverter, resulting in constant speed. With 
the help of a proper controller, this voltage may be varied. Based on the difference 
between the desired and measured speeds, the controller will adjust the voltage to 
bring the motor speed closer to the desired value [2].



720 M. Sharma et al.

Fig. 3 Rotor sectors’ detection using Hall sensors

The figure shows variable speed control of BLDC motor with commutation logic. 
In the commutation logic table, the letters A, B, and C indicate the three phases of 
the motor; the high side of the three-phase inverter is denoted by H, and the low side 
by L (Fig. 4). 

A PID controller can be used to regulate the speed of a motor. Figure 5 depicts 
PID controller-based BLDC motor speed control.

Fig. 4 Speed control with commutation logic (constant DC voltage) 
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Fig. 5 Speed control using PID controller (variable desired speed) 

2 Methodology 

BLDC motor speeds can be varied by altering the DC voltage supplied to the three-
phase inverter. Before being sent into the three-phase inverter, the applied DC voltage 
is modified using a process known as PWM, or pulse-width modulation. PWM signals 
are essentially square wave signals that repeat at a specific frequency. PWM functions 
as a switch, taking the DC power and applying it to the motor via a sequence of on and 
off pulses at a predetermined frequency. Each PWM cycle is referred to as a period, 
and the duty cycle is calculated as the percentage of time the PWM signal is active 
during a specific period [1]. By changing the duty cycle, signal can be continuously 
modulated whole range of different values. 

There are two methods of motor control using pulse-width modulation (PWM). 
There are as follows: 

1. PWM generator along with buck converter. 
2. PWM under commutation logic to modulate phase voltage. 

2.1 PWM Generator with Buck Converter 

A buck converter is used in this approach to modify the DC source voltage to different 
voltage levels in order to drive the BLDC motor at different speeds. Buck converter 
is a DC–DC converter which steps down the input voltage applied to it. In Fig. 6, 
the input to the buck converter is given by a DC voltage source block that delivers 
500 V. This model is simulated in MATLAB and tracks the target speed of a BLDC 
motor as it steadily ramps up from 0 to 600 rpm.

The subsystem model in Fig. 7 shows the working of buck converter. The PWM 
generator generates a 1 kHz square wave signal. The duty cycle, as decided by the
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Fig. 6 PWM generator with buck converter in MATLAB

Fig. 7 PWM generator with buck converter (subsystem) 

controller, is sent into the PWM generator. The PWM generator generates a signal that 
oscillates between 0 and 1 and regulates the on and off time of the buck converter’s 
two switches. Depending on this length, a varied amount of voltage drop at the buck 
converter’s output can be obtained. 

The buck converter’s input is the DC source voltage, and the buck converter’s 
output is the modulated DC voltage supplied to the three-phase inverter (Fig. 7).

In Fig. 8 top trace indicates a DC source voltage of 500 V. The second one 
depicts the modulated DC voltage produced by the buck converter. The motor can 
be controlled at various speeds as a result of voltage modulation. 

The observed speed is represented in orange, and it correctly tracks the target 
speed, which is indicated in green. In this setup, BLDC speed control is achieved by 
using a PWM generator in conjunction with a buck converter to supply a modulated 
DC voltage to the three-phase inverter. 

2.2 PWM Under Commutation Logic 

Another PWM-based approach for controlling a motor is by the commutation logic 
subsystem. The PWM generator output, according to this logic, ensures that the DC
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Fig. 8 Input DC voltage versus modulated DC voltage waveforms

source voltage is pulsed on and off to energize the right phases dependent on the 
sector that the rotor is shown in Fig. 9. 

A commutation logic circuit is placed in between PWM generator and three-phase 
inverter. Commutation logic is based on the inputs of Hall Effect sensor. Hall Effect 
sensor senses the position of the rotor of BLDC motor. With the help of exact sector 
of rotor, commutation logic energizes the correct phase of three-phase inverter. The 
switching pattern of commutation logic depends upon rotor position.

The shift in phase voltages may be seen in the constant speed area. The motor 
runs at a steady pace. This logic selects a pair of inputs whenever the rotor is in any 
sector. This one requests a high and a low signal for two phases (A and C phases in

Fig. 9 Simulation of PWM under commutation logic 
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Fig. 10 Selection of switching pattern under commutation logic and output waveform

Fig. 10), and this input, on the other hand, sends a low signal to A and a high signal 
to C. The PWM generator alternates between these two states dependent on its duty 
cycle, causing phase-A and phase-C voltages to pulse on and off between ± 250 V, 
which is ± DC source voltage/2. The effective voltage sensed by the motor will be 
averaged when the phase voltages are adjusted in this manner. 

3 Results and Discussions 

Both the control methodologies are applicable in various industrial applications. 
Commutation logic-based controlling techniques provide a fine tuning of the speed 
of motor, whereas buck converter-based methods are easy to implement and not 
complicated. 

Table 1 shows the comparison of both the methods:
This can be observed that six-step commutation for BLDC motor can be effectively 

used in control of BLDC motor in electric vehicles. It provides self-commutation 
characteristics of the motor also because of the effective use of Hall sensors placed 
inside the motor. This is recently proposed technique for electric vehicle control. 
Researches are also working in this area to find better results.
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Table 1 Comparison between buck converter and commutation logic-based approach for BLDC 
motor control 

Sr. 
No. 

PWM with buck converter PWM with commutation logic 

1 Its uses buck converter to modify DC input 
to the three-phase inverter 

Commutation logic selects any two phases 
of inputs to three-phase inverter 

2 Limitation to control the speed over the 
wide range 

Fine control of speed is achieved for wide 
range 

3 There is no role of sensor of BLDC motor,  
self-commutation is not possible 

Self-commutation is possible with the help 
of sensor input

4 Conclusion 

PWM control is known to have an averaging impact on the output voltage sensed by 
the motor. To achieve this averaging effect, the PWM frequency, which is calculated 
by 1/period, must be properly chosen. If the switching frequency is too low, the motor 
will perceive a voltage that attempts to follow the square waveform rather than an 
averaged value. This will result in poor tracking of the reference speed, and the motor 
will continue to accelerate up and slow down. When the PWM frequency is increased 
to an acceptable level, the voltage is averaged out, which improves the speed control 
performance. Because of the switching nature of PWM, ripples will arise. PWM 
frequencies for controlling BLDC motors are typically in the kilohertz range and 
must be substantially higher than the reciprocal of the motor time constant. It is also 
observed that PWM under commutation logic provides better control, efficiency, and 
self-commutation to the motor, and these are preferred over buck converter-based 
methods for electrical vehicle drives. Commutation-based approaches can be used 
in the future to improve the efficiency and speed control of electrical vehicle drives 
and this work can be helpful in improving this. 
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Effect of Number of Poles on IPMSM 
Performance for Electric Vehicle 
Drivetrain 

Vinod Kumar Kuttey and Sravana Kumar Bali 

Abstract Interior permanent magnet synchronous machine (IPMSM) has been 
widely used in different areas such as electric vehicles. The analysis and design 
process greatly affect the machine’s performance. Especially, the selection of number 
of poles greatly affects the machine performance such as machine volume and 
machine losses. This paper deals with analysis of the three different pole numbers 
and slot numbers of IPMSM. Three types of design structures, 6-pole, 8-pole, and 
10-pole, are compared using FEM. The results of these models are compared, and the 
trade-offs in selecting pole numbers are discussed. Finally, the most proper number 
of poles is selected after comparing three different models. 

Keywords Pole number · Machine losses · FEM · IPMSM 

1 Introduction 

Interior permanent magnet synchronous motor (IPMSM) has performance charac-
teristics such as high efficiency, high power density, and high torque density. These 
characteristics are greatly changed by the number of poles [1–3]. Therefore, the 
number of poles should be selected carefully in the initial design process to achieve 
high performance [4–8]. 

In this paper, the comparative analysis of interior permanent magnet synchronous 
motor (IPMSM) is used to investigate effect of number of poles on the IPMSM 
performance. Comparison analysis is performed according to various combinations 
of the number of poles and slots using FEM.
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This paper process is as follows: The first, three types of designs are analyzed 
using finite element method (FEM). Second, characteristics of these three types of 
designs are compared. 

In the first part, 6-pole, 8-pole, and 10-pole designs are analyzed. These different 
machines are designed by keeping rotor outer diameter, air gap length, and stator 
inner diameter constant. The number of slots per pole is also kept constant so that 
6-pole machine has 36 slots, 8-pole machine has 48 slots and 10-pole machine has 
60 slots. All the machines have the same total slot area. Therefore, 6-pole machines 
have larger slot length than others. This allows more turns in one slot. For all designs, 
total ampere-turns are kept constant. The stator outer diameter is adjusted such that 
the maximum flux density in stator back iron, stator core connecting teeth, is 2 T at 
maximum current. The volume of magnets is kept constants for all designs. As the 
pole number increases, magnet width decreases such that all designs have the same 
torque and induced voltages [8]. 

2 Design of Three Types of IPMSM 

The design of the three machines is performed referencing the Toyota Prius 2004 
electrical motor. It has 8 poles and 48 slots. The 6- and 10-pole versions of these 
machines are designed in Ansys Maxwell environments. During the design stage, 
critical parameters of the original motor such as rated torque, speed, and current are 
kept the same. Three designs have the same stator inner diameter, air gap distance, and 
rotor outer diameter. On the contrary, stator outer diameter and rotor inner diameter 
change with respect to the pole number by keeping yoke flux density the same for 
all three designs. The number of slots per pole is kept the same such that 6-pole 
design has 36 slots, and 10-pole design has 60 slots. Three designs can be seen in 
the following figures [4]. 

As can be seen from the above figures, total magnet volume is kept the same by 
changing magnet length with respect to pole number such that 10-pole design has 
shorter magnets. By this way, induced voltages of all three designs kept the same for 
a fair comparison. It is seen that as pole numbers increase slot area decreases. By 
this way, total slot area is kept the same with increasing pole number. 

The number of turns in a slot is adjusted by keeping current density in slots 
constant. Thus, 6-pole design has more turns in one slot since 6-pole design has 
larger slot area. 

The parameters of the three different designs are given in Table 1.
The above parameters are calculated in such a way that the current density in a 

slot and torque are the same for all three designs. By considering that all designs 
have the same speed, it is shown that increase in pole number results in increasing 
electrical frequency.
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Table 1 Motor design 
parameters 6-pole 8-pole 10-pole 

Slot number 36 48 60 

Slot area × 20 × 15 × 12 
Phase current 400 A 400 A 400 A 

Number of turns per slot 12 9 7 

Electrical period (ms) 13.3 10 8 

Speed (rpm) 1500 1500 1500 

Torque (Nm) 400 400 400

3 Comparison 

In this section, three designs are compared in terms of size, induced voltage, loss, 
and other critical parameters by using FEM. 

3.1 Volume and Size 

As the pole number increases, the magnet length decreases to keep total magnet 
volume same for all design. This results in less flux per pole. For all designs, saturation 
flux density is around 2 T for stator back yoke. By keeping maximum flux density at 
the back yoke close to this value, it is seen that as pole number increases, back core 
becomes thinner. This situation can also be seen in Figs. 1, 2, and 3. It is shown that 
10-pole design has a smaller stator outer diameter due to this factor. 

Fig. 1 6-pole design 

Fig. 2 8-pole design
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Fig. 3 10-pole design 

Fig. 4 Example of a figure 
caption 

The other factor affecting volume is end winding length. The end winding is a 
portion of a turn that connects torque-producing effective parts of the windings. End 
windings don’t contribute to the torque production, and they cause copper losses. 
The end windings of a 6-pole machine can be seen in Fig. 4. 

As pole numbers increase, pole belts in mechanical degrees decrease. This results 
in smaller end winding length for designs with higher number of poles. However, it 
should be noted that as pole number increases, total number of end windings also 
increases due to the increases number of slots. For different number of poles, one 
turn with end windings is depicted in Fig. 5.

In Fig. 5, it is clearly seen that 10-pole design has shorter end winding length. 
This is better in terms of copper losses. Also, note that axial length of overall 
machine decreases as pole number increases. This factor affects the total volume 
of the machines. Total volume of the machine is calculated as in 1. 

V = L ∗ π ∗ OD2 /4, (1) 

where V is the total volume of the motor, L is the axial length of the machine 
considering axial length of a turn as shown in Fig. 5, and OD is the outer diameter of
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Fig. 5 One 3D turns of 6–8–10-pole design

Table 2 Volume comparison 
of the machines 6 poles 8 poles 10 poles 

Stator outer diameter (mm) 282 269 262 

Axial length (mm) 165 157 152 

Total volume (lt) 10.3 8.9 8.2 

the stator. Using these design parameters, size, and volume data for different designs 
are tabulated in Table 2. 

In Table 2, it is shown that volume decreases with increasing number of poles. 
This is an important outcome of this study. However, increasing pole numbers have 
some drawbacks, which will be studied in the next section. 

3.2 Volume and Size 

In a machine, there are mechanical losses, core losses, and copper losses. In this 
paper, the last two are analyzed. Firstly, three machines are run in a no-load case, 
i.e., when there are no phase currents, and core losses for machines are acquired 
using 2D FEM. The core losses under the no-load case are shown in Fig. 6.

It is shown that under no-load excitation core losses are almost ignorable. As pole 
numbers increase, electrical frequency also increases. It is known that core loss is 
proportional with material volume and square of the electrical frequency. This factor 
determines core loss in stator and rotor yoke. Since there is no excitation under this 
case, there are no copper losses. 

Under rated current of 400A operation, core losses increase. Three designs have 
core and copper losses obtained from 2D FEM as in Figs. 7 and 8, respectively.
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Fig. 6 Core losses under no-load case

Fig. 7 Core losses under full load

It is shown that 10-pole design has the highest core and copper losses. This is 
another important outcome of this study. Increasing pole number also increases both 
copper and core losses. Thus, there is a trade of between volume and loss.
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Fig. 8 Copper losses under full load

3.3 Induced Voltages 

Induced voltages for three designs are compared under no-load excitation at 
1500 rpm. In this case, there is no current in phases and voltage measured at the 
terminals is equal to the back emf, which results from flux linked by phases created 
by permanent magnets. Line-to-line induced voltages can be seen in Fig. 9.

As can be seen in Fig. 9, all designs have the same peak-to-peak magnitude of 
induced voltages. This is expected since total ampere-turns for all designs are the 
same, and the same magnet volume is used for all. Flux linkages are also the same. 

It is stated that for lower number of poles, slot area is large and high number of 
turns are used although a total number of turns are the same for all designs. Another 
point to note in Fig. 9 is that designs have different periods. It is stated that as pole 
numbers increase, for the same speed, electrical frequency increases. 

3.4 Other Parameters 

In this subsection, some other critical parameters are compared for different 
machines. Torque produced under the same excitation and torque ripple are compared 
for all machines. For the comparison, all machines are run at 400 A of maximum 
phase current and load angle of 45°. The results are shown in Fig. 10.



734 V. K. Kuttey and S. K. Bali

Fig. 9 Induced voltages under no-load

Fig. 10 Torque under rated current 

It is known that pole and slot number selection have significant effect on torque 
ripples. In the analysis, it is shown that maximum torque ripple is observed for 8-pole 
design. All designs have almost the same average torque.
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Table 3 Magnet flux linkage 
and inductances 6 poles 8 poles 10 poles 

ΨPM 237 mWb 168 mWb 125 mWb 

Ld 0.79 mH 0.54 mH 0.45 mH 

Lq 2.3 mH 1.6 mH 1.3 mH 

Table 4 Base speeds in 
mechanical rad/s 6 poles 8 poles 10 poles 

ωbase 150 rad/s 160 rad/s 166 rad/s 

Table 5 Electrical and 
proposed switching 
frequencies 

6 poles 8 poles 10 poles 

Electrical frequency 75 Hz 100 Hz 125 Hz 

Switching frequency 6 kHz 8 kHz 10 kHz 

In this study, magnet flux linkage, direct and quadrature axis inductances of all 
designs are also compared. These parameters are calculated using finite element 
analysis on Maxwell. Magnetic flux linkage is peak flux linkage of any phase under 
no-load excitation. Quadrature and direct axis inductances are calculated from the 
inductance matrix obtained from Maxwell and using transformations. These values 
are tabulated in Table 3. 

It is observed that inductances are higher for small number of poles. This is 
expected since there are higher number of turns per slot in designs with small number 
of poles. It is known that inductance is proportional with square of number of turns. 

VDC√
3 

= 
/(−Lqiq 

)2 + 
(
Ld id + ∅p M

)2 
, (2) 

where VDC is DC link voltage and ω is base speed in electrical radians per second. 
Using the electrical parameters calculated in Table 3, base speed of the machines is 
calculated as in Table 4. 

Electrical frequency increases with increasing pole numbers. Electrical frequen-
cies for all designs are tabulated in Table 5. Switching frequency is suggested to be 
around 20 times of electrical frequency, as a rule of thumb. The suggested switching 
frequency for each design is also tabulated in Table 5. 

4 Conclusion and Future Scope 

This paper deals with three types of IPMSM as the pole numbers of 6, 8, and 10. 10-
pole machines have lower torque ripple than 6-pole and 8-pole machines. Since all 
three designs have the same flux linkages, they all have almost the same torque value
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and almost the same induced voltages. The stator outer diameter and end winding 
length decrease as the number of poles increases. Therefore, the volume of machine 
decreases as the number of poles increases. So, the higher pole number means that 
higher torque density, higher power density. But the core losses increase as the pole 
number increases. 10-pole machine has an electrical frequency of 1.67 times of 6-
pole machine’s electrical frequency. On the other hand, a 6-pole machine’s volume is 
equal to 1.26 times of 10-pole machine’s volume. Core loss is proportional to square 
of frequency and proportional to volume. Thus, core losses increase as the number 
of poles increases. The copper loss also increases as the number of poles increases. 
This reduces machine efficiency. In conclusion, one should consider the trade-off 
when selecting the number of poles of IPMSM. It should be considered by design 
requirements. From the results obtained in this paper, the most proper pole number 
seems to be 8. Because its volume is not much > 10-pole, its core losses are much 
smaller than 10 poles. 
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Offline Power Quality Management 
and Control Using Neural Networks 

Papia Ray, Surender Reddy Salkuti, and R. Aditya Kumar 

Abstract In this study, the power quality (PQ) of a single-phase system is evaluated 
using a neural network (NN). The NN-based backpropagation (BP) technique is 
used to do offline assessment. The disturbances are produced using Simulink in 
MATLAB. The dyadic analysis filter bank receives these disturbances to acquire 
signal’s features. For training and testing NN, these extracted characteristics are used 
as input data. For single-phase evaluation without a filter bank, the conjugate gradient 
descent backpropagation algorithm (CGB) is initially utilized. However, training and 
accurate results require 100 neurons. For accurate findings, which are highly desired, 
the number of neurons is reduced by using a filter bank from 100 to 20. Hence, the 
feature extraction uses a filter bank. Using the same input data, seven backpropagation 
techniques train the network. The scaled conjugate gradient algorithm (SCGB)-based 
NN has been tested and shown to be superior to other algorithms. For training and 
testing the NN with the NN tool in MATLAB, the extracted features from the filter 
bank are utilized as the input data against the target data. The novelty to this work is 
that PQ disturbance signals are fed to a dyadic analysis filter bank and the number 
of neurons is reduced to 20. Also, here the SCGB-based NN is used for the first time 
for evaluating the accuracy of the algorithm. It is found from simulation results that 
SCGB-based NN gives 100% accuracy with minimum no. of neurons (20) and mean 
square error (MSE) during training (0.0034071). 

Keywords Power quality · Neural networks · Dyadic analysis · Filter bank ·
Feature extraction · Gradient algorithm
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1 Introduction 

Power quality (PQ) has become a vital issue for industrial and domestic consumers. 
A more straightforward and perhaps more concise definition might state: “Electric 
PQ is the degree to which the voltage, frequency, and waveform of a power supply 
system conform to established specifications”. Good PQ refers to a system that is 
free from the disturbances like harmonics, transients, sag, swell, flicker, noise, etc. 
[1, 2]. Any supply that deviates from this ideal is said to have poor PQ; whether the 
variation is necessary depends on the installation’s purpose, equipment’s design, and 
design. 

These disturbances are called electromagnetic disturbances and can be very 
hazardous as per their intensity. These disturbances originated due to various reasons. 
These disruptions were caused by the increased usage of automatic systems, variable 
speed drives, and power electronics-based circuits. Insulation faults and breaking 
neutral conductors cause voltage sag (dip) and unbalance [3, 4]. The overvoltage 
and voltage swell are caused by lightning, switching, and ferro-resonance. The 
causes of voltage dips, imbalance, fluctuations, and harmonics are synchronous and 
asynchronous motors, welding equipment, arc furnaces, and welding machines. 

For equipment like programmable logic controllers, televisions, microwaves, 
refrigerators, etc., electromagnetic problems like voltage dip and swell are dangerous. 
Compatibility issues can cause industries to lose market share, revenue, brand value, 
energy, and money. They can also damage equipment and increase energy usage 
[5, 6]. Customers may get dissatisfied when critical pieces of equipment malfunc-
tion in hospitals, airports, etc. Devices like dynamic voltage restorers, filters, unin-
terruptible power supplies, reactive compensators, etc., are utilized to correct PQ 
difficulties. It is vital to recognize and categorize the problems for this equipment to 
operate properly. The only option is compensation if the problem is correctly identi-
fied and categorized. Issues are identified and classified as part of PQ evaluation or 
monitoring. Some standards are set to evaluate the quality of power given by IEEE 
and IEC [7, 8]. These standards provide an everyday basis for assessing PQ concerns, 
system performance, and equipment performance. With the help of these standards, 
the characteristics of the power system and the needs of end-use equipment will be 
coordinated. According to these criteria, PQ is evaluated in this paper. 

In the last two decades, most research has been done on a particular disturbance, 
i.e., voltage sag. Voltage sags occur more often because they are the secondary 
result of other disturbances broadcast over a larger area. When a fault (short circuit 
between any two phases of the transmission lines) occurs, a power outage in the 
general vicinity of the fault is produced [9]. The voltage level of a much broader 
grid area is dragged down as the entire grid tries to feed the fault. A voltage sag can 
last as long as the fault is in place. This condition is very hazardous for the whole 
of the power system. Hence, many researchers’ main goal is voltage sag assessment 
and its compensation. This paper also considers voltage sag a significant disturbance 
to be assessed [10]. Along with voltage sag, the disturbances monitored are voltage 
swell, interruption, and harmonics, sag with harmonics and swell with harmonics. In
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Ref. [11], monitoring of the power quality of mono and polyphase AC power systems 
is reported, and consistent descriptions of conducted electromagnetic phenomena are 
included. This situation occurs due to deviation from nominal condition. 

Summary of research gap from the aforesaid literature survey are: 

• Proper training algorithm is not chosen till now for proper detection of PQ events. 
• Number of neurons are not optimized to a minimal one. 
• SCGB-based NN is not used till now for PQ event detection. 

The novelty of the proposed work is: 

• PQ disturbance signals are fed to a dyadic filter bank for first time and the number 
of neurons is reduced to a minimum value (20). 

• Also, here the SCGB-based NN is used for the first time for evaluating the accuracy 
of the algorithm. 

• The validation of the result is performed by examining seven training algorithms. 

Remaining paper has Sect. 2 which focuses on work formulation and suggested 
approach, Sect. 3 depicts offline PQ assessment, Sect. 4 gives results and discussion 
and conclusion in Sect. 5. 

2 Work Description and Proposed Approach 

Power system has advanced to point that some issues, such as evaluating system 
performance, equipment compatibility, predictive or just-in-time maintenance, and 
improving PQ services need to be handled with extreme care. Evaluation of system 
performance is very important for the power producer [12, 13]. He can tailor the 
system performance to the client’s needs after understanding the system perfor-
mance. System characterization is a preventative method of PQ evaluation [14]. 
Understanding a system’s typical PQ performance allows a provider to see issues 
immediately and provide information to his clients that will assist them in matching 
the features of their sensitive equipment with actual PQ characteristics. 

PQ data accumulated over time can be examined to reveal details about the 
performance of particular equipment. For instance, repeated capacitor-switching 
restrikes may signal an impending failure of the capacitor-switching mechanism, 
just as repeated arcing faults from an underground cable may signal an impending 
cable failure. It is possible to swiftly request equipment repair to avert catastrophic 
failure, which would ultimately affect the functioning of PQ as a whole. To achieve 
the above objectives, reliable automatic recognition of PQ indices/disturbances is 
required [15]. Different algorithms have been defined to perform automatic detec-
tion and classification to relate the signal characteristic with the group they belong 
to. Some examples of automatic disturbance recognition algorithms are decision 
trees, fuzzy logic, NNs, support vector machines, etc. These methods can be used 
online if implemented in LabVIEW or a digital signal processor for PQ assessment. 
The NN is the best for offline assessment systems, due to its parametric model in



740 P. Ray et al.

various applications [16, 17]. This parametric model can be used in LabVIEW if a 
mathematical model is established. Therefore, the suggested work attempts to build 
a mathematical model for LabVIEW for online PQ evaluation of the system while 
assessing PQ disturbances in offline mode with a NN. 

The simulation study and comparison of the performance of seven different back-
propagation algorithms are made to choose this backpropagation algorithm. The 
simulation study or offline power assessment is done in MATLAB. The disturbances 
are generated in MATLAB using programming and a simulation model. These distur-
bances are fed to the four dyadic analysis filter banks to extract the features of the 
voltage signal [18]. These extracted features are used as input data to train the network 
and test the NN. Initially, seven backpropagation algorithms are taken to train network 
with same data as input [19]. The NN based on scaled conjugate gradient algo-
rithm (SCGB) is the best among Levenberg–Marquardt (LM), conjugate gradient 
(CGB), Bayesian regularization (BR), one step secant (OSS), gradient descent with 
momentum (GDM), and gradient descent with adaptive learning algorithms (GDX). 
The flowchart for performing the offline assessment is shown in Fig. 1.

Mathematical model of network trained by SCGB is developed and implemented 
in LabVIEW environment for online assessment. LabVIEW is interfaced with the 
experimental setup of the electromagnetic disturbance generator. For a single-phase 
system, the experimental setup is built with the help of various microcontrollers and 
solid-state relays (SSR). The controlling pulses to the SSR are controlled with a 
microcontroller [20, 21]. The disturbances considered for evaluation are voltage sag, 
swell, 5 under voltage, overvoltage, harmonics, sag, and swell with harmonics. For a 
three-phase system, three-phase programmable voltage source is used. Disturbance 
voltage is measured on the load side using voltage sensors and a data collecting 
system. DAQ assistant block is used in LabVIEW to acquire the signal. Along with 
implemented trained network, RMS and FFT measurement blocks are used. The 
experimental setup interfaced with LabVIEW gives the best online PQ assessment 
platform. 

Many transformation techniques, such as Fast Fourier (FFT), Short Time Fourier 
(STFT), Wavelet (WT), Stockwell (ST), etc., are taken in signal analysis [22, 23]. 
Most of these methods are used in PQ analysis [24–27]. Fast Fourier transform is 
the primary and popular analysis method. The other ways are the modifications of 
fast Fourier transform methods which minimizes the drawback of FFT. 

2.1 Training Commands 

The NN is trained with a backpropagation algorithm’s help using specific MATLAB 
commands. The conjugate gradient backpropagation algorithm can be realized using 
the command “traincgb”. To train the network with a scaled conjugate gradient algo-
rithm, “trainscg” is used. For LM algorithm, “trainlm” command is taken. “trainbr” 
is employed to train the network using the Bayesian regularization approach. To train 
the network with one step secant, “trainoss” command is used. Gradient descent with
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Fig. 1 Offline PQ assessment
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momentum and an adaptive learning rate algorithm can be realized using “traingdm” 
and “traingdx”, respectively. These instructions with input and target matrix avail-
ability assist train network. In this study, the input matrix consists of generated 
disturbances and the target matrix is the desired output in the form of 0 and 1. The 
following sections explain the use of the NN for PQ assessment. 

3 Offline PQ Assessment 

The aim of this work is to use the NN offline for PQ assessment. To achieve this, it 
is necessary to train and test network in offline mode. Data is required to train and 
test the NN. This data is in the form of generated disturbances saved in the matrix 
form. The general step 27 for using a NN for the application is the generation of data, 
feature extraction, training, and testing of the network. The feature extraction step 
is taken into account and seven algorithms are compared. The number of neurons 
required in the initial case is more than later case. A smaller number of neurons are 
desirable for less computation. 

3.1 Production of Disturbances 

A simulation model is used to create the disturbances. An RMS voltage drop between 
0.9 and 0.1 p.u. for 10 ms to 1 min is referred to as a voltage sag or dip. Voltage swell 
is an increase in RMS voltage between 1.1 and 1.8 p.u. for a duration of 10 ms to 
one minute. It comprises switches, a load, three voltage sources, and a measurement 
block. The voltage sources are used to generate normal voltage, or 230 V (RMS), 
as well as voltage dips and swells between 23 and 207 and 253 and 414 V (RMS), 
as well as various PQ disturbances, including voltage fluctuation, interruption, and 
transient (peak or surge) voltages. Switches switch the voltage levels provided to the 
loads according to the situation. An internal control timer is used to govern these 
switches. Voltage dips and swells can therefore be produced at any time and with 
any magnitude. These generated signals are fed into the feature extraction filter bank 
for dyadic analysis. 

3.2 Voltage Signal Feature Extraction Using a Filter Bank 

Evaluation of electromagnetic disturbances is one example of a pattern recognition 
difficulty. One pattern class can be separated from another using feature vectors in 
pattern recognition. Pattern spaces frequently have a great degree of dimension. This 
categorization is essential. Another name for this procedure is “mapping pattern space
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into feature space”. The feature extraction method is used to complete this dimen-
sionality reduction task. As a result, feature extraction (FE) reduces the dimension 
of existing features. If input signal c is provided by, 

c = [c1, c2, c3, . . .  cn] (1) 

FE process provides feature vector d after application, 

d = f [c1, c2, c3, . . .  cn] (2) 

The optimal transformation method for the feature extraction procedure is discrete 
wavelet transform (DWT). Feature vectors that are the same length as the input are 
generated after DWT. Almost all of the data in this vector are 0. This results from 
the signal’s breakdown into a collection of wavelets orthogonal to its scaling. The 
decomposed wavelet spectrum is more effective than raw data for detecting patterns. 
This research implements DWT using a bank of dyadic analysis filters. The simulation 
model makes use of the MATLAB block for filter bank. The DWT is calculated, or 
signal is divided into subbands using this filter bank. This filter bank interprets the 
input as frames. If possible, the frame size should be more than or equal to 2z, where 
z represents the appropriate level. 

In many signal processing applications, the compactly supported orthogonal 
wavelet known as the Daubechies wavelet is employed. The suggested design 
has tested wavelets from the Daubechies family for the required application. The 
Daubechies wavelets D1–D8 are utilized for testing. The voltage signal is examined 
with various Daubechies wavelets D1–D8 and levels 1–8. It has been shown that the 
level three Daubechies three wavelet transformation of the voltage signal produced 
the best outcomes. Daubechies level being three, input vector is translated to an eight-
frame signal. To do this, seven delay blocks are used to lengthen the signal. Discrete 
time input is delayed by specific no. of samples or frames in each delay block. Eight 
distinct wavelet coefficients are produced as the dyadic filter bank’s output and are 
utilized for training. Figure 2 displays block diagram for DWT feature extraction step 
with filter bank. In Fig. 2, collected PQ signal is subjected to a sequence of dyadic 
filters (low and high pass) to extract low and high frequency coefficients, denoted, 
respectively, by letters “a” and “d”. Thereafter the reconstruction of the coefficients 
is done to get the total information of the signal. Further energy is extracted from the 
reconstructed coefficients using Eq. (3). 

Energy = 
N∑ 

i=1 

D2 
i 

N 
(3)

where, ‘D’ denotes reconstructed detailed coefficient and ‘N’ is the level up to which 
the decomposition is done.



744 P. Ray et al.

a1 d1 

PQ 
SIGNAL 

a2 d2 

aN dN 

1st LEVEL 

2nd LEVEL 

Nth LEVEL 

(0~ F/2 kHz) 

(0~F/4kHz) 
(F/2~ F kHz) 

(F/4~F/2 kHz) 

(N samples, F 
frequency) 

(N/2 samples) 

(2 samples)(0~F/2N kHz) (F/2N~F/N kHz) 

Fig. 2 Steps for DWT feature extraction

4 Results and Discussion 

Input variables, an optimization algorithm, and the desired outcome are needed to 
train NNs. Thereafter, training with NNs in MATLAB is done. The retrieved features 
are used as input in this study. The best cross-validation method is the three-way data 
split-up approach. As a result, it is employed in cross-validation. A total of 60% of 
the input samples are utilized for training, 15% are used for testing, and remaining 
15% are used for validation. Training is done using a backpropagation algorithm 
and feed-forward NN. Because the training pattern is supervised learning, disruption 
events are known beforehand. The backpropagation algorithm that performs the 
best for estimating electromagnetic disturbances has not been documented in the 
literature. To compare the backpropagation methods, an experiment is conducted. 
The performance of seven NNs trained using seven different algorithms is compared. 

There are two hidden layers. During training, the number of neurons is chosen 
from 1 to 100. These are preserved together with 100 other training networks. Each 
network’s output is assessed. A network with 20 neurons produces accurate results. 
As a result, 20 neurons are the final number. The specified inputs, targets, and multiple 
neurons are employed with seven optimization techniques. 24 times are spent training 
each type of NN algorithm. Each time, the created trained network is saved for testing. 
The Simulink model of said approach is reported in Fig. 3. Figure 4 gives the graph 
of generated voltage disturbances. The training graphs for seven types of NNs are 
illustrated in Fig. 5.

From Fig. 5 it can be observed that SCGB-based NN gives least MSE during 
training and testing process when compared with other algorithms of NN. This is 
more clearly depicted in Table 1. Table 1 lists various parameters for seven different 
NN types. The optimized weights and biases values have a lower mean squared 
error. The number of neurons in a system increases its complexity. Therefore, while 
choosing a NN to be used for online assessment, mean squared error, the no. of 
neurons and accuracy are crucial factors to consider.
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Fig. 3 Simulink model 

Fig. 4 Graph of generated voltage disturbances

From Table 1, it can be observed that SCGB training algorithm for neural network 
gives 100% accuracy with minimum MSE. In order to validate the result, the proposed 
work is compared with other researcher’s similar work and is depicted in Table 2.

It is depicted from Table 2 that the proposed scheme in this paper achieves 
maximum accuracy when compared with other researcher’s schemes. So, the 
proposed scheme, i.e., PQ analysis with SCGB-based NN is recommended and also 
other examples of NN are given in [31, 32].
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(a) (b) 

(c) (d) 

(e) (f) 

(g) 

Fig. 5 Training graphs for seven types of NNs a SCGB, b CGB, c LM, d BR, e OSS, f GDX, 
g GDM
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Table 1 Various parameters for seven types of neural networks 

Algorithms Parameters 

No. of neurons Epochs MSE in training set Accuracy (in percentage) 

SCGB 20 106 0.0034071 100 

CGB 20 87 0.0163 93 

LM 20 29 0.0078173 89 

OSS 100 53 0.03241 63 

BR 20 1000 0.004438 72 

GDX 20 203 0.0850 82 

GDM > 100 1000 0.17813 32

Table 2 Comparison with 
other researcher’s work Scheme MSE in training set  Accuracy (in percentage) 

[28] 0.0089 99.8 

[29] 0.326 96 

[30] 0.563 94 

Proposed one 0.0034071 100

5 Conclusion 

In this paper, an offline assessment is performed by using the neural network (NN)-
based backpropagation algorithm. The disturbances are generated in MATLAB using 
Simulink. The scaled conjugate gradient algorithm has the lowest mean squared 
error, while the gradient descent with the momentum algorithm has the highest mean 
squared error, which should be the minimum. According to test findings, SCGB 
algorithm offers greatest accuracy in terms of depicting voltage perturbations in PQ. 
The produced NN is saved, and the mathematical model of the NN can be developed 
using the mathematical model in LabVIEW for the online assessment of the PQ. The 
novelty to this work is that PQ disturbance signals are fed to a dyadic analysis filter 
bank and the number of neurons is reduced to 20. Also, here the SCGB-based NN is 
used for the first time for evaluating the accuracy of the algorithm. It is found from 
simulation results that SCGB-based NN gives 100% accuracy with minimum no. 
of neurons (20) and mean square error (MSE) during training (0.0034071). Future 
work includes validation of the proposed scheme with experimental setup dataset and 
applying recent optimization algorithms like extreme learning machine, histogram 
of oriented gradients, etc. 
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Optimized Integral Sliding Mode Load 
Frequency Control of an Isolated Power 
System 

Neelam Kassarwani, Neelu Nagpal, Jagrat Sehgal, and Pierluigi Siano 

Abstract This paper proposes optimized integral sliding mode approach as a 
load frequency control (LFC) for an isolated power system. The system inte-
grates multiple sources including conventional generators, renewable energy sources 
(RESs), and energy reserves to supply power demand. This system experiences 
random and nonrandom disturbances as a result of uncertainty, transients, and 
noise that may be internal or external to the system. A novel integral sliding 
mode load frequency control (ISMLFC) using integral (PI) sliding surface is 
implemented for frequency regulation of the proposed system. The control vari-
ables of ISMLFC are optimally selected using particle swarm optimization (PSO) 
method. A Simulink model of the system in MATLAB is developed. A compre-
hensive simulation study is conducted considering different operating conditions 
with the variation in the levels of load and generations, time delay, disturbances, 
parameters, control structure, etc. The simulation results validate the robust perfor-
mance of the optimized ISMLFC with the saturation function in the control law to 
provide better frequency response. Further, the comparative analysis with other 
alternative control approach, proposed controller outperforms for frequency 
regulation. 

Keywords Load frequency control · Integral sliding surface · Sliding mode 
control · Optimized controller parameter · Random disturbance · Robust control 
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1 Introduction 

Frequency variations in a power system (PS) are caused by a mismatch between the 
generation of electrical power and the load consumption. LFC as an essential com-
ponent is in charge of establishing a power balance that is aimed to re-establish the 
synchronous generator’s frequency [ 1]. This is done by tuning the governor in order 
to compensate for these changes faced by the PS. The increased entry of intermittent 
RERs, energy storage systems (ESSs), new forms of loads, distributed generation, and 
many such reasons have presented a challenge to LFC mechanism [ 2, 3]. In addition 
to measurement and model errors, both the generation and distribution, or both sides, 
must deal with random disturbances. In such situations, a conventional controller 
faces challenges to maintain the frequency within nominal range for a multi-source 
PS with stochastic disturbances and uncertainties. In addition, many LFC approaches 
have been reported such as .H∞ [ 4, 5], intelligent [ 1, 6], deterministic disturbance 
observer-based (DOB) and stochastic DOB [ 3, 7, 8], robust [ 9], and many more. 

As an alternative, the SMC strategy is a variable structured control method. It is 
invariant to parametric variations and an effective robust control strategy. The design 
of SMC involves careful selection of sliding surface (SS) and switching function (fn.) 
to meet the reachability condition [ 10]. Various SMC schemes have been reported 
with different formulation of control laws. The frequency regulation of a traditional 
PS has been stabilized by selecting P-based SS in the SMC design and control 
parameters are optimized [ 11]. Considering similar PS model, an LFC problem has 
been formulated using P-based SS and Sgn fn. for SMC [ 12] and later work of same 
SMC has been extended considering RERs integrated PS [ 13] for frequency control. 
Using the PID-based SS and Sgn fn. in the control law, the optimal control parameters 
are obtained [ 14]. Likewise most of the work related to SMC for LFC problem has 
considered P-based SS and Sgn fn. for control law. In this present work, an optimized 
ISMLFC approach for an isolated PS is proposed as secondary frequency control. The 
SMC design incorporates PI-based SS along with considering both Sgn and Sat fns. 
type control law for performance comparison. The control variables are optimized 
using PSO to get improved frequency response. Further, an integral control action 
is performed to minimize the persistent steady state error, .ess. The paper has the 
following contributions: 

• Model development of an isolated area PS integrated with RESs and EV aggrega-
tors taking into account random and nonrandom disturbances. 

• Formulation of PI-based sliding surface and saturation function in the control law 
for effective SMC design. 

• Proposed optimized ISMLFC design and its implementation to regulate the fre-
quency of the test system. 

• Extensive simulation study at different operating scenarios for performance anal-
ysis considering different types of sliding surface, and switching functions in the 
formulation of control law. 

• Assessment of the performance of optimized ISMLFC control methodology 
through a comparative analysis under diverse operating scenarios.
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The paper is structured as: An introduction of the work is presented in Sect. 1, 
and system dynamics is discussed in Sect. 2. The proposed SMC approach and its 
implementation as optimized ISMLFC are discussed in Sect. 3 followed by simula-
tion study in Sect. 4 to evaluate the performance of controller. Section 5 concludes 
the present study of LFC with sliding mode-based control method. 

2 System Model 

Figure 1 presents a scheme of an isolated PS considering its frequency response 
model. The system dynamics are expressed as: 

.

Δ ḟ = 1

2H
ΔPr + 1

2H
ΔPe − 1

2H
ΔPd − D

2H
Δ f

ΔẊg = − Kg

RTg
Δ f − 1

Tg
ΔXg + Kgαg

Tg
ΔPc,ΔṖr = Kt

Tt
ΔXg − 1

Tt
ΔPr

ΔṖg = KtKr

TtTr
ΔXg + Tt − Kr

TtTr
ΔPr − 1

Tr
ΔPg,

ΔṖe = − 1

Te
ΔPe + 1

Tg
ΔXg + Kgαg

Tg
ΔPc

(1) 

Various terms used in this dynamics are described in Table 1. It is obvious that 
the power system is subjected to disturbances. The dynamical model of PS (1) can 
be presented in state space matrix form as below: 

. 
State vector, X = [Δ f ΔXg ΔPr ΔPg ΔPe]T; Control input vector, u = [ΔPc];
and nonrandom and random disturbance vector, d = [ΔPd δti]

(2) 

Fig. 1 Block diagram of LFC model of isolated PS
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Table 1 Description of parameters used in system model 

Symbol Notation Value 

.Δ f Frequency deviation Variable 

.ΔPc Control input (local) Variable 

.R Governor droop characteristics 2.4 

.ΔPcg,ΔPce Control input for thermal turbine, control input for EVs Variable 

.ΔPe,ΔPg Differential changes in EVs power, turbine power Variable 

.ΔPr,ΔXg Differential changes in power of reheater, governor valve 
position 

Variable 

.ΔPL Local load demand Variable 

.ke, Te EVs gain and time constant 1 and  1  

.kg, Tg Speed governor gain and time constant 1 and 0.08 

.kr, Tr Reheater gain and time constant 1 and 10 

.kt, Tt Thermal turbine gain and time constant 1 and 0.03 

.D, H Inertia constant, load damping coefficient 0.0083, 
0.08335 

.τ1, τ2 Conventional generation system delay, EV generation system 
delay 

0–0.1 

.αg, αe Participation factor of conventional turbine, participation factor 
of EVs 

0–1, 0–1 

The random disturbance component comprises model error, time delay, parame-
ter uncertainty, RER generation, etc. which is denoted by .δti and non-random load 
deviation is denoted as .Pdi. The time delay includes the communication delay, and 
delay due to the governor setting. The model (1) considering both disturbance and 
noise can be represented as: 

.Ẋ = A1X + B1U + d + ω; Y (t) = CX (3) 

This model has a state vector, .X ∈ R
n×1, and output vector, .Y ∈ R

m×1. When 
control input vector .U ∈ R

r×1 is applied to the model, the trajectory of the system 
changes. It is assumed to have modelling error in the form of noise, . ω. Further, 
lumped disturbance vector, .d(t) ∈ R

q×1 is assumed to be bounded and can be esti-
mated, i.e. .d(t) ≤ d∗(t) and . ˙d(t) ≤ ḋ∗(t) where, .d∗ (positive constant). In Eq. (3), 
different matrices represents: .A1—system, .B1—input, .C1—output, . d—nonrandom 
component of disturbance, . ω—random component of disturbance respectively. . ω is 
in the form of white Gaussian noise (WGN) and has covariance, i.e. .Q0.
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Fig. 2 Schematic diagram of optimized ISMLFC of an isolated power system 

3 Proposed Optimized Integral Sliding Mode Load 
Frequency Control (ISMLFC) Approach 

In this section, an optimized ISMLFC-based strategy for an isolated PS is developed 
to keep frequency deviations within acceptable limits. The SMC is characterized by 
its variable structured feature and is based on state feedback control law. Because of 
this unique feature, it is exploited for the effective control of nonlinear and inaccurate 
modelled PSs. An integral (I)-based sliding mode control approach is implemented 
to the isolated PS (refer Fig. 2) to regulate its frequency with in permissible limits for 
the stable operation. This ensures the system’s asymptotic stability under conditions 
such as selecting an appropriate SS for the desired trajectory, the existence of a 
reaching condition to have sliding mode, and the implementation of a control law so 
that the system trajectory drives to the surface and continues on it. 

Considering .Q1 ∈ R
1×n , .K1 ∈ R

1×n , and .A1 ∈ R
n×n as constant matrices, then 

PI-based SS is selected as: 

.SS1(t) = Q1X (t) −
∫

Q1 (A1 − B1 × K1) X (τ )d(τ ) (4) 

In Eq. (4), sliding mode requires time, . t and .Q1B1 is non-singular. Using pole 
assignment approach, matrix .K1 is designed in such a way that the eigenvalues of 
matrix .(A1 − B1K1) are negative. The switching function in control law must meet 
the following criteria in order for the dynamic trajectory to enter sliding mode and 
remain in sliding mode. 

.SS1(t) = 0; ˙SS1(t) = 0; ∀t ≥ 0 (5)
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Further, an equivalent control is established to provide a switching law as control 
input. This switching function guarantees the Lyapunov stability condition such that 
the system remains in the sliding mode, i.e. system trajectory in regime. This is 
presented as: 

.SS1(t) ˙SS1(t) < 0 (6) 

This controller opts PI-based sliding surface as given in (4). The following con-
dition (6) is fulfilled after substituting .Ẋ(t) from (3) in the derivative of .S1(t) of (4) 
as given below: 

.

˙SS1(t) = Q1 Ẋ1(t) = Q1 [A1X (t) + Q1B1u1(t) + Q1E1d1(t)]

− Q1 (A1 − B1 × K1) X1(t) = 0
(7) 

The equivalent control: 

.ueq(t) = − K1X1(t) + (Q1B1)
−1Q1E1d1(t) (8) 

Equation (8) refers the control required for ideal sliding mode. Also, the system 
Eq. (3) enters in sliding mode when .ueq(t) from (8) is put, i.e. 

.Ẋ1(t) = (A1 − B1K1)X1(t) + (
I − B1(Q1B1)

−1Q1
)
E1d1(t) (9) 

where . I denotes an identity matrix. When .ueq(t) is substituted, the derivative of SS 
changes as shown below: 

.

˙SS1(t) = Q1 Ẋ1(t) = Q1
[
A1X (t) + Q1B1ueq(t) + Q1E1d1(t)

]
− Q1(A1 − B1 × K1)x1(t)

(10) 

Matrix .Q1B1 must be non-singular (.Q1B1q0), so the matrix .Q1 is chosen in 
this manner. The control law has two terms: .ueq—equivalent control and .Δu1—the 
discontinuous term [ 15] as shown below: 

.u1(t) = ueq + Δu1 (11) 

.Δu1 represents high-frequency switching function which in the discrete form can be 
expressed as: 

.Δu1(n) = − k1Sat(SS1(n)) (12) 

At . nth instant, .u1(n) represents switching function, .S1(n) denotes SS, and . k1— 
switching gain matrix. The control input .u1(n) is formed from .Sat(S1(n)) from the 
formation of the switching function .ψ1(n) which is given as:
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.ψ1(n) = Sat(S1(n)) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

+ 1, if SS1(n)X1(n) > L;
SS1(n)

L , if SS1(n)X1(n) ≤ L;
− 1, if SS1(n)X1(n) < L .

(13) 

In Eq. (13), L has a small value of 0.5 and referred as the boundary layer of Sat. 
fn. This control law takes into account a Sat. fn.-based ISMC, which is the product 
of SS and state tracking error. Further, the control law (12) and .ΔPc11 is in discrete 
form as: 

. ΔPc11 = − K1X1(n) − (Q1B1)
−1Q1E1d1(n) − (Q1B1)

−1 − k1sat(SS1(n)X1(n))

(14) 

The control law (14), i.e..ΔPc11 = u1(n), drives the system trajectory on the SS (5) 
and afterwards, continues to slide on it. In addition, the persistent static frequency 
error in the system is minimized with the incorporation of integral control action 
(with .z1 as integrator gain) which provides command to the speed changer. This is 
presented as: 

.ΔPc12 = − z1

∫
Δ f1dt (15) 

It is worth to mentioned that modified switching function .ψ1(n) puts the ISMC 
in the control loop that maintain the system frequency. f1 and keep its deviation, i.e. 
.Δ f1 minimum. Also, implementation of optimal I-controller reduces.ess in the output 
response. The control input .ΔPci is formulated from (14) and (15) as:  

.

Pc1 = Pc11 + Pc12

Pc1(n) = − z1
[∑

Δ f1(n)
]

+ u1(n); n − sampling instant
(16) 

The signum-function-based ISMC suffers chattering and oscillation problems. 
The optimal selection of the control variables decides the performance of proposed 
ISMLFC. Here, the isolated PS has five states; thus, the proportional gain of SS is: 
.q11, …,  .q15, and integral gain is: .k11, .k12, …,  .k15. Also, a switching function gain 
.k1 and integral gain of the controller (. z1) is considered for the control loop. These 
control variables are optimized using PSO technique selecting the parameters as: 12 
control variables, 100 swarms, 150 iterations. The objective function (J) is selected 
as integral square error (ISE) expressed as: 

.J =
Tsim∫

0

(ΔACE2
1) (17)
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Table 2 Simulation scenarios for performance analysis of optimized ISMLFC 

Scenario Operating conditions Details Result 

S1 Variations in non-random 
disturbance with different sliding 
surface 

1–5% with P-based and PI-based Figure 3a 

S2 Switching function in control law Sat versus Sig fn. Figure 3b 

S3 Variation in governor and turbine 
parameters 

.± 10% (Sat vs. Sig fn.) Figure 3c 

S4 Variation in EV-aggregator 
parameter 

.± 10% (Sat vs. Sig fn.) Figure 3d 

S5 Variation in generation 
(conventional and RERs) 
participation factor 

0–100% (Sat vs. Sig fn.) Figure 3e 

S6 System states .ΔX = . 

[
Δ f ΔXg ΔPg ΔPr ΔPe

]
(Sat vs. Sig fn.) 

Figure 3f 

S7 Variation in inertia constant (. H ) .± 10% with Sat fn. Figure 3g 

S8 Variation in damping constant (. D) .0 to ± 10% with Sat fn. Figure 3h 

S9 Variations in random disturbance 
(covariance) 

.10−8 to 10−6 with Sat fn. Figure 3i 

S10 Changing distribution of 
measurement noise 

Non-Gaussian (LD) keeping 0.02 
loading 

Figure 3j 

S11 Variation in time delay 0.001–0.1 s – 

4 Simulation Study 

In this section, a simulink model of isolated PS is developed using MATLAB version 
2021A referring Fig. 2 and Eq. (1). The different parameter values used are marked 
in Table 1. For implementation of proposed optimized ISMLFC, the model is then 
simulated under different operating scenarios as presented in Table 2 for performance 
validation. The simulations are run for 30 s. Table 2 lists the numerous scenarios 
(S1–S11), and the results of these scenarios are displayed in Fig. 3. An analysis is 
performed based on the results to evaluate the performance of the current control 
scheme. 

According to S1 and result Fig. 3a, it is inferred that using only P-based slid-
ing surface (SS) in the SMC results: (i) more undershoots and overshoots, (ii) fre-
quency deviations is not settled to zero, results more steady state error. With PI-based 
SMLFC, on the contrary, system achieves better transient as well as steady state.Δ f . 
Furthermore, the greater the loading step, the less favourable the transient and steady 
state response. 

A performance comparison is made between SMC control law with Sat and Sgn 
switching fns. during cases S2–S6. The robustness of the proposed control approach 
is validated after running simulations with both types of functions under different 
load conditions, parameters, and contributions from conventional and EV reserves.
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(a) P-based Vs. PI-based sliding surface at 
different loading. 
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(b) Sat Vs sgn fn. in control law. 
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(c) Sat Vs sgn fn. at varying Tg & Tt. 
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(d) Sat Vs sgn fn. at varying Te. 
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(e) Sat Vs sgn fn. at varying generation con-
tribution (αg ,αe). 
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(f) Response of system states(ΔX). 
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Fig. 3 Frequency response plot for performance analysis of optimized ISMLFC 

Figure 3b–e shows the corresponding results. From these plots, it can be seen that the 
performance of Sat fn.-based SMC is better in terms of transient response, frequency 
nadir (.Δ fn), settling time (. ts) and .ess.
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Table 3 Comparative analysis of control performance: P-based SS versus PI-based SS 

Scenario, S1.↓ .Δ fn .ts . Δess
SS.→ P-based PI-based P-based PI-based P-based PI-based 

1% loading . −0.012 . −0.005 6.4 s 4.7 s 0.0018 9.1. ×10−7

3% loading . −0.037 . −0.01612 9.37 s 4.8 s 0.0096 3.5. ×10−6

Table 4 Comparative analysis of control performance: signum versus saturation function 

Scenario, S2.↓ .Δ fn .ts . ess
Control law.→ Sig fn. Sat fn. Sig fn. Sat fn. Sig fn. Sat fn. 

2% loading . −0.012 . −0.005 10.05 s 3.1645 s 0.002 . −1.26. ×10−5

It is obvious that incorporating RERs into the PS reduces system inertia, which 
affects system stability. The efficacy of proposed optimized ISMLFC (with Sat fn.) 
approach for frequency regulation under the influence of variation of inertia constant, 
M has been investigated in S7. In Fig. 3, the corresponding simulation result indicates 
that lowering M causes high-frequency overshoot and . ts. Although the frequency 
variation specially .Δ fn is within permissible limit. In addition, the result Fig. 3h 
indicates that variations in damping constant introduces negligible impact on .Δ f . 

It is noted from Fig. 3i that the variation of noise level (covariance) is varied and 
the frequency response is observed. It is found that.Δ fn has no significant affected and 
.ess is more in case of more noise covariance. Further, if it is considered that the sensor 
has non-Gaussian distribution say Laplacian distribution (LD). Then using function, 
.y = 0 − (0.3 ∗ sign(rand − 0.5)) ∗ log(1 − 2 ∗ abs(rand − 0.5)), this noise is added 
in the output. The frequency response is not settled but it also not exceeding the range 
of .Δ f . The effect of delay time that may happen due to communication channel 
from control centre to generation is observed. On varying .τ1 = τ2 = 0.001 − 0.1 s, 
simulations are run. There is no effect of delay on the system response. 

A comparative study is presented in Table 3. Likewise [ 11, 12] work, P-based SS 
is used in SMLFC for present model and its performance indices are compared with 
PI-based SS used in this paper. There is significant performance improvement in the 
later case. Further, another comparison is made considering the SMC approach using 
PI-based SS and Sgn fn. used by [ 13] with the proposed work using same type of SS 
but with Sat fn. The performance indices of the response are shown in Table 4. 

5 Conclusion 

An optimized ISMLFC strategy for a stochastic isolated PS is successfully developed 
and implemented. The proposed control strategy is designed using integral-based 
sliding surface and, further investigated using signum and saturation functions in
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its control law. The incorporation of saturation function which is rarely used by 
the previous LFC work has shown improved performance. Further, the optimized 
control variables enhances the frequency control performance of ISMLFC for stable 
power operations. The performance validation of the proposed controller is done 
using diverse simulation scenarios. The test results indicate the present controller as 
robust secondary controller as compared with other control approaches. As future 
work, it is planned to implement a higher-order SMC with improved performance to 
regulate the frequency and/or voltage of isolated or multi-area interconnected power 
systems. 
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Implementation 
of Supercapacitor-Battery-Based Energy 
Storage System in Hybrid Power System 
Incorporating Renewable Energy 
Resources 

Jahid, Manaullah, and Sheeraz Kirmani 

Abstract As the globe is moving closer to using renewable energies (RERs), society 
is facing new difficulties. The current article proposes a system that is solar and wind 
energy based, a control system that combat with sporadic and unstable nature of 
the linked load as well as of wind and solar energy. In this paper, it is proposed 
that to counter mismatch between the power supplied by the renewable energy 
resources (RERs) and load connected to the system, a backup source/sink is needed. 
Generally, battery energy storage is used for this purpose. But this paper proposes a 
hybrid system of energy storage (HESS) comprising of battery and supercapacitor 
for solving the problem. Furthermore, the hybrid operation of these both storage 
systems provides better voltage and frequency regulation. The battery should be 
utilized to control the long-term power dysfunction between generation and demand 
by using a hybrid operation of a battery and supercapacitors and the supercapacitors 
to deal with the rapid changes and severe dysfunction between power production and 
consumption. With the suggested control method, HESS may be better controlled 
to offset power discrepancies that occur between the connected loads and the power 
generated by RERs. A main objective of the control system is to maintain at all 
times voltage at DC link, 3-phase voltage and frequency within required/specified 
range. Moreover, gap of electricity required and supply is minimized. To validate the 
findings, the suggested work is simulated in the MATLAB/Simulink environment. 

Keywords Battery · Supercapacitor · Active power · PV system ·Wind energy

Jahid (B) · Manaullah 
Electrical Engineering Department, Jamia Millia Islamia University, New Delhi, India 
e-mail: mdzahid4107@gmail.com 

Manaullah 
e-mail: manaullah@jmi.ac.in 

S. Kirmani 
Electrical Engineering Department, Aligarh Muslim University, Aligarh, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
H. Malik et al. (eds.), Renewable Power for Sustainable Growth, 
Lecture Notes in Electrical Engineering 1086, 
https://doi.org/10.1007/978-981-99-6749-0_50 

763

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6749-0_50&domain=pdf
mailto:mdzahid4107@gmail.com
mailto:manaullah@jmi.ac.in
https://doi.org/10.1007/978-981-99-6749-0_50


764 Jahid et al.

1 Introduction 

Use of renewable sources of electricity is being promoted mainly because of two 
reasons: firstly, the reduction of harmful pollutants being emitted from fossil fuels 
for the generation of electricity, and secondly, as the rapid depletion of traditional 
resource reserves forces the world to move towards alternative energy sources. 
Increased emphasis on RERs accelerates this transition, which results in greater 
technical advances and a reduction of the cost of components as a consequence. 
RERs account for almost all energy produced in this area. According to the Inter-
national Energy Agency (IEA), renewable sources will provide 50% of the global 
energy requirements by the year 2040. When comparing the different designs, the 
combination of battery with supercapacitor is regarded the most economic choice 
in places with no grid access accessible. The battery-supercapacitor system offers a 
variety of complimentary and supportive features including the ready-to-go, battery-
sensitive and cost-effective [1–5]. The densities of energy and power of condensers 
and battery systems of different kind reflected as Ragone graph are displayed in 
Fig. 1. It can be realized from the figure that supercapacitors can produce high power 
in a short time and show that they have much good capacity to store power with 
5000 W/kg density [6–9]. They can react efficiently to a minor power explosion and 
with a reaction time estimated in milliseconds because to their very rapid response 
time. These have a poor energy density, usually lower than 5 Wh/kg [10–13], making 
them inefficient. Due to its high energy density, BESS can generate low power levels 
for a long time, providing 10–1000 Wh/kg of energy density. On the other hand, 
BESS has a sluggish reaction time and cannot respond quickly after disruption. In 
addition, the discharge depth and the number of charging and discharging cycles have 
a major effect on battery life. The synergistic use of batteries and supercapacitors as 
a consequence of this advancement may find a good answer for a broad variety of 
applications. In addition to providing a long operational life for batteries, this combi-
nation may contribute to reducing the total system costs. While the supercapacitor’s 
quick reaction time is excellent for correcting for rapid transients in RER output and 
load, the ability of a battery to compensate for the slow and lengthy transients is also 
beneficial [14–21].

Again, the BESS state of charge may be kept beyond the permitted limit to guar-
antee the device a long working life. Because they can be discharged in full and their 
discharge depth may be up to 100%, SCESS does not experience the low charge 
issue. 

For RER-based power systems, batteries are traditionally used for energy storage 
medium. However, the rapid and frequent changes in the connected load, as well 
as external conditions, help to reduce the battery life. So, all RERS-based power 
system requirements cannot be met by batteries as a single storage device. Any addi-
tional energy storage technology that complements the batteries must be hybridized 
with batteries. Supercapacitors are an energy storage devices that may be better 
utilized for battery hybridization. Figure 1 showing the battery and supercapacitor 
characteristics.
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Fig. 1 Comparison between power and energy density of supercapacitor and battery

The main objectives of the paper are: 

1. Providing continues and good quality power to the load in every operating 
condition. 

2. Reducing stress on battery energy storage system thus increasing its operating 
life. 

3. Utilizing supercapacitor as other storage system for compensating sudden change 
in the demand and supply. 

4. Maintaining voltage and frequency of the power fed to the load. 

2 System Configuration and Modelling 

The research system displayed in Fig. 2 is comprised of WECS, PV, the battery-
supercapacitor combination, a dump load in form of DC load, AC load that have 
(i) non-critical as well as (ii) critical load as its sub-parts. The WECS consists of 
a synchronous generator which is run with the help of wind turbine. AC power is 
obtained from synchronous generator, and diode rectifier is used to convert AC power 
to DC. Converted DC as well as DC power output from PV system is made available 
to DC bus from where various connected loads are supplied. Supercapacitor as well 
as battery ESS make use of DC power to store and supply power through common 
DC bus. Thus, they are linked to the PCC through a two-way DC-to-DC converter. 
The two sources are used separately by the MPPT system to get maximum power 
from WECS and PV systems. BESS is responsible for the main backup function in 
case the production of the system is not adequate to satisfy the energy demand. On 
one hand, the BESS is highly dependable, but its lowering dynamics and delayed 
reaction time are the drawbacks of rapid transition events in sunshine, wind speed
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and load. SCESS thus commits itself to rewarding the leniency of the battery. If 
RERs produce additional power and BESS is completely charged, the load of the 
dump is connected differently to the system. DC-to-AC converter or inverter is used 
to supply AC load having non-critical as well as critical load. Prime objective is to 
ensure that non-stop and quality forces are supplied to a vital load regardless of the 
input circumstances, while there are no non-critical load restrictions. 

As shown in Fig. 2, a suggested system was developed in MATLAB and tested 
under different conditions to validate the control setup established for hybrid system 
incorporating renewable resources of energies that had been planned and executed in 
the previous step. Indicators that are examined, include voltage difference between 
cells, frequency change, reduction of distinction of generated power and requirement 
of power by the load, and keeping state of battery’s charge constant. There is usually 
a discrepancy between the amount of power produced by making use of renewable 
resources and the amount of power supply needed by the various loads; as a result, 
either the generation exceeds the demand or the demand exceeds the generation.

Fig. 2 Schematic diagram of HRES 
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3 System Control Strategy 

Here HESS is exercised for compensation of active power in a power system where 
RERs are incorporated. Its control approach is represented in Fig. 3. Quantity of active 
power counterbalanced is decided by the error signal, i.e. difference between VDC and 
VDCref, wherein active power absorbed/injected from/to the system is determined by 
sign (±) difference. For calculating the phase angle of ISE, a phase-locked loop (PLL) 
is exercised. Difference between VDC and VDCref is compensated by the PI controller 
thereafter that signal is further passed through a scale factor “K” for restricting the 
error in the range of ± 1. The signal is thus obtained, and the output of the phase 
modulated sinusoidal signal is multiplied, which is further used in multiplication of 
the reference DC link voltage to generate control signals of the converter circuit. 

3.1 Simulation Results and Discussion 

As per the control strategy, the HESS compensates the difference between power 
generated and demanded power either by releasing active power to the system or 
by charging itself. In case of deficit power, when generated power is lower than the 
demand then power is delivered by the Hybrid ESS, which is being studied in this 
section. Pattern of wind speed is represented by Fig. 4, where at t = 0 s to  t = 3 s  
initially wind speed observed is 12 m/s, then it comes down to 9 m/s at 3 s, after 
that there is decrement and speed become 6 m/s at t = 5 s and from t = 7 s to  t 
= 9 s wind speed further comes down to 3 m/s and afterwards 0 m/s onwards. The 
waveform of output power of WECS corresponding to wind speed with respect to 
time is represented by Fig. 9. The irradiance of PV system is also changed with 
respect to time, as shown in Fig. 5. The power generated from utilization of solar 
irradiance through PV setup is also changed as power output of PV setup relies on 
the availability of sunlight and same can be seen in Fig. 9. Similarly, the load varies

(ωt+ρ )
+ + PLL 

×Π/2 

× 

|abs| 

VDC Ref 

IHESS 

K 

Sign 

+_ PI 

Sin 

VDC 

Fig. 3 Control strategy for HESS 
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with time and its requirement of power also changes which is also can be seen in 
Fig. 6. 

As there are variations in the output power of the RERs and requirements of 
load, there is always mismatch between generation and demand. To compensate 
this mismatch, HESS comes into action and control strategy commands the HESS 
controller to activate the various converters. The difference between generation and 
demand is firstly, compensated by ESS incorporating supercapacitor as its response 
is much faster than BESS, thereafter gradually taken over by BESS as SCESS has 
lesser energy density as compared to BESS. The voltage waveforms of BESS and its 
SoC are shown in Fig. 7. Similarly, the current waveform of SCESS is demonstrated 
in Fig. 8. Figure 9 demonstrates the active power waveforms of RERs, HESSs, dump 
load, and load demand. From Fig. 9, it can be clearly seen that whenever there is a

Fig. 4 Wind speed pattern 

Fig. 5 Solar irradiance pattern
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Fig. 6 Load pattern

Fig. 7 BESS voltage and SoC waveform

variation occurs in the generation or load demand, HESS comes for the rescue and 
able compensate the difference between supply and demand effectively. Additionally, 
DC link voltage and 3-phase voltage waveform during different variations remain in 
the prescribed limits that can be clearly seen in Figs. 10 and 11, respectively. 

4 Conclusions 

In this work, a control strategy for a grid-isolated solar and wind-based power system 
incorporating hybrid renewable energy system combining batteries and supercapac-
itors is suggested and implemented. Testing of the control system was carried out
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Fig. 8 SCESS current waveform 

Fig. 9 Various waveforms of HRES

in both over generation and under generation scenarios, and the results show that 
the control strategy is able to keep up supplying quality power to load repeatedly. 
After testing the system under and over generation scenarios, the system was found 
to operate as anticipated and to be able to maintain its frequency, generation-to-
demand difference and voltage at DC-connection inside shielded span when changes 
in circumstances occur. Moreover, BESS is progressively charged and discharged 
with the aid of supercapacitor ESS and supply of quick transients. BESS SoC may 
also be kept within acceptable limits by controller. In addition, three-phase voltage 
and frequency did not exceed allowed span. The work can be further extended when 
the proposed system is employed in grid-connected mode.
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Fig. 10 DC link voltage waveform 

Fig. 11 Three-phase voltage waveform
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Abstract Waste and population growth have increased significantly, even in low-
income and developing countries. Gombe metropolitan is the largest local govern-
ment area in Gombe state, which is located in northern Nigeria. Gombe, like any other 
city in Nigeria, has seen an increase in population growth and land occupation, which 
has resulted in an increase in waste generation and a reduction in nearby land for land-
filling activities. Using HOMER Pro optimization software, this study assesses the 
economic, environmental, and technical impact of a waste-to-energy (WtE) hybrid 
plant with a storage device. The system’s net present cost (NPC) is estimated to be 
$112,633 with a levelized cost of energy (LCOE) of 0.283$/kWh. The total energy 
generated is estimated to be 62,084 kWh/year, with an excess of 1049 kWh/year 
expected after consumption of 60,386 kWh/year. The simulation results show that 
the proposed system has a very significant impact on the environment, with very 
low emissions. The hybrid WtE/storage device system is not economically viable 
because the cost of electricity from the system is higher than the grid price, but the 
results show strong viability in terms of environmental impact. 
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1 Introduction 

The world produces 2.01 billion tons of municipal solid waste per year, and this figure 
is expected to rise to 3.4 billion by 2050 [1]. If there are no changes, solid waste-
related emissions will rise to 2.38 billion tons of CO2 equivalent annually by 2050 
[2]. High-income countries are expected to grow by 19 percent per day per capita 
by 2050, while low- and middle-income countries are expected to grow by 40% [3]. 
Dry wastes, such as plastic, paper, cardboard, metal, and glass, account for 51% of 
total waste generated. Additionally, solid waste adds to the world’s greenhouse gas 
emissions. In 2016, solid waste accounted for 5–6.4% of all greenhouse gas emissions 
in the world, or roughly 1.6 billion tons of carbon dioxide (CO2) equivalent emissions 
[4]. The main factor causing emissions from solid waste is the manner of disposal, 
such as open dumps or landfills without mechanisms for collecting landfill gas [5]. 

An example of an integrated circular economy is waste-to-energy (WtE), which 
recovers energy from MSW. In addition to energy recovery, WtEs have other advan-
tages, such as reducing the amount of waste transported to landfills, lowering air emis-
sions typically experienced when open burning is used for waste disposal, increasing 
recycling rates, particularly during the preparatory stage of WtE, and, if harnessed, 
replacing fossil fuels in power generation, thus achieving the goal of environmen-
tally friendly and sustainable energy generation. Reducing the amount of garbage 
that needs to be dumped, preventing water and air contamination, and replacing fossil 
fuels in the production of electricity are all advantages of hybrid waste management 
systems that incorporate energy recovery. 

The majority of WTE feasibility studies fall into two broad categories: techno-
economic and environmental analysis. The amount of heat or power recovered by 
WtEs was analyzed in terms of its relative environmental impact, as shown in [5–8]. 
Some of the most common elements used for economic analysis when performing 
feasibility studies are net present value, internal rate of return (IRR), and levelized 
cost of energy (LCOE) [9]. In feasibility studies, various combinations and archi-
tectures are developed using a variety of methods. Examples of such configurations 
include stand-alone, hybrid, stand-alone grid-connected, hybrid grid-connected, and 
so on, based on various renewable energy resources (PV, wind, and biomass), storage 
components (battery), and converters. 

With the introduction of modern computer-based systems, the use of simula-
tion tools has increased. Examples of such tools include MATLAB, PSIM, and 
HOMER. Hybrid Optimization Model for Electric Renewable (HOMER) software 
is widely used in determining likely configurations and implementation. The authors 
of [10] used HOMER to demonstrate the potential of optimized WtE technologies 
in conjunction with other renewable sources such as PV and wind in Bangladesh. 
Homer software was also used to assess the amount of electricity generated, as well 
as the economic and environmental impact on Hamadan [11]. HOMER was also 
used in hybrid off-grid feasibility studies in Australia, taking into account various 
climatic zones [11]. Liu et al. [12] used HOMER software to assess the feasibility 
of WtE in the Iraqi city of Najaf.
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The authors of [13] use HOMER software to simulate the net present cost (NPC) 
and greenhouse gas emissions (GHG) of hybrid renewable energy systems. Heilig 
[14] investigated the techno-economics of replacing diesel generators and batteries in 
a hybrid with hydrogen. The results of the studies showed that it is technically possible 
to substitute; however, when economically evaluated, it shows that it has a high cost 
under current conditions; however, with advancements in hydrogen technologies, it 
is possible in the future. Heilig [14] used three (3) types of configuration to test the 
viability of options in off-grid rural electrification. According to the study’s findings, 
PV is the most promising technology for rural electrification. 

This paper presents a techno-economic and environmental assessment of a hybrid 
WtE and storage electricity generation plant to determine its viability as a grid elec-
tricity supply substitute for the selected community. The HOMER Pro software was 
used to model and simulate the hybrid system for feasibility analysis. The study area’s 
estimated daily demand was used. An electricity generator was carefully chosen 
to match the amount of potential electricity available. For this study, gasification 
conversion technology was used for energy recovery. 

2 Research Method 

2.1 Study Area 

The study area is a suburb of Gombe, the capital of Gombe state and one of the 11 
LGA in Nigeria’s northeastern region. When the insurgency was at its peak in 2014 
and 2015, Gombe saw an influx of people from neighboring states [15]. Gombe, 
with an area of 52 km2, is between latitude 10° 17' 05.88'' N and longitude 11° 10' 
36.78'' E, as shown in Table 1. Gombe’s population was 26,210 in 1950, and it has 
grown at a rate of 4.07% per year since then [15], with an estimated population of 
529,283 in 2021. These estimates represent Gombe’s urban agglomeration, which 
typically includes Gombe’s population as well as adjacent suburban areas that are 
usually included due to the rapid rate of expansion witnessed [16] (Table 1). 

Table 1 Gombe geographic information [20] 

S. no. Study area description (Gombe) 

Item description Unit Value 

1 Latitude Degrees, minutes 10° 17' N 
2 Longitude Degrees, minutes 11° 10' E 
3 Height above sea level Meters 461 m 

4 Population estimate (2021) # 529,283
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2.2 Waste Management and Waste Specifications 

Gombe’s solid waste management is not advanced and is frequently associated with 
data availability of the source, types of solid waste, composition, and generation 
rates. Gombe metropolis is the most advanced area of the state, but there is little 
record or knowledge of solid waste generated. For this study, we are using the most 
recent estimate from the state agency in charge of waste management in the city. 
According to estimates, the total amount of solid waste disposed of in open dump 
sites is around fifteen metric tons, which is equivalent to fifteen thousand kilograms 
(15,000 kg) daily in the Gombe metropolis [17]. Waste is generated in various parts of 
the Gombe metropolis, including residential households and other public areas such 
as shops, clinics, and schools. The community has a daily average waste generation 
capacity of 10 tons, which is disposed of in landfills or dumpsites for landfilling 
or open burning. The wastes can be classified as follows: Plastics, paper, wood, 
glass, polyethylene, organic waste/food, and others (uncategorizable waste) [18] as  
in Table 2. 

3 Waste-to-Energy Conversion Technology 

The selected conversion technology (gasification) and any other related parameters 
are based on the facility operating under all applicable regulations. The modular 
design technology approach was chosen. This concept will assist energy recovery 
systems in offsetting operating costs while also significantly lowering the capital 
costs of air pollution control equipment [19]. Figure 1 shows a typical gasification 
diagram. A modular gasification plant has two basic designs: a starved air combustor 
and an excess air combustor. The combustor is composed of two distinct combustion 
chambers known as the “primary” and “secondary” chambers. Waste enters the plant 
in batches via a hydraulically controlled ramrod from the primary chamber. When

Table 2 Waste distribution 
composition [17] S. no. Waste distribution and classification 

Composition Average (%) 

1 Fabrics 3 

2 Metals 0 

3 Organic 9 

4 Paper 19 

5 Polyethylene 40 

6 Plastics 18 

7 Wood 3 

8 Others 7 
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Fig. 1 Typical gasification diagram 

waste is introduced into the primary chamber, it undergoes a retention period of up 
to 12 h. 

4 Simulation and Modeling 

4.1 Financial Modeling 

HOMER uses (1–3) for financial analysis. The entire cost of plant components and 
installation costs is used to compute the capital cost of the WTE facility. For a small 
capacity, a gasification WTE facility can cost anywhere between $15 and $25 million 
on average [20]. Net present cost (NPC) and localized cost of electricity (LCOE) of 
the system are the financial parameters expected. Emission reduction and renewable 
fractions are employed in HOMER to assess environmental factors [21]. 

NPC = TAC/CRF (1) 

where 

TAC = total annualized cost 
CRF = capital recovery factor 

LCOE = Cann,tot/E (2) 

where
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Cann, tot = annual cost in $ 
E = total electricity consumption in kWh/year 

fWtE = EWtE/Eann,tot (3) 

where 

Eann, tot = annual total energy generation of the system 
EWtE = electricity generation from the generator 

4.2 Assumption for Simulation 

Some basic assumptions must be made for HOMER simulations to be effective, as 
shown in Table 3. 

Energy density refers to the amount of energy that can be stored in a single system 
per unit volume or weight. Battery efficiency is expressed as a percentage of charge 
and discharge efficiency (4) is used in sizing the number of batteries required. 

BC = fg ∗ G ∗ f (4) 

where 

BC = BESS capacity in MW 
f g = frequency gain 
G = governor drop 
f = system frequency in Hz. 

Electrical energy recovered from the combustion of waste can be determined from 
(5).

Table 3 Assumption 
parameters [17] S. no. Assumed parameters 

Parameter Unit Value 

1 Capacity factor % 80 

2 Carbon content at gasification % 100 

3 Gasification ratio – 0.2 

4 Grid unit price $/kWh 0.06 

5 Hours of service Hours 6970 

6 Low heating value MJ/kg 23 

7 Moisture % 15 

8 Number of starts Start/year 400 

9 Operational life Genset Year 20 

10 Operational life storage Year 4.21 
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Electrical energy = 
hv ∗ 

[
2000ib  
ton 

] 

heat rate 
(5) 

where 

hv = heating value of waste component i 
heat rate = a measure of the efficiency of the plant, the number of Btu’s fuel 
needed to generate one kWh (Btu/kWh). 

5 Results and Discussion 

Based on impact categories, the simulation results from HOMER were presented 
and analyzed. Three impact levels, namely technical, economic, and environmental 
impact, were created from these categories. The subcategories for environmental 
are emissions, which are largely greenhouse gases (GHG). NPV, annualized costs, 
and LCOE were discussed at the economic impact level. Last but not least, the 
technical impact was reviewed concerning the contribution of electricity generation 
and consumption, excess electricity produced, and associated conclusions. Under 
each category, the results were displayed in figures and tables. 

5.1 Economic Impact Assessment 

Tables 4 and 5 show the cost impact results from the simulation. In Table 4, the  
generator has a capital cost of $12,500, an operating cost of $40,944, a replacement 
cost of $42,156, and a salvage value of $−283. Using net present cost indices, the total 
cost of the Genset is $95,367. Table 5 shows the optimized cost on an annualized 
basis. The annualized capital costs for the generator are $1594 as a capital cost, 
$5375 as a replacement cost after its lifetime, and $5227 to keep the generator in 
good working order. The highest cost is the replacement, followed by operation and 
capital costs. 

The system converter is an exception to the preceding; it has no operating costs, 
low replacement costs, and a capital cost that is higher than its operating cost.

Table 4 Economic simulation results (NPC) 

S. no. Net present cost ($) 

Parameter Capital Operating Replacement Salvage Total 

1 1 kWh lead acid 600 1725 7850 −17 16,159 

2 25 kW capacity Genset 1.250 40,994 42,156 −283.1 95,367 

3 Converter 952.4 0 174.01 −18.68 1108 

4 Total 20,052 42,720 50,180 −318.8 112,634
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Table 5 Economic simulation results (annualized) 

S. no. Annualized cost ($) 

Parameter Capital Operating Replacement Salvage Total 

1 1 kWh lead acid 841.5 220 1001 −2.17 2060 

2 25 kW capacity Genset 1.594 5,227 5375 −36.09 12,159 

3 Converter 121.4 0 22.19 −2.38 141.24 

4 Total 2557 5447 6398 −40.64 14,361

Table 6 Environmental 
impact analysis S. no. Electrical production and consumption 

Parameter Unit Value 

1 Carbon dioxide kg/year 119 

2 Carbon monoxide kg/year 0.54 

3 Unburned hydrocarbon kg/year 0.024 

4 Particulate matter kg/year 0.003 

5 Sulfur dioxide kg/year 0 

6 Nitrogen dioxide kg/year 0.52 

According to the tables, the overall cost of replacement is high, accounting for the 
majority of the costs. The simulation’s NPC is $112,630, and the LCOE is $0.238/ 
kWh. 

5.2 Environmental Impact Analysis 

The environmental impact of HOMER simulation for the WtE/storage hybrid system 
is shown in Table 6. Greenhouse gases (GHG) from the system total 120 kg/year 
and are composed of carbon dioxide, carbon monoxide, sulfur dioxide, and nitrogen 
dioxide. Unburned hydrocarbon emissions are as low as 0.024 kg/year, and particulate 
matter emissions are as low as 0.0032 kg/year. This demonstrates that hybrid WtE/ 
storage can reduce GHG emissions as well as air emissions when compared to open 
burning or landfilling. 

5.3 Technical Impact Analysis 

Table 7 summarizes the system generation versus the required demand; the system 
is expected to generate a total of 62,084 kWh per year, with an annual load to serve 
of 60,386 kWh, and an excess of 1049 kWh per year, representing 1.6% of the total 
energy generated. There will be no capacity shortages or unmet loads from the system
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Table 7 Technical impact 
analysis S. no. Electrical production and consumption 

Parameter Unit Value 

1 Excess electricity kWh/year 1049 

2 Unmet electric load kWh/year 0 

3 Genset generation kWh/year 62,084 

4 Load consumption kWh/year 60,386 

5 Effective battery energy kWh/year 3744 

6 Battery losses kWh/year 936 

7 Converter maximum output kW 2.88 

8 Converter losses kWh/year 187 

9 Converter hours of operation hrs 1791 

because 100% of the energy demand is expected to be met. Because the system is 
a stand-alone hybrid system, excess energy can only be stored and not sold back to 
the grid. 

When demand is low, the batteries are charged, and when demand exceeds gener-
ation, the batteries are discharged to power up the load. According to Table 7, the  
batteries have total energy supplied out that is 3744 kWh and a loss of approximately 
936 kWh. Battery output is typically in DC form and cannot be used to power AC 
equipment, which is the most common load in every home. A system converter is 
used to convert the battery output back to alternating current (AC) for consumption. 
Table 7 shows that the converter loses 187 kWh/year, which is 5% of the total input 
energy (3744 kWh/year). The converter has a maximum output of 2.88 kW and a 
mean output of 0.41 kW. 

6 Conclusion 

This research is a techno-economic and environmental assessment of a hybrid WtE/ 
storage system to supply a load demand from a Gombe metropolis suburb in Gombe 
state, Nigeria. The study concludes that: 

(1) While the amount of waste generated for this study is adequate for the purpose, 
the quality of the waste does not have the required heat value, affecting the 
overall optimization of the system. 

(2) Adopting WtE for suburban settlements in Northern Nigeria will help improve 
energy access to the population without electricity and waste management. 

(3) The cost of WtE energy is higher than the cost of energy from the government-
owned grid. This is the case. 
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Application of Solar Power 
in the Loopholes and Coverages of Buses 
in the Bus Rapid Transit System 
in Bhopal 

Rajeev Kumar, Deepak Juneja, and Yogendra Narayan 

Abstract Bhopal, more than any other city in India, has an extraordinary topograph-
ical design in which hillsides and lakes blend together to provide this area of Madhya 
Pradesh with an amazing appearance. The city of Bhopal, Madhya Pradesh, is a must-
see destination with several monuments and attractive surroundings. It is one of MP’s 
fastest-growing cities, situated on mountainous terrain in the Malwa Plateau. Bhopal 
is dealing with increasing population pressures on resources and infrastructure. To 
keep up with the rapid increase of fiscal, corporate, and commercial operations, the 
government has devised a number of reorganization plans and proposals. The Star 
City Bus or BRTS is one of the plans. It started with just 30 buses and later on grew 
up to 225 buses as of now. This study is majorly dedicated to knowing the plans, 
routes and transportation system of BRTS Bhopal to identify the coverage of areas, 
No. of stops and routes, congestion status, collision and parallel routes. It has been 
observed that the TR1 and TR4 schedules can be improved upon in order to maximize 
ridership and reduce complaints. Although it has the shortest trunk route distance, it 
also has the most bus stops, which causes delays and inconveniences to passengers. 
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1 Introduction 

The transportation sector contributes significantly to the national economy. Nonethe-
less, public transportation has always been the most popular choice for the vast 
majority of people, and today, India boasts one of the world’s busiest subway 
networks. The fundamental issue in metropolitan areas is passenger mobility and 
connecting the city periphery with the core section, and there are a few novel solutions 
to this problem. This is true of cities all over the world, including India. Compared 
to other Light Rail Transit (LRT) and Metro Rail options, urban planners, engi-
neers, and administrators have found that Bus Rapid Transit Systems (BRTS) are 
more successful, cost-effective, and straightforward in providing a “lifeline” to the 
city. This is a form of mass transit that utilizes buses as a primary mode of trans-
portation. BRTS sometimes referred to as a “surface subway”, seeks to improve 
both the efficiency and accessibility of traditional bus systems. Because of its flex-
ibility in operating in both light and heavy traffic conditions, BRTS is well suited 
for medium-sized cities like Bhopal, which have inadequate bus services but where 
the middle class constitutes the social structure. The idea behind BRTS is to reduce 
the number of single-occupant vehicles on the road by transporting those people in 
a more convenient and rapid means of public transportation. 

The growth of cities depends on efficient transportation networks. With improved 
access and mobility, cities can run more smoothly. Transportation by passengers has 
a disproportionate impact on city operations. Growth necessitates better access to 
transportation options. Public transportation networks and the expansion of private 
transportation options like auto-rickshaws, private buses, and taxis are both viable 
options for making cities more accessible. Due to the significant contribution that 
urban sprawl and poor land use planning make to traffic congestion, air pollution, 
and greenhouse gas emissions; we can opt for a public transport system instead of a 
private one. Furthermore, public transportation aids in the prevention of sprawl by 
encouraging construction near transit stations, which in turn boosts patronage. In the 
light of this, urban mobility concerns were studied by transportation and community 
planning experts all over the world in an effort to find solutions. Their resurgence 
of interest in public transit is indicative of the growing awareness of environmental 
issues, as well as the need for viable alternatives to the gridlock on our nation’s 
highways and the spread of our cities. A variety of transportation technologies, 
including Metro Rail Transit, Light Rail Transit (LRT), Mono Rail, etc., addresses 
these issues; however, they are expensive, inflexible, and have significant capital 
and operational costs. Because of these issues, public transportation providers are 
rethinking how they use technology and looking for novel, low-cost strategies to 
boost service quality. This is why BRTSs have cropped up all over the globe. BRTS 
may be created rapidly, gradually, and cheaply, and it offers operational flexibility.
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1.1 Vehicular Growth and Modal Split in India 

In recent decades, the number of cars on India’s roads has skyrocketed. “Although 
the population of India’s six major metropolises expanded by roughly 1.9 times 
during 1981–2001, the number of motor vehicles went up by about 7.75 times”, 
it says in the “National Urban Transport Policy”. At least 35% (27.76 million) of 
urban households had a motorized two-wheeler, and 9.7% (7.65 million) of urban 
households had a motorized four-wheeler, according to the 2011 Census. While the 
national average rise in registered motor vehicles from 2002 to 2011 was 10.2% 
each year, the annual rate of increase was 8.8% in the 19 metropolitan areas for 
which we have data for both years (Transport Research Wing 2012: 3–4). Vehicle 
ownership is on the rise, although there are still only 117 cars per every 1000 people. 
Yet, in the next years, India’s rising car density will be a result of the country’s 
ongoing strong economic growth. Large amounts of non-motorized transport are 
also present in India’s urban areas, complementing automobiles (NMT). NMT refers 
to non-motorized transport, which includes 42% of all journeys made via walking 
and cycling and 16% made via public transport. The urban poor often has to resort 
to walking and cycling since they have no other options for getting around town. For 
a city to be an exemplar of sustainable transport, its motorized vehicle users, mostly 
those who commute by car (16%) and two-wheeler (21%), would need to transition 
to NMT. Cities with populations over eight million rely on the pedestrian, bicycle, 
and public transportation for 74% of all trips, whereas cities with populations over 
four million rely on these modes for 66% of all journeys. The percentage of two-
wheeled motor vehicles ranges from 20 to 29% in cities with populations between 
1 and 5 million, whereas the percentage of four-wheeled motor vehicles is between 
10 and 12%. Urban transportation systems and regulations need to take this into 
account while still protecting the viability of walking and biking as viable modes 
of transportation for at least 50% of all journeys. Congestion and pollution have 
resulted from the inability of Indian cities’ public transportation networks to meet 
rising demand, with many residents opting instead to use private vehicles or a hybrid 
form of public transit known as Intermediate Public Transport (Ministry of Urban 
Development, 2008). Weirder still, remedies to the aforementioned problem have 
been proposed, such as building flyovers and expanding roads, rather than enhancing 
public transportation. Municipal and state-run urban bus services are notoriously 
unstable, reliant on poorly maintained bus fleets, and underfunded and understaffed. 
Yet, no systematic efforts have been made to assist these services. 

1.2 Bus Rapid Transit System 

BRTS is defined as “a rubber-tired rapid transit mode that integrates stations, vehicles, 
services, running ways, and elements of the intelligent transportation system (ITS) 
to create a system with a strong positive character that creates a unique image”. This
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description emphasizes the adaptability of BRTS and the breadth of its applications, 
each of which is designed for a certain set of travel markets and physical surroundings. 
When it comes to transportation, the Bus Rapid Transit System (BRTS) is the best of 
both worlds: it offers the convenience and low cost of bus service while also matching 
or exceeding the effectiveness, efficiency, and adaptability of rail transit. Unlike rail-
based rapid transit modes, the basic service unit of BRTS, a single vehicle, is relatively 
small. This allows BRTS vehicles (such as buses and specialized BRTS vehicles) 
to drive anywhere there is pavement. BRT systems can function with dedicated 
lanes, cleaner and quieter buses, off-vehicle fare collecting that takes just seconds, 
aesthetically pleasing stations, and minimal stops. It’s estimated that a BRTS project 
can cost as little as a third as much as a Rail Transit one. It’s a new kind of public 
transportation, a cross between a train and a bus. 

Population growth is putting demand on Bhopal’s already limited infrastructure 
and services. To accommodate the ever-increasing number of banking, corporate, 
and commercial enterprises, the government has proposed numerous reorganizational 
concepts and plans. The Star City Bus, or BRTS as it’s more often known, is a feature 
in one of the concepts. Initially, there were just 30 buses; today, however, there are 
225. The primary goal of this research is to get an understanding of the BRTS Bhopal 
system, including its plans, routes, and transportation system, in order to ascertain 
its coverage area, station count, route count, congestion rate, collision rate, and the 
number of parallel routes. 

This paper analyses the loopholes and coverage of buses in the Bus Rapid Transit 
System in Bhopal. The first part contains an introduction to the transport system 
in Bhopal. The research approach adopted in this study is discussed in the second 
part. The research methodology adopted in this study is discussed in the third part. 
The finding of the study is discussed in the fourth part. The conclusions of the study 
obtained through the analysis are discussed in the fifth part, and the future scope is 
discussed in the last part of the paper. 

1.3 Solar Panel 

Solar panels on top of bus stops could be used to power sensors that could monitor 
traffic or pollution level in the air, which would be a huge benefits to commuters and 
passengers on the bus.
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2 Proposed Approach 

2.1 Public Transportation in Bhopal 

Bhopal has a well-developed internal transportation system that connects it to the 
rest of the country by roads, railroads, and airways. To commute from one section 
of the town to another, there are a variety of options available, including City Link 
buses, minibuses, private cars, and automobiles. 

2.2 Star Bus/BRTS 

Star-adorned buses, the Bhopal City Link is run by Bhopal City Link Limited. The 
capital and second-largest city of Madhya Pradesh is Bhopal. The city is grappling 
with growing population pressure on its infrastructure and resources. To keep up 
with the city’s rapid growth in fiscal, business, and commercial activity, the govern-
ment has devised a number of plans and proposals to rebuild the city’s transporta-
tion system. Bhopal City Link Limited (BCLL) is a state-owned road transportation 
company in Bhopal that operates a well-designed bus system that connects the entire 
city. Figure 1 shows the Bus Rapid Transit System of Bhopal. 

Bhopal City Link Limited, which started operating in October 2006, is one of the 
city’s most popular modes of transportation. BCCL, which has Bhopal Municipal 
Corporation and Bhopal Development Authority as shareholders, operates buses on 
all of Bhopal’s major trunk and standard routes, linking the city’s various nooks and 
crannies. BCCL, which was founded in October 2006, began serving more parts of 
the city more easily in March 2007, when it had enough buses to run on all key routes. 
The fare is nominal and is determined by the distance between the two points. BRTS 
system of town majorly consists of two categorical routes whereas in depth they are 
into four categories. Considering the major route categories is as follows:

Fig. 1 Solar panel in bus stop 
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• Trunk Routes 

It connects key activity hubs. The farthest activity centre should be reachable in 
45 minutes or less. There are 4 trunk routes in Bhopal. 

• Standard Routes 

These routes connect the city’s principal origin and destination points. These are 
minibus routes that have been replaced. There are twelve standard routes in Bhopal 
as listed in Table 1. Details for all of them are given in Table 1. 

To operate the above-mentioned buses on four routes corridors as shown in Fig. 2 
are built in Bhopal.

1. Bairagarh to Misrod 
2. Roshanpura-ORR 
3. Board office to Raisen road 
4. Bharat talkies to Taj-ul-masajid. 

Figure 3 depicts the corridors along with their distance and the site map of it. The 
longest corridor is corridor one, whereas the shortest one is corridor 4.

Table 1 BRTS Bhopal various buses details 

S. No Bus 
name 

Origin Destination Route length (in 
km) 

Bus 
stops 

1 TR1 Chirayu Hospital 
(Bairagarh) 

Akruti Eco city 42 46 

2 TR2 Nadra Bus stand HEG Mandideep 23 36 

3 TR3 Bairagarh RS Raisen Hoshangabad 28 56 

4 TR4 Sehore naka Misrod 23 47 

5 SR1 Halalpur Bu stand Chinchli Bairagrh 19 34 

6 SR2 Nadra Bus stand HEG Mandideep 23 36 

7 SR3 Nariyal Kheda Ayodhya nagar 26 56 

8 SR4 Chinchli bairagrh Over bridge Circle 30 41 

9 SR5 Chirayu hospital Avadhpuri Vidyasagar 
college 

40 50 

10 SR6 Rajeev Gandhi 
college 

Oriental college 40 44 

11 SR7 Gandhi nagar Patel Nagar Bypass 54 46 

12 SR8 Chinchli Bairagarh Coach factory 27 48 
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Fig. 2 Bus Rapid Transit System (BRTS), Bhopal

Fig. 3 BRTS corridor of Bhopal 

3 Results and Discussion 

The research methodology used in the study is statistical analysis. The major conclu-
sion and results drawn in the study rely on secondary data. There are two types of 
data which are gathered for analysis. (1) Primary data refers to the first-hand data 
gathered by the researcher himself. This is a crude form of data available to the 
researcher. (2) Secondary data means data collected by someone else earlier, and it 
is usually refined for the researcher.



792 R. Kumar et al.

Table 2 Demographic 
details Parameter Range Frequency Percentage (%) 

Age 15–20 20 22.73 

20–25 27 30.68 

25–30 21 23.86 

30–40 12 13.64 

40 above 8 9.09 

Gender Female 59 67.05 

Male 29 32.95 

Profession Student 38 43.18 

Job 33 37.50 

Other 17 19.32 

Transport service Bus 37 42.05 

Own 20 34.09 

Other 21 23.86 

3.1 Data Gathering and Analysis 

88 people participated in the questionnaire and the questionnaire was shared by 
Google Form Link whose data description is as follows: Table 2 clearly represents 
participation in terms of percentage and frequency. It has been observed that 22.73% 
of people aged between 15 and 20, 30.6% of the responses aged between 20 and 
25, 23% offer responses aged between 25 and 30, 14% aged between 30 and 40 and 
the remaining 9% is 40 and above. So maximum participation is from people aged 
between 20 and 25. Also, the table shows that 67% of participation is from females 
and 33% of participation is from males. 

Data collected was shorted and then arranged in excel software, which then was 
edited, and coded as per the required procedure. In the analytical process, the nominal 
and ordinal scale was used for rating the questions. The relatively important index 
values are used in the study that they have commonly used tools for analysing attitudes 
towards surveyed variables in construction research. 

3.2 Research Method 

The statistical analysis methods utilized mean, which is all the more normally alluded 
to as the average. Mean is one of the important and most commonly used measures 
of central tendency. 

Mathematical Equation: 

x = ∑ f /∑ N , (1)
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where f states the sum of frequency and N is the total no. of operations. 

Regression 
With regard to insights, regression is the connection between an independent 

variable and a dependent variable in the statistical analysis methods. The line utilized 
in regression analysis charts and graphs means whether the connections between the 
factors are solid or frail, notwithstanding showing patterns throughout a particular 
measure of time. 

Mathematical Equation: 

Y = a + bX+ ∈, (2) 

where 

Y—is the dependent variable 
X—is the independent (explanatory) variable—is the intercept b—is the slope 
∈—and is the residual (error). 

From Fig. 3, it is concluded that TR3 has the highest number of bus stops which 
is 56, whereas the longest distance covered by TR1 is 42 km. When being analysed 
it evaluates that for TR3 an average stop distance is 0.5 and 0.9 km for TR1. The 
formula used is Route distance/No of bus stops to calculate this. The difference 
between the two bus routes is noticeable and a point of consideration to reduce the 
no of stops which results in the reduction of total time in route coverage by bus. 

From Fig. 4, it is concluded that SR3 has the highest no of bus stops which is 
56, whereas the longest distance is covered by SR7 which is 54 km. When being 
analysed, it evaluates that for SR3 an average stop distance is 0.5 and 1.2 km for SR7. 
The formula used is Route distance/No of bus stops to calculate this. The difference 
between the two bus routes is noticeable and a point of consideration to reduce the 
no of stops which results in the reduction of total time in route coverage by Bus.

The below findings are based on ANOVA results, and Tables 3 and 4 depict the 
result for the same.

• TR1 and TR4 exhibit a positive association in the association test, indicating that 
TR1’s timetable and plan can be used to improve TR4’s overall timing. 

• If the stop time of TR4 can be the way that the average stop time comes near to 
0.5 or 0.6 km. It will increase the frequency of arrival time of TR4 at various bus 
stops. 

• Overlapping of the buses on four stops was noticed in SR3 and SR2. Bus stops 
are Nadra Bus Stand, Sabji Mandi, Alpana Tiraha, and Bharat Talkies as shown 
in Fig. 5. 

• Few other overlapping was also identified in the stated plans which are shown in 
Fig. 5.
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Fig. 4 Route coverage and bus stops of various trunk routes

Table 3 ANOVA test result for TR1 to TR4 in terms of waiting time 

Dunnett’s multiple 
comparison test 

Mean Diff q Significant, P < 0.05 Summary 

TR1 versus TR2 − 3.333 5.774 Yes – 

TR1 versus TR3 1.333 2.309 No ns 

TR1 versus TR4 − 3.667 6.351 Yes – 

Table 4 ANOVA test results between SR1 and SR8 in terms of waiting time 

Dunnett’s multiple 
comparison test 

Mean Diff q Significant, P < 0.05 Summary 

SR1 versus SR2 − 2.667 4.438 Yes – 

SR1 versus SR3 − 2.333 3.883 Yes – 

SR1 versus SR4 0.3333 0.5547 No ns 

SR1 versus SR5 0.3333 0.5547 No ns 

SR1 versus SR6 0.6667 1.109 No ns 

SR1 versus SR7 0.6667 1.109 No ns 

SR1 versus SR8 1.333 2.219 No ns

4 Conclusions 

The arrival time, route overlapping, delay on bus stops, total time taken, and customer 
satisfaction to cover the route are significant characteristics in the Bhopal study region 
with regard to BRTS and its improved utilization (Fig. 6).
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Fig. 5 Route coverage and bus stops of various standard routes

Fig. 6 Route overlapping of SR5, SR6, SR4, and TR2 

• The study also finds that the TR1 and TR4 schedules might be improved upon in 
order to maximize service and delight riders. 

• Although it has the shortest distance of any trunk route, its high frequency of stops 
has left passengers frustrated. 

• The itinerary for SR2 and SR3 can be adjusted to improve their efficiency as a 
standard route because the difference of 3 kms between the two routes is equivalent 
to the difference of 20 stops. 

• Since two routes share the four stops above, the latter can be eliminated.
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• Solar panels on the top of bus stops can further be used to power sensors that can 
monitor traffic. 

Or the level of pollution in the air, which will be a major benefit to the passengers 
and commuters on the bus. If the solar operate bus it introduce then it will effect the 
rate of fare on the passengers, which will also beneficial. 

5 Future Scope 

The study can be researched more in terms of traffic congestion, parallel routes, 
passenger utilization, road condition, the effect of metro lines on the road, and new 
deviations of the routes during the development period of metro. More association 
and advanced statistical tests like Chi-test and ANOVA can be applied for more 
precise and in-depth results. It can also be extended by suggesting better options for 
the existing resources of BRTS on the same with minimum revision and deviation. 
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Forecasting of Carbon Emissions in India 
Using (ARIMA) Time Series Predicting 
Approach 

Somesh Sharma, Amit Mittal, Manmohan Bansal, Bhagawati Prasad Joshi, 
and Ashish Rayal 

Abstract After China and the USA, India is the third highest emitter of carbon 
dioxide (CO2). The research focuses on predicting carbon emissions in India using 
autoregressive integrated moving average (ARIMA) models. The study uses time 
series data from 1980 to 2021 to develop and validate the ARIMA models. The 
results of the analysis show that the ARIMA models are able to effectively capture 
the trend and seasonality of carbon emissions in India. The study also uses the 
ARIMA models to forecast future carbon emissions for the period 2022–2030. The 
forecasted value of CO2 Emissions 3,616,149 (KT) as per ARIMA (0,2,1). The 
findings indicate that carbon emissions in India are likely to continue increasing in 
the future, despite efforts to reduce them. The research also investigates the impact 
of carbon emissions on renewable power generation in India. The study shows that 
the level of carbon emissions has a significant negative impact on renewable energy 
production, particularly solar and wind energy. The findings suggest that reducing 
carbon emissions is crucial for the growth and development of the renewable energy 
sector in India. The outcomes of this research have important consequences for 
decision-makers in government and stakeholders in the energy sector. The study 
highlights the need for effective policies and initiatives in order to lessen India’s 
carbon footprint and encourage the growth of renewable energy sources. The ARIMA
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models developed in this study can serve as a valuable tool for forecasting carbon 
emissions and planning future energy policies in India. 

Keywords ARIMA · Carbon emission · ADF · ACF · PACF 

1 Introduction 

The phenomenon of global warming has arisen as a significant environmental threat 
in contemporary times. Climate changes are now extensively recognized as the most 
stringent ecological concern affecting human society [1]. It will have far-reaching, 
significant, and unevenly distributed global ramifications and costs. Increased global 
carbon emissions are the principal factor contributing to climate change and global 
warming. GHG emissions, particularly CO2 emissions, are the primary driver of 
global warming. Carbon dioxide is a heat-absorbing and radiating greenhouse gas 
[2]. Carbon dioxide accounts for roughly 77% of human greenhouse gases [3]. The 
ARIMA models to the task of forecasting carbon emissions in India contribute in:-

• Developing a reliable and accurate method for forecasting carbon emissions in 
India that can help policymakers and stakeholders make informed decisions about 
climate change mitigation strategies. 

• Analyzing the drivers of carbon emissions in India and identifying the most 
significant factors that contribute to changes in emissions levels over time. 

• Comparing the performance of ARIMA models with other forecasting methods to 
determine the most appropriate method for predicting carbon emissions in India. 

Human activity, economic activity that involves burning fossil fuels, transporta-
tion, and energy supply all contribute significant amounts of carbon, methane, 
and other orangery airs globally, while the construction of buildings, forestry/ 
deforestation, and agricultural sectors are also a major cause of increment of carbon, 
methane, and added orangery airs in the environment [1, 4, 5]. 

The research begins with an introduction that outlines the challenge posed by 
the changing climate and the importance of predicting carbon emissions in India. 
The literature review section will then provide an overview of previous research on 
carbon emissions and forecasting methods. The methodology section will describe 
the data sources, ARIMA models, and additional methods that were applied during 
the research. The analysis and discussion section will present the significant findings 
of the study, including statistical analyses or visualizations of the data. Finally, the 
conclusion section will summarize the most important findings, a discussion of their 
consequences, and some suggestions for the paths of future study.
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2 Proposed Approach 

The proposed approach for predicting carbon emissions in India using ARIMA 
models involves following steps, Fig. 1. Proposed Research First, historical data on 
carbon emissions in India will be collected and analyzed to identify any patterns or 
trends. Next, the data will be pre-processed to remove any outliers or anomalies, and 
then the appropriate ARIMA model will be selected and fitted to the data. The model 
will be validated using statistical tests and performance metrics, and then used to fore-
cast future carbon emissions in India. The impact of carbon emissions on renewable 
energy production will also be discussed. The results of the study will provide insights 
into the future trajectory of carbon emissions in India and inform policy decisions 
aimed at reducing carbon emissions and promoting renewable energy production. 

2.1 Carbon Emission During COVID 

The effects of COVID-19 were restricted to a short-term decrease in carbon emissions 
alone [6] because of government-mandated lockdowns, worldwide carbon dioxide 
emissions fell sharply during the COVID-19 epidemic [7]. The global average carbon

Fig. 1 Proposed research 
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dioxide content in the atmosphere in 2020 was 412.5 ppm, and, [2, 8] in 2021, the rise 
will be 1.5 billion tonnes, the second-largest in history. Despite the economic crisis 
induced by the COVID-19 outbreak, carbon emissions decreased by 17%, setting a 
new record low [9]. The 2.6 ppm rise above 2019 levels was the 5th highest on record 
in the 63-year history of the National Oceanic and Atmospheric Administration 
(NOAA). Since the year 2000, atmospheric CO2 concentrations have risen by 12%, 
or about 43.5 parts per million (ppm). The COVID-19 outbreak led to 5.4% lower 
worldwide fossil carbon dioxide (CO2) emissions in 2020 [10]. 

India, China, and USA are among the main CO2 emitters in the world, accounted 
for about half of global CO2 emanations, with the top 20 emitters accountable for 
the outstanding 80% [11]. Several countries, including India, have committed to 
achieving net zero percent emissions by 2070 and have created milestones along 
the way [10, 12]. Deforestation is a significant source of greenhouse gases. More 
than 130 countries have pledged to end deforestation by 2030, and 105 countries 
have pledged to reduce methane emissions, by 2030. India remains heavily reliant 
on fossil resources such as oil and coal, and its economic interests are primarily 
domestic [13]. It necessitates national assessments of CO2 emissions from primary 
sources and industries. India announced a transition to net zero emissions by 2070 
at the COP26 climate change meeting in Glasgow. By the end of the decade, India’s 
short-term goals include growing non-fossil fuel power capacity from 450 to 500 GW. 

2.2 Review of Literature 

Before forecasting carbon emission, there is a need to draw on the previous research as 
references to understand the models used by researchers to forecast carbon emission 
and the importance of controlling carbon emission and the factors that cause carbon 
emission. 

Akyol and Uçar, 2021 predict Turkey’s greenhouse gas emissions in 2030 and the 
economic consequences. According to the study, if Turkey continues on its current 
path of progressively growing greenhouse gas emissions, 728.3016 metric tonnes of 
CO2 equivalent would be attained by 2030. These projections look below the pace of 
Turkey’s Paris Climate Agreement pledges, which are seen as good for Turkey [14]. 
Mason et al., 2018 implement the covariance matrix adaptation evolutionary tech-
nique as an optimization methodology to estimate short-term electricity demand in 
Ireland, as well as wind power production and the amount of CO2 intensity. Research 
predicts Ireland’s energy consumption, wind power production, and CO2 emission 
levels. The findings demonstrate that the CMA-ES is capable of making accurate 
predictions for each of these difficulties. As compared to other methods that are 
considered to be cutting-edge, CMA-ES surpasses them all by a significant margin 
[15]. Qiao et al., 2020 provide a unique hybrid approach that optimizes the standard 
LSSV machine model by combining a lion swarm optimizer with a genetic algo-
rithm. The LSO-GA method has a better worldwide optimum capability in compar-
ison with additional procedures because the optimum solution it obtains is the closest
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to the genuine optimal solution. In addition, it features a quicker convergence speed 
[16]. Zhao et al., 2018 explain the MIDAS-BP model, which combines a regres-
sion model using mixed data sampling (MIDAS) with a neural network using back 
propagation (BP). To make predictions about carbon dioxide emissions in both the 
short term and long term, the MIDAS-BP model is [17]. In Xu et al., 2021 [18], the 
study proposes the utilization of a non-equigap generalized linear model (GM(1,1)) 
with conformable fractional accumulation (CFNGM(1,1)) to examine the association 
between energy consumption and CO2 emissions. Based on the forecasted outcomes, 
it was observed that CO2 emissions have increased to different extents in 30 countries 
and regions [18]. The COVID-19 pandemic has led to a short-term decrease in emis-
sions; it may also result in long-term changes in energy and transportation systems 
that could lead to significant emissions reductions in the future [19]. Global carbon 
emissions decreased by approximately 7% in 2020 as a result of pandemic-related 
lockdowns and reduced economic activity [20]. The COVID-19 pandemic has had 
a noticeable impact on the carbon market, and the observed and inferred variations 
in the number of COVID-19 patients point to a more robust connection between 
the two variables. Policymakers, businesses, scientists, and members of civil society 
must all work together to turn COVID-19 into a sustainable opportunity [21, 22]. 
Time series forecasting is an essential approach utilized in several disciplines, such 
as finance, economics, engineering, and health care, to anticipate future patterns 
based on existing data. There are several techniques to time series forecasting, and 
numerous models have been created throughout the years to aid in making accurate 
forecasts. The statistical approach is one method for predicting time series; it use 
numerous statistical approaches to assess past data and anticipate future trends. The 
machine learning method to time series forecasting entails the use of algorithms to 
automatically identify patterns and correlations in previous data and then use them 
to anticipate future trends. For time series forecasting, artificial neural networks, 
decision trees, fuzzy set logic, and support vector machines are utilized as machine 
learning models. In addition to these methods, there exist hybrid models that integrate 
statistical and machine learning methods [23–29]. Overall, the availability of several 
time series forecasting models enables practitioners to select the optimal technique 
for their particular needs, based on the data at hand, the required level of precision, 
and other variables. 

2.3 Research Methodology 

This research aims to look at the history and current patterns in carbon emissions 
in India and predict emissions for the coming years. The study’s primary goal is 
separated into two phases: (1) obtaining the best fit ARIMA model for CO2 emissions 
forecasting and (2) projecting India’s CO2 emissions during the next eight years. This 
study aims to use the ARIMA method to forecast carbon emissions in India for 8 years 
from 2022 to 2030. This study’s research technique involves using secondary data 
sources to investigate existing and future CO2 emissions in India and anticipate future
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CO2 emissions. CO2 KT is taken proxy of carbon emission in India. Statistics on CO2 

emissions are acquired from the World Bank’s database. The existing proportion of 
carbon emanations in India was calculated using data of carbon emission taken from 
the database of World Bank. ARIMA is a time series approach which is used to project 
the level of carbon emissions. The Augmented Dickey–Fuller (ADF) test model is 
applied to adjust the presence of non-stationarity in data series of carbon emission. 
PACF, ACF plots, and the level of differencing are used to select an appropriate 
ARIMA model. AR (Auto regressive) (q) Integration (I) (d) and Moving average 
(MA) (p), parameters of Selected model are selected using PACF correlogram and 
correlogram. To confirm the legitimacy of selected model of ARIMA, the inbuilt 
function of Auto.Arima integrated within the R software is utilized. The analysis 
and prediction are conducted through the use of R software. 

3 Forecasting of Emissions (KT) of CO2 in India: Analysis 
and Discussion 

Figure 2 shows a rising trend in CO2 emissions, with only minor changes in recent 
years. Data series descriptive statistics do not appear persistent and are altered over 
the period frame, indicating that India’s CO2 emissions series does not track static 
outlines. A graphic analysis of Fig. 2 CO2 emission (KT) the CO2 emissions data 
series in India indicates a rising trend; consequently, it seems non-stationary. Time 
series is one the most accurate and reliable methods to forecast. The first requisite 
of time series analysis is that the data series should follow the stationary pattern. 

Table1 Statistics parameters for the Augmented Dickey–Fuller test show, the ADF 
test results that indicates the presence of Unit root at level in data series and accept 
the null hypothesis of unit root in data series.

A visual analysis of Fig. 3 CO2 emissions (KT) at first of differencing indicates that 
original series differenced at first level of differencing does not follow the stationarity 
pattern, supported by results of the Augmented Dickey–Fuller (ADF) test. Now data 
series is differenced at second order to remove the unit root from the data series. In 
Fig. 3, diversification to the first order in CO2 emissions (KT) shows the data series 
of CO2 emissions differenced at second order. The data series seems stationary in 
this graph as descriptive statistics of data series seem constant. Data series of CO2 

emissions of India does track stationary patterns. ADF test results in Table1 at second

Fig. 2 CO2 emission (KT) 
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order of differencing rejects the presence of unit root (null hypothesis); therefore, 
the Integrated (I) (d) parameter of ARIMA model (p,d,q) is 2 (Fig. 4). 

Partial Auto Correlogram and Correlogram: By utilizing the PACF and ACF plots, 
the optimal parameters (p, q) for the ARIMA model can be identified. 

A graphical examination and analysis of the PACF and ACF correlgoram is a must 
to establish most appropriates specific values for the AR and MA (p and q) models. 
The AR and MA (p & q) values in ARIMA (p,d,q) are 0 and 1, as shown by the PACF 
and ACF correlogram in Figs. 5 and 6, respectively. The ARIMA model’s forecasted 
parameters are (p,d,q)(0,2,1). Thus, the ARIMA model is the most appropriate for 
predicting India’s CO2 emissions (0,2,1). 

Auto.Arima Function: (0, 2, 1) model of ARIMA model is identified with the 
help of visual inspection of ACF and PACF plots. The validity of the selected model 
can be determined with the use of Auto.Arima function, which is included in the R

Fig. 3 Diversification to the 
first order in CO2 emissions 
(KT) 

Fig. 4 Diversification to the 
second order in CO2 
emissions (KT) 

Fig. 5 Diversification to the 
second order in the PACF 
plot
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Fig. 6 Diversification to the 
second order in the ACF plot

software and provides the best fit model. In terms of predicting, the “Auto.Arima ()” 
function recommended the identical (0, 2, 1) model of ARIMA for projection. 

Table 2 Best fit ARIMA model shows the statistical results of the selected (0,2,1) 
model of ARMIA using “Auto.Arima()” function. Designated (0,2,1) model of 
ARIMA satisfies all the analytical scrutiny, like AIC and BIC criteria; hence, we 
used ARIMA (0,2,1) to forecast CO2 emissions in India 

Figures 7 and 8 show the residual graph based on ARIMA’s (0,2,1) model. 
Residual ACF plot in Fig. 6 displays the ACF plot of residuals inside the no autocor-
relation bounds. Figure 8 illustrates that the change of the residual series does not 
transform substantially ended over the period since all of the spikes are contained 
inside the limits. It implies that the transformation in the residual series may be 
observed as infinite, that the suggested model fits the statistics well, and that the 
forecast made with this model would be precise. The chosen ARIMA model meets 
all residual diagnostics and validates all of the best fit ARIMA model’s property 
tests. 

Table 2 Best fit ARIMA model 

Best fit ARIMA model 

Series-CO2 emissions 

ARIMA (0,2,1) 

Coefficients 

ma1 − 0.724 
s.e 0.1039 

sigma^2 estimated as 1.355e + 09: log likelihood = −  441.37 
AIC = 886.73, AICc = 887.09 
BIC = 889.96 

Fig. 7 ACF plot residuals of 
ARIMA (0, 2, 1) model
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Fig. 8 PACF plot residuals 
of ARIMA (0, 2, 1) model 

With the aid of the chosen (0, 2, 1) model of ARIMA, the predicted graph of 
emissions of CO2 in India indicates an upward rising movement during the following 
8 years. The probable CO2 emissions amounts and trends are given in Table 3. The  
probable CO2 emissions amounts and trends are shown in Table 3 and Fig. 9. It depicts 
a rising trend in CO2 emissions during 8 years from 2022 to 2030. The anticipated 
value of CO2 emissions with 80% and 95% confidence is shown in the shaded part 
of Fig. 8. The predicted values follow the movement of the previous data in the same 
way. CO2 emanations in India are expected to upsurge in the same pattern as in past. 
The above findings projected that CO2 emanations would endure to upsurge during 
the subsequent eight years. 

Impact of Carbon Emission on Renewable Energy Production: The impact of 
carbon emissions on renewable energy production cannot be overstated. The increase 
in carbon emissions has led to a rise in global temperatures, which has resulted 
in more extreme weather patterns, such as heatwaves, droughts, and floods. These 
extreme weather patterns can have a significant impact on the efficiency and relia-
bility of renewable energy sources, such as solar panels, wind turbines, and hydro-
electric generators. High levels of carbon emissions can also result in increased costs 
and uncertainty for renewable energy production, which can hinder its growth and 
development. Addressing the issue of carbon emissions is crucial for the continued

Table 3 Forecasted value of CO2 emissions (KT) 

Year Forecasted value Lo 80 Hi 80 Lo 95 Hi 95 

2022 2,828,396 2,691,846 2,964,946 2,619,561 3,037,231 

2023 2,926,865 2,758,054 3,095,677 2,668,691 3,185,040 

2024 3,025,334 2,822,597 3,228,072 2,715,274 3,335,395 

2025 3,123,804 2,885,474 3,362,133 2,759,310 3,488,297 

2026 3,222,273 2,946,716 3,497,829 2,800,846 3,643,699 

2027 3,320,742 3,006,365 3,635,118 2,839,944 3,801,539 

2028 3,419,211 3,064,466 3,773,956 2,876,675 3,961,746 

2029 3,517,680 3,121,064 3,914,296 2,911,108 4,124,252 

2030 3,616,149 3,176,202 4,056,095 2,943,309 4,288,989
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Fig. 9 Forecasted value of 
CO2 emission

growth and success of renewable energy, and policymakers and stakeholders must 
work together to reduce emissions and promote sustainable energy production. 

4 Conclusions 

This research paper has demonstrated the effectiveness of ARIMA models in 
predicting carbon emissions in India. The analysis showed that the ARIMA (0,2,1) 
model was the best fit for predicting carbon emissions in India, as it had the lowest 
Akaike Information Criterion (AIC) value and the highest accuracy in predicting 
future carbon emissions. The forecast of CO2 releases in India would help the regime 
to plan policies and movements to decrease CO2 releases and achieve the targets of 
the Paris Agreement’s target of 40% non-fossil fuel power generation capacity, a 33– 
35% decrease in the economy’s emission intensity compared to 2005, and the creation 
of a supplementary carbon sink of 2.5 billion to 3 billion tons of CO2 equivalent. 

This research contributes to the existing literature on carbon emissions predic-
tion in India by providing an in-depth analysis of the best fitting ARIMA models. 
These models can help policymakers and stakeholders make informed decisions 
about carbon emission reduction policies in India. Future research could focus on 
developing more complex models that incorporate additional predictors and explore 
the effectiveness of different carbon reduction policies. 
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Peak Shaving Through Battery Storage 
for Photovoltaic Integrated Building 
Considering the Time of Day Pricing 

A. Sharma, P. Mahajan, and R. Garg 

Abstract This paper has considered the feasibility of a battery storage system 
from peak demand reduction point of view under variable electricity energy pricing 
dynamics. The energy management approach described in this study seeks to reduce 
annual energy costs while maximizing battery energy throughput with grid restric-
tions acting as network demand limits for the performance evaluation of the investi-
gated energy system in two scenarios. A typical building has been identified, where 
presently the PV system and grid supply is operated for meeting load requirements. 
The economics of the reference case with no battery storage (Case A) is compared 
with the economics of the battery storage plant that stores excess PV generation after 
self-consumption in the building (Case B). The analysis demonstrates that with an 
increase in storage size leads to a reduction in the energy cost till a certain point and 
any further increase beyond the critical point will increase the energy cost due to 
an increase in investment cost. The optimum value of battery storage in the present 
study is assessed as 1250 kWh and that result in annual financial savings of |7.3 lakhs 
under the time of day (ToD) regime. With falling battery storage prices, the payback 
period is anticipated to become shorter and more appealing in the near future. These 
comparative outcomes of the present study will provide input for government author-
ities and other stakeholders to develop regulations and policies for the promotion of 
battery storage. The active deployment of the battery energy storage systems within 
such types of installations, and its coordination with the other distributed energy 
resources will enhance the overall reliability, efficiency, and cost effectiveness of 
overall energy system. The modeling and simulation of the system are performed by 
General Algebraic Modeling System (GAMS). 
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1 Introduction 

The recently concluded 26th meeting of Conference of the Parties (“COP26”) in 
Glasgow (U.K.) has provided a much-needed impetus to move away from fossil 
fuel-based energy sources. Aiming to meet 50% of India’s electricity needs with 
renewable energy, 500 GW of renewable energy capacity installation, reduction of 
cumulative carbon emissions by one billion tonnes between 2020 and 2030, and 
reduction of the carbon intensity of GDP by 45% over 2005 levels, were among 
the ambitious goals, the Indian Prime Minister set during the conference [1]. These 
are huge commitments from a country where coal has been the primary source of 
fossil fuel used to generate power in India, accounting for around 58% of total 
generation as on December 2022 [2]. Renewable energy sources like wind and solar 
are generally varying in nature and usually fail to provide a base load. However, 
with the advent of economical battery energy storage systems (BESS) at large-scale 
levels, the balancing process can be greatly aided by the use of renewable energy 
sources for base load. Moreover, batteries have other benefits, by storing the elec-
tricity generated during sunny hours and reusing it afterward, they raise the value and 
competitiveness of solar PV generation. Together with solar PV generation, battery 
storage appears to be one of the most economical methods of supplying isolated 
remote areas with inexpensive electricity. BESS and renewable energy-based power 
may offer a clean, cost-effective, and long-term replacement for coal-based power 
generation technologies [3]. Because of their favorable performance characteristics, 
high energy density, the flexibility of use, and, considerable cost reductions of battery 
modules, lithium–ion (Li–ion) batteries have supplanted other battery types as the 
preferred option for new BESS installations. Peak load though occurs normally for a 
small percentage of time usually resorted by generation capacity addition or by load 
shedding. ToD tariff is a crucial demand side management (DSM) measure that is 
used to encourage users to shift some of their non-essential loads from peak hours to 
off-peak hours, leading to improvement of system load factor through peak demand 
reduction. It is recognized widely across the energy industries. The ToD tariffs allow 
resources to be distributed more wisely and effectively by reflecting the true cost of 
producing, distributing, and supplying energy in price signals sent to customers [4]. 
The present study, apart from optimization of the BESS that maximizes the annual 
benefits to the building when the BESS and distributed energy resources like solar 
PV is used for peak load shaving under variable electricity energy pricing dynamics. 
The comparative outcomes will provide input for government authorities, policy-
makers, investors, project developers, etc. to develop regulations and policies for 
the promotion of battery storage for such types of installations wherein distributed 
sources of energy and BESS are being used in coordination. 

The paper proceeds as follows, analysis of the literature survey, along with gap 
identification is carried out in Sect. 2. The proposed approach for the study is 
discussed in Sect. 3. System modeling and analysis of the present load curves of 
building are discussed in Sect. 4. After a discussion on simulation results in Sect. 5, 
the conclusion of the study along with future work recommendations is discussed in 
Sect. 6.
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2 Literature Survey 

Due to growing environmental concerns and exponentially rising energy demands 
world over, the integration of decentralized energy sources like solar and wind into 
current conventional power systems has acquired greater significance. Decentralized 
sources at the user end decrease the demand for increased generation and transmission 
capacity as well as benefits like bill savings and reduced transmission congestion. 
However, solar PV and wind are variable sources, and there are several challenges 
associated to the temporal variability of its electricity output [5, 6]. Several energy 
storage technologies, including batteries [7], flywheels [8], super-capacitors [9], and 
fuel cell/electrolyzer hybrid systems [10], can be used to address this issue. 

In the study [11], it has been demonstrated that with installation of battery system 
of capacity of 92 kWh in the sports building of Tampere University of Applied 
Sciences, Finland, the electric power taken from the grid was limited to 65 kW 
and in addition, latent heat thermal energy storage technique developed by Munich 
University of Applied Sciences was simulated for peak shaving of district heating. 
As per simulation results, thermal energy storage lead to shaving off of peaks of 
district heating power, subject to that the power limit is taken according to the total 
heat demand. 

BESS helps in capacity firming, peak load shaving, power arbitrage, frequency 
regulation, and improving power quality [12, 13]. Storage systems lead to a reduc-
tion in the peak power and losses, but also will increase the investment cost however, 
the nation by significantly boosting production capacity and battery manufacturing 
competence can contribute economically in this crucial sector [14]. In the paper 
[15] optimization problem of renewable energy resources and the BESS in plan-
ning islanded micro-grids is solved using the general algebraic modeling system 
(GAMS).The effect of an increase in the Time of Use (ToU) as well as block rate tariff 
at Anhui province, China, has been studied for assessing the opportunity for building 
integrated photovoltaic system [16]. The effect of market-based energy pricing on 
the performance of the operation of the distributed network in coordination with 
renewable energy systems was studied in detail [17–19]. 

In the present study, the feasibility of a battery storage plant at the Delhi secretariat 
building has been carried out wherein presently PV system generation and grid supply 
are operated for supplying the load. Delhi owing to high percentage of domestic 
usage and harsh weather conditions in summer and winter seasons has unique load 
pattern and peak load issues. The peak electricity consumption in Delhi continuously 
exceeded that of Mumbai, Kolkata, and Chennai combined, and since 2000, the 
amount of electricity needed has virtually tripled. The annual share of combined 
domestic and commercial consumers during the period 2010–2017 made up almost 
75–80% of share of Delhi’s electricity consumption. An electrified household in Delhi 
uses roughly 260 units of electricity per month on average in 2016–2017, up from 155 
units in 2000. Delhi’s peak demand increased from 5028 (2011–2012) to 7409 MW 
(2019–2020). An average 3.27% increase in energy usage has been observed by 
about each year from 2011–2012 to 2019–2020, while energy consumption and peak
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demand stayed at 29,534 MU and 6314 MW in 2020–2021 because of the Covid 
epidemic. There are currently 223.601 MW of installed solar systems at around 5800 
locations, of which 21,557.53 kW at around 2134 locations are in the domestic sector 
[20, 21]. 

Various studies have already been conducted for the purpose of analyzing the 
performance of solar PV plants based on data of annual/monthly generation to cater 
to load profile characteristics [22]. However, only a few studies have examined the 
role of battery energy storage systems in coordination with a grid-connected PV-
based system along with the determination of the optimal size of the BESS that 
maximizes the annual benefits to the building. 

3 Proposed Approach 

A study has been conducted in this paper to carry out the feasibility analysis of a 
combined solar PV and battery storage plant for the Delhi secretariat building. The 
contract demand of the building is 2742 kVA. Due to the limited rooftop area and 
land in the building, a solar PV plant has been installed on the vacant land near the 
Delhi secretariat building of decommissioned Indraprastha thermal power station. 
Out of the initial projected plant capacity of 3 MW, a 1 MW plant has been in 
service since 2015. The capacity was later enhanced to 2 MW in 2018. The output 
of solar plant is directly fed to building through 11 kV underground cable. The 
Solar Power Developer’s (SPD) tariff rate for 25 years is set at Rs 4.50 per kWh. 
It was initially believed that this type of arrangement in which the grid provides 
limitless storage, and generated electricity is supplied directly into the grid will be 
sufficient hence no provision was kept for battery storage operations. This research 
paper is in continuation of earlier work done by the same authors [23] wherein 
a techno-economic analysis of the same plant was carried out. In this paper, two 
methodologies are analyzed and comparative analysis is represented for both ToD 
and flat tariff regime. In case A the analysis is made considering that there is no 
availability of BESS and is considered a reference case. In case B it is considered 
that whenever there is excess solar energy after self-consumption, it will be stored in 
the battery for usage in subsequent load cycles. Given the load profile of the building, 
the condition of surplus solar energy will happen during weekends and holidays and 
summer month offers an excellent opportunity for saving through battery storage. 
Charging of BESS from grid supply during off-peak hours has been disabled. The 
data set of 24 h for a typical summer day has been incorporated in GAMS resulting 
in saving in terms of daily energy charges. The battery charging from the grid is 
not permitted and if solar PV generation and load are available then the load is 
to be supplied in priority of solar/battery/grid. Direct supply of load through solar 
during the daytime has been accorded the highest priority. The remaining part of the 
load will be supplied through battery storage (given the conditions that the state of 
charge of battery is above the minimum state of charge). There may be the case that 
there is solar generation is available but the load is not available (particularly during
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Fig. 1 Flow chart of methodology adopted 

weekends and holidays) then solar generation will be utilized for battery charging 
and if the state of charge (SoC) of battery is sufficient then excess generation will 
be exported to the grid through net metering arrangement. The flow chart used for 
analysis is given in Fig. 1. 

4 System Modeling 

The generation output of the solar plant located at Indraprastha thermal power station 
is connected to the Delhi secretariat building for a distance of 2 km using an 11 kV, 
XLPE underground cable. Even though the Delhi secretariat building’s connected 
load exceeds the plant’s present installed capacity of 2 MWp, the system nevertheless 
delivers excess electricity beyond consumption levels to the utility grid during week-
ends and holidays using net metering. The tariff structure applicable to the building 
is tabulated below in Table 1. 

Table 1 Applicable tariff structure 

Category Fixed charges Energy charges 

Non-domestic [HT] supply type HT (11 kV) < 3 kVA |250/kVA/month |8.50/kVAh
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As per Delhi Electricity Regulatory Commission (DERC) regulations all 
consumers (other than residential) with a sanctioned load or maximum demand indi-
cator (MDI) (whichever is higher) of 10 kW or 11 kVA and above are subject to the 
ToD tariff [24]. Table 2 provides the pertinent time slots for peak and off-peak hours, 
together with the percentage rebate and the surcharge rates. 

Though electricity failure from the grid is very rare in building yet 3 DG sets of 
750 kVA are installed in the Delhi secretariat for meeting the emergency load in case 
of grid supply failure. In the present study BESS is proposed for the Delhi secretariat 
to work in conjunction with the existing solar plant. The operation of the plant for 
power generation, storage and supply to load/grid can be controlled to target overall 
reduction in energy bill through peak shaving without compromise or major change 
in usage pattern. A common AC bus bar connects the solar PV panel, the grid, the 
diesel generator, the battery bank, and the load. 

The conversion of the solar PV panel DC output to AC output at the AC bus bar 
is done by Inverter. An inverter/charger unit is installed between the battery and AC 
bus bar for conversion of DC to AC and AC to DC during the battery charging and 
discharging cycles respectively. DG sets are connected to a common AC bus bar for 
meeting the emergency load in case of power supply failure from the grid. Figure 2 
shows the basic setup of the system that is used employed for the present study.

The Delhi Secretariat, which houses important offices of Delhi government such as 
those of the chief minister of Delhi and various cabinet ministers, provides an excel-
lent range of battery storage systems for peak load shaving during summer seasons 
on account of the considerable variation of average weekday and weekend load. 
The typical building load profile indicates more energy consumption during working 
days (i.e. Monday–Friday) than weekends (i.e. Saturday–Sunday) and public holi-
days. The present study analyzed the energy bills from August 2021 to August 2022. 
The major load in building is due to chillers, AHU, pumps, lifts and room air condi-
tioning units. Figure 3 and 4 display the load profiles of the building during weekdays 
and weekends on typical days of the winter season (January), summer season (May) 
and the rainy season (August). The high peak demand observed during summer and 
rainy weekdays is a result of the high use of the air conditioning systems in the 
building. It can be observed from Fig. 3 that during weekday’s maximum demand 
reaches as high as 2250 kVA while during the weekend it varies between 50 and 750 
kVA as shown in Fig. 4. It can be observed that in weekdays during 21:00–6:00 h 
the load is almost constant and is generally < 250 kVA and the load in building start 
increasing from 7:00 h to meet water pumping and cooling requirements in office 
rooms.

Table 2 ToD tariff schedule as per DERC regulations 

Peak hours (h) Energy charges 
surcharge (%) 

Off-peak hours (h) Energy charges rebate (%) 

1400–1700 and 
2200–0100 

20% 0400–1000 20% 
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Fig. 2 Block diagram of basic system configuration

Fig. 3 Daily load curve profile (weekday) 

Fig. 4 Daily load curve profile (weekend)
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Fig. 5 Difference between weekday and weekend load for a typical summer day 

Further examination of the daily load curve data of the building for a typical 
day yields that the difference between weekday and weekend load for a typical 
summer day is 600 KVA which is represented in Fig. 5 mainly on account of air 
conditioning requirements during weekdays. The corresponding values for winter 
and rainy seasons are 80 and 190 kVA respectively. 

Figure 6 displays the solar PV generation profiles of the building during typical 
days of winter season (January), summer season (May) and the rainy season (August) 
taking into account the installed capacity of 2 MW. It can be observed that solar 
generation is comparatively more in rainy season during the study period. The high 
solar PV generation during rainy seasons can be attributed to absence of pollutants 
and natural cleaning of solar panels due to rain. 

The size of the battery is optimised subject to the objective function of minimising 
energy charges, ensuring continuous supply while adhering to system constraints. 
The energy charges are given by Eq. 1. 

Energy Charges = 
24∑

t=1 

EGrid × TGrid + 
24∑

t=1 

Epv × Tpv + 
24∑

t=1 

EBat 

× TBat + 
24∑

t=1 

EDG × TDG + 
24∑

t=1 

LossBat × TBat (1)
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Fig. 6 Solar PV generation profiles during different seasons 
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where, Egrid is energy exchanged with grid in kWh, T grid is grid tariff in INR/kWh, 
Epv is energy received from solar PV plant in kWh, T pv is solar energy tariff in INR/ 
kWh, EBat is energy exchanged with BESS in kWh, TBat is BESS tariff in INR/kWh, 
EDG is energy received from DG in kWh and TDG is DG tariff in INR/kWh. 

The objective function solution is determined using the following constraints. The 
battery state of charge at given time t is given by Eq. 2. 

SOC(t) = SOC(0) + SOC(t − 1) + (PBat - c × ηc) − (PBat - d × ηd ) (2) 

where, SOC is state of charge at t and t − 1, PBat-c is battery power during charging in 
kW and PBat-d is battery power during discharging and η c and η d efficiency during 
charging and discharging respectively. 

The power balance equation can be represented as given in Eq. 3. 

PG + Ppv + PBat - d + PDG ≥ Pload + PBat - c (3) 

where, PG, PPV, PDG and Pload are grid power, solar PV power, DG power and load 
power in kW respectively. 

The lossBat(t) is the cumulative hourly loss in battery capacity that can be calculated 
as given in Eq. 4 [25]. 

LossBat(t) = LossBat(t − 1) + (PBat - d(t) + PBat - c(t)) × z (4) 

where, lossBat is battery loss at t and t − 1 and Z is Ageing coefficient 5 × 10−4. 
Figure 7 shows the effect of BESS capacity on the daily energy charges using 

GAMS. GAMS’s inbuilt CPLEX solver is used to solve mathematical equations. In 
order to obtain optimal battery size, the algorithm starts with an initial battery size of 
100 kWh with the step size of 50 kWh. It is observed that that increasing the battery 
capacity will lead to reduction of energy cost. The curve will reach a minimum 
value and after that will start increasing signifies that any further increase in the 
capacity will increase the energy costs. From the given daily dataset, the optimal 
values selected for battery storage capacity come out to be 1250 kWh.

5 Simulation Results and Discussion 

In the present study, two cases were simulated: 

A. This case is taken as reference case and has no provisions of battery storage for 
storing excess electricity. In the present case the excess energy during weekends 
and holidays is supplied to grid through net metering arrangement. The surplus 
energy exported to grid is tariffed at average power purchase charges (APPC) as 
fixed by regulator. The APPC charges for 2021–2022 are Rs. 3.85/kWh. In this
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Fig. 7 Annual energy charges as a function of the BESS capacity

reference case the daily energy cost is calculated under with and without ToD 
tariff regime. 

B. In this it is assumed that excess solar energy generation beyond consumption 
levels in building is stored in battery. The stored energy in battery will be utilised 
to supply load in subsequent cycles depending on state of charge. The present 
case forbids charging of battery through grid during off peak hours. 

The simulation is carried out under the following assumptions: 

1. Daily energy cost is calculated on basis of a data set of typical summer day during 
2022 that offers the maximum opportunity of storage. The analysis can be further 
extended to monthly savings and annual saving by incorporating monthly and 
yearly datasets. 

2. The battery charging and discharging efficiency are taken as 95 and 90% 
respectively. 

3. Solar PV unit charges and battery energy charges are taken as |4.50 and |4.80/ 
kWh. 

4. DG tariff is taken as |15.00/kWh and grid tariff during normal hours is taken as 
12.00/kWh. 

For an optimum battery size of 1250 kWh. The results of simulation using GAMS 
linear programming are presented in Table 3 and Fig. 8. 

The results demonstrate that the ToD regime offers more saving opportunities in 
comparison to the flat tariff rate regime. 

There is a daily saving of in tune of |2000/- under the ToD regime which amounts 
to a saving of  |7.3 lakhs per annum. Despite high payback time, the government of

Table 3 Comparisons of simulation results 

Without BESS (case A) With BESS (case B) 

Daily energy cost (INR) 48,243 (with ToD) 46,852 (with ToD) 

47,339 (without ToD) 46,618 (without ToD)
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Fig. 8 A comparison of daily energy cost

Delhi may consider installing the BESS on a pilot basis as a demonstration project. 
The payback time will be bound to come down with the falling price of BESS. 

6 Conclusion 

The current energy system is going through a phase of transition wherein traditional, 
centralized, and larger power plants are being replaced with smaller, distributed 
power plants. The world is looking for use of sustainable solutions for energy gener-
ation to mitigate climate change and rising global temperature issues. Due to variable 
nature of different renewable energy sources, the problem can be best addressed by 
use of BESS in coordination with battery energy storage. The present study conducted 
a techno-economic analysis for a grid-connected solar PV-BESS system with the 
objective of determining energy costs. From the analysis, it is observed that the ToD 
regime offers more saving opportunities in comparison to the flat tariff rate regime. 
Further, it is demonstrated that the sizing of the battery is a function of the ToD tariff, 
and input cost of power. The results present a saving scenario in which there is a 
daily saving of around |2000/- under the ToD regime which amounts to a saving 
of |7.3 lakhs per annum. In the present scenario though the payback period is high 
but with the government’s thrust on battery storage and production link incentive 
schemes for batteries, the payback period is bound to become more attractive in the 
near future. The results demonstrate that the deployment of battery energy storage 
systems in coordination with distributed energy sources like PV will result in making 
the overall energy system more reliable, efficient, and economic without affecting 
usage patterns in building. The study will be broadened to achieve the net zero energy 
building target for same building for future research. The capacity of solar PV system 
and battery storage is required to be enhanced to achieve this objective.
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Systems for Rural Electrification 
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Abstract The optimum hybrid energy system is described in this study in terms of 
emissions, price, and other aspects. All the calculations were performed by HOMER 
Pro software. With the use of HOMER software, this project aims to create an 
energy production model connected to an HRES combination at a location in Maha-
rashtra, India. The outcomes of the study have been seen in NPC, O&M, COEs, and 
RF of energy systems. This study was conducted in Solapur, Maharashtra. Due to 
good data on wind and sun renewable energy resources, this area was chosen. The 
HOMER program, which is only adequate for these analyses, was used for all of 
the comparisons. This paper compares and demonstrates the ideal location for the 
suggested HRES model. The proposed hybrid renewable energy system is most suited 
for biofuel generators among the other two systems based on the following factors: 
initial cost, renewable fraction, COE, emission, and area of electricity generation. 
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1 Introduction 

In this rapidly growing country, the need of electrical energy is increasing day by day. 
Most of the production of electrical energy depends on fossil fuels due to which CO2 

emission increases which is not good for our environment. To cut off the emission 
of CO2 and reduce the greenhouse gas effect, renewable energy is necessary for 
the environment and for the development of the country. Keeping this in mind, we 
have to pay attention to this problem so that we can eliminate the problems of 
energy crisis. Looking at the current situation, it is not very appropriate to use diesel 
generators. There are many reasons like increasing fuel prices, high maintenance 
of diesel generators, and transportation problems. Due to the lack of conventional 
resources like fossil fuels and also keeping environment issues in mind, renewable 
energy is the best alternative for power generation. It will reduce greenhouse gases 
like nitrogen dioxide, sulfur dioxide, and carbon dioxide which are very harmful for 
our environment and also harmful for health. We can have many renewable energies 
which we can implement in the hybrid systems like wind, PV, geothermal, biomass, 
hydro, etc. but for the area we opt for this study, the correct configuration will be 
wind, PV, and biomass which will increase the efficiency of the hybrid system and 
also reliable for the system [1]. 

In this paper, to provide renewable energy supply, we will develop a grid-
connected hybrid system using solar, wind, PV, and biomass. Hybrid energy system 
which is connected with grid will reduce the cost by reducing the operational cost of 
grid supply. The objective of this project is to generate energy from easily available 
sources like solar and biomass in the rural areas. This system is made up of PV, wind, 
biomass, and grid system which is connected to the nearby rural area. 

Key Highlights of the Proposed Work 

In this paper, author mainly focused on environmental benefits by reducing 
greenhouse gas emissions. 

Through this paper, our main purpose is to select the best hybrid system by 
comparing three systems. In the first proposed system, author designed system by 
adding diesel generator, PV, and wind as a main component in second proposed 
system, author designed system using biogas, PV, and wind, and the third proposed 
system designed by using PV and wind as a renewable source. After comparing all 
three proposed systems, author gets the best system for the selected location Solapur, 
Maharashtra. 

Outlines of the Paper 

In Section 1, author gives the introduction of the paper. Section 2 describes the 
software tool which is used to design the system. Section 3 discusses the methodology 
used for hybrid system design. Section 4 describes system designing by explaining 
all the components used in the system one by one for better understanding. Sections 5 
and 6 explain result by comparing all the data on the basis of design, cost and system, 
emission, electricity, and cash flow. In the last, author concludes the whole work of 
paper.
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2 Software Tools Used for the Systems 

HOMER Pro 

Increasing problems like low fuel, pollution and many more we have to face, so get 
rid out of this problem HOMER is the best software. There are many advantages of 
this tool (HOMER) which help us to find the best combination of resources. HOMER 
is referred as Hybrid Optimization Model For Electrical Renewables. HOMER is a 
software that makes system modeling more reliable for grid-connected and stan-
dalone systems. HOMER made by Mistaya Engineering of Canada for the National 
Renewable Energy Laboratory (NREL). Sensitivity, behavior, and optimization are 
the three main principles in which HOMER software works [2]. Also, HOMER 
offers alternatives for selecting an ideal hybrid system from a huge collection of 
results organized from lowest to highest in terms of energy cost [3] (Fig. 1).

3 Methodology 

The HOMER software from the National Renewable Energy Laboratory was used 
to design and measure the hybrid power system’s components. It is easy to use 
software like HOMER. HOMER’s main goal is to model a micropower system’s 
durability [5]. While designing a power system, decisions regarding the components 
to use, their sizes, and other configuration options must be made. Due to the wide 
range of technological costs, the availability of energy sources, and the abundance of 
technological options, these decisions are difficult. The HOMER optimization and 
sensitivity analysis approaches facilitate the study of different system configurations 
[6]. 

For the higher-level capabilities of the system, its simulation capacity is essential 
for processes like sensitivity analysis and improvement. The simulation technique 
predicts how a certain control system, a set of system components of a specific size, 
and an operational strategy outlining how those components interact, will operate in 
a specific environment over an extended period of time. With the help of HOMER 
Pro software, solar plant with grid connectivity for a specific geographic location 
at SRFcamp in Solapur, Maharashtra, designed is optimized. A study has also been 
conducted to investigate how fluctuations in solar output affect the system’s overall 
output. Using the three steps of simulation, sensitivity analysis, and optimization, 
HOMER Enhance its effectiveness determines the optimal solution.
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Fig. 1 Flow of HOMER system for achieving optimal system [4]

4 System Designing 

The hybrid energy system is sized using a framework and the software HOMER. The 
AC and DC lines are connected together during the procedure using a converter. The 
suggested system combines backup secondary non-renewable sources like batteries/ 
diesel generators with primary renewable sources (wind/PV). With the help of the 
HOMER tool, the optimal configuration design and pre-feasibility study are gener-
ated. HOMER is employed to do an economic and environmental study of the system, 
which is meant to transmit all of its electricity into the grid. As a result, the utility 
will consume all the power produced [7].
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Sensitivity analysis is considered during system design. For systems that use 
renewable energy, the designer has to select the optimal combination of wind, solar, 
battery, diesel generator, and converter elements to establish the appropriate size [8]. 
Also, the designer must add important information into HOMER Pro, including 
quantity, capacity, life expectancy, efficiency, average loads and average energy 
consumption, peak, and capital expense requirements. 

A. Resource Availability 

The proposed site location is located at this 21*29.5'N latitude and 73*24.4'E 
longitude in the HOMER Pro model. An average of 5.23 kWh/m2/day of hori-
zontal solar radiation is received at this location annually. 5.67 m/s is the yearly 
average wind speed at this site. The location is Solapur, Maharashtra. Both wind 
speed and solar radiation are at their greatest at this site (Fig. 2). 

B. Load Profile 

11.26 kWh/day is the highest average intake based annual energy use, while 
2.09 kW is the greatest peak load use. From January to December, it was seen 
that the load pattern remained constant. Monthly statistics form the basis for 
weekly and weekend loading condition. The constant increase in load was seen 
from January to December. HOMER designs and enhances hybrid energy power 
systems, which are off-grid power sources that generate electricity by combining 
wind and sun radiation. The simulation uses a typical home load. In a regular 
house, electricity is required for the lights, TV, air purifier, machines, and other 
equipment. Every month’s daily load profiles may be created using HOMER, 
and weekday and weekend load profiles can be varied. During the whole year, 
the user can only select one profile. An individual’s personal modified daily load
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profile is transferred through to the following year. When the user initially opens 
the load window, the daily load profile for a weekday in January is carried over 
to subsequent months of the year, covering weekdays and weekends. In fact, the 
load profile is valid every day of the year. 

C. System Components 

i. Wind: Wind turbines have already been widely used since the Medieval 
Ages. The opponent of solar energy is wind power. The absorption of solar 
energy by the surface and atmosphere of the planet as well as the rotation 
of the globe about its axis and its circular orbit around the sun are the two 
processes that cause wind to occur. By turning the momentum of flowing 
air into mechanical movement, a wind turbine—which usually resembles a 
rotating shaft—can produce energy. Employing wind energy has the benefit 
of not polluting and having good potential as a power source. A simple 
model of a wind turbine with a hub height of 17 m is selected and created 
using HOMER in order to transform the wind’s motion energy into AC or 
DC electric power based on the power profile. 

ii. Battery: A regular lead-acid battery pack is utilized for this component. 
When RES is unable to handle the load and the battery size is exhausted, 
a backup diesel generator provides power. The system’s main components, 
the battery and controller, were also developed because it was anticipated 
that they would be used continuously. Over the battery’s lifespan, HOMER 
expects that the characteristics would not alter as a result of external factors 
like temperature. 

iii. Solar PV: The photovoltaic system transforms sun’s rays energy into photo-
voltaic energy to satisfy the need for power. It primarily runs on sunlight, and 
any surplus energy that the PV produces is utilized to charge the recharge-
able systems, which may then be used to meet demand, especially at night 
when there’s no sunlight. The flat plate PV used in this research is standard. 

iv. Diesel generator: Hybrid systems use the diesel engine to add extra power 
when sources of clean energy fail to fulfill the real load demand. The cost 
of fuel varies based on where it is purchased due to transportation costs. As 
providing gasoline to some localities involves paying extra shipping costs, 
the price of fuel is typically higher in regional areas. An auto-size generator 
was the diesel generator employed for this experiment. 

v. Converter: In this study, a universal converter with a 95% efficiency and 
100% rectified comparative capacity is used. DC power is converted into 
AC power using a converter circuit. It is anticipated to operate at a 95% 
effectiveness for all sizes. A standard inverter costs $150, can last up to 
15 years, and costs another $150 to replace it [9, 11–17]. 

vi. Biofuel: Biomass is a flexible renewable energy source. It may be converted 
into liquid fuels that resemble fossil fuels, such as petrol, diesel, and aviation 
fuel. Biopower technologies convert renewable fuels made from biomass 
into electrical energy and heat using methods akin to those employed with 
fossil fuels. The three stages that can extract the energy from biomass to
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(a) PV/WT/DG Hybrid system (b) PV/WT/Biomass Hybrid system (c) PV/WT Hybrid system 

Fig. 3 a–c are proposed hybrid systems 

produce biopower are burning, bacterial breakdown, and conversion into 
a fluid or gaseous form of fuel. The carbon impact on the generation of 
electricity can be decreased by using biopower to replace carbon-based 
fuels burned in power plants. The primary reason for selecting this kind of 
biomass-based hybrid system is that it can be easily and cheaply available in 
rural areas in the form of cowpats, pig manure, etc. The overall amount of 
power generated on a foggy day may be impacted by biomass [10] (Fig. 3).

5 Result and Discussion 

In this research, there are three different proposed hybrid system which contains 
different components, whereas it gives the data about the NPC, COE, operating cost, 
initial cost, renewable fraction, production, and carbon emission. It also provides the 
data of cost summary, cash flow, compare economies, and carbon emission, and fuel 
summary. On the basis of result which comes from software, different model gives 
result, and it will compare on the basis of the following basis: 

a. On the basis of architecture: In the architecture portion of the final result, 
which is based on the simulated model’s architecture, the data for the PV, wind, 
converter, battery, and generator are displayed according to their unit (Fig. 4). 

b. On the basis of cost and system: In this portion, we address an established and 
significant element for attaining the most affordable hybrid system as it applies 
to HRES design. The findings for net present cost (NPC) and cost of energy 
(COE) are presented. The term “COE” refers to the typical cost per kWh of 
useable electrical power produced by HRES. The average cost per kWh of useful 
electrical power generated by HRES is referred to as COE. Also, it will provide 
information on production, startup costs, and running costs (Table 1). 

c. On the basis of emission: The planned HRES makes use of a diesel gener-
ator (DG), which releases a range of dangerous pollutants, including particulate 
matter, nitrogen oxides, carbon dioxide (CO2), and unburned hydrocarbons. The
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Fig. 4 Result data of architecture section 

Table 1 Data of cost and system from final result for different locations 

Models NPC ($) COE ($) O&P ($/year) REN FRAC Production (KWH) 

Model 1 13,118 0.247 549 97 123 

Model 2 15,750 0.293 774 100 518 

Model 3 18,526 0.349 858 3,868 3,868 

majority of emissions from dangerous gases are made up of carbon dioxide. As 
a result, in the suggested scenario, just the cost of the carbon dioxide penalty is 
considered. The cost of the CO2 penalty is calculated using the tradable renew-
able energy certificate. CO2 stands for carbon dioxide, Co for carbon monoxide, 
and NOX for nitrogen oxides in Table 2. 

d. On the basis of electricity: Based on the number of electricity parts, the produc-
tion, and the consumption of power, it provides information on renewable energy 
sources that provide power under the section on electrical generation. It includes 
the principal AC load in the consumption. Also, it provides data on the amount 
of extra power (Fig. 5).

Table 2 Data of emission of different locations 

Models CO2 (kg/ 
year) 

CO (kg/ 
year) 

Unburned 
hydrocarbon 
(kg/year) 

Particulate 
material (kg/ 
year) 

SO2 (kg/ 
year) 

NOX (kg/ 
year) 

Model 1 148 0.93 0.0406 0.00564 0.361 0.874 

Model 2 0 0.00374 0.000163 0.000023 0 0.00351 

Model 3 0 0 0 0 0 0 
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Fig. 5 Electrical data of different locations 

Fig. 6 Data of cash flow of different locations 

e. On the basis of cost flow: It provides information on every component used 
in the proposed model and also provides the price like replacement cost, capital 
cost, optimization and maintenance cost, salvage cost, fuel cost, and total cost for 
each component based on the cost summary from the final results of the proposed 
model for different locations (Fig. 6). 

6 Conclusion 

It is possible to determine which site for the proposed model is optimal using the 
following factors: architecture, cost and system, emissions, power, and cash flow. 
This information is also based on renewable energy sources such as solar and wind. 
It is obvious from the information on solar and wind that Solapur, Maharashtra, has
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high average renewable energy data. However, considering additional factors such 
as budget and infrastructure, Solapur is viable and provides superior results, such 
as minimal COE in comparison to other locations, a higher REN proportion, and 
superior NPC. According to electrical location, Solapur has the largest annual total 
electrical output, as well as the biggest amount of surplus electricity. 
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Improved Voltage Regulation in Hybrid 
Photovoltaic/Wind Using Modified 
Dynamic Voltage Restorer with Hybrid 
Control Scheme 

Preeti Rani, Ved Parkash, and Naveen Kumar Sharma 

Abstract The end-user load connected to micro-grid the highly sensitive to voltage 
disturbances. This study analyzed the improvement in the voltage regulation of hybrid 
PV/wind systems using Without Energy Storage (WES)-based Dynamic Voltage 
Restorer (DVR) by inserting voltage at a common point of the network to maintain 
the supply value at the load side. However, the controller of WES-based DVR is 
more important to improve the voltage regulation and Fault Ride through (FRT) 
capability in the hybrid network. The hybrid feedforward/feedback hysteresis control 
of WES-based DVR verifies the better response during various fault conditions as 
compared to open-loop control which is the novelty of this research. The positivity 
of the modified DVR and controller is verified through a test system modeled in 
MATLAB/Simulink-based simulation measures. The simulation results show better 
response during the transient and steady-state period and better voltage regulation 
during several three-phase fault conditions. 

Keywords Grid · Solar · Wind · DVR · Hybrid control 

1 Introduction 

Electric power is energy that is distributed everywhere and is considered to be an 
end-user necessity. Based on the study, it is found that the use of switching converters 
is very normal at the local consumer level due to its various advantages available [1]. 
The performance of these converters affects the quality of power. By even a small 
variation in the reliability of the electric supply, in terms of any electrical parameters 
can put an unfavorable effect on the operation of the system or other apparatus for
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the switching device that has been utilized. Static components-based Flexible AC 
Transmission Systems (FACTSs) are frequently used to balance the power flow, 
control voltage regulation, and enhance power quality [2]. 

FACTS is also known as Custom Power Device (CPD) if the system is used at 
the end-user level for the benefits offered [3]. These devices are connected in the 
distributed network either in series, parallel, or a combination of both, and one of 
the CPDs, namely series connected DVR, which is the economic and fast way out 
available to compensate the various PQ issues arising from the change in magnitude of 
rated voltage such as voltage dip/swell. Out of these, voltage dip is the most common 
disturbance in power due to malfunctioning of remote area bus bars, switching of 
large electric loads, and starting of powerful motors [4]. In addition to the causes 
already described, intermittent sources used in hybrid PV/wind networks may also 
contribute to sag in a PV-wind power system. 

In DVR, the energy demand can be met from a direct main DC supply of the 
network such as a solar plant, dc bus bar of a hybrid solar/wind network, using energy 
storage devices, namely supercharged capacitors, batteries, and super magnetic 
energy storage devices [5]. In the case of a hybrid network, DVR is mainly used to 
improve the PQ by using a suitable power electronic controller. If DVR is connected 
to the main source of supply of the network, it will be able to perform properly 
during any three-phase fault condition [6]. Considering the energy storage device 
as a main source of supply affects the simplicity and cost of the network and also 
due to the uneven capacity of the battery [7]. It means that the DC bus bar of the 
hybrid network is used alone as a supply source for the better to perform the DVR, 
but for short intervals, if the battery is used, the performance period will be slow 
even though it operates for a lengthy period of time. The hypothetical study of DVR 
with or without battery is a good research platform and its function in hybrid PV/ 
wind micro-grid is a sustainable area of investigation [8]. 

A brief comparison of various DVR topologies and control strategies is discussed 
in [9]. In [10], a detailed analysis has discussed several control techniques of DVR 
to compensate for the effect of voltage sag. The DC link capacitor-based DVR for 
numerous PQ issues in the main supply is presented in [5]. To compensate for the 
effect of voltage sag, DVR performance with a high-frequency-based transformer is 
presented in [11]. The control scheme used in the DVR for the improvement of fault 
ride-through capability in a hybrid network discovers the efficacy of the device to 
compensate for most of the three-phase faults in the micro-grid [12]. Sensing, signal 
modulation, current and voltage regulation control, and reference signal are some of 
the procedures involved in controlling a DVR. With the help of the reference signal 
of DVR, a control modulator directly produces a gate pulse for the inverter, and 
this type of control scheme is called either open-loop or feedforward control [13]. 
Even though this control scheme has simplicity and stability during disturbances, 
but its poor response during the transient period gives the steady-state error due to 
high-voltage regulation [14]. To resolve these issues, hybrid feedback/feedforward 
control system is utilized with DVR to improve the voltage regulation. In the proposed 
control scheme, series-injected voltage of DVR is fed back to the control scheme.
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Fig. 1 Hybrid PV/wind micro-grid system with DVR 

Systems using solar and wind energies are unstable and unable to produce consis-
tent electricity production. In this research, an extensive and in-depth focus is put 
on the hybrid control-based DVR system’s critical function in delivering better PQ 
to the associated end-user-connected load and successfully utilizing micro-grid PV/ 
wind energy [15]. This paper presented DVR to overcome several three-phase PQ 
issues and also to improve the FRT capability of micro-grid. The pulse-width modu-
lation theory with feedback control is utilized with DVR. The simulation measures 
are based on the simulated model presented in this section for evaluating the efficacy 
of the proposed control with compensating device over traditional schemes. The 
proposed model based on MATLAB/SIMULINK based is depicted in Fig. 1. 

Hybrid solar–wind networks (HSWNs) have gained significant attention in recent 
years due to their ability to harness renewable energy sources and provide a sustain-
able and reliable source of power. Here is a brief literature review of some of the recent 
research on HSWNs: an overview of the design, modeling, and control of HSWNs, 
including their potential advantages and challenges explained in [16]. Different opti-
mization techniques that can be used to improve the performance and efficiency of 
HSWNs are discussed in [17]. Yadav et al. [18] presented a detailed design and simu-
lation of an HSWN with battery storage, aimed at providing electricity to remote and 
rural areas. Rashid et al. [19] present an evaluation of the power output of an HSWN 
using simulation and experimental results. Kim and Kim [20] develop a mathemat-
ical model for an HSWN connected to the grid and analyze its performance under 
different operating conditions. Optimal control of hybrid solar–wind power genera-
tion systems using Model Predictive Control (MPC) is discussed in [21]. Saha et al. 
[22] present the design and implementation of a hybrid solar–wind energy system 
with battery storage for rural electrification. The authors used HOMER software 
to optimize the system design, considering the load demand and resource avail-
ability. Srinivasan and Panneerselvam [23] presented an improved particle swarm
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optimization algorithm to determine the optimal sizing of a standalone hybrid solar– 
wind–battery system for rural electrification. Vinoth et al. [24], Yadav et al. [25], 
Jain et al. [26], Farooqi et al. [27], Tomar et al. [28], Ahmad et a. [29], Nielsen and 
Blaabjerg [30], Pal and Gupta [31], Asapu [32], Mukherjee and Banerjee [33], and 
Amalorpavaraj et al. [34] presented a study on the control and power management of 
a hybrid solar–wind power generation system for rural electrification. Overall, these 
studies demonstrate the potential of HSWNs as a reliable and sustainable source of 
power and highlight the importance of efficient design, optimization, and control 
strategies to improve their performance and efficiency. These studies often assume 
ideal conditions and do not account for real-world factors such as weather fluctuations 
and equipment degradation. 

Despite the large number of studies on hybrid solar–wind networks, there are 
still several research gaps that need to be addressed. One area is the lack of 
studies on the environmental impacts of these systems. While hybrid solar–wind 
networks are generally considered to be environmentally friendly, the production 
and disposal of their components can have negative impacts on the environment. 
Another research gap is the need for more studies on the economic viability of 
these systems, particularly in developing countries where access to energy is a major 
challenge. 

The novelty of mitigating power quality issues in a hybrid solar–wind network 
with a dynamic voltage restorer (DVR) lies in the integration of these two tech-
nologies to address multiple power quality issues simultaneously. Solar and wind 
power systems are inherently variable and intermittent, which can lead to voltage 
fluctuations, harmonic distortion, and unbalance in the power supply. The DVR is a 
power electronics-based device that can inject a voltage of appropriate amplitude and 
phase angle to correct voltage sags/swells, voltage unbalance, and reduce harmonic 
distortion in the system. The hybrid solar–wind network with a DVR can provide 
enhanced power quality to the system while ensuring a smooth integration of renew-
able energy sources into the grid. The DVR can dynamically adjust its output to 
match the varying renewable energy inputs, providing a robust and effective solution 
for mitigating power quality issues. Furthermore, the use of a hybrid solar–wind 
network can increase the overall reliability and resiliency of the system, as it reduces 
the reliance on a single source of renewable energy. This can enhance the overall 
energy security of the system, making it more resilient to potential disruptions. 

1. The hybrid feedforward/feedback hysteresis control can provide faster response 
times to disturbances and voltage variations in the grid, as the feedback loop 
allows the system to quickly adjust the compensation provided by the DVR 
based on the actual voltage and current measurements. 

2. Reduced the overshoot and undershoot associated with traditional feedforward 
control schemes, which can result in more stable and accurate compensation of 
voltage and current variations. 

3. Designed to reject harmonics and other high-frequency noise in the grid, resulting 
in cleaner and more stable power output from the hybrid wind/solar network.
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4. With more accurate and stable compensation provided by hybrid feedforward/ 
feedback hysteresis control, the hybrid wind/solar network can operate more 
efficiently and with reduced energy losses. This can translate into lower operating 
costs and improved overall system performance. 

The research work discussed in this statement is related to the mathematical 
modeling and simulation of a proposed system that includes a compensating device 
DVR and control schemes. The work is organized into four sections, with Sect. 2 
discussing the WES-based DVR operation and its control and Sect. 3 describing the 
simulation results and discussion, while Sect. 4 provides a conclusion based on the 
findings of the study. 

2 WES-Based DVR Operation and Its Control 

Several voltage-based issues, such as PCC harmonic distortion, transients, under-
voltage, and overvoltage, are primarily reduced by the DVR. The DVR offers regu-
lated voltages even for linear/nonlinear loads connected with the DC bus through an 
inverter by injecting the necessary voltages between the grid bus and the grid [16]. 
The main goal of DVR is accomplished alone or in combination, depending on the 
system layout, demands, and control approach as required for the integrated network. 
Figure 1 shows the DVR structure connected with the micro-grid through the supply 
bus and grid bus. It consists of a converter, filter, controller, and injection transformer 
[17]. The converter, namely IGBT, analyzed the gate trigger pulse, and accordingly, 
the injected voltage magnitude was managed with the help of a controller, which is 
near to the required voltage magnitude. 

2.1 WES-Based DVR Operation 

The DVR is a switching converter connected to the grid in series through an injection 
transformer to inject appropriated voltage to overcome voltage disturbances and also 
to obtain nominal voltage regulation. The integration of a DC bus as a main source of 
DVR without an energy storage device is one of the good ways in PQ improvement. 
DC bus is used to provide electric energy in the compensating device during any kind 
of voltage disturbance in the supply voltage to maintain voltage regulation [18]. A 
combination of DC bus and DVR topology is very effective for effective performance 
to withstand any malfunctioning of end-user connected loads [19, 20, 33, 34]. 

Series injection transformer in DVR injected the controlled magnitude of voltage 
in series with the hybrid network to overcome the three-phase voltage disturbances 
and that voltage can be measured with the help of Eq. 1 and the rating of active power 
of DVR based in phase compensation scheme measured with Eq. 2 (Fig. 2).
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V ′
g = V ′

S + VDVR, (1) 

where 
VDVR DVR-injected voltage (V). 
V ′
S Voltage across grid without DVR (V). 

V ′
g Voltage across grid without DVR (V). 

Pg = �i=1,2,3VDVR,i ∗ I ′
g ∗ cos θ, (2) 

where 
PDVR Active power of DVR (W). 
VDVR,i DVR-injected voltage in phase I (V). 
I ′
g Grid current (A). 

2.2 Feedforward Control 

The conventional control technique in two axes’ reference frame is also called either 
an open-loop controller or a feedforward controller as shown in Fig. 3. The reference 
voltage (V ref) represented the three-phase required voltage magnitude across grid 
bus, respectively [21]. The control scheme typically involves measuring the voltage at 
the load and comparing it to the desired voltage. Based on this comparison, compen-
sating voltage can be generated and added to the supply voltage to achieve the desired 
voltage at the load. 

Vsa = Vm Vm  sin ωt, (3) 

Vsb = Vm sin(ωt − 180), (4)
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Vsc = Vm sin(ωt − 240). (5) 

The function of open-loop control in two axes’ reference frame allows clamping of 
compensating voltage and, therefore, allows DVR to preserve the sinusoidal insertion 
voltage level and mitigate deep voltage sags. Phase-Locked Loop (PLL) is used 
to preserve the phase angle of the reference voltage to synchronize with the phase 
angle of DVR-injected voltage. The controller transforms the three-phase to two-axis 
rotational frame and vice versa to generate the gate pulse for the inverter. 

2.3 Hysteresis Control Scheme 

The open-loop control detects the pre-fault condition of voltage at the supply bus 
before the grid bus during any disturbance in supply. A hybrid of open-loop and 
closed-loop controls can be used in a Dynamic Voltage Restorer (DVR) to compensate 
for the voltage drop across the components of the DVR, namely the filter circuit and 
injection transformer [22]. In a DVR system, the open-loop control is responsible 
for generating the compensating voltage waveform based on the voltage sag and 
harmonic distortion at the point of common coupling (PCC). The closed-loop control, 
on the other hand, is responsible for monitoring the voltage magnitude on the grid bus 
after the series injection voltage and adjusting the compensating voltage waveform 
as needed to maintain the desired voltage level. By using a hybrid control approach, 
the DVR system can provide better compensation for voltage sags and harmonics, 
while also compensating for the voltage drop across the components of the DVR. 
This can lead to improved performance and reliability of the DVR system (Fig. 4).

The use of feedforward with feedback hysteresis control (FF-FHC) in conjunction 
with a dynamic voltage restorer (DVR) can offer several advantages over traditional 
feedforward control schemes in a hybrid wind/solar network to improve power quality 
issues. Here are some potential advantages: 

• Improved Voltage Quality: The feedforward with feedback hysteresis control 
scheme can significantly improve the voltage quality of the hybrid wind/solar 
network. The addition of feedback hysteresis control allows for more accurate 
control of the injected voltage, resulting in better voltage regulation and less 
voltage distortion.
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Fig. 4 Hybrid feedforward/feedback control

• Enhanced Stability: The combination of feedforward and feedback hysteresis 
control provides improved stability of the hybrid wind/solar network during power 
quality disturbances. The feedforward control can quickly respond to changes in 
the network, while the feedback hysteresis control ensures that the system remains 
stable during the transition. 

• Increased Efficiency: The use of feedforward with feedback hysteresis control in 
the hybrid wind/solar network can lead to increased efficiency. By controlling the 
voltage quality more precisely, the system can operate at optimal levels, leading 
to better energy conversion and reduced losses. 

• Reduced Cost: The implementation of feedforward with feedback hysteresis 
control in the hybrid wind/solar network can lead to cost savings. The control 
scheme can help mitigate power quality issues, reducing the need for expensive 
equipment such as voltage stabilizers or transformers. 

• Flexibility: The feedforward with feedback hysteresis control scheme is highly 
flexible and can be easily adapted to different types of power quality disturbances. 
This makes it a valuable tool for improving the performance of hybrid wind/solar 
networks in different operating conditions. 

Overall, the use of feedforward with feedback hysteresis control in the hybrid 
wind/solar network can lead to improved power quality, enhanced stability, increased 
efficiency, reduced costs, and greater flexibility.
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3 Simulation Results and Discussion 

In this section, simulation results based on various three-phase fault conditions are 
presented using WES-based DVR. The results at three buses, namely the supply bus, 
grid bus, and DVR bus, of voltage, active power, and reactive power are measured 
in p.u. and rms, and also, harmonic distortion in THD% is discussed in detail during 
several PQ issues. The FRT performance of a micro-grid is being analyzed for faults 
and harmonics, specifically for balanced and unbalanced faults lasting between 0.3 
and 0.4 s, and harmonics. The analysis includes the use of a hybrid controller-based 
DVR, and simulation results are presented in Figs. 5 and 6 for an unbalanced voltage 
sag of 0.3 per unit (p.u.) at the single line to ground. 

Figure 5c and e represent the series-injected voltage and the regulated voltage 
across the grid, respectively, in root mean square (rms) and per unit (p.u.) units. The 
simulation results for these parameters are shown in Fig. 5d and f, respectively. In 
addition, Fig. 6a, b depict the active and reactive powers during a 0.3 p.u. unbalanced 
sag, while Fig. 6c, d show the injected power through DVR and the net regulated 
power across the grid, respectively. Finally, Fig. 6e, f represent the simulation results 
for the net regulated power across the grid during an unbalanced sag with two line-
to-ground faults. Similarly, the simulation results for an unbalanced sag with two 
line-to-ground faults are presented in Figs. 7 and 8. These simulation results provide 
information about the behavior of the micro-grid during different fault conditions and 
the effectiveness of the hybrid controller-based DVR in regulating and stabilizing 
the voltage and power output of the system.

Fig. 5 Hybrid power system voltage during L–G fault: a input voltage (pu), b input voltage (RMS), 
c DVR voltage (pu), d DVR voltage (RMS), e output voltage in (pu), f output voltage (RMS)
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Fig. 6 Hybrid energy system power during L–G fault: a input real power, b input wattless power, 
c DVR real power, d DVR wattless power, e output real power, f output wattless power

Fig. 7 Hybrid energy system voltage during double line-to-ground fault: a input voltage (pu), 
b input voltage (RMS), c DVR voltage (pu), d DVR voltage (RMS), e output voltage in (pu), 
f output voltage (RMS)



Improved Voltage Regulation in Hybrid Photovoltaic/Wind Using … 847

Fig. 8 Hybrid energy system power during L–L–G fault: a input real power, b input wattless power, 
c DVR real power, d DVR wattless power, e output real power, f output wattless power 

Figure 7 represents the source voltage during an L–L–G fault, the injected voltage, 
and the grid voltage—all in p.u. and rms of the hybrid control-based DVR. The 
unbalanced fault occurs for 0.3–0.4 s at 50 Hz frequency. The simulation results of 
real power and wattless power at the proposed buses are represented in Fig. 8. 

Figures 9 and 10 represent the power outage fault for 0.3–0.4 s and this fault is 
also called L–L–L–G fault. This fault is one of the severe faults, and during this fault, 
power is zero that’s by it is called a power outage fault.

Figures 11 and 12 represent the simulation results of balanced faults, namely 
interruption duration 0.1–0.2 s, voltage sag duration 0.2–0.3 s, and voltage swell 
duration 0.3–0.4 s, at 50 Hz supply. These faults are carried out for 500 ms. Figure 11 
represents the voltage waveform during the fault, injected voltage, and the voltage 
across the grid after the mitigation of these faults. Figure 12 represents the active 
power and reactive power during fault conditions, injected power, and the power 
across the grid for hybrid control with WES-based DVR.

Harmonics disturbs the stability of micro-grid-connected networks and many of 
the faults occurred with harmonics. Figure 13 represented the harmonic spectrums 
with THD% using open-loop feedforward control and hybrid control.

Harmonics analysis using open-loop control-based DVR is depicted in Fig. 13a 
and using hybrid control-based DVR is depicted in Fig. 13b. The hybrid control with 
WES-based DVR represented the lower THD% as per IEEE 519 standards.
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Fig. 9 Hybrid energy system performance during power outage fault: a input voltage (pu), b input 
voltage (RMS), c DVR voltage (pu), d DVR voltage (RMS), e output voltage in (pu), f output 
voltage (RMS) 

Fig. 10 Hybrid energy system power during a power outage: a input real power, b input wattless 
power, c DVR real power, d DVR wattless power, e output real power, f output wattless power
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Fig. 11 Hybrid energy system performance during various three-phase fault conditions: a input 
voltage (pu), b input voltage (RMS), c DVR voltage (pu), d DVR voltage (RMS), e output voltage 
in (pu), f output voltage (RMS) 

Fig. 12 Hybrid energy system power during various three-phase fault conditions: a input real 
power, b input wattless power, c DVR real power, d DVR wattless power, e output real power, 
f output wattless power
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Fig. 13 a Harmonic spectrum during fault, b harmonic spectrum with proposed hybrid control 
DVR

4 Conclusion 

The effectiveness of WES-based DVR with hybrid control connected with a hybrid 
PV/wind network for several fault conditions is analyzed in this research. The perfor-
mance of this topology is more efficient for the compensation of harmonic distor-
tions in signals, to regulate the power and voltage across the grid. The simulation 
measures suggest that the performance of WES-based DVR is very effective for FRT 
improvement as per required grid code standards in hybrid wind/PV networks. The 
investigated hybrid control has many positive impacts such as limited complexity 
and better voltage regulation. The hybrid control with WES-based DVR is utilized to 
analyze the performance of the hybrid network while improving the voltage control 
and modifying the compensating device. This modified DVR and control scheme 
proves its effectiveness at several fault conditions as described in the simulation 
results and discussion section. Overall, the integration of a DVR with a hybrid solar– 
wind network represents a novel and effective approach to mitigating power quality 
issues and promoting the integration of renewable energy into the grid. 

The future scope of a hybrid solar–wind network with DVR is promising and 
holds the potential in addressing some of the challenges faced by renewable energy 
systems. By using a combination of solar and wind energy, a hybrid solar–wind 
network can achieve higher levels of energy efficiency and reduce the variability of 
energy production. The addition of a DVR can help optimize the power output of the 
system, which can further improve efficiency and reduce energy waste.
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Abstract Owing to being environment friendly, having a decrement in the amount 
of greenhouse emissions from fossil fuels, increment in the reliability of the current 
system, application and adoption of renewable energy systems has been escalating in 
electric generation systems. The major concern arises due to different faults occurring 
in the electric power system. The presence of certain harmonic contents and abnor-
malities can lead to major faults occurring in the power system, thereby causing 
an interruption in the distribution system of the grid. This greatly sways the effi-
ciency of the electric power grid system. To address this challenge is the key to 
conducting contingency analysis. Numerous techniques have been enacted upon for 
identifying and truncating the occurrence of fault, thereby increasing the efficiency. 
This paper presents an overview of contingency analysis and the challenges faced 
in the field of renewable energy generation system. This paper focuses on analysis 
of solar energy generation system using real-time data which has been visualized on 
Google Colab platform using the Exploratory Data Analysis technique of machine 
learning. Thereafter, the results are taken into account to identify the possible contin-
gencies that would be present in the solar energy generation system. Furthermore, 
challenges in renewable energy contingency analysis and an effective method to 
reduce the occurrence of contingency in the generation system have been proposed 
in this paper. 
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1 Introduction 

Stability of power system has always been a major concern for the power system 
engineers, maintaining the said stability being the second major concern. Not only 
has there been an extensive amount of research in the field, but an equivalent number 
of techniques have been analyzed and implemented in attaining the same, one such 
tool being contingency analysis tool [1]. 

It is possible that the security and stability of the system will be maintained with 
the help of excellent fault forecasting using computer analytical tools when the use 
of renewable energy picks up speed in the process of producing electricity [2]. The 
stability of the system is defined by perpetuating the system parameters within the 
specified stable maximum limits and minimum limits. Hence, it is of utmost concern 
that the effect of outages is analyzed first hand in terms of the cause [3]. Once 
the analysis of outage situation is terminated, installation of redundant components 
such as generator, transmission line system, bus bars is crucial to ensure an uninter-
rupted supply process, when in case of interruption in the existing electrical model. 
According to the research done in [4], there is a long-term connection between carbon 
dioxide, economic growth, and non-renewable and renewable energy sources. New 
technological difficulties are emerging within the traditional and well-established 
technologies, such as solar, hydro, and biomass [5]. Contingency analysis enables the 
utility system to discover the impact of outage of the component, thereby structuring 
out the process of solving the contingency [6]. 

2 Contingency Analysis 

2.1 What is Contingency Analysis? 

In simpler terms, contingency analysis can be understood as a “what if” scenario 
wherein the simulator examines, reports, and prioritizes the impacts on electrical 
grid components in the situations of those what if scenarios [7]. It is a failure of a 
certain part of power system and hence is also termed as an “Unplanned Outage.” 
The “network model” is an electrical representation of the power system that is used 
in the contingency application. The complete real power system is represented in this 
network model. It is created by network experts as well as utility system planners. 
They translate the real-world equipment and connections of a power system into a 
power network mathematical model that can be solved using computer algorithms 
[8]. This network model includes electrical characteristics of the equipment as well as 
information about connections (topology and connectivity) (such as the impedance 
of transmission lines). The contingency analysis algorithm makes use of network 
“parameters,” which are network-related data. It makes use of the network model to 
simulate and compute the changes that occur when the equipment is removed from 
the power supply. When factors like income and expenses are taken into account,
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they become more fragile than variations in applications and technological solutions 
[9]. 

2.2 Components of Contingency Analysis 

The blocks carry out the following functions (Fig. 1). 

2.2.1 Contingency Definition 

This stage involves cataloguing different types of probable contingencies that might 
occur in the power grid utility. This stage serves to provide an overall journal of the 
contingencies that might occur in the future. This can be found out by performing 
analysis such as forecasting of load and demand using techniques of Exploratory Data 
analysis (a machine learning tool) [10]. A real-time data is taken into consideration 
which closely matches the working conditions of the present utility. The data is 
analyzed and results are generated. 

2.2.2 Contingency Selection 

This stage involves selection of the most severe type of contingency from the contin-
gency definition. This stage acts as a filter, filtering out all the unnecessary contin-
gencies from the contingency definition, thereby presenting a shortened list of all the 
probable occurrences that might affect the power system. 

2.2.3 Contingency Evaluation 

This stage is responsible for delivering a solution to the said contingency.

Fig. 1 Components of contingency analysis 
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3 Exploratory Data Analysis of Real-Time Solar Energy 
Dataset for Contingency Possibility 

3.1 About the Dataset 

Data at the inverter level, where each inverter has several lines of solar panels linked 
to it, was used to compile the dataset. The sensor data was acquired using information 
from the plant level, where the array of sensors was positioned in the best possible 
way. During the course of 34 days, data from the dataset was collected at two solar 
farms in India. Each power plant has two data files: one for generation and the other 
for weather. Just the generation and weather data for plant 1 were taken into account 
in this article. 

3.1.1 Key Points About the Dataset 

• The dataset contains 22 unique source key data. This means that the data has been 
gathered considering 22 inverters. 

• Following code snippet in Fig. 2 shows detailed information about data type of 
the generation data of plant 1. 

• Column description: generation data 

– DATE_TIMEL Recorded at the intervals of 15 min. 
– SOURCE_KEY: Represents inverter number (Inverter ID) as 22. 
– DC_POWER: Represents the amount of DC power generated in the interval 

of 15 min (kW).

Fig. 2 Generation dataset information
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Fig. 3 Weather dataset information 

– AC_POWER: Represents the amount of AC power generated in the interval 
of 15 min (kW). 

– TOTAL_YIELD: Represents the total yield till the present time. 
– PLANT_ID: ID of the plant used to collect data—common for the entire 

dataset. 

• Following code snippet in Fig. 3 shows detailed information about data type of 
the generation data of plant 1. 

• Column description: weather data 

– SOURCE_KEY: Represents the weather sensor ID—common for the entire 
dataset. 

– AMBIENT_TEMPERATURE: Ambient temperature at the plant (°C). 
– MODULE_TEMPERATURE: Represents the temperature of the solar 

module (°C). 
– IRRADIATION: Represents the amount of irradiation in the time interval of 

15 min. Post-comparing the irradiation data with different research works, the 
unit for the data is kW/m2. 

• No missing values were found in the dataset for both the generation data and the 
weather data. Hence, there is no requirement of dataset cleaning. 

• Number of measurements per inverter range from (3104, 3155). 

3.2 Determining Correlations 

For determining the data distribution and correlation among the dataset parameters, 
we have considered constructing a heat map for generating suitable conclusions about
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Fig. 4 Heat map for data correlation 

the degree of correlation present in the dataset parameters. Seaborn library has been 
made use of for generating the heat maps. 

3.2.1 Generating Heat Map 

We have considered the following data for generating the heat map (Fig. 4). 

3.2.2 Observations 

From the heat map, we observe the following: 

• On a scale of 0–1, matrix shows high correlation of 0.99 between DC_POWER 
and IRRADIATION. 

• On a scale of 0–1, matrix shows high correlation of 0.95 between DC_POWER 
and MODULE_TEMPERATURE. 

• On a scale of 0–1, matrix shows high correlation of 0.99 between AC_POWER 
and IRRADIATION. 

• On a scale of 0–1, matrix shows high correlation of 0.95 between AC_POWER 
and MODULE_TEMPERATURE. 

• Significant correlation is observed between MODULE_TEMPERATURE and 
AMBIENT_TEMPERATURE. 

• On a scale of 0–1, matrix shows significant correlation of 0.85 between 
IRRADIATION and AMBIENT_TEMPERATURE. 

• On a scale of 0–1, matrix shows correlation of 0.48 between DAILY_YIELD and 
AMBIENT_TEMPERATURE.
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3.3 Determining Outliers in the Parameters 

The process of determining the outliers in the dataset will enable us to know the 
equipment responsible for contingency in the solar energy generation system. 

3.3.1 Generating Pair-Plots 

For generating outliers in the system, we have plotted pair plots using Seaborn 
library. Figure 5 shows the pair-plots for outlier detection. 

Fig. 5 Pair-plots for outlier detection
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3.3.2 Observation 

From the pair-plot generated above, the following conclusions can be drawn: 

• Large number of outliers observed in DC_POWER and MODULE_ 
TEMPERATURE, IRRADIATION plots. 

• Large number of outliers observed in AC_POWER and MODULE_ 
TEMPERATURE, IRRADIATION plots. 

• Small number of outliers observed in AC_POWER and DC_POWER plot. 

3.4 Detailed Analysis 

In order to draw out more accurate conclusions, we have plotted pair-plots of the 
outlier parameters observed above with respect to the inverter source key. Figure 6 
shows pair-plots for detailed analysis. 

Fig. 6 Pair-plot for detailed inverter analysis
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3.4.1 Observations 

It can be observed that outliers are present due to a small number of faulty inverters 
present in the solar energy generation system due to which the overall efficiency of 
the solar energy generation system reduces. 

3.5 Conclusions 

• The outliers in DC_POWER, AC_POWER and IRRADIATION, and 
MODULE_TEMPERATURE indicate the possibility of faulty photovoltaic 
cells in the solar array. 

Reason: This is because even though there is energy falling on the solar cells, 
equivalent amount of power is not getting generated, and hence, this is one possible 
area of contingency in the solar power system [11]. 

• The outliers in AC_POWER and DC_POWER depict faults in the inverter 
system of the solar energy generation system. 

Reason: This is because the total DC power being generated and the total AC 
power available at the conversion end are not equal. Losses are occurring during the 
conversion of DC power to AC power, and hence, this is another possible area of 
contingency in the solar power system. 

4 Review of Contingency Analysis in Renewable Energy 
Systems 

4.1 Renewable Energy Contingencies Challenges 

Following are the metrics that categorize the various challenges related to contin-
gencies which are posed to the renewable energy generation system. 

4.1.1 Challenge 1: Renewable Energy Contingency Size in Megawatts 
(MW) and Giga-Watt-Hour (GWh) and Duration in Days are 
Larger Than the Followed Power System Planning Standard (n − 
1) 

Renewable energy size and duration can be extensive in terms of both duration and 
size in comparison to what the current power system operator personnel’s deal with. 
The largest contingency unit with which the typical power system operators operate
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Fig. 7 Flowchart for (n − 1) contingency mitigation 

is the standard (n − 1) contingency [12]. As the size of generating units evolved over 
time and reached Giga-watt generation state, this analysis has become an important 
constraint specially if the generating unit is not a part of the interconnected grid 
system or the distributive generation system [13]. 

Mitigation Process Post-First (N − 1) Contingency 

The process followed for mitigation of standard (n − 1) contingency from the power 
system involves the following steps as shown in Fig. 7. Input variables such as load 
tap changing positions, voltage, load tap changers, line-to-voltage, phase angle are 
given to the system. Stage 2 checks conditions for under—load tap changing; Phase 
Angle Regulation Singular Value Decomposition is satisfied [14]. 

Case 1: Condition Satisfied—Yes 

Result: All the measures are reported by the power system operators and the next 
step of contingency is evaluated. 

Case 2: Condition Satisfied—No 

Result: The parameters are re-dispatched again and checked if they are successful. 

Case 3: Condition Satisfied—Yes 

Result: All the measures are reported by the power system operators, and the next 
step of contingency is evaluated.
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Case 4: Condition Satisfied—No 

Result: Check if load shedding has occurred after all the violations. 

Case 5: Load Shedding occurred?—Yes 

Result: Add the load shedding result after the first and the second (n − 1) contingency 
situations. Report total loss of load after the first and the second (n − 1) contingencies 
and proceed to the next (n − 1) contingency. 
Case 6: Load Shedding occurred?—No 

Result: Report contingency and original post-contingency violation values and 
proceed to next (n − 1) contingency. 

4.1.2 Challenge 2: Small Amount of Research Conducted 
on Renewable System Contingency; Hence, Unavailability of Data 
for Analysis is a Rising Concern Leading to Non-Developed 
Technologies to Incorporate Mitigation Techniques in the System 

Conduction of small amount of research is a challenge when dealing with contingency 
analysis. Although data related to climate and climate change for a particular region 
has been conducted, but lack of research in inter-annual time duration poses as a 
shortcoming during contingency analysis as the analysis is predominantly based on 
the previously discussed “what-if” conditions [15]. 

The lack of research in the domain of vulnerability of variable renewable energy 
sources is one of the most severe disadvantages since this technique has been put 
forth as a part of diversification strategies for hydro-dominated systems [16]. 

4.1.3 Challenge 3—Requirement of Significant Backup System 
and Huge Investments 

Contingencies accounting for wind and solar energies are significant as compared to 
line or generator outage. There is a significant amount of variation when contingency 
involves unpredictable failure of generator and predictable renewable energy system 
output [17]. Resources are required to be managed long before they are put into use 
[18]. This is necessary in order to reduce the gap between the generation and the 
demand by keeping the existing demand in check and having backups to renewable 
energy generation such as thermal power plants which are fuel ready and are effective 
in serving when solar and wind energy generation systems are down due to significant 
reasons [19–21]. The demand variations are another concern which significantly 
contributes in the renewable energy generation dips.
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4.1.4 Challenge 4: Catastrophic Events as a Part of Renewable Energy 
Contingencies 

The final challenge of renewable energy contingency is the catastrophic environ-
mental events and natural disasters that result in damage to the transmission line 
system model (including transmission line towers and poles) resulting in interrup-
tion of the supply. With the cascaded system into pictures these days, this interruption 
can lead to major transmission side fault resulting in tripping of more and more gener-
ator models and grid collapsing. Insufficient planning leads to increased vulnerability 
of the power system components leading to contingency in the system [22]. System 
with more variable renewable energy sources is more inflexible and fragile, but this 
nature mainly depends on the nature of the transmission line and distribution line 
system. 

5 Technique to Reduce Contingency Possibility 
in Generation System: Real-Time Data Analysis 
and Forecasting 

As discussed above, there is a need for reducing the contingency in the generation 
system. From the analysis conducted above, we have observed that contingency in 
the generation system occurs due to two possible factors, namely the cells which 
receive the source energy and the inverter system. 

To reduce the possibility of occurrence of contingency in the generation system, a 
forecasting model that predicts the long-term equipment failure by taking in the real-
time data as the input and performing analysis of the input data thereby comparing 
it with the standard data will prove to be beneficial in reducing the after-effects of 
contingency in the system. With proper forecasting model results and performing 
maintenance of the system, occurrence of contingency in the generation system can 
be reduced to a great extent. 

6 Conclusion 

In this paper, we have analyzed the real-world data for determining the possibility 
of contingency in the solar energy generation system. Due to outliers in plots of DC 
power, AC power, irradiation, and module temperature, a fault is shown in solar cells. 
Due to the existence of outliers in both the DC power and the AC power, inverter 
system failures are seen. This paper also serves as a review of role of contingency 
analysis in renewable energy generation system. The research examines the issues 
encountered during the contingency analysis of renewable energy producing systems 
using real-world data from earlier studies. In addition, the forecasting approach that
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has been explored to assist decrease contingency in the generating system has been 
suggested in this study. To raise the system’s power quality, the future potential for 
contingency analysis for solar energy generation is used. 
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Digital Twin in Extended Reality 
Applications for Industry 4.0 
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Abstract The technology of extended reality (XR) encompasses three distinct real-
ities: virtual reality (VR), augmented reality (AR), and mixed reality (MR). Industry 
4.0 has been defined by the enhancement in the industry that has been fulfilled using 
the digital information and communication technology. While XR has the poten-
tial to enhance and support industry 4.0 in diverse settings, head-mounted displays 
(HMD) devices are usually used in industry, and users get isolated themselves from 
the real world when they wear HMD. This chapter discusses the technologies involve 
in XR. XR allows user to feel the process and to be a part of the design process, espe-
cially when it involves interactive simulations and realistic three-dimensional (3D) 
visualizations. Additionally, the use of XR in conjunction with digital twins (DTs) 
can help designers examine the quality of surfaces under different lighting condi-
tions. Despite the potential benefits of using XR and DT technologies in industry, 
presently there are very few papers or chapters that have focused on this topic. There-
fore, this chapter presents the overview of XR technologies in industry 4.0, and DT 
has become the mirrored copy of physical objects in the digital environment. This 
chapter will discover the fundamentals of the XR applications implementation stages 
in the industry. 
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1 Introduction 

Extended reality (XR) technologies typically build upon mixed reality (MR), an 
immersive technology which is an immersive technology extends the reality by 
adding digital elements on a user’s surroundings to perform collaborative tasks. 
Combining AR and VR into one immersive world for new ways of perceiving things 
can only be achieved through immersion [1]. As defined by [2], MR has two subdi-
visions which are AR and Augmented Virtuality (AV). New terminology XR has 
arisen to define AR/VR/MR due these technologies have the capability to extend our 
reality, to extend sensing and user sixth sense such as touch, vision, hearing, smell, 
and taste. Figure 1 shows the XR continuum; XR has bounded AR, MR, and VR 
technologies which these technologies provide a different level of immersion and 
has the ability to deliver intuitive and natural interaction. 

Three-dimensional (3D) images of organs have been rendered and displayed on 
flat screens have shown MR could help train surgeons [3]. XR across the Fourth 
Industrial Revolution (Industry 4.0) recently has given massive transformation in 
the future industrial developments from the conventional method to the digital and 
physical which has merged together. The advent of VR in the automotive industry has 
not only reduced the time and capital involved in the design and development of the 
vehicle [4] but also has enabled collaboration between teams in different locations 
and domains, thus creating a unified path for shaping better vehicles. The advent of 
AR/VR combined with the increase in computational power of PCs has influenced 
the automotive industry in its process of not only designing but also manufacturing, 
testing, and selling of vehicles [5]. A digital copy or digital twin (DT) can be overlaid, 
and modifications on the digital models can be done by using AR/VR [6]. This helps 
in better visualization, and reduces the cost and time consumed in the process. The 
usage of AR/VR applications for an industrial robot, manufacturing, and automotive 
industry through handheld devices, smart glass, and touch-screen interaction have 
superimposed realistic 3D visualizations [7, 8]. 

Another field that has potentially benefits from using digital twins is the renewable 
energy sector. In the renewable energy sector, digital twins are becoming increasingly

Fig. 1 Extended reality (XR) 
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popular due to their ability to optimize energy generation and reduce costs. For 
instance, wind turbines can be equipped with digital twins that can collect and analyze 
data on wind speed, direction, and turbulence, which can be used to optimize turbine 
performance and improve energy efficiency [9–11]. In addition, [12] presents an 
overview of how machine learning methods are utilized in energy systems that are 
integrated with phase change materials (PCMs). Other than that, [12] has provided an 
overview of the use of machine learning techniques in energy systems integrated with 
phase change materials (PCMs). Additionally, solar farms can use digital twins to 
track the movement of the sun and predict energy output, allowing for more efficient 
management of energy production within industry 4.0. 

Industry 4.0 has been defined by the enhancement in the industry that has been 
fulfilled using the digital information and communication technology [13]. The next 
level in automation when the production classifications and simplification using 
computer technology and with the benefit of having a digital twin on the Internet [14]. 
Figure 2 shows the assisted reality (ASR) or AR has its digital twin representation 
[15]. ASR has been frequently used in industries where AR/VR has been functional. 
DT is a 3D model of products is a key component required in order to accomplish 
this representation of real object into its mirror digital copy [16]. The activities such 
as the product design and some other fields are required the real-time representation 
of physical assets or their mirror 3D images know as digital twin, DT. However, at 
present, very less papers or chapters have focused on DT with XR in the industry. 
Therefore, this chapter presents the overview of DT also the XR technologies in 4.0 
industries. 

Fig. 2 Digital twins and XR for Industry 4.0 [15]
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The integration of digital twins with XR technology can provide a powerful tool 
for Industry 4.0 by allowing users to visualize, manipulate, and interact with virtual 
representations of physical objects and systems. This can improve operational effi-
ciency, reduce costs, and enhance productivity. The importance of digital twin in 
extended reality for Industry 4.0 is attributed to its capability of bridging the divide 
between the actual world and virtual world, providing a more immersive and inter-
active experience for users, and ultimately leading to better decision-making and 
improved outcomes in various industries. Therefore, throughout this chapter, we 
include several recent researches which have implemented DT in XR applications. 

The remaining sections of this chapter are organized as follows. In Sect. 2, we  
provide the overview of DT in order to recreate the digital copy of industrial products 
or services. Section 3 reviews the important components to be considered if the 
industry wants to implement XR. Lastly, Sect. 4 presents our conclusions and outlines 
potential avenues for future research. 

2 Digital Twin in XR Applications 

DT is at the forefront of the Industry 4.0 because it is digital copy or assets in a VR 
world. We agreed with the DT concept that has been proposed by [18], and it has 
three main layers. Grieves [19] defined DT as a twinning in which the physical and 
virtual states were transferred during the cycle. Twinning enables the transmission 
of data between the physical and virtual world, as illustrated in Fig. 3. This process 
involves the transfer of information and operations from the virtual realm to the 
physical realm and vice versa. Essentially, DT is a framework that incorporates (a) 
tangible objects in the real world, (b) intangible products in the virtual realm, and (c) 
data and information that serve as a link between the physical and virtual objects. DT 
facilitates the acquisition of data in the physical world and its subsequent processing 
in the digital realm [20].

Data processing happened in digital world depending on the devices chosen by 
humans such as VR head-mounted display (HMD), and were linked to the DT infor-
mation. With the devices, the standard interface for accessing the information is 
required. Next, the selected product types are instantiated, and the identification 
searching for information relating to them which is encompassed in the DT. Later, 
the users can access the information. Real-time interaction and modification of the 
DT is feasible, making it an ideal tool for simulation and testing purposes. 

Figure 4 shows the real workstation in Fig. 4a has been replicated as the DT in 
Fig. 4c, Zed camera integrates with Kinect Azure as in Fig. 4b, has produced MR 
view. The DT now superimposed by the Zed camera (Fig. 4d, e). The actual user’s 
posture was captured by the Kinect Azure camera, which was coupled to the Zed 
camera in order to provide an MR experience. The difference between the real user 
and the virtual manikin, on the other hand, is attributable to imperfections in the 
motion tracking system and camera calibration.
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Fig. 3 DT concept in [18]

Fig. 4 First use case of MR application view for industry [21]
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Fig. 5 Second use case of MR application for industry [21] 

Figure 5 shows the real workstation with the real user wearing the MR HMD or 
headset and, on his hands, having the input controller device. Figure 5a is an improved 
virtual 3D environment with the safety criteria, while in Fig. 5b, the MR perspective 
of the digital twin where the user is being fully immersed in the environment. MR 
view requires user to wear a MR HTC Vive headset that attached with Zed mini 
camera. This way it can offset the real world. The HTC Vive incorporates a single 
motion capture sensor to track the user’s position. The sensors located on the user’s 
hand have been used to control or interact with the virtual object. 

In Fig. 6, we can see the VR environment, which is different compared to MR 
because the user uses VR headset as in Fig. 6a, with attached with Zed camera. The 
result of VR world that viewed by user through VR headset is shown in Fig. 6b, 
while Fig. 6c presents the complete virtual space.

There are instances where the physical workstation is entirely absent, and the 
VR environment is entirely virtual. In contrast, MR is only partially immersive. VR 
creates a complete separation between the user and the real world, immersing them 
entirely within the virtual environment. In these scenarios, the digital realm is entirely 
composed of 3D models and avatars, and users experience it once they put on the 
VR headsets. Figure 7 shows the fourth use case for VR; it can be seen the user has 
worn VR headset Fig. 7a. The rendered scene has shown in Fig. 7b. VR is a suitable 
choice when collaborators desire to view the virtual environment from a distinct 
perspective. However, if the collaborators wish to converse in a face-to-face mode, 
while simultaneously observing the virtual image without disregarding the physical 
world, AR is the preferred option. By utilizing the MR interface, it is more feasible 
to achieve both scenarios.
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Fig. 6 Use case of VR application [21]

Fig. 7 Use case implemented in VR application [21]
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Through the use of DT technologies, the system may continually gather and 
receive real-time data on the condition and operations of physical systems, which it 
uses to optimize, simulate, and predict the status of its physical twin in the future 
[17]. These predictions or optimized setups can be sent to actual devices. As a result, 
the coordination and management of the physical equivalents of DTs, such as energy 
converters and renewable energy sources, might be improved, resulting in reduced 
running costs. 

3 XR Implementation 

There are three fundamentals when designing or developing XR, besides the DT 
process, the system with the devices tracking and recognition is important. This 
section discusses the three important components that need to consider if the industry 
wants to implement XR. 

(a) Display and sensing devices 

HMD devices have been benefited a lot in most of XR applications. Table 1 shows the 
differences between Oculus Quest 2 and HTC Vive Pro. Both of these HMD supports 
full six-degree-of-freedom (6DOF). Their tracker is used for user interaction, but it 
also can work for motion detection. 

The depth sensors (as in Fig. 8) such as Zed camera for MR occlusion-free environ-
ment [22] and Kinect Azure for human movement motion detection so the skeleton 
of human can be tracked in real-time [23]. Currently, these depth sensors are highly 
capable and can be seamlessly integrated with HMD devices. Figure 9 shows the 
guideline for workspace setup and apparatus setting, VR, and MR.

(b) Advanced Interaction 

Interaction in XR is usually direct designed based on HMD devices. Natural interac-
tion comes with a real hand gesture, and speech can sometimes consider advanced

Table 1 HMD devices 

Oculus quest 2 HTC Vive Pro 

Display Opaque display Opaque display 

movement for activity Full 6DOF, both rotation and 
translation 

Full 6DOF, both rotation and 
translation 
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(a) Zed camera    (b) Kinect Azure 

Fig. 8 Depth sensor devices 

(a) VR user workspace setup                                         (b) MR user workspace setup 

Fig. 9 XR devices setup for VR and MR systems [24]

interaction. Figure 10 shows the two common input devices Leap Motion and Oculus 
Touch (joystick). The common types of interaction, such as selecting, spawning, 
translating, rotating, release, and delete the object are presented in Table 2. 

As presented in Fig. 11, it shows the interaction diagram from the input devices 
and sensors, such as Leap Motion or Oculus Touch, serve as a tool for a user to interact 
with the 3D object. Leap Motion controller understands and tracking human bare 
hands and creates a virtual hand. The virtual hands to the real hands were an image.

(a) Leap motion (b) Oculus Touch 

Fig. 10 Interaction input devices example
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Table 2 Common interaction commands 

Interaction Description 

Select Select the object by pressing the button on the Oculus Touch 

Spawn Instantiate the new object in the scene 

Translate and 
Rotate 

With the controller that contains motion, user can move the object to translate 
and change the orientation value for rotation 

Release When user was holding 3D object in hand, release can detach object from 
user’s hands 

Delete User can choose to erase or remove the object with delete command

Fig. 11 Interaction in XR 

Some hand movements such as tapping, and pinching can therefore be replaced by 
the virtual hand. 

• Application: When the information displays on XR interface, user can response 
and give action. User may need to wear display device or glass headset. The XR 
application was depending on type of glasses that has been chosen—MR glasses, 
AR glasses, or VR glasses. 

• Interaction: The recent devices and sensor user have many ways to interact with 
the application. However, when current HMD has come with their built-in sensors 
tracking and controller, it would be more easy to construct interaction techniques. 

• Processing and rendering: XR environment required computer to render the 
scene and connect with the XR hardware. To connect more users, network connec-
tion is required. For rendering, the popular game engine Unity 3D usually was 
used. 

• Feedback: User feedback could alert user that he/she has successfully clicked 
or pushed the button when the button gives indicator, message or sounds as the 
feedback.
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In the context of the collaborative interface, where involve multi-user interaction, 
the interface with the sign-in information is required to connect both users, so they 
can join space. In a remote collaboration, both users need to exist in the same space. 
Therefore, MR space needs to be built for overlaying the VR user’s virtual environ-
ment to the actual environment, and the VR environment is needed for projecting 
both users on the VR side. The application begins to prompt user to enter the pin; the 
network connection should be stable so both users can available in the same room. 

(c) Interfaces 

Interface for the user to view the industry’s information and data have to be designed 
based on the practical reasons or actual events in the industry. In some situations, 
the event only requires one user, and in some other situations, the industrial appli-
cation needs more than one user. In this case, the collaborative interface may need 
to consider. The collaborative interface can bring two or more users into one single 
environment where they have shared the environment to perform collaboration tasks. 

Figure 12 shows the interface when multi-user interactions may involve funda-
mental components. Networking is a crucial element in connecting the users from the 
different workspace. Intel Realsense D435 is used to teleport the user from different 
locations to exist in the application. This situation, there are two separate spaces 
local users, and remote users were merged. For natural user interaction some situa-
tions direct gesture interaction can make sense with the robust tracking device Leap 
Motion. In VR, if the user uses Oculus HMD, they would user the joystick named as 
Oculus Touch to perform interaction. An interface needs UI design (User Interface 
formerly known GUI—graphical user interface), and the database for the resource 
of the DT (3D model or digital copy of real product) is stored on networking to share 
with other users.

For users to be able to perform collaborative tasks in a shared space, a stable 
network is crucial to ensure a real-time shared environment. As depicted in Fig. 12, 
two clients were designated as local users (Client 1) and remote users (Client 2), and 
both participated in the shared space to carry out the cooperative tasks. Once both 
users have successfully entered the space, the input devices have been found such as 
the controller. The user will manipulate the object and modify the object. All users 
can see the changes have been made. The 3D data has sent to the cloud, and they can 
see what they do in real time [25]. 

4 Conclusion 

In this chapter, DT and XR technologies for Industry 4.0 have been discussed. 
Looking at evolutionarily, the rapidly advancing technologies of 5G networks, as 
well as immersive technologies like AR/VR/MR and digital twins, hold great poten-
tial for the development of Industry 4.0, including in the renewable energy sector. 
A digital copy or digital twin (DT) can be overlaid, and modifications on the digital
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Fig. 12 Collaborative MR interface workflow [24]
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models can be done by using AR/VR [6]. This helps in better visualization and 
reduces the cost and time consumed in the process. The usage of AR/VR appli-
cations for an industrial robots, manufacturing, and automotive industry through 
handheld devices, smart glass, and touch-screen interaction has superimposed the 
realistic 3D visualizations. 

Four use cases have been presented in this chapter, for example, in VR and MR. 
Compared to VR, the user would fully have isolated from the real world. There are 
three fundamentals when implementing XR; this chapter has discussed about displays 
and sensing devices, the interaction, and the interfaces. Collaborative interface has 
been identified to cover multi-user interaction that would help industrial applications 
in more advance. Other than that, the wearable AR device such as a HoloLens is going 
to be the best device to use for these applications since they provide hands-free use. 
However, in a pinch, a phone or table could be used if the software supports it. When 
using a VR HMD, hands-free functionality can be achieved by incorporating the Leap 
Motion device. The fundamental in the XR applications implementation has been 
described. XR technologies for Industry 4.0 have their potentials to the sustainability; 
however, there are some barriers such as financial constraints, technical competency 
and talent to build the application, and digital data security. These constraints can 
further discuss in the future as a space for more researches, reviews, and surveys. 
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Deep Image Coding in the Fractional 
Wavelet Transform Domain based 
on High-Frequency Sub-bands Prediction 

Nadeem Ahmad, Zainul Abdin Jaffery, Irshad, and Shaheen Khan 

Abstract This paper presents an image coding method using deep convolutional 
neural networks and the fractional wavelet transform (FrWT) algorithm. FrWT 
requires less memory than traditional discrete wavelet transform (DWT) methods. 
During the image transformation from the pixel domain to the wavelet domain, 
one low-frequency sub-band (LF-sub-band) and three high-frequency sub-bands 
(HF-sub-bands) are generated. The LF-sub-band is used to predict each HF-sub-
band, reducing redundancy between them. The sub-bands are then fed into separate 
auto-encoders for encoding. Additionally, a conditional probability model is used to 
estimate the context-dependent prior probability of the encoded codes, improving 
entropy coding efficiency. A joint framework is used to train the auto-encoders and 
conditional probability model. Experimental results show that the proposed approach 
outperforms JPEG, JPEG2000, BPG, and some other neural network-based image 
coding techniques in terms of multi-scale structural similarity index measure (MS-
SSIM). The proposed method generates better visual quality with more precise details 
and textures due to increased high-frequency prediction. The HF images exhibit 
average gains of 0.0011, 0.0027, and 0.0049 in MS-SSIM under low, middle, and 
high bitrates, respectively. 
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1 Introduction 

Among other applications of computer vision and image processing, machine 
learning has made significant advances in image recognition [1–3], image segmen-
tation [4, 5], and image classification [6, 7]. For the sake of training the network for 
dimension reduction [8], auto-encoder [9] is utilized in deep image coding. Never-
theless, the shallow auto-encoder is not appropriate for dimension reduction of deep 
networks because of the limitations of the hardware’s ability to do computations. 
Deep image compression has seen a significant improvement thanks to a model that 
is built on top of deep neural networks [10] and (CNN) [11, 12]. A DNN-based recur-
rent neural network for image encoding was proposed for the first time by Toderici 
et al. [6] and utilized for images of size 32 × 32, produced a compression ratio 
that was equal to that of JPEG [7]. This result was achieved by using those images. 
The current state of the art in deep image coding can be broadly divided into three 
groups: conceptual image compression [13], end-to-end training of classical auto-
encoder [14–17], and recurrent auto-encoder-based coding [15]. Conceptual image 
compression was first proposed in [15], and end-to-end training of classical auto-
encoder was first proposed in [16] by Ballé et al., reference [18] proposed recurrent 
auto-encoder based image compression. 

Encoder, quantization, entropy coding, and decoder are the four primary compo-
nents that make up a deep image compression strategy. This structure is comparable 
to that of a conventional image compression approach. The encoder is the part that is 
responsible for reducing the dimensions of the input data and encoding it in a format 
that is more compact so that it can be compressed further. The discretization of the 
continuous values that are represented by encoded codes is accomplished by the 
lossy process of quantization, which also expresses each code using a finite number 
of bits. These quantized codes are prepared as the decoder’s input, and the decoding 
process results in image reconstruction at the decoder’s endpoints. The codes are 
further compressed using the lossless entropy encoding procedure. Knowing the 
prior likelihood of codes helps in computing the entropy. 

The four main compression components of deep image compression are linked 
together via neural networks. Iterative parameter optimization is carried out via the 
neural network training model. We suggested deep image coding in this study using 
the fractional wavelet transform and high-frequency sub-band prediction. The trade-
off between bit rates and distortion is managed with the aid of this deep model. Instead 
of using spatial pixels, the deep compression model is developed using features from 
fraction wavelet transforms. The advantage of a training model based on a fractional 
wavelet transform is the ability to distinguish between the input image’s low- and 
high-frequency sub-bands. These sub-bands, which are processed based on several 
parameters, assist in maintaining high-frequency information and result in enhanced 
quality detail reconstruction. The probability distribution of high-frequency coef-
ficients allows for the modeling of high-frequency coding prior probabilities after 
FrWT [21]. Neural networks are used to anticipate high-frequency sub-bands based
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on low-frequency sub-bands in order to reduce redundancy between the two. The 
novelty in proposed work is as 

• Instead of using the spatial pixel domain, the compression model employs 
fractional wavelet sub-bands, which has two major benefits. 

• In order to process each sub-band according to its own features, the fractional 
wavelet transformations separate low-frequency and high-frequency information. 

• The prior likelihood of high-frequency codes can be modified more easily 
because of the concentrated probability distribution of high-frequency coefficients 
produced by the FrWT. 

• The model removes redundancy between the two sub-bands and enhances 
compression by using neural networks to anticipate HF-sub-bands from LF-sub-
bands. 

• The approach is inspired by wavelet zero tree compression and offers improved 
quality of detail reconstruction. 

The proposed research work is organized further in remaining seven sections. 
The second section explained the deep image coding, the third section proposed 
the framework for image coding based on high-frequency sub-bands prediction, the 
fourth section proposed details about fractional wavelet transform and how its compu-
tation is different from conventional wavelet transform, the fifth section explained 
the details architecture of deep neural network used in the proposed work, the sixth 
section mentioned the experimental dataset set used for training the deep neural 
network, the seventh section explained the experimental and comparison results with 
the state-of-the-art present deep neural network, and the last eighth section explained 
the conclusion and future scope of proposed work. 

2 Deep Image Coding 

A deep image encoder includes an auto-encoder. This auto-encoder was developed 
using DNN as both the encoder and decoder. The encoder is responsible for converting 
the input image into codes, and the decoder is responsible for converting the codes 
back into the output images with as little distortion as is reasonably possible. In 
order to develop the very first deep compression model, a recurrent neural network 
(RNN)-based auto-encoder that underwent progressive training was utilized [16, 
17, 19, 20]. This auto-encoder runs through a series of iterations, each of which 
creates a code that indicates the difference between the reconstructed image and the 
image that was fed into it. Iteratively adding the previously encoded bits from each 
recurrence to the total bits helps achieve the goal of producing a growing encoded 
bit stream. However, because residual value can shift and convergence speed can 
vary from iteration to iteration; this technique for deep compression was not found 
to be acceptable for within a single auto-encoder, you will need to make a choice 
between several alternative residuals. An additional way of deep image compression
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was achieved by the utilization of a DNN-based auto-encoder that made use of end-
to-end training [14–17, 21]. In this method, the encoder and the decoder do not have 
any recurrent structures, and encoded bits are simply retrieved from the encoder all 
at once. This method does not require gradually altering residual in the end-to-end 
training [14–17, 21], due to the fact that neither the encoder nor the decoder include 
any recurrent structures and the encoded bits are just immediately retrieved from 
the encoder. However, because high-frequency information is lost, image textures 
become overly smooth. 

3 Proposed Framework for Image Coding Based 
on High-Frequency Sub-bands Prediction 

In Fig. 1 that uses compression, the model is displayed. When the FrWT is applied to 
input image I, four sub-bands are created.

{
I (s)

}
. Three of the four sub-bands are high-

frequency (HF), and one is low-frequency (LF). As shown in Fig. 3, encoding and 
decoding these four sub-bands require the use of four parallel auto-encoders. Each 
sub-band goes through a mapping step for latent representation after the encoding 
phase. Y (s), followed by creating codes and the quantization step. Then, at the decoder 
end as shown in Fig. 2, the inverse mapping begins, producing a reconstruction of 
sub-bands

{
Y ∧(s)

}
finally, by employing the inverse discrete wavelet transform; we 

were able to reconstruct the image (IDWT) Î from reconstructed sub-bands. The 
aforesaid process is shown as follows in the following representation: 

I (s) = FrWT(I ), (1) 

Y (s) = E (s) I (s) , (2) 

Y (−s) = Q(s) Y (s) , (3) 

I (−s) = D(s) Y (−s) . (4)

Finally, we were able to rebuild an image from recovered sub-bands using the 
inverse discrete wavelet transform (IDWT) procedure. The aforesaid process is shown 
as follows in the following representation Î 

Y (−s) = Q(s) Y (s) , (5) 

Î = IDWT
(
Î s

)
, (6)
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Fig. 1 Encoder 

Fig. 2 Decoder 

Fig. 3 Sub-bands parallel branches
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where I (s) represents the four sub-band after FrWT. The networks go through the 
steps listed below to encode and decode the input image:

(
I (LL) , I (H)

) = FrWT(I ), (7) 

Î L L  = DLL
(
QLL

(
E LL

(
I LL

)))
, (8) 

Î H = DH
(
QH

(
E H

(
r H

))) + P H Î LL  , (9) 

Î = IDWT
(
Î L L  , Î H

)
. (10) 

Where subscript (LL) denotes for LF-sub-band, subscript (H) for different sub-
bands of high frequency, r (H ) stand for the difference between high-frequency sub-
band and residual and its prediction from LF-sub-band, whereas P (a) (b) is the method 
for estimating the sub-band (a) frequency based on the sub-band (b). The context-
correlated prior probability is calculated with the aid of conditional probability 
models, which aid in entropy coding to discover the entropy, in order to increase 
compression effectiveness even more. The probability framework and auto-encoders 
are trained together, and it is determined that the overall loss function is given by 

loss = loss(P) + loss(ac). (11) 

4 Fractional Wavelet Transforms 

In order to divide energy efficiently into a small number of low-frequency and small 
number of high-frequency coefficients, the wavelet transform has the capacity to 
decorrelate an image both in the spatial and frequency domain. The effectiveness of 
a wavelet-based image coding method depends on the proper wavelet filters selected 
and the coefficient quantization scheme. Wavelet transform’s basis function is local-
ized in both time and frequency. The need for a large amount of working memory is 
one of the main challenges in using the typical 2D-DWT to compress deep images. 
Deep image compression models cannot be used since the computation of image 
coefficients necessitates maintaining the entire image in memory. The image wavelet 
coefficients in the DNN-based model are computed using the fractional wavelet trans-
form to get around this issue. In contrast to the traditional method, the fractional 
wavelet reads one row of an image at a time instead of an entire image from memory 
in M to compute the difference between two images. 

In our model, FrWT is employed to calculate the coefficients for the low memory 
image DWT sub-bands. By modifying an end-to-end training model, the four sub-
bands branches are trained together. When optimizing back propagation, sub-band
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correlations are taken into account. As a result, the effectiveness of the reconstructed 
image can directly affect how well each sub-latent band’s representation is repre-
sented. Additionally, when the networks model and the entropy coding model are 
combined, the joint framework improves the optimization of bit allocation between 
sub-bands because it takes into account the optimization of correlation between 
sub-bands when bit-rate optimization is performed. 

4.1 A Subsection Sample High-Frequency Sub-bands 
Prediction in FrWT Domain 

It has been discovered that the coefficients of homonymous sub-bands from various 
stages exhibit high connections, which is motivated by the idea of wavelet zero 
tree-based image coding. The FrWT decomposition of the image yields LF- and 
HF-sub-bands. Due to the strong correlation that exists among the coefficients of 
high-frequency sub-bands at levels one, two, and three, any duplications that might 
have occurred among the expected homonymous sub-bands have been eliminated. 
In our proposed model, low-frequency sub-band I LL  decomposed continually by 
FrWT to produce one low I LL2 and three I H2. Before or after the wavelet transform, 
no information is lost because the DWT computation is an invertible operation, and 
this conclusion can be drawn from the information theory background. 

X
(
I LL

) = X
(
I LL2

) + X
(
I H2|I LL2) = X

(
I H2) + X

(
I LL2|I H2), (12) 

where X (∗) represents the self-information and X (∗|∗) represents conditional self-
information from wavelet-tree theory, sub-band I H is predictable by the sub-band 
I H2 due to the high correlation. As from Eq. (6.11), it is clear that the self-information 
of I LL  contains all the information of I H2. I LL  may be utilized to make predictions 
of I H . It is for this reason that we add a high-frequency prediction prior to encoding 
and that we encode the high-frequency residuals to increase coding effectiveness. 
Each high-frequency sub-residual bands can be discovered as follows: 

r H = I H − P H
(
I LL

)
. (13) 

During transmission from the encoder to the decoder in a lossy compression codec, 

some low-frequency data will be lost. Therefore, we can have X
(
Î L L

)
〈X(

I LL
)
than 

there will also be X
(
P H Î LL

)
〈X(

P H I LL
)
, i.e., some information from the high-

frequency prediction will be lost at the decoder when comparing the high-frequency 
prediction at the encoder end. Before transmitting to the decoder, the encoder has 
already removed the loss information. An additional network is trained to address 
this issue together with anticipated high-frequency sub-bands at the encoder side.
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The mask produced by these additional networks’ training is depicted as having the 
same size as the forecast. 

By Z H where Z H ∈ (0, 1) hence before subtracting the high-frequency prediction 
from I H sub-band it is masked by Z H and therefore Eq. (6.13) is represented now 
by 

r H = I H − P H
(
I LL

) ◦ Z H , (14) 

where Hadamard product is represented by (◦), which is given by element multiplica-
tion. Now high-frequency residuals from (6.14) are feed as input to the HF-encoder 
E H after the prediction process and direct input of the LF-sub-band into the LF-
encoder E LL . The process of prediction of HF at the decoder side also took place 
as per to the decoded low-frequency sub-bands Î L L . When we decode the signal, 
the format of the prediction network is exactly the same as when we encode it, but 
it will be without mask network reason being that at decoder side all predictions 
are used for HF reconstruction. Because of this, the reconstructed HF-sub-band is 
accomplished by combining the decoded HF residuals and the predictions for HF, 
which are presented as 

Î H = r̂ H + P H
(
Î L L

)
. (15) 

4.2 Different Sub-bands Auto-encoders 

To reconstruct the proper sub-bands at the decoder end, numerous transpose 
convolutional layers with different strides are used. 

4.3 Quantization 

The system makes use of the non-uniform quantization in its operation. Suppose

�(s) =
{
ω (s) 1 , ω  (s) 2 , . . . , ω(s) 

q

}
∈ R1×q indicates the centers of quantization for the 

sub-band. (s). These q quantization centers are optimized during training. 
The 2-norm between filtering procedures is used to compute the outcomes of the 

quantization process and which can be represented as I
(
z(s)

)
and �(s) denoted as 

z(−s) 
i = Q(s)

(
I
(
z(s)

)
i

) = arg min 
ws 

j

∥∥∥I
(
z(s)

)
i 
− ω (s) j

∥∥∥
2 
, (16) 

where i stands for each code’s index and j for the quantization center’s index.
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4.4 Entropy Coding 

Based on the idea of information entropy, entropy coding is a type of lossless coding 
where entropy may be applied to determine the bit cost of the codes. The quan-
tized latent representations of the four sub-bands are obtained after the quantization 
process. 

= Ez(−s)∼p(z(−s) )

[
∑

i 

− log 2
(
p
(
z(−s) 
i

))]

. (17) 

The place where one’s anticipation the bit cost of z(−s) is represented by 
E

(
R
(
z(−s)

))
. i ∈ {

1, 2, . . . ,  L(s)
}
serve as each code’s index, and p

(
z(−s)

)
provides 

the prior likelihood of z(−s). In Eq.  (17), the goal is to minimize the value of the 
expected loss as much as possible, which is achieved by training the likelihood model 
to maximize the likelihood. The cross-entropy loss function is commonly used for 
this purpose. The cross-entropy loss of the likelihood model can be computed by 
taking the actual probability pr and the output probability p of the model and doing 
the following: 

Loss = Lossancoder + LossProbability moodel 

Loss = λ · D(
x̂, x

) +
∑

s 

R
(
I
(
z−(s)

)) +
∑

s 

R
(
z−(s)

)

Loss = λ · D(
x̂, x

) +
∑

s 

I
(
R
(
z−(s)

)) +
∑

s 

R
(
z−(s)

)
. (18) 

5 Architecture of Neural Networks 

A number of models, including the FrWT model, the prediction model, the auto-
encoder, and the probability model, are all components of the DNN-based compres-
sion system, and the CNN layers that control their development are used to create 
all of these models (Figs. 4, 5 and 6).
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Fig. 4 Convolution implementation of fractional wavelet model 

Fig. 5 High-frequency prediction model 

Fig. 6 Mask network architecture
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6 Experiments 

6.1 Datasets 

The suggested image coding models were developed using roughly 440,000 3-
channel RGB images from a subset of ImageNet. To conserve storage, each image 
that is included in the training dataset is scaled to 256 × 256. The Kodak Photo CD 
Image dataset [35] is used to test the models after they have been trained (Fig. 7). 

The “conv/deconv 5 × 5 × 64” denotes convolutional or transpose convolutional 
layer with a kernel size of 5 × 5, the layer mentioned in the paragraph generates 64 
output channels. Each Nz(s)’s channel count, n, has a different number depending 
on the sub-band. It is important to note that all conv and transpose-conv layers have 
the same padding, which has a value of 0 (Fig. 8). 

“Conv3 5 × 5 × 5 × n” denotes a convolution layer with n output channels and a 
3D-kernel size of 5 × 5 × 5, where n is the channel number of Nz(s). Additionally, 
all of the convolution layers use “SAME” padding with a padding value of ω (s) 1 .

Fig. 7 Auto-encoder’s architecture 

Fig. 8 Probability model’s architecture 
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6.2 Preprocessing Dataset 

Random rotation is applied to the training set’s images and divided into patches 
of 160 * 160 before being fed into the compression algorithm. We apply z-score 
normalization the input patch to each channel as part of the normalization process in 
accordance with the mean and variance obtained from the training set. 

N (xc) = 
xc − meanc √

varc 
, 

where the input patch’s various channels are indicated by the subscript c. Accordingly, 
the de-normalization of the image obtained by IDWT is applied to the decoder side 
to create the final reconstructed image. 

6.3 Distortion Measurements 

D
(
I, Î

)
reflects the difference in distortion between the input and recovered images. 

When compared to MSE, it is a metric for quality evaluation that has the potential 
to more properly reflect the image quality that can be seen by human eyes. The 
distortion during training is given by 

D
(
I, Î

)
= 1 − MS_SSIM

(
I, Î

)
. 

6.4 Parameter Training 

The Adam optimizer [18] and a mini-batch size of 25 were used to optimize the 
model during training. The system’s loss function, as indicated in Eq. (18), inte-
grated the losses of the auto-encoder and the likelihood model to enable cooperative 
training. With a decay factor of 10 applied after every two epochs, the auto-encoder 
and likelihood model’s starting learning rates were set at 2 × 10–4 and 1 × 10–4, 
respectively. A bitrate threshold (Rt) was designed to guarantee improved precision 
in managing the bit cost during training. Only when the bitrate loss surpassed Rt was 
this level used to impose penalties. As a result, Eq. (18) can be modified as follows: 

Loss = λ ·
(
1 − MS−SSIM

(
x,

�

x
))

+ max(R − Rt, 0), 

where
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R = 1
∑

L(s) 
s

∑[
I
(
R
(
z−(s)

)) + R
(
z−(s)

)]
/2 

s 

. 

To make training easier, the weight parameter (λ) was set to 100 after calculating 
the average bitrate loss for each code unit. A total of six models were trained, each 
corresponding to a specific bitrate ranging from 0.2 to 0.7 bits. During the quan-
tization process, the value of q was established as 6, with the quantization centers 
initialized using uniform initialization within the range of (− 2, 2). To enhance the 
performance of the auto-encoders, batch normalization [22] was applied after every 
convolutional and transpose convolutional layer. All models were trained and tested 
on a GeForce GTX1070 GPU for a period of 6 epochs, which required approximately 
30 h to complete. 

7 Experimental and Comparison Results 

The results of the rate-distortion (R-D) evaluations performed on the Kodak PhotoCD 
image dataset using various compression approaches are presented in Fig. 9. Using  
a variety of tools to get the results, the efficiency of our compression strategy 
was contrasted with that of traditional image compression techniques like JPEG, 
JPEG2000, and BPG. The JPEG200 Toolbox for MATLAB given by Nikola Sprljan 
[23] was used to generate the JPEG2000 results, while the JPEG results were 
produced using the IrfanView program [24]. The results of the BPG were produced 
using the online BPG codec [25]. On our training set, we trained six models for 
each approach in order to compare them with [19, 26]. The target bpps stated in 
Table 1 were matched by these models. It is important to note that the results of 
these tests allowed us to evaluate the performance of our strategy and assess how 
effective it was in contrast to other approaches. In terms of bpp and MS-SSIM 
values, our results showed that our methodology performed better than the traditional 
methods. In conclusion, our method has shown to be competitive with cutting-edge 
deep compression techniques and has showed superior compression performance 
compared to conventional compression methods.

We have obtained the implementation of [19] from the authors and have verified 
that our experimental results align with the results reported in their paper. To ensure 
a fair and equitable comparison, we have set the number of codes of Nz(s) to be equal 
in both the models of [19] and our models. This ensures that the same amount of 
information is carried by each model. It is important to keep in mind that the bpp 
values shown in Fig. 9 for both the [19] approach and our suggested method were 
determined using the associated coding models’ predicted bit rates. To clarify, our 
implementation of the compression method outlined in [26] produces results that 
are consistent with those reported in [26]. The scale parameter of [26] has been 
set to 4 for all of the models in practical implementation, which is consistent with 
the scale utilized in our models. As we cannot reproduce the models described in
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Fig. 9 Ratio-distortion curve for comparison to different methods 

Table 1 Models channel allocation 

bpp n(ll) n(lh) n(hl) n(hh) 

0.2 28 8 8 4 

0.3 36 12 12 4 

0.4 44 12 12 4 

0.5 56 12 12 4 

0.6 64 16 16 4 

0.7 72 20 20 8

[14, 15], we have collected the corresponding results from the papers based on 
the Kodak dataset and carefully transcribed them onto our R–D curves to ensure a 
meaningful comparison. Based on the information presented in Fig. 9, it is evident 
that the compression approach proposed in this study exhibits better performance 
than traditional compression methods, such as BPG, JPEG2000 and, specifically in 
terms of MS-SSIM at low bit rates. The proposed compression approach outperforms 
the deep compression methods of Ballé et al. [15] and Theis et al. [14], as shown in 
the comparison results.
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While retaining the same level of reconstructive quality, the suggested method for 
image reduction offers notable improvements in bitrate savings. With up to 27% and 
58% bitrate savings, respectively, it performs better than earlier techniques like [14, 
15]. Furthermore, when compared to [19], which has pixel-based spatial training and 
performs better in terms of MS-SSIM, our suggested approach delivers comparable 
outcomes at the same bit-per-pixel (bpp) rate with just a somewhat lower MS-SSIM 
score of roughly 0.003. This is as a result of the suggested method’s use of wavelet 
transform compression, which is a better technique for maintaining high-frequency 
features. When bitrates are higher than 0.4bpp, the results of our suggested method 
are equivalent to those of [26], especially when it comes to MS-SSIM. The use of 
adversarial training by [26] results in better performance at low bitrates, though. We 
compared the suggested methodology to the techniques described in [19, 26] while 
only comparing high-frequency (HF) images. To compare the models in [19, 26] 
performance with the suggested method, we breakdown the reconstructed images of 
[19, 26] using FrWT and produce the HF images in the same manner. The models in 
[19, 26] are both trained in the pixel domain. MS-SSIM is used to calculate the distor-
tion of HF images. According to Table 2 comparison results, the proposed technique 
is better in terms of greater MS-SSIM values and lesser bitrates. Our proposed method 
shows average increases of 0.0011, 0.0027, and 0.0049 when compared to [19] in  
MS-SSIM of HF image at low, intermediate, and greater bitrates. The HF image of the 
suggested method shows remarkable MS-SSIM performance particularly for images 
with intricate features and textures. When HF images are processed using middle and 
high bitrates, respectively, our suggested approach provides an average gain in MS-
SSIM of 0.0032 and 0.0048 in compared to [26]. In addition, our suggested method 
demonstrates a marginally better reconstruction of high-frequency information than 
[26] at low bitrates.

The results in Table 2 reveal that the MS-SSIM values of HF images in the 
methods of [19, 26] only exhibit marginal increases when the overall bitrates grow. 
As the total bitrates rise, the MS-SSIM values of HF images significantly rise, which 
indicates that our proposed technique performs significantly better at reconstructing 
fine details. This shows that the suggested method can recreate complex details 
precisely, which is important for maintaining image quality. Using different methods 
at low and high bitrates, Fig. 10 compares certain details visually. The findings for 
the suggested approach [19, 26] were attained using individual models trained at 
0.3 bpp and 0.7 bpp, respectively. In conclusion, the suggested method for image 
reduction yields notable improvements in bitrate savings while preserving the same 
reconstructive quality.

8 Conclusion and Feature Scope 

In this paper, a novel image coding system based on deep convolutional neural 
networks and the FrWT algorithm are presented. The system utilizes the advantages 
of FrWT in terms of low memory usage to compute DWT of images, resulting in a
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Table 2 Comparison of reconstructed high-frequency (HF) images using the proposed method 
with reference [23, 27] based on the MS-SSIM metric 

Images Proposed Mentzer et al. [19] Rippel et al. [26] Wavelet transform 

bpps MS-SSIM bpps MS-SSIM bpps MS-SSIM bpps MS-SSIM 

Kodim01 0.34 0.9785 0.36 0.9741 0.36 0.9757 0.34 0.9750 

Kodim02 0.31 0.9908 0.31 0.9901 0.33 0.9903 0.31 0.9905 

Kodim03 0.30 0.9945 0.28 0.9941 0.33 0.9943 0.30 0.9925 

Kodim04 0.32 0.9917 0.31 0.9915 0.34 0.9915 0.32 0.9907 

Kodim05 0.36 0.9835 0.38 0.9829 0.37 0.9831 0.36 0.9825 

Kodim06 0.33 0.9831 0.33 0.9811 0.34 0.9813 0.33 0.9821 

Kodim07 0.30 0.9952 0.30 0.9951 0.35 0.9953 0.30 0.9932 

Kodim08 0.35 0.9789 0.36 0.9751 0.36 0.9770 0.35 0.9759 

Kodim09 0.29 0.9935 0.27 0.9931 0.32 0.9934 0.29 0.9925 

Kodim10 0.32 0.9935 0.30 0.9928 0.34 0.9936 0.32 0.9915 

Kodim11 0.32 0.9871 0.33 0.9856 0.35 0.9862 0.32 0.9851 

Kodim12 0.30 0.9925 0.30 0.9918 0.33 0.9919 0.30 0.9915 

Kodim13 0.36 0.9685 0.38 0.9675 0.36 0.9666 0.36 0.9625 

Kodim14 0.35 0.9848 0.36 0.9844 0.36 0.9842 0.35 0.9828 

Kodim15 0.29 0.9923 0.28 0.9921 0.31 0.9921 0.29 0.9913 

Kodim16 0.31 0.9886 0.31 0.9871 0.34 0.9874 0.31 0.9856 

Kodim17 0.33 0.9930 0.31 0.9929 0.33 0.9932 0.33 0.9910 

Kodim18 0.34 0.9850 0.35 0.9848 0.35 0.9844 0.34 0.9830 

Kodim19 0.33 0.9881 0.32 0.9864 0.35 0.9867 0.33 0.9851 

Kodim20 0.25 0.9929 0.23 0.9925 0.29 0.9929 0.25 0.9919 

Kodim21 0.30 0.9879 0.30 0.9871 0.34 0.9872 0.30 0.9849 

Kodim22 0.33 0.9879 0.37 0.9874 0.35 0.9874 0.33 0.9849 

Kodim23 0.30 0.9959 0.27 0.9962 0.31 0.9963 0.30 0.9929 

Kodim24 0.34 0.9855 0.35 0.9850 0.35 0.9963 0.34 0.9833 

Ave 0.320 0.9881 0.318 0.9871 0.340 0.9873 0.320 0.9851

reduced memory requirement compared to traditional DWT methods. By utilizing 
FrWT, the suggested system separates the input image into sub-bands and performs 
encoding and decoding in the fractional wavelet transform domain, before creating 
the reconstructed image using IDWT. By using this approach, the system achieves 
better compression efficiency while maintaining high visual quality. Deep convolu-
tional neural networks are utilized for the encoding and decoding of the sub-bands, 
and the context-dependent prior probability of the encoded codes for entropy coding 
is estimated using a conditional probability model. Experimental results show that the 
proposed system outperforms existing image compression methods, such as JPEG, 
JPEG2000, and BPG, in terms of SSIM, producing images with clearer details and 
textures. Therefore, the proposed system has the potential to be useful in applications
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Fig. 10 Visual comparison of several compression techniques at low bitrates is presented. Panels 
(a), (b), and (c), respectively, show the information sampled from the Kodak PhotoCD image 
datasets kodim1, kodim8, and kodim21

where efficient storage and transmission of large image files are required, such as in 
the fields of medical imaging, remote sensing, and multimedia communications. 
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1 Introduction 

Most of the information is probabilistic and fuzzy while dealing with real-world 
problems, so that how to model reasonably is an important problem of knowledge 
representation. To address it, some researchers proposed many theories in the light 
of the unpredictability and ambiguity of the information, such as Dempster–Shafer 
evidence theory [1–3], “Fuzzy set” (FS) theory [4], “Rough Set” (RS) theory [5], 
entropy-based [6], evidential reasoning [7]. Due to these theories which have their 
own unique advantages, researchers have done a lot of work around them. Focusing 
on FS theory, Zadeh proposed FS theory in 1965 based on the characteristics of 
information fuzziness. Several hypotheses have been proposed since then to depict 
ambiguous information based on FS theory. In 1986, Atanassov proposed intuition-
istic FS (IFS) [8]. Relative to FS, IFS values regarded as both belongingness func-
tion and non-belongingness function, which enables it to have stronger performance 
ability when dealing with fuzzy information, so as to describe the ambiguity nature 
of the physical universe more delicately and avoid information distortion. In 1989, 
Atanassov and Gargov extended the IFS and set up the conception of interval-valued 
IFS (IVIFS), by considering its belongingness and non-belongingness in interval 
forms [9]. The concept of IFS was applied in different approaches [10–15]. 

In 2002, Ramot et al. [16] presented the complex-FS (CFS). According to the polar 
illustration of complex numbers, in which the amplitude of the complex number is 
a fuzzy function and the phase of the complex number is a generic function, this 
formalism was developed. CFSs are excellent for solving complex problems [17]. 
Alkouri et al.  [18, 19] used complex grades of belongingness and non- belongingness 
to develop “complex IFS”, a generalization of IFSs and CFSs (CIFS). The initial 
method for CIFS was based on the Ramot CFS [16]. In a complex plane, the range 
of the “complex degree” of belongingness is a unit disc. Alkouri and Salleh [20] 
exemplified the idea by offering a decision-making approach based on the CIFS 
distance metric. 

Garg and Rani build up the notion of the complex IVIF (CIVIF) set [21] and their 
accompanying aggregation operations, stating that this form can more effectively 
capture two-dimensional information in a single set. With the addition of “imaginary” 
parts, this theory not only expands the description space of vague data, but also 
provides more flexibility. Moreover, Ngan et al. represented CIFS by QNs (IFS-
Q), and the first time fuzzy set theory was expressed in “quaternion” form [22]. 
In this way, the “real belongingness function (BF)”, the “imaginary belongingness 
function (BF)”, the “real non-belongingness function (NBF)”, and the “imaginary 
non-belongingness function (NBF)” are each represented by a “quaternion”. As the 
emergence of “quaternion” numbers, the theory not only increases the amount of 
space that can be used to describe hazy information, but also makes the expression 
more adaptable, and it has the ability to both transmit multidimensional information 
and capture complex aspects. The RES selection issue was discussed by Gupta et al. 
[23] and was based on the language context of the IFS [23]. The challenge of deciding
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where to construct a solar power plant was successfully met by Singh, who came up 
with a workable solution to the issue [24–26]. 

In algebra, quaternion is an expansion of complex numbers from two dimen-
sions to three dimensions. Sir William Rowan Hamilton, an Irish mathematician, 
created quaternions and the rules for their operations in 1843 [27]. As a technique 
of describing three-dimensional mechanical issues, he invented them. Hamilton 
conceived of the idea of creating a fourth dimension after a lengthy search for math-
ematical operations that would maintain the typical characteristics of algebra. This 
allowed him to maintain the conventional rules of algebra with the exception of 
the commutative law for multiplication (generally, ab = ba), so that the quater-
nions only form an associative group, more precisely a non-Abelian group. The 
quaternions are the most well-known and often employed hyper-complex numbers; 
however, they have been mostly replaced by matrix and vector operations. Unlike 
the complex number representation, which only has two dimensions, the quater-
nion number representation has four, allowing it to confine multiple characters and 
express ambiguous information. In this case, we employ the idea of “quaternion 
numbers” to merge the degrees of “real belongingness”, “imaginary belongingness”, 
“real non- belongingness”, and “imaginary non- belongingness” into a single degree 
of complex membership. These additional degrees of freedom provide a great deal 
of expressive space and allow for effective handling of ambiguity and uncertainty. 
Furthermore, as “quaternion” numbers can be expressed in both algebraic and polar 
form, this methodology offers flexibility in evaluating ambiguous information from 
many perspectives. 

Due to the complication of decision-making difficulties, sometimes it is hard 
to express judgement in the form of single-valued belongingness and non-
belongingness, despite the widespread usage of IFS-Q theory. As a result, an expan-
sion of the existing theories could be very useful for depicting the uncertainties There-
fore, to provide decision-makers with greater flexibility, it is advisable to request that 
experts define their views using intervals. Motivated by this hypothesis, we present 
the conception of the quaternion interval-valued IFS in this manuscript (QIVIFS). 
Belongingness and non-belongingness degrees are expressed in terms of quaternion 
“interval-valued” according to this suggested theory. Consequently, a QIVIFS is a 
more extended extension of current theories like FSs, IFSs, IVIFSs, CFSs, CIFSs, 
and IFS-Q. In view of the above analysis, we know that the quaternion model of 
IVIFSs is required to study due to its effectiveness as compared to quaternion model 
of IFSs. As a result, this manuscript focuses on solving the problem of how to 
describe interval fuzzy information by uniting the privileges of IVIFSs and quater-
nion numbers. Therefore, considering this motive, the following contributions are 
made by this study: 

• The conception of quaternion IVIFS (QIVIFS) is proposed by incorporating QNs 
into IVIFS. 

• This QIVIFS can capable of capturing mixed features and express multiple dimen-
sional IVIF information. Therefore, it can be a suitable tool to analyze problems 
in more details.
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• The logic operations and order relationships of the QIVIFSs are also introduced 
based on QNs. 

• The distance function for QIVIF numbers is also established. 
• Based on the proposed idea of QIVIFS, we develop an approach for RES selection 

problem presented. 

This study is mainly providing the conception of QIVIFS and to provide a RES 
selection method under the QIVIFS environment. The manuscript is organized as: 
Sect. 1 “Introduction” provides background information and the relevant research 
on the topic, including studies on finding the research gap. The entire approach of 
the manuscript is presented under section “Proposed Approach”. The preliminaries 
consisting of some important definitions are presented under Sect. 3. The concep-
tion of QIVIFS along with its some important properties is outlined under Sect. 4. 
Section 5 provides an approach for RES selection based on proposed QIVIFS. Finally, 
key findings of this study are compiled along with future directions in Sect. 6. 

2 Proposed Approach 

The proposed approach for developing a RESS approach under AIFNs’ environment 
involves six steps as clearly depicted in Fig. 1. First section “Introduction” provides 
background information and the literature review presents relevant research on the 
topic, including studies on finding the research gap, which motivates us to carry 
this study. The preliminaries consisting of some important definitions are presented 
under Sect. 3. Section 4 outlines the conception of quaternion IVIFS (QIVIFS) by 
incorporating the concept of QNs into IVIFS. These types of QIVIFS can capable of 
capturing mixed features and express multiple dimensional IVIF information. Then, 
the logic operations and order relationships of the QIVIFSs are also introduced based 
on QNs. We also present the distance function for QIVIF numbers. The composite 
feature of QIVIFS to express multiple dimensional IVIF information is a suitable 
tool to analyze problems in more details. Based on the proposed idea of QIVIFS, we 
develop an approach for RES selection problem presented in Sect. 5. Finally, key 
findings of this study are compiled along with future directions.

3 Preliminaries 

In this part, certain fundamental ideas are presented over the universal set X. The  
IVIFS was developed by extending the IFS concept [9] and its definition is given 
here as: 

Definition of IVIFS An “IVIFS” A in X is characterized by having the following 
shape: A = {⟨x, α̃lA(x), γ̃ lA(x)⟩ : x ∈ X}, where the functions α̃lA(x) = 
[αl− 

A (x), αl
+ 
A (x)] ⊆ [0, 1] and γ̃ lA(x) = [γ l− 

A (x), γ l+ 
A (x)] ⊆ [0, 1] [0, 1] are called
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Fig. 1 Framework of presented approach

“interval-valued belongingness degree” and the “interval-valued non-belongingness 
degree” of x ∈ X, respectively, and αl+ 

A (x) + γ l+ 
A (x) ≤ 1∀x ∈ X . 

Definition (CIVIFS) A “CIVIFS” C in X is characterized of the form C = 
{⟨x, α̃lC (x), γ̃ lC (x)⟩ : x ∈ X}, where the functions 

α̃lC(x) = [αl− 
C (x), αl

+ 
C (x)] = [r− 

C (x)e
i wr− 

C (x) , r+ 
C (x)e

iwr+ 
C (x)] and 

γ̃ lC(x) = [γ l− 
C (x), γ l+ 

C (x)] = [s− 
C (x)e

iws− 
C (x) , s+ 

C (x)e
i ws+ 

C (x)] 

are called complex interval-valued belongingness degree and the complex interval-
valued non-belongingness degree. Here, r− 

C (x), r
+ 
C (x), s

− 
E (x), s

+ 
C (x) ∈ [0, 1] such 

that 0 ≤ r+ 
C (x) + s+ 

C (x) ≤ 1, and wr− 
C (x), wr+ 

C (x), ws− 
C (x), ws+ 

C (x) ∈ [0, 2π ] such 
that 0 ≤ wr+ 

C (x) + ws+ 
C (x) ≤ 2π ∀x ∈ X . 

Definition (Quaternion Numbers) Quaternion Number (QN) is a kind of “hyper-
complex number” system, QN q have four terms: first term is the real part of QN 
q and rest three parts are imaginary parts of QN q. of the form of q = Real Part 
(a) + Imaginary parts (b × i + c × j + d × k) or  q = a + bi + cj + dk, i, j, k 
are the “quaternion” units of square roots of − 1 depicted the multiplication cycle 
in Fig. 2. QN  q can also be articulated by “Euler’s equation” as: q = |q|en̂θ = 
|q|(cos θ + n̂ sin θ),

where |q| is the module of q, |q| = 
√
a2 + b2 + c2 + d2. θ is the rotation angle, 

n̂ is the rotation axis. 

In addition, q can also be expressed as a vector, q = [a, b, c, d] = [a,ϖ  ], where 
ϖ is the set of three imaginary part vectors. When a = 0, q is a pure quaternion.
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Fig. 2 Depicting the six cycles of i, j and k multiplication

Let, there are two quaternion q1 = a1 + b1i + c1 j + d1k = [a1,ϖ1] and q2 = 
a2 + b2i + c2 j + d2k = [a2,ϖ2], then the following operations are valid: 

Hadamard product: q1 ∗ q2 = a1a2 + b1b2i + c1c2 j + d1d2k = [a1a2,ϖ1ϖ2]. 
Specially, q1 ∗ q1 = q∗2 

1 = a2 1 + b2 1i + c2 1 j + d2 
1 k = [a2 1 ,ϖ  2 1 ]. 

Hybrid operation: q1 ⊕ q2 = a1a2 + b1b2 + c1c2 + d1d2. 
Sqrt operation:

√
q1 = √

a1 + √
b1i + √c1 j + √

d1k = [  √a1,
√

ϖ1]. 

4 Quaternion Interval-Valued IFS (Q-IV-IFS) 

Let Int([0, 1]) signify the collection of all “closed subintervals” of the interval [0, 1]. A 
quaternion “interval-valued” IFS (Q-IV-PFS) A in the universal set X is defined as an 
object of the form A = {⟨x, q(x)⟩ :  x ∈ X}, where q(x) represents the “quaternion 
function” of the element x ∈ X which is defined as q(x) = ax+bx i+cx j+dxk. Here, 
the real-belongingness function (RMF) ax , imaginary-belongingness function (IMF) 
bx , real non-belongingness function (RNMF) cx , and imaginary non- belongingness 
function (INMF) dx are taken to be closed subintervals of [0, 1] instead of discrete 
values in [0, 1], i.e. ax , bx , cx , dx ⊂ [0, 1], where
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ax = [τ − 
RM(x), τ + 

RM(x)] is the interval of RMF. 
bx = [τ − 

IM(x), τ + 
IM(x)] is the interval of IMF. 

cx = [ς − 
RN(x), ς + 

RN(x)] is the interval of RNMF. 
dx = [ς − 

IN(x), ς + 
IN(x)] is the interval of INMF. 

Such that 

sup ax + sup bx ≤ 1 ⇒ τ + 
RM(x) + τ + 

IM(x) ≤ 1 
sup cx + sup dx ≤ 1 ⇒ ς + 

RN(x) + ς + 
IN(x) ≤ 1 

sup ax + sup cx ≤ 1 ⇒ τ + 
E (x) + ς + 

RN(x) ≤ 1 
sup bx + sup dx ≤ 1 ⇒ τ + 

IM(x) + ς + 
IN(x) ≤ 1 

Thus, a Q-IV-IFS A in the universal set X can also be defined as 

A = 
{⟨ 

x, [τ − 
RM(x), τ + 

RM(x)] +  i[τ − 
IM(x), τ + 

IM(x)] 
+ j[ς − 

RN(x), ς + 
RN(x)] +  k[ς − 

IN(x), ς + 
IN(x)] 

⟩ 
: x ∈ X 

} 
. 

Note: 

1. The quaternion function q(x) = ax + bx i + cx j + dxk can also be written as 
q(x) = (ax + ibx ) + j (cx − idx ) = ϕMF + j γNMF. Here, ϕMF = ax + ibx can be 
the interval of complex belongingness function and γNMF = cx − idx can be the 
interval of complex non- belongingness function. 

2. Let we consider Θ as the set of all Q-IV-IF numbers defined as 

Θ = 
{⟨ [τ − 

RM, τ  + 
RM] +  i[τ − 

IM, τ  + 
IM] 

+ j[ς − 
RN, ς  + 

RN] +  k[ς − 
IN, ς  + 

IN] 
⟩ 

: τ + 
RM + τ + 

IM ≤ 1, ς  + 
RN + ς + 

IN ≤ 1, 
τ + 
RM + ς + 

RN ≤ 1, τ  + 
IM + ς + 

IN ≤ 1 

} 
. 

In other words, Θ =< q̃ = [α−, α+] +  i[β−, β+] + j[γ −, γ  +] +  k[δ−, δ+] > 
satisfying the following conditions: 

1. α−, α+, β−, β+, γ  −, γ  +, δ−, δ+ ∈ [0, 1] 
2. α− ≤ α+, β− ≤ β+, γ  − ≤ γ +, δ− ≤ δ+ 

3. [α−, α+], [β−, β+], [γ −, γ  +], [δ−, δ+] ⊂ [0, 1] 
4. α+ + β+ ≤ 1, γ  + + δ+ ≤ 1, α+ + γ + ≤ 1, β+ + δ+ ≤ 1. 

Henceforth, it is understood that if q̃QI 
r ∈ Θ, then q̃QI 

r has the illustration 
q̃QI 
r = 

⟨[αQI 
r

−, αQI 
r

+] +  i[βQI 
r 

−, βQI 
r 

+]+ j[γ QI r 
−, γ  QI r

+] +  k[δQI r
−, δQI r 

+]⟩ for r = 
1, 2, 3, . . ..
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4.1 Set Operations over Q-IV-IFNs 

For two Q-IV-IFNs 

q̃QI 
r = 

⟨[αQI 
r 

−, αQI 
r 

+] +  i[βQI 
r 

−, βQI 
r 

+] +  j[γ QI r 
−, γ  QI r 

+] +  k[δQI r 
−, δQI r 

+]⟩(r = 1, 2), 

the following operations are valid: 

(1) q̃QI 
1 ≤ q̃QI 

2 ⇔ α
QI 
1 

− ≤ α
QI 
2 

−, α
QI 
1 

+ ≤ α
QI 
2 

+, βQI 
1 

− ≥ β
QI 
2 

−, β
QI 
1 

+ ≥ 
β
QI 
2 

+, γ  QI 1 
− ≥ γ QI 2

−, γ QI 1
+ ≥ γ QI 2

+, and δQI 1 
− ≤ δQI 2 

−, δ
QI 
1 

+ ≤ δQI 2 
+. 

(2) q̃QI 
1 = q̃QI 

2 when and only when q̃QI 
1 ≤ q̃QI 

2 and q̃QI 
1 ≥ q̃QI 

2 . 
(3) Complement: q̃QI 

r 
c = ⟨[γ QI r

−, γ  QI r
+] +  i[δQI r

−, δQI r
+] 

+ j[αQI 
r

−, αQI 
r

+] +  k[βQI 
r

−, βQI 
r

+]⟩. 

(4) Union: q̃QI 
1 ∪ q̃QI 

2 = 

⟨ [min(αQI 
1 

−, α
QI 
2 

−), max(αQI 
1 

+, α
QI 
2 

+)] 
+i[max(βQI 

1 
−, β

QI 
2 

−), min(βQI 
1 

+, β
QI 
2 

+)] 
+ j[max(γ QI 1

−, γ  QI 2 
−), min(γ QI 1

+, γ  QI 2
+)] 

+k[min(δQI 1 
−, δ

QI 
2 

−), max(δQI 1 
+, δ

QI 
2 

+)] 

⟩ 

. 

(5) Intersection: q̃QI 
1 ∩ q̃QI 

2 = 

⟨ [max(αQI 
1 

−, α
QI 
2 

−), min(αQI 
1 

+, α
QI 
2 

+)] 
+i[min(βQI 

1 
−, β

QI 
2 

−), max(βQI 
1 

+, β
QI 
2 

+)] 
+ j[min(γ QI 1

−, γ  QI 2
−), max(γ QI 1

+, γ  QI 2
+)] 

+k[max(δQI 1 
−, δ

QI 
2 

−), min(δQI 1 
+, δ

QI 
2 

+)] 

⟩ 

. 

It is straightforward to establish the authenticity of these operations. 

4.2 Comparison Functions for Q-IV-IFNs 

To compare Q-IV-IFNs with one another, we present three new scoring functions 
called score function (SF), accuracy function (AF), and certainty function (CF). 
These are defined below: 

Let q̃QI 
r = 

⟨ [αQI 
r

−, αQI 
r

+] +  i[βQI 
r 

−, βQI 
r 

+] 
+ j[γ QI r 

−, γ  QI r
+] +  k[δQI r

−, δQI r 
+] 

⟩ 
be a Q-IV-IFN,  then  the SF  

(denoted by h( ̃qQI 
r )), AF (denoted by ), and CF (denoted by ℘(  ̃qQI 

r )) of  q̃QI 
r 

can be defined as: 

The SF, AF, and CF are helpful in assessing and comparing SVAN rankings. 
Below is a definition of how to compare two Q-IV-IFNs.
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Comparison between two Q-IV-IFNs: For two Q-IV-IFNs q̃QI 
r =⟨ [αQI 

r 
−, αQI 

r
+] +  i[βQI 

r 
−, βQI 

r 
+] 

+ j[γ QI r
−, γ  QI r

+] +  k[δQI r
−, δQI r 

+] 
⟩ 
(r = 1, 2), then 

(1) If h( ̃qQI 
1 ) is lesser than h( ̃qQI 

2 ), then q̃QI 
1 is smaller than q̃QI 

2 and can be expressed 
as q̃QI 

1 < q̃QI 
2 . 

(2) If h( ̃qQI 
1 ) is equal to h( ̃qQI 

2 ) and , then q̃QI 
1 is smaller than q̃QI 

2 and 
can be expressed as q̃QI 

1 < q̃QI 
2 . 

(3) If h( ̃qQI 
1 ) is equal to h( ̃qQI 

2 ), is equal to and ℘(  ̃qQI 
1 ) < ℘  (  ̃qQI 

2 ), then 
q̃QI 
1 is smaller than q̃QI 

2 and can be expressed as q̃QI 
1 < q̃QI 

2 . 
(4) If h( ̃qQI 

1 ) is equal to h( ̃qQI 
2 ), is equal to and ℘(  ̃qQI 

1 ) = ℘(  ̃qQI 
2 ), then 

q̃QI 
1 and q̃QI 

2 represent the same information and can be expressed as q̃QI 
1 = q̃QI 

2 . 

5 QIVIFS Approach for Renewable Energy System (RES) 

Too much use and development of fossil fuels have caused problems with the envi-
ronment and ecology that affect us every day. If we keep using fossil fuels, global 
warming could happen faster, which would be terrible. Global problems with the 
environment will have a big effect on how people all over the world use energy in 
the coming decades. Efforts to cut down on carbon emissions in the future are likely 
to change how the different types of energy affect the total amount of carbon emis-
sions. Because the air is so dirty, some developing countries are starting to worry 
more and more about the environment. In this way, clean and renewable energy 
sources are becoming more appealing as a way to make energy more sustainable and 
cut pollution. 

In this section, a renewable energy system (RES) having multiple wind generation 
systems (WGSs) is considered to compare WGSs on the basis of several criteria. 
Let the process is having ρ WGSs, i.e. alternatives {ρ1, ρ2, . . . , ρρ} and o criteria 
{o1, o2, . . . ,  oo} with weight vector is ω = (ω1, ω2, . . . , ωo)

T satisfying ωi > 0, i = 
1, 2, . . . ,  n and 

∑o 
o=1 ωo = 1. Let an expert committee provides his preferences of 

alternative ρρ against the criterion oo which is given by in the form Q-IV-IFNs. The 
adopted steps are presented below: 

Step 1. Construct the Q-IV-IFNs preference table. 

( ̃qQI 
i j  )ρ×o =

⟨
[αQI 

i j  
−, α

QI 
i j  

+] +  i[βQI 
i j  

−, β
QI 
i j  

+] 
+ j[γ QI i j  

−, γ  QI i j  
+] +  k[δQI i j  

−, δ
QI 
i j  

+]
⟩ 
ρ×o 

(i = 1, 2, . . . , ρ; j = 
1, 2, . . . .,  o) by using the Q-IV-IFNs information of the alternative 
ρρ(ρ = 1, 2, . . . , ρ)  against criteria oo(o = 1, 2, . . . ,  o) provided by the 
expert committee. 

Step 2. Utilize the SF, AF, and CF to form the score table 
◠ 
S = 

{◠ 
S( ̃qQI 

i j  )
} 

ρ×o 
(i = 

1, 2, . . . , ρ; j = 1, 2, . . . .,  o) from the preference table.
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Step 3. (PIS and NIS): For each criteria, assume the + ve ideal solution (PIS) for 
the WGSs which is denoted by ρρ+ = {[1] + i[0, 0] + j[0, 0] + k[1]}, and 
the − ve ideal solution (NIS) for the WGSs which is denoted by ρρ− = 
{[0, 0] + i[1] + j[1] + k[0, 0]}. Then, find the score table-based separation 
measures of each WGS from these PIS and NIS, respectively, using the 
following equations: 

Δ+ 
ρ (ρ

+ 
ρ , 

◠ 
S( ̃qQI 

ρo)) = SQRT 

( 
o∑ 

o=1 

[ωo(1 − 
◠ 
S( ̃qQI 

ρo))]2 
) 

, 

Δ− 
ρ (ρ

− 
ρ , 

◠ 
S( ̃qQI 

ρo)) = SQRT 

( 
o∑ 

o=1 

[ωo. 
◠ 
S( ̃qQI 

ρo)]2 
) 

, 

where SQRT = √. 
Step 4. Compute the mutual proximity of each WGS with respect to the PIS and 

NIS using the following equation: 

℘ρ =
Δ−

ρ {ρ−
ρ , 

◠ 
S( ̃qQI 

ρo)} 
Δ+

ρ {ρ+
ρ , 

◠ 
S( ̃qQI 

ρo)} +  Δ−
ρ {ρ−

ρ , 
◠ 
S( ̃qQI 

ρo)} 
. 

Step 5. The highest value of mutual proximity ℘ρ is the best WGS. 

6 Conclusions 

This manuscript effort is to incorporate the concept of quaternion numbers to IVIFS 
and hence presents the concept of Q-IV-IFS. This type of QIVIFS can capable of 
capturing mixed features and express multiple dimensional IVIF information via the 
interval functions of “real-belongingness”, “imaginary-belongingness”, “real non-
belongingness”, and “imaginary non-belongingness”. Then, the logic operations and 
order relationships of the QIVIFSs are introduced based on quaternion numbers. We 
also present the distance function for QIVIF numbers. Overall, the key findings of 
this study are concluded as below: 

• The conception of quaternion IVIFS (QIVIFS) is proposed by incorporating QNs 
into IVIFS. 

• This QIVIFS can capable of capturing mixed features and express multiple dimen-
sional IVIF information. Therefore, it can be a suitable tool to analyze problems 
in more details. 

• The logic operations and order relationships of the QIVIFSs are also introduced 
based on QNs. 

• The distance function for QIVIF numbers is also established.
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• Based on the proposed idea of QIVIFS, we develop an approach for RES selection 
problem presented. 

Future works will comprise to establish a series of operators based on different 
norms and with applications in addressing the engineering and environmental issues. 
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Abstract Nowadays, women well-being is as vital issue as any developed or devel-
oping country. Women security has arisen as one of the main necessities considering 
what is going on of the urban areas and other huge urban communities. To assists 
with settling this issue, in this paper, a GPS-based women’s security stun gloves are 
proposed. The fundamental working of this venture is that whenever as women sense 
risk, all she needs to do and it to hang on the pushbutton of the gadget. When the 
gadget is enacted, it tracks the location of the women utilizing global situating frame-
work (GPS) and sends crisis messages to currently enlisted portable number and the 
police control room and the security gadget likewise incorporates alarm, and a shock 
provider circuit gloves. The heartbeat rate and temperature are additionally shown on 
a connected liquid crystal display (LCD). The beats sensor checks the beat of casu-
alty, and in strange circumstances, the gadget likewise sends current GPS location 
to rescue vehicle or enrolled portable number in form of SMS. This security gadget 
works for self-preservation and counteraction of wrongdoing. In case of unfavorable 
circumstances, this gadget will behave as shock generators which women can use 
against aggressors for self-protection. The fundamental benefit of this framework is 
that this gadget is simple to operate and can be used by any girl or woman for her 
safety. 
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1 Introduction 

In the twenty-first century, although technology is developing quickly, women and 
girls continue to have difficulties due to concerns about their safety. In our nation, 
women are not allowed to leave their homes at any time, particularly at night in 
the cities or the countryside. Hence, the technology needed to create a system that 
can provide protection and safety to the women. Even though this is an independent 
country, women do not feel safe traveling at night or occasionally even during the 
day in far-off places. The concept for this research work is based on news about 
women’s safety that is frequently read in newspapers or seen on news channels. The 
figures for crime involving them are rising daily which can be seen in Fig. 1. 

(i) Physical abuse of women accounts for almost 10% of all crimes in the nation. 
(ii) Among the estimated 876 million individuals worldwide who are illiterate in 

both reading and writing, two-thirds are women. 
(iii) Between 2001 and 2011, 30 lakh girl children died as a result of female 

infanticide. 
(iv) There are still one in three illiterate women in India even after 75 years of 

freedom. 
(v) In India, just 39.5% of women are employed, compared to 80% in China. 
(vi) 70% of the 1.3 billion individuals who live in absolute poverty worldwide are 

women. 
(vii) Women make up 10.9% of the population overall, while just 9.3% of 

agricultural workers (especially men) own land.

Fig. 1 Statistics of crime related to women 
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If authors talk about domestic violence, the statistics are as follows: 

(i) 12–15% of victims (women) say they have had their arms twisted, shook, 
kicked, pulled, beaten up, or had something thrown at them. 

(ii) In India, over two-thirds of married women were victims of domestic abuse, 
where one serious act of violence resulted in a woman’s death. 

(iii) Every seventh woman who has ever been married has experienced bodily harm 
because of domestic abuse. 

(iv) The first two years of their marriage are when most women have ever 
encountered marital abuse regarding dowry, status, etc. 

These types of incidents are generally carried out by first-time offenders who 
generally look like students, and hence, it is difficult to track them. Security measures 
taken by the police department include only monitoring through cameras in and 
around the city which includes some tips to alert the public only. 

In the present time, where technology is more advanced such as global positioning 
system (GPS) tracker which can be used by government and police to track women 
in danger. This will not only track the women in danger but also alert the guardian or 
nearby police station by sending alert message and the location of women in every 
2 min. The developed system is 100% secure and will try to overcome majority 
of the above-said crimes, thereby ensuring the safety of women. Nowadays, many 
applications are developed for the woman security but the main drawback of these 
applications are required to detect initial interaction of women and that it is not easily 
possible. 

In this paper, an alternate solution is developed in the form of wearable women 
smart bands or gloves based on IOT and Android applications. It is an innovative 
technology that has been designed specifically for the safety and security of women 
[1–8]. The system consists of a pair of gloves that are equipped with technology 
and are connected to the Internet through Internet of things (IoT) technology. The 
wearable gloves are capable of delivering a high-voltage electric shock to an attacker 
when activated by the wearer. The IoT technology allows the gloves to be remotely 
monitored and controlled by a central system, providing an added layer of security [8– 
15]. The issue of women’s safety has been a major concern for society for a long time, 
and with the advancement of technology, there have been efforts to develop innovative 
solutions to address this problem. The women wearable system based on IoT is a step 
toward providing women with a tool to protect themselves against physical harm. 
In this system, the stun gloves are not only a self-defense tool but also a means to 
alert the authorities and send distress signals in case of an emergency. The gloves are 
connected to a mobile application that can be activated by the wearer, triggering an 
alarm and notifying the emergency services. The IoT technology enables the gloves 
to transmit the wearer’s location and other relevant information to the authorities, 
allowing them to respond quickly and efficiently.
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Overall, the women wearable system based on IoT is a promising technology that 
has the potential to enhance the safety and security of women in various situations. It 
provides a practical and effective means of self-defense while also enabling women 
to call for help when needed. In this proposed work, pulse sensor and temperature 
sensor are also used to determine the real-time pulse and heartbeat data of women 
in danger. The proposed system is wearable and consists of advanced sensors and 
signal danger. The proposed system can also be used as a self-defense system which 
consists of shocks generator. The severity of shock is intense enough to scare the 
attacker away [1, 2]. This watch protects women or children during any vulnerable 
attack. The proposed watch works on the concept of heartbeat. Later, many devices 
were developed for safety purposes. They are as follows. 

A ‘smart band’ is reported in [3] for the protection of women. The smart band 
continuously communicates with smartphone that must have access of Internet. A 
‘Smart Girls security system’ has been reported in [4] for providing the security of 
women. It works on the pressure-based sensor. An IoT-based smart device is reported 
in [5] for providing security of women. This device sends the location of woman when 
she is in problem. It works on GPS and GSM systems. A smart intelligent security 
system for women is reported in [6]. In this work, the Raspberry Pi 2 controller 
was used. This technique gave protection for women via tear gas and live streaming 
video. 

The inclusion of ‘Women Empowerment’s’ is one of the prime goals in the eight-
millennium development. Goals underscore the relevance of this fact. Thus, in order 
to achieve the status of a developed country, India needs to transform its women 
forces into an effective human resource, and this is possible only through the safety 
and security of women. 

The layout of paper is divided into five sections. Section 1 covers the introduction 
of the proposed safety device. The objective of the work is explained in Sect. 2. In  
Sect. 3, the methodology of the work is explained. The hardware implementation 
and results are covered in Sect. 4. The conclusion of the work is covered in Sect. 5. 

2 Objective of the Work 

In this work, a device has been developed for the women safety purpose. The objective 
of the proposed work is as follows: 

1. The proposed device will intimate the parents and police about the current loca-
tion of the women with the help of GPS system, and the GSM technology was 
also used to send messages in the pre-defined numbers. 

2. In this work, a device has been used to give a tolerable current shock to culprit. 
3. In our proposed system, an alarm device has also been used to warn neighbors.
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4. The system has a GPS receiver, an umbrella controller, GSM modem, and GPS 
receivers for specific function purpose. Basically, the GPS system will be used 
to send the location of women, and GSM system will be used to send messages 
on the pre-defined numbers. 

5. The suggested system contains security features that can assist women in need 
by allowing them to track emergency callers and provide information via notifi-
cations during situations by pushing the device’s button right away. GPS tracking 
will be used to send updates on the victim’s whereabouts to neighboring family 
members and police stations. 

3 Methodology of the Work 

The functional block diagram of the safety device is shown in Fig. 2. The solar panel 
and battery have been used for power backup. The solar panel will keep battery 
charged. The Arduino unit controller has been used for effective controlling purpose. 
The GPS module will send location of the victim, and GSM unit will send the message 
on the pre-define numbers. The temperature sensor will measure temperature of the 
victim, and heartbeat sensor will measure heartbeats of the victim. If both values 
will be more than the specified normal conditions, then the GSP module will send 
the location and message to the nearby police station and relatives. The buzzer is 
used for alarm purpose. The main novelty of this work is to provide a panic switch. 
When victim is in danger at that time, she can press panic button and culprit will get 
a current shock which will be unconscious for some moments. LCD display will be 
used for displaying purpose.

The electric shock in wearable gloves block diagram is shown in Fig. 3. In this  
system, a 9 V battery is used with resonator circuit and HFC transformer. This system 
will produce electric shock in case of emergency conditions [14, 15].

One can understand the operation of developed prototype from Fig. 4. The  
complete prototype can be understood via project flow diagram and shown in Fig. 5. 
The detailed operation is presented through the following chart in Fig. 6.

4 Hardware Implementation and Result Analysis 

The proposed safety gadget is a cutting-edge instrument for offering security to 
women. This device is effective in determining a woman’s real-time data, including 
her temperature, heartbeat, and GPS position. 38 °F and 75 beats per minute are the 
device’s default settings. If these conditions alter in an emergency, a buzzer will turn 
on. Once it is turned on, it will use GSM to transmit the message to the police and any 
known relatives. Via a GPS location tracking gadget, the women’s present location 
was included in the message. The gadget will record and display the temperature 
and heartbeat on the LCD display panel as shown in Fig. 7 when it is turned on and
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Fig. 2 Functional block diagram of the system

Fig. 3 Electric shock in stun gloves

in contact with the female body. This will demonstrate whether or not the women’s 
condition is critical.

If a situation calls for an emergency, the women can press the shock button for 
their own safety. Also, the gadget contains a siren button that can alarm others in the 
immediate area. Also, if a gadget is switched ON by default, it may send a deactivation 
message or alert to the police or family members. The hardware prototype for an 
electric shock cannon is shown in Fig. 8. Figure 9 depicts the entire design of the 
wearable women safety device.
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Fig. 4 Operational diagram of women safety device 

Fig. 5 Project flow diagram
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Fig. 6 Flow chart of the proposed system
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Fig. 7 Prototype of stun gloves-based protection system



920 S. K. Verma et al.

Fig. 8 Electric shock gun implementation 

Fig. 9 Prototype testing of shock circuit gloves
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5 Conclusion 

The development of women wearable safety device is a significant step toward 
addressing the issue of women’s safety in public spaces. The smart gloves, which 
are equipped with IOT technology, provide a non-lethal defense mechanism that 
women can use in case of an emergency. The wearable safety device has the poten-
tial to empower women and gives them greater confidence to navigate public spaces 
without fear. The women safety device is discreet, easy to use, and can be worn as 
a regular accessory, making them a practical and accessible solution for women’s 
safety. While the device offers a promising solution, there are still concerns that need 
to be addressed, such as the risk of misuse and the legal implications of using shock 
technology. It is important to ensure that the use of these smart safety devices is 
regulated and that they are only used in situations where self-defense is necessary. 

Overall, women wearable safety device is a step in the right direction toward 
creating a safer world for women. As technology continues to advance, more inno-
vative solutions that will help women will be developed so that they can feel more 
secure and protected in public spaces. It is important to continue to invest in the 
development of such technologies and to work toward creating a more inclusive and 
safe society for all. 
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Abstract It is generally known that shadow circumstances negatively affect solar 
photovoltaic (PV) system performance, resulting in increased power loss (PL) 
and various power points (global and local) on P–V characteristics. This study 
examines PV array reconfiguration, an effective shadow reduction strategy. This 
metaheuristics-based reconfiguration method is compared to series–parallel and 
total-cross-tied PV array setups. The research uses MATLAB/Simulink and partial 
shading (PSCs). Comparative analysis, identification of performance metrics (e.g., 
global maximum power point (GMPP) locations, PL, power gain, fill factor (FF), 
and performance execution) would be better with the suggested PV array system 
reconfiguration approach. In the present investigation, two non-uniform irradiation 
patterns demonstrate the PV system’s nonlinear electrical performance. MPA-based 
PV array reconfiguration shows that PSCs perform better. 
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1 Introduction 

Fossil fuels—diesel, coal, gas—drive power demand. Scarcity and storage capacity 
encouraged alternative energy research. PV, wind, biofuel, and other alternative 
energy sources are best. PV system technology is becoming increasingly popular 
because to its ease of installation, particularly at stand-alone levels [1]. PV systems 
have poor power conversion efficiency, which has opened up research in materials, 
installation techniques, and sun-tracking [2]. PV system performance suffers from 
external factors like non-uniform irradiance [3]. PV array reconfiguration improves 
FF and GMPP locations under PSCs. Clouds, leaves, telecom towers, high-rise build-
ings, etc., generate shadows. PSCs’ causes reduce the PV system’s performance under 
shaded phenomena [4]. This study introduces the Marine predictor algorithm-based 
PV array reconfiguration, which has a greater GMPP output than standard methods 
[5–7]. 

Newly published research articles are looked at in depth for the current study so 
that the research can be considered new. The experts in [8] studied and validated 
the performance improvements of honey-comb (HC), Ladder (LDR), bridge-link 
(BL), and TCT interconnections in a Su-Do-Ku (SDK) system. Moreover, the BL 
configurations are compared to conventional SP arrangements; the power increases 
are observed (11.92%, 17.24%, 12.77%, 12.77%, 12.04%, and 13.41%), respec-
tively. SDK puzzle-based PV array increased shade dispersion capability within non-
uniform solar irradiation levels as 100–700 to 1000 W/m2 [9, 10]. The improvised 
SDK version is considered as re-configured PV array is considered and compared 
the performance with the conventional (SP, BL, HC, TCT), and game puzzle-based 
(SDK, and Optimal SDK) arrangements to check the feasibility the performance 
indices such as efficiency: 11.79%, FF: 65.8%, and PL: 11.25%. The authors of [11] 
have introduced the successive rotation approach of integer number-based PV array 
configuration and compared with conventional approaches under PSCs. 

The following points from the research study establish the paper’s uniqueness: 

• MPA modifies the SP array setup to show the current balancing mechanism in 
shadowing scenarios. 

• Existing SP and TCT arrangements are examined with MPA-based setups. 
• MPA has greater performance than the lower PL and enhanced FF. 

Section 1 introduces PV technology, and Sect. 2 covers PV array layouts. Section 3 
examines performance parameters and shading instances. Section 4 covers findings 
and comments. Section 5 wraps up the study’s findings.
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Fig. 1 PV cell (electrical 
circuit) [10] 
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2 PV Technology 

2.1 Mathematical Modeling 

Equation (1) shows PV cell voltage, while Fig. 1 shows the analogous circuit. 

VPV = AkTC 
e 

ln 

(
IPh + IS − Icell 

IS 

) 
− Icell 

( 
Rse Rsh 

Rse + Rsh 

) 
, (1) 

where PV voltage and ideality factor approach for VPV and A. Moreover, k, IPh, 
Icell, and IDS are shown for Boltzmann’s constant, photo-current, cell current, and 
saturation current (diode). Moreover, the series and shunt resistances are explored 
as RS and Rsh. 

In the present study, electrical specifications (Vm = 9.62 V, Im = 0.52 A, VOC = 
11.25 V, and ISC = 0.55 A) of 5 W PV module is considered for MATLAB/ 
Simulation. 

2.2 PV Array Systems 

(i) SP and TCT configurations 

A6  × 6-size PV array system is constructed (Fig. 2a), and branch current is increased 
by cross-tied connections between parallel connection during PSCs as shown in 
Fig. 2b.

(ii) MPA-based configuration 

Defining the optimization process’s primary goal is the first step. Researchers use 
a hybrid target function that is the total energy generated by the PV array divided 
by the absolute difference in row current to extract the most power from a typically 
shaded PV array surface. This is written as Eq. (2) as  

maximize(obj(i )) = Parray 
|Imax − Imin| , (2)
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Fig. 2 Conventional a SP, b TCT arrangement (6 × 6 size)

where obj(i ) stands for the fitness value of the ith element. Furthermore, Imax 

and Imin are the current values and the rows current vector is known as I = 
(I1, I2, I3, I4 . . .  I9). The power generated from PV array is expressed in Eq. (3) 
[11] as  

Parray = 
n=9∑ 

n=1 

Irn × Vn, (3) 

where the voltage and current are expressed as Irn and Vn for the nth row in an array. 
The aforementioned mathematical criterion helps disperse the effect of shadowing 
throughout the full PV surface [9]. The dispersed shading impacts using MPA is 
shown in Fig. 3. 
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Fig. 4 Shading scenarios: I–II 

2.3 Shading Scenarios 

Two distinguished shading scenarios are considered to carry out study during the PV 
system performance investigation. Under shaded scenarios, the non-uniform irra-
diance levels (900, 800, 400, and 200 W/m2) are reported for performance study. 
Moreover, in the shading pattern comprised with different irradiation levels (950, 
750, 500 and 150 W/m2). These shading patterns are shown in Fig. 4a, b. 

3 Performance Indices for Comparative Study 

3.1 Power at GMPP 

PV curves have several power maxima points (LMPP and GMPP) due to non-uniform 
irradiance-based shading. This behavior reveals GMPP and LMPP power.
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Table 1 Theoretical analysis during shading pattern-1 

Row 1 2 3 4 5 6 

SP 

V (V) Vm 2Vm 3Vm 4Vm 5Vm 6Vm 

I (A) 5.38Im 5.38Im 5.38Im 4.78Im 1.78Im 1.78Im 

P (W) 5.38ImVm 10.76ImVm 16.14ImVm 19.12ImVm 8.9ImVm 10.68ImVm 

TCT 

V (V) Vm 2Vm 3Vm 4Vm 5Vm 6Vm 

I (A) 5.38Im 5.38Im 5.38Im 4.78Im 1.78Im 1.78Im 

P (W) 5.38ImVm 10.76ImVm 16.14ImVm 19.12ImVm 8.9ImVm 10.68ImVm 

MPA 

V (V) Vm 2Vm 3Vm 4Vm 5Vm 6Vm 

I (A) 4.09Im 4.09Im 4.5Im 4.40Im 4.09Im 2.13Im 

P (W) 4.09ImVm 8.18ImVm 13.5ImVm 17.6ImVm 20.45ImVm 12.78ImVm 

3.2 FF and PL Analysis 

According to Eqs. (4) and (5) shows that the PL is the difference between uniform 
and non-uniform MPP, 

FF = PGMPP 

VOC × ISC , (4) 

PL = MPPat STCs − GMPPat PSCs. (5) 

Table 1 shows the theoretical row-wise voltage, current, and power under shaded 
case-I. 

4 Results and Discussion 

4.1 Analysis of P–V and I–V Curves at STCs 

Ideal irradiation conditions provide P–V and I–V curves for a 6× 6 configuration. The 
P–V curve in Fig. 5 shows that MPP power is 180.2 W under optimum circumstances.
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(a) (b) 

Fig. 5 P–V and I–V curves (STCs) 

(a) (b) 

Fig. 6 Shade case-I: P–V and I–V curves 

4.2 P–V and I–V Characteristics for PSCs 

MPA PV systems outperform SP (95.86 and 112.1 W) and TCT (98.82 and 116.8 W) 
setups in terms of GMPP under shade situations (I–II). The functionality of P–V and 
I–V curves are shown in Figs. 6 and 7. Table 2 provides an overview of the study’s 
quantitative findings.

4.3 Power at GMPP and Execution Ratio: Analysis 

Shaded GMPP power for SP, TCT, and MPA is shown in a bar chart in Fig. 8a (I–II). 
MPA-based PV systems produce higher power because of shadow dispersion.

Shade dispersion helps improve PV performance. MPA is better than standard 
designs in this context. In this work, MPA has a higher %ER (62.59 and 78.63%) 
than a conventionally constructed array as shown in Fig. 8b.
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(a)  (b) 

Fig. 7 Shade case-II: P–V and I–V curves 

Table 2 Quantitative performance of PV array under PSCs: I–II 

Parameters PSC-I PSC-II 

SP TCT MPA SP TCT MPA 

VOC (V) 65.72 65.72 65.71 66.22 66.24 66.21 

ISC (A) 2.84 2.87 2.09 3.10 3.12 2.55 

Vm (V) 37.2 37.18 56.62 49.44 48.62 57.23 

Im (A) 2.57 2.65 1.99 2.26 2.40 2.47 

PGMPP (W) 95.86 98.82 112.8 112.1 116.8 141.7 

FF 0.513 0.523 0.821 0.546 0.551 0.839 

PL (W) 84.34 81.38 67.4 68.1 63.4 38.5 

%ER 53.19 54.83 62.59 62.2 64.81 78.63
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Fig. 8 a Power at GMPP, b %ER
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Fig. 9 a PL, b FF analysis 

4.4 Analysis of FF and PL 

PL for MPA-based PV systems is 67.4 and 38.5 W less than conventional PV systems. 
Under shading scenarios I–II, FF is greater for MPA-based PV array design than SP 
(0.513 and 0.546) and TCT (0.523 and 0.551). Figure 9a, b shows PL and FF analyses 
using bar charts. 

5 Conclusion 

SP, TCT, and MPA configurations (6 × 6) are studied. During shading instances (I 
and II), these observations are made: 

• Under shade situations I–II, MPA configuration GMPP is 112.8 W, and conven-
tional configurations are 141.7 W. 

• In MPA-based designs, PL is 67.4 and 38.5 W, compared to SP and TCT. 
• MPA-based PV setups have a better FF of 0.821 and 0.839 than traditional ones. 

The research found that bigger shadow dispersion factors boost PV array perfor-
mance. This research helps professional engineers and newcomers learn more. In this 
research, machine learning can find the best PV module position instead of MPA. 
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Artificial Intelligence-Based Bearing 
Fault Diagnosis of Rotating Machine 
to Improve the Safety of Power System 

Mohmad Iqbal and A. K. Madan 

Abstract To improve the safety of the power system in rotary machine like computer 
numerical control (CNC) and to minimize the risk of electrical hazards, early fault 
diagnosis of bearing is important. Artificial intelligence (AI) can play crucial role in 
optimizing the operation and management of manufacturing of any production plant. 
CNC machines are commonly used in the manufacturing and assembly of various 
components used in automotive, renewable power systems, aerospace, electronics, 
etc. Bearing is the main element and their failure is the common cause of machine 
tool failure. This study proposes sophisticated vibration-based bearing fault defects 
in CNC machine tools. Early fault detection can also help to identify energy-wasting 
issues such as electrical damage, and overheating. The approach develops a system to 
monitor and to quantify faults in rotating machine using investigative vibration data. 
The proposed technique aims to improve the reliability of the manufacturing system 
by detecting bearing faults early on. The method uses hybrid signal processing to 
decompose the vibration signal, and then weighted principal component analysis 
(WPCA) is applied to eliminate redundant features from the decomposed signal, and 
finally bi-directional long short-term memory (BLSTM) was used to predict the kind 
of bearing faults. AI algorithms can monitor manufacturing and power systems in 
real time, detecting faults or anomalies and triggering automatic responses to prevent 
system failure. 
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1 Introduction 

To run the machine tools, the power supply system plays a critical role in meeting 
the energy demands of modern industry and enabling economic growth and develop-
ment. This includes protective relays, control systems, and other equipments that can 
detect and respond to faults or disturbances in the system. Bearing and control system 
are indeed crucial components of CNC machine. CNC machines are powered by elec-
trical systems that are susceptible to faults and malfunctions, which can pose serious 
safety risks to operators and damage the equipment. The use of AI like machine and 
deep learning in manufacturing and power has been increasing rapidly over the past 
few years. AI can provide significant benefits to power and manufacturing industries 
by optimizing processes, reducing costs, improving safety, and increasing efficiency. 
A quick shift to a novel manufacturing age known as Industry 4.0 has been made 
possible by AI technologies [1]. Early component failure prediction to avoid the 
loss of power and unwanted shutdown of machine tools in any industry is necessary. 
In modern manufacturing system, CNC machines are usually used for manufac-
turing highly precise components. The use of CNC machines in these industries 
has revolutionized the manufacturing process by enabling highly precise and accu-
rate production of complex parts and components. CNC machines use programmed 
instructions to control the movement of tools and machines [2]. Bearings are a funda-
mental component in many types of rotating machinery, including wind turbines 
power systems and CNC milling machines, and the diagnosis of these is necessary 
[3]. Fault diagnosis in rotating machinery is important to prevent economic losses 
and safety hazards caused by bearing failures. An intelligent fault diagnosis system 
in CNC machine tools can help improve the safety and reliability of mechanical 
components. This can be achieved by using various techniques like vibration analysis, 
thermal imaging, and ML algorithms. A single failure in a rotating component can 
result in significant economic losses due to downtime. Bearing failure is a common 
cause of breakdowns in various types of rotating machinery, both in high-speed and 
low-speed applications. It is important to use high-quality bearings, properly main-
tain and lubricate them, and regularly monitor their condition using techniques such 
as vibration analysis and thermal imaging [4–6]. CNC machine tools are complex 
systems that consist of multiple servo axes and data processing elements. Each servo 
axis is responsible for controlling the movement of a specific component, such as 
the cutting tool or the workpiece [7]. 

Teti et al. [8] investigated that mechanical failures in machines cause approxi-
mately 79.6% downtime in today’s modern production. In this regard, a fault diag-
nostic technique based on cascading malfunction is presented to assure the safe 
functioning of CNC machines [9]. The failure of bearings in rotating machines for a 
short period could decline the performance or complete industrial damages. Luo et al. 
developed a classifier to choose the responses from vibration signals over 288 days. 
Dynamic features are then identified for the mechanical fault quickly in time-varying 
situations [10]. Fault detection in rotating machines is essential in terms of design



Artificial Intelligence-Based Bearing Fault Diagnosis of Rotating … 935

and maintenance. Jiao et al. [11] evaluate and describe the evolution of convolu-
tional network-based fault diagnosis (CNFD) methods. Several well-known datasets 
for machine failure diagnostics are described like data gathering, model creation, 
feature learning, and decision-making. The calibration signals of rolling bearing 
faults are typically time-varying and nonlinear [12, 13]. Kumar and Kumar [14] 
proposed a method to identify automatic bearing fault damages in angular contact 
ball bearings. Later on a new method for separating the signals; SVD of the Hilbert 
spectrum provides singular values was presented [15]. SVM is then provided a clas-
sifier to improve machine stoppage problem. The advanced SWT approach is then 
used to putrefy the processed signal in succession of IMT function [16]. Different 
fault feature extraction methodologies based on data-driven ML approaches have 
been presented for various problems that have inadequate simplification capability 
[17, 18]. In engineering issues simple empirical features cannot offer an elevated 
accuracy although refined specialized skill in concern issues [19]. Various issues in 
rotating machine fault diagnosis were resolved using different deep learning tech-
niques. The evaluation of defects due to the noise generated in the machines distress 
significant differences in dimension and characteristics that are complicated to extract 
throughout the procedure of real signal gathering [20, 21]. ANN [22, 23] and SVM 
[24–28] models are used in defect prediction and diagnosis in the field of condi-
tion monitoring most extensively. SVM models have their own merits and demerits. 
Overlearning is a difficulty. Although ANN is strong at predicting data used for 
training, it performs poorly when it comes to classifying test data. The outcomes of 
ANN produce superior results when the parameters are maximized. However, this 
increases the computation time, but the classification accuracy and efficiency are 
excellent. In a comparison of SVM, the ANN model is trained on behalf of feature 
extraction using HSD and then PCA is used for feature selection. 

A previous study has revealed that most of the work on fault detection of bearings 
in CNC machine tools has been done thus far. However, power system faults primarily 
cause electrical damage in machines, resulting in severe mishaps in any production 
system. So far this idea is ignored by several researchers. Early critical component 
faults detection of the CNC machine, like bearing damages caused by electrical faults 
has been considered in this study. Contribution of this proposed work is as follows: 

(1) The major contribution of this study is the development of an experimental 
framework to predict bearing faults in CNC machine tools caused by electric 
power supply failure. 

(2) WPCA-based feature extraction technique was adopted as it combines both slow 
feature analysis and principal component analysis. 

(3) To classify the extracted feature, BLSTM is used to diagnose the kind of bearing 
faults or electrical faults in CNC machine. 

Structure of the paper, Sect. 2 discusses the workflow. Section 3 discusses exper-
imental setup and data acquisition. Section 4 discusses the methodology adopted to 
diagnose the faults in the system early on; Sect. 5 result and in Sect. 6 conclusions 
are provided.
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Fig. 1 Proposed workflow Vibration raw data from CNC 
machine 

Experimentation and data collection 

Decomposition of signal using HSD 

Feature extraction using WPCA 

Training BLSTM 

Bearing fault diagnosis 

2 Proposed Workflow 

A brief explanation of this research work is presented in Fig. 1. The workflow diagram 
will provide basic information regarding the proposed work. First, the raw data 
is acquired from the bearing of the CNC machine tool and then a decomposition 
technique, HSD, was used to slice or decompose the huge vibration signals in to 
time frequency analysis. Then, a BLSTM model is used for feature extraction and 
model training. 

3 Experimental Environment 

The experimentation adopting during the vibration data acquisition is illustrated in 
Fig. 1. In the experimental environment, the hardware used is 3.6 GHz with RAM of 
8 GB, a solid choice for running experiments for speedy execution of computational 
tasks. The codes needed for model used Matlab 2020. The data collected through 
accelerometer and feed to computer system, i.e., data acquisition system of this 
proposed work. This approach is used because traditional methods are not easy to
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apply due to the dynamic structure of the CNC machine. During the data acquisition 
the motor speed is 700 RPM. 

4 Methodology 

Methodology implemented in this work is BLSTM-WPCA-based bearing failure 
prediction. The step-by-step description of proposed work methodology to improve 
the safety of machine is revealed in Fig. 2. This technique involves signal and data 
processing which are described in the following steps: 

• Data collection from CNC machine that there was enough datasets accessible to 
appropriate bearing fault diagnoses. 

• Hybrid signal decomposition was then used to decompose the collected data. 
• Weighted principal component analysis (WPCA), a feature selection technique, 

was used to remove unnecessary features to enhance the accuracy. 
• After this, BLSTM is used to diagnose the kind of bearing faults or electrical 

damage in the power system (Fig. 3).

Fig. 2 Bearing fault diagnosis framework for CNC machine tool 
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Fig. 3 Methodology adopted for bearing fault diagnosis 

4.1 Hybrid Signal Decomposition Techniques 

The use of hybrid signal decomposition in this proposed technique is used to filter 
nonstationary signals, which is important to handle the huge vibration data of CNC 
machine. HSD decomposed and sliced the raw data into useful decomposed signals. 
Figure 4 shows how well the huge raw vibration signal data is slicing or decomposing 
using HSD into desirable data. 

Raw data 

300 
rows 23 rows 

Slicing the 
raw data 

Feature 
transformation 

Tabular 
dataset X 

Fig. 4 HSD-based raw signal decomposition
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4.2 Weighted Principal Component Analysis 

Weighted principal component analysis (WPCA) is a variation of the standard PCA 
technique used in multivariate analysis and used when the variables of the dataset 
have different variances or when the variables are not equally important in explaining 
the total variance in the dataset. It is suitable for slow feature analysis and principal 
component analysis. The joint objective function of SFA and PCA can be resolved 
by WPCA discrete the same as, 

I1 = max oD YY  D o (1) 

Min Δxi (d) = min 
( 
x2 i 

) 
d (2) 

X satisfies subsequent constraints: 

(xi )d = o 
( 
x2 i 

) 
d = 1 

( 
x j xi 

) 
d = o 

4.3 BLSTM 

Bi-directional long short-term memory (BLSTM) is a type of neural network archi-
tecture. BLSTM is a variation of the long short-term memory (LSTM) network, 
which is designed to overcome the vanishing gradient problem of traditional recur-
rent neural networks (RNNs). The convolutional neurons of RNN are improved by 
BLSTM model. From the beginning to the end and from the end to the beginning, 
we are using two separate LSTM layers. This allows the network to capture informa-
tion from both the past and future contexts of the input sequence, resulting in better 
performance on sequence modeling tasks. 

5 Experiment Results 

The performance evaluation in this work is investigated by three kinds of datasets. 
Firstly, random numbers are created to select datasets for narrow faults with noise. 
Dataset related to vibration was recorded by accelerometer. Finally, the dataset 
related to faulty bearings and hazardous electrical systems from the sound signal was
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Table 1 Confusion matrix 

True class Proposed model BLSTM 

H IR OR 

H 98% 3% 1% 

IR 1% 97% 1% 

OR 4% 1% 96% 

Table 2 Evaluation of different performance parameters of the proposed model 

Performance evaluation with other AI models 

Parameters (%) Accuracies Precision Recall F-score 

WPCA + BLSTM 98.90 97.10 96.95 97.80 

PCA + ANN 95.75 96.05 95.66 95.75 

PCA + SVM 95.75 96.05 95.10 95.75 

PCA + k-NN 95.10 94.90 96.25 95.10 

recorded using different classifiers like SVM, ANN, K-NN, and BLSTM for different 
bearing states of machine. Confusion matrix of the presented work is represented in 
Table 1. 

Table 2 evaluates the WPCA-BLSTM method with other methods. From this 
table, WPCA-BLSTM outperforms all other methods for all parameters like accu-
racy, precision, recall, and F-score. It was observed that WPCA-BLSTM achieved 
acceptable classification accuracies for different conditions, with 98%, 97%, and 
96%, respectively that outperform other ML algorithms like SVM, ANN, and k-NN. 
In the proposed work, four repetitions were conducted to carry satisfactory results. 
From these preferred features we trained the model WPCA-BLSTM, ANN, SVM, 
and k-NN and results of proposed model are better. 

6 Conclusion 

Weighted principal component analysis (WPCA) feature selection technique was 
used to remove unnecessary features to enhance the accuracy. BLSTM is used to 
diagnose the kind of bearing faults or electrical damage in the power system of CNC 
machine. HSD decomposed and sliced the raw data into useful decomposed signals. 
Early fault detection can also help to identify energy-wasting issues such as poor 
lubrication or overheating. 

Future scope: The main constraint of this study is signal overlapping and computa-
tional time is higher. In the future, these limitations could be studied, and the work 
can be expanded. Also, the power system that affects the electrical supply of the 
CNC machine can be considered in depth for future scope.
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Stability Enhancement of AC Microgrid 
Using Discrete Mode Controllers 
with Optimum Sampling Frequency 

Amit Arora, Mahendra Bhadu, and Arvind Kumar 

Abstract This paper examines the influence of discrete mode controllers with 
optimum sampling frequency to enhance the stability of the grid-integrated AC 
microgrid. The damping of low-frequency electromechanical oscillation perfor-
mance of distributed generators of AC microgrid is analyzed. The AC microgrid 
is comprised of two renewable energy resources a photovoltaic (PV) farm, a vari-
able wind speed type DFIG wind farm, and another two distributed generators hydro 
and diesel are based on synchronous generators. The diesel generator is used as a 
backup source to provide the load demand when the grid is subjected to disturbance 
and the generation of renewable power is not as per demand. This research investi-
gates the effect of the execution of different discrete type’s power system stabilizers 
with an optimum sampling frequency to enhance the stability of the AC microgrid. 
The discrete type time domain mode PSSs such as conventional PSS (Δω-PSS and 
ΔPa-PSS), MBPSS-4B, and LQG-based PSS controllers are executed on DGs of 
the AC microgrid for the damping of low-frequency electromechanical oscillation. 
The MATLAB/Simulink software gives a comparative analysis of the discrete mode 
controller’s response to distributed generators of AC microgrid. The simulation result 
verified the system performance with an effective operational sampling frequency of 
discrete time domain mode controllers such as conventional PSSs, MBPSS-4B, and 
LQG controllers under fault conditions. 
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1 Introduction 

In the present scenario, renewable energy sources-based microgrids are becoming 
increasingly in demand to generate clean energy. The generation of electricity from 
renewable energy sources (RESs) is only the key to decline the global warming. 
Interconnecting renewable energy generation sources with electrical power gener-
ation storage devices can be establishing a stable microgrid. The microgrid is an 
emerging field that offers to deliver reliable responses to the increase in stress on 
the main grid and transmission lines. The most effective general form for generation 
is, a microgrid integrated with both renewable energy sources (RESs) like wind, 
solar PV cells, and fuel cells also together with traditional energy sources like diesel 
generators, micro turbines, and micro or small hydro [1]. The integration of micro-
grid with renewable and traditional energy sources is controlled by the robust design 
controller, and it provides operational stability to the systems. In the interface of 
power electronics controller with RESs, there are many obstacles that are shown, 
such as continuing the power supply without any interruptions, integration of RESs 
with conventional grid, issues of power quality, stability, security, reliability, protec-
tion, and energy storage system, concerning the frequency and voltage deviation 
[2]. Therefore, researchers applied the technological advancement that is moving in 
the direction of implementation of renewable energy sources achieving maximum 
electricity generation to match the energy need. The major challenges with renew-
able energy sources are weather dependent so the generation of energy is variable in 
nature and utilization of these resources imposes a reduction in the inertia of the grid. 
Because of this, the problem of stability arises in power systems. Solar photovoltaic 
(SPV) energy and wind power are two main sources of renewable energy utilized in 
the generation of electricity, and they are free of pollution or carbon-free [3]. 

The voltage fluctuations, frequency oscillations, variance in generation and 
demand, etc., are a few main issues in the main power grid. The main focus of 
the researcher is to protect and maintain the stability of the main grid from the above 
discussed issues to construct a confined power generated grid that is known as a 
microgrid [4]. A microgrid provides electricity to rural, urban, and hilly areas if the 
failure or unavailability of the external grid. The advantages of a microgrid (MG) 
are provided energy at the time of peak load, environmentally friendly, and give 
an economical energy solution. The major problems for microgrids during the inte-
gration of intermittent renewable-based DGs are low inertia, change in voltage and 
frequency, stability, and protection [5]. 

The modes of operation in the microgrid are the following: the grid-connected, 
autonomous, or transited, and the reconnection operating modes. A microgrid in 
grid-connected mode can manage and interchange the generation of electricity with 
the conventional grid and maintain the power supply from renewable energy-based 
distributed generators of the microgrid, although the energy flows through a microgrid 
is bidirectional [6]. In the autonomous or stand-alone mode, the microgrid can sustain 
the balance in reactive power in the self-base without the existence of an infinite 
bus. So this mode has major challenges considering a proper voltage and frequency
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magnitude, and another is proper power balance. The microgrid is classified into 
three major types as per power bus and load that is AC power, DC power, and hybrid 
(AC/DC) power microgrids [7]. 

Traditionally, a hierarchical architecture with primary, secondary, and tertiary 
supervisory control levels has been accomplished for the control of distributed gener-
ators (DGs), BESSs, the transition of operating modes, and the stability of the main 
grid and microgrid [8]. Figure 1 shows the diagrammatic block diagram of the AC 
microgrid with different distributed generators. 

In the microgrid, the distributed generation resources are associated with the 
utility grid with an interface of a power electronics converter to operate as per their 
requirements and also to maintain the stability and quality of modern power systems 
[9]. 

The dynamic stability of the microgrid is the main issue because of the distur-
bances due to the fault, changes in load, and changes in voltage and frequency. For 
this reason, the research is focused on the stability of microgrids in terms of analysis 
of small signal stability. To measure, the dynamic stability of the microgrid, a small 
signal stability analysis gives an adjustment to the control variable of the microgrid 
[10]. 

The small signal stability in terms of low-frequency electromechanical oscilla-
tion of the distributed generators of the systems should be enhanced the system 
stability. The execution of power system stabilizers (PSSs) in the power gener-
ating distributed generator units dampens the electromechanical oscillations, which 
improves the system stability [11]. The different types of robust design oscillation 
damping controllers are executed in distributed generators of the systems to achieve 
better performance of the systems against low-frequency oscillations, and they are 
represented as traditional or local PSSs based on input speed and power, multi-band
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PSS (MBPSS), PID-PSS, fuzzy logic-based PSS (FLPSS), H infinity (H ∞), etc. 
[12–14]. 

However, type-1 fuzzy logic-based PSS controller techniques provide improve 
performance compared with conventional PID-based PSSs in terms of damping 
performance low-frequency oscillations of distributed generators of the systems; 
these standard type-1 fuzzy logic PSSs have shortcomings when it comes to handling 
significant levels of uncertainty and unpredictable disturbances in modern power 
systems. Have robustness in type-2 fuzzy logic-based PSS (FLPSS-II) to eliminate 
the uncertainties and unpredictable disturbance [15]. 

One of the best choices to get over these restrictions is a robust LQG controller. 
Its function’s specificity makes it easier to manage uncertainty. According to a LQG-
PSS with a distinctive estimation algorithm is successful at damping oscillations in 
the modern power system [16]. Continuous time domain LQG is a robust controller 
for damping the low-frequency oscillation (LFO) of distributed generators, and it 
also provides small signal stability to the system. This technique allows you to 
deal with regulation performance and provide the control signal to disturbances and 
measurement or random noise [17, 18]. 

The continuous time domain mode power system stabilizers are tuned by different 
tuning methods such as PVr, GEP, and residue methods for selecting the optimal 
control values of gain and proper pole placements. Further, this tuned continuous 
time domain mode H(S) PSS transfers in the discrete time domain mode H(Z) PSS. 
The discrete transfer function of PSSs is used to easily dampen the low-frequency 
oscillations to achieve the small signal stability of the power system [19, 20]. 

The research gap is identified from the conclusion drawn from the literature survey 
on various aspects of the AC microgrid. Some domains need further attention such 
as comparative analysis of conventional lead-lag controllers in AC microgrid. The 
corresponding discrete mode controllers are also not armed systematically in any AC 
microgrid. There is also a need of investigating the performance of the AC microgrid 
at the optimal sampling frequency of discrete mode controllers. 

The organization of the remaining article represents the following: Section 2 repre-
sents the proposed approach of the paper. Section 3 represents the modeling of the 
AC microgrid test system with the mathematical modeling of distributed generators, 
and Sect. 4 gives a brief discussion of discrete mode damping controllers and the 
mathematical modeling of robust discrete LQG controller. Section 5 represents the 
result section with the comparative analysis of the controller’s validation. The paper 
ends with a conclusion in Sect. 6, followed by the references. 

2 Proposed Approach 

This paper proposed the design of damping robust discrete controllers to enhance 
the dynamic stability of the AC microgrid. The execution of discrete controllers 
in distributed generators of grid-integrated AC microgrid gives better performance 
against the disturbance of low-frequency electromechanical oscillations in a shorter
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settling time. Overall the proposed approach of this research work is to raise the 
small signal stability of the AC microgrid using different types of discrete mode 
controllers with optimal sampling frequency. 

The main objectives of the research paper are 

• The robust design of discrete mode PSSs controllers is the main motive for a 
grid-connected AC microgrid to increase the system damping characteristics of 
low-frequency oscillation (LFO) mode for the stabilization of the microgrid. 

• The performance of the different discrete mode PSSs such as CPSS (ΔPa-PSS 
and Δω-PSS), MBPSS (MBPSS-4B), and LQG has been compared to analyze the 
effectiveness of these discrete PSSs for improving the stability of AC microgrid 
under different varying operating conditions such as a three-phase line to ground 
fault. 

• The discrete mode controllers give better damping performance against the 
disturbance at the optimal control sampling frequency. 

• The compared controller’s performance gives discrete time domain mode LQG 
is the most robust power oscillations damping (POD) controller to improve the 
dynamic small signal stability and damp the low-frequency electromechanical 
oscillations of the system. 

• Validation of the proposed controllers in MATLAB/Simulink platform. 

3 Test System 

In this modeling of the test system total, 24.5 MW capacity of the distributed gener-
ators of the microgrid is connected to the AC grid where 20 kV, 50 Hz with a 
base MVA is 1000 MVA construct a grid-integrated AC microgrid. The proposed 
AC microgrid comprises four different power generating units with their installed 
capacity, a photovoltaic (PV) farm is 8 MW, a DFIG wind turbine is 4.5 MW, hydro 
is 6 MW, and diesel is 6 MW as a backup. The test system represents in single line 
grid-integrated AC microgrid illustration under fault conditions shown in Fig. 2 to 
examine the impact on DGs of electromechanical low-frequency oscillation in power 
systems. The main research concentrates on oscillations in a low frequency on a scale 
of 0.1–1 Hz because the focus of this investigation is how to increase the damping 
performance of modern power systems [21].

The power system stabilizers (PSSs) allow an auxiliary stabilization signal to 
distributed generators of AC microgrid, which measures the low-frequency oscilla-
tions (LFO) of the system and also increases the system stability. To dampen out 
the power oscillation of DGs of AC microgrid PSSs are used, this is attained with a 
voltage regulator to generate a torque in phase with speed [22]. The distributed gener-
ators connected with different PSSs using a multi-input and single-output switch are 
represented in Fig. 3.

The equivalent solar photovoltaic (SPV) circuit diagram with a load RL is repre-
sented in Fig. 4. The output current of the SPV is represented by Eq. (1). Its circuit 
diagram has a current source, diode, and resistor and is present in [23].
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Fig. 2 AC microgrid single line diagram test system

ISPV = Iph − Id − ISh, (1) 

where ISPV is the total PV current, Iph is photo current, and Ish is the shunt current 
across shunt resistance.

The PN junction diode is used to get the unit exponential expression characteristics 
that represent a solar PV (SPV) system, and it is then expanded to obtain the solar 
PV total output current as shown below. 

ISPV = ISCA(G) − NP × Io 
[ 
exp 

(
VA + ISPV RS 

ηNSkT  

) 
q − 1 

] 
. (2) 

Here, ISPV is total solar PV current (Amp.), VA is solar PV voltage (Volt.), η is 
identity factor, I0 is reverse saturation current (Amp.), RS is array series resistance
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(Ω), ISCA(G) = NP ISC(G), ISC is SPV short circuit current (Amp.), G is PV inso-
lation (Wh/m2), NP is the No. of modules in parallel, NS is the No. of modules in 
series, k is represented as the Boltzmann constant, and q is the electron charge (C). 

The DFIG-based wind turbine (DFIG-WT) to generate electrical power is depicted 
in Fig. 5, which is used for variable speed wind turbines. Its output power can be 
represented as follows: 

pmech. = 
1 

2 
Cp(β, λ)π R2 ρv3 

wind (3)
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Fig. 5 DFIG configuration using wind energy conversion system 

and generated torque due to the wind passing through the turbine blades is given as 

Tm = 0.5 
CP(β, λ) 

λ 
ρπ R2 V 3 wind, (4) 

where Cp(β, λ) known as the coefficient of power is related to the pitch angle (β) and 
tip velocity constant (λ) of the turbine blades, ρ denotes air density, vwind denotes 
the velocity of wind, and R is the radius of the turbine blade [24]. 

Equation 5 shows the relationship between the DFIG parameters which is the 
power coefficient CP(β, λ) concerning relates with pitch angle (β) of turbine blades, 
wind velocity (ωwind) m/s, and tip velocity constant λ, respectively. 

CP(β, λ) = 0.517 
( 
116 

λi 
− 0.4β − 5.0 

) 
exp 

( 
− 
21 

λi 

) 
+ 0.0068λ. (5) 

The tip speed ratio (λi ) is given  as  in  Eq. (6) 

1 

λi 
= 1 

λ + 0.08β 
− 

0.035 

β3 + 1 
. (6) 

4 Modeling of Damping Controllers 

The power oscillation of the AC microgrid is dampened by the different types of 
continuous and discrete types of damping controllers and by this improved the perfor-
mance of the overall system. The small signal stability problem in the distributed 
generators of the AC microgrid system such as rotor speed deviation, rotor angle 
deviation, frequency deviation, and voltage deviation, etc. are the disturbances due
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to fault. The execution of various types of discrete PSS in DGs of AC microgrid 
provides the oscillation damping and improves the system stability. The main role 
of PSSs dampens the electromechanical low-frequency oscillations (LFO) of the 
microgrid [25]. The AC microgrid distributed generators are used different types of 
power oscillation damping controllers which are described as 

(i) Speed-based stabilizer 
(ii) Frequency-based stabilizer 
(iii) Power-based stabilizer 
(iv) Discrete mode PSS 
(v) Multi-band stabilizer (MBPSS-4B) 
(vi) Discrete LQG controller. 

4.1 Discrete Time Domain Controllers 

This block diagram’s function is to transform the continuous time domain (t) signal 
to discrete time domain (z) response signal using contained blocks as shown in 
Fig. 6, corresponding to input signal block, sample and hold circuit, pulse generator, 
gain, discrete transfer function, and desired response blocks. In this, the continuous 
transfer function H(s) converts into discrete transfer function H(z) to develop a 
desired controller with the help of a sample and hold circuit at the desired sampling 
frequency. Sample and hold are used to implement a signal sample and hold in 
discrete mode at desired sampling frequency to achieve optimum control response 
of the system. With these blocks function design, a discrete time domain controllers 
and improved the performance of systems and achieved optimum control response 
against disturbance at a sampling frequency consider 25 Hz (T = 0.04 s) [26, 27]. 

While the estimation hold is zero-order hold (ZOH), at that time the discrete 
corresponding to H(s) is represented by Eq. (7). 

Hho(z) = 
(
1 − z−1

){H (s) 
s 

} 
, (7) 

where H(s) is known as the phase lead function shown in Eq. (8)

Pulse 
Generator 
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and Hold 

Discrete 
Transfer 
Function 

Sample 
and Hold 

Signal ResponseGain 

Pulse 
Generator 

e(t) u(k) 

Fig. 6 Block diagram continuous to discrete mode controller conversion 
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H (s) = 
1 + sT1 
1 + sT2 

. (8) 

So zero-order hold corresponding is represented by Eq. (9). 

Hho(z) = 
T1 
T2 
z − 

(
T1−T2 
T2 

+ e 
T 
T2 

) 

z − e 
T 
T2 

. (9) 

4.2 Conventional Damping Controllers (Δω-PSS 
and ΔPa-PSS) 

The power oscillation damping controller is used to enhance the damping of the 
system. The basic functioning block model of the PSS damping controller is repre-
sented in Fig. 7. The deviation in rotor speed (Δω) or accelerating power (Pa) is 
selected as input to enhance the damping by adding the feedback signal (VS) to  
excitation. The typical block diagram speed input-based PSS consists of different 
blocks considered as, a gain (KPss), a washout time filter (Tw) block, a phase angle 
compensation lead/lag with a time constant (T ) block, and a limiter (Vmax − Vmin) 
[28–30]. 

The transfer function of the conventional power system stabilizer (CPSS) damping 
controller is given in Eq. (10) when the generator rotor speed (Δω) is selected as a 
feedback signal. 

VS = KPSS 
(sTw) 

(1 + sTw) 
(1 + sT1) 
(1 + sT2) 

(1 + sT3) 
(1 + sT4) 

y. (10) 

The above equation represents speed (Δω) or acceleration power (Pa) as the 
input signal as ‘y,’ Tw represents as washout time constant, T 1, T 2, T 3, and T 4 are 
represented as the time constant, and Kpss represents as the gain of PSS.

Fig. 7 Single input lead–lag power system stabilizer structure 
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Fig. 8 Multi-input-based MBPSS-4B IEEE standard damping controller 

4.3 Multi-band PSS (MBPSS-4B) Damping Controller 

The MB-PSS damping controller structure is encountered by the IEEE St. 421.5 
PSS-4B sort mode to achieve a wide range of electromechanical oscillation damping 
improvements. The structure of MBPSS-4B provides three adjustable tuning bands as 
the low-frequency band (FL) with a range of 0.01–0.1 Hz, the intermediate frequency 
band (FI) with a range of 0.1–1 Hz, and the high-frequency band (FH) with a range 
of 1–4 Hz modes of the oscillation, which are shown in Fig. 8 [31, 32]. 

4.4 Mathematics Modeling of Discrete LQG Controller 

The system implemented with the LQG controller is used to stabilize and regulate 
the system. The system is influenced by disturbances or uncertainties and also in 
addition to communication noise is considered a feedback measurement signal which 
is described by the state space equation of the system [33, 34]. The discrete time 
domain linear quadratic Gaussian controller equation in discrete time is described 
by Eqs. (11) and (12). 

xi+1 = Ai xi + Bi ui + vi , (11) 

yi = Ci xi + wi . (12) 

In the mathematical modeling of discrete LQG controller denotes Ai , Bi , Ci as 
the state matrix and ‘xi ’ is the state vector of ‘n’ dimensional ‘ui ’ is the vector of 
input of ‘m’ dimensional, and ‘yi ’ is the vector of the output of ‘q’ dimensional, and
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here, ‘i’ represents the discrete time index. The system needs to be, controllable, and 
observable, linear time-invariant. In input, ‘vi’ is the disturbance noise, whereas ‘wi’ 
is the measurement noise. Here, E

(
wi w

T 
i 

) = Wi and E
(
vi v

T 
i 

) = Vi are related to 
covariance matrices, respectively. The expectation operator of the system is denoted 
by E. 

J is the cost function corresponding to obtain the optimal control ‘ui ’ on  
uncertainties in the system can be expressed by Eq. (13). 

J = E 

[ 

X T N FxN + 
N−1∑ 

i=0 

(
X T i Qi Xi + uT 

i Ri ui 
)] 

, (13) 

F ≥ 0, Qi ≥ 0, Ri > 0. (14) 

The discrete time mode LQG controller is represented by given equations as 

X̂i+1 = Ai X̂ i + Bi ui + Li+1 

(
yi+1 − Ci+1 

{
Ai X̂ i + Bi ui 

})
, (15) 

X̂0 = E[X0], (16) 

where X̂i is analogous to the predictive estimate. 

X̂i = E
[
Xi 

||yi , ui−1 
]
. (17) 

The gain of the Kalman estimator is 

Li = PiCT 
i 

(
Ci PiC

T 
i + Wi 

)−1 
, (18) 

where Pi is calculated by the given Riccati difference equation that moved in forward 
time, 

Pi+1 = Ai 

(
Pi − PiCT 

i 

(
Ci PiC

T 
i + Wi 

)−1 
Ci Pi 

)
AT 
i + Vi , (19) 

P0 = E 
[(

X0 − X̂0 

)(
X0 − X̂0 

)T
] 
. (20) 

The feedback gain matrix is represented as 

Ki = 
(
BT 
i Si+1 Bi + Ri 

)−1 
BT 
i Si+1 Ai , (21) 

where Si is calculated by the given Riccati difference equation that moved in 
backward time,
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Fig. 9 Conventional model of LQG controller 

Si = AT 
i 

(
Si+1 − Si+1 Bi 

(
BT 
i Si+1 Bi + Ri 

)−1 
BT 
i Si+1 

)
Ai + Qi , (22) 

SN = F. (23) 

The main functioning block diagram of the discrete mode LQG controller is 
represented in Fig. 9. The collective performance of Kalman estimator and linear 
regulator form the model of linear quadratic Gaussian controller which is used to 
provide effective performance against disturbances or uncertainties in the system 
[35]. In this work, the sampling time is 0.04 s. consider because controllers provide 
optimal control response against disturbances of low-frequency electromechanical 
oscillations, and discrete mode LQG controller gives better performance on this 
sampling frequency 25 Hz (T = 0.04 s). 

5 Simulation Results 

The simulation results present that the stability enhanced the AC microgrid with 
the effect of discrete controllers at the optimal control sampling frequency. A 3-φ 
L-G fault, on the transmission line at a T = 1 s. with spam of the fault is 0.15 s. in 
the AC microgrid test model. The implementation of the distinct types of discrete 
damping controllers at an optimum control sampling frequency of 25 Hz (T = 0.04 s) 
is analyzed for the improvement of the constraint of low-frequency electromechan-
ical oscillations in distributed generators of the grid-integrated AC microgrid. The 
responses of the diesel and hydro distributed generators with the effect of different 
types of discrete controllers with considered optimal sampling frequency are repre-
sented in Figs. 10, 11, 12, 13, 14 and 15 respectively with the variable such as rotor 
speed deviation (Δω), rotor angle deviation (Δδ), and output active power (Pe). 
Similarly, the responses of the DFIG-based wind farm and solar photovoltaic (SPV)
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Fig. 10 Rotor speed deviation Δω (pu) of diesel generator

farm distributed generators with the influence of discrete controllers are represented 
in Fig. 16 with the parameter of rotor speed deviation (Δω) of the DFIG-based wind 
farm distributed generator, and Fig. 17 PV bus voltage at PCC of photovoltaic (PV) 
farm distributed generator. The obtained response represents the enhanced stability in 
terms of damping the electromechanical low-frequency oscillation of AC microgrid 
distributed generators with the discrete controllers at the optimal sampling frequency. 
The robust design LQG controller is ideal and gives better results compared with 
conventional PSS (Δω-PSS and ΔPa-PSS) and MBPSS-4Bcontrollers in the discrete 
time domain mode with considered optimal sampling frequency. 

The summarized results show that the different discrete mode controllers at 
optimum control sampling frequency, i.e., F = 25 Hz (T = 0.04 s), enhance 
the stability of the AC microgrid. The discrete LQG damping controller is more 
robust and improves the small signal stability of low-frequency electromechanical 
oscillations of the distributed generators of the AC microgrid. 

6 Conclusion and Future Scope 

This research work analyzed the enhancement of the stability of the AC microgrid 
with the design of the damping controller in a discrete time domain with optimum 
sampling frequency. In this, a microgrid integrated with four different distributed 
generators unit like a variable wind speed-based DFIG wind farm, photovoltaic (PV) 
farm, hydro, and one backup unit as a diesel generator. The execution of various types 
of damping discrete controllers such as conventional PSSs (Δω-PSS and ΔPa-PSS),



Stability Enhancement of AC Microgrid Using Discrete Mode … 957

Fig. 11 Rotor angle deviation Δδ (rad) of diesel generator 

Fig. 12 Output active power (Pe) of diesel generator
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Fig. 13 Rotor speed deviation Δω (pu) of hydro generator 

Fig. 14 Rotor angle deviation Δδ (rad) of hydro generator

multi-band PSS4B (MBPSS-4B), and robust LQG controller at an optimum sampling 
frequency (T = 0.04 s) executed on the distributed generators of the AC microgrid. 
Therefore examined and compared the performance of controllers with the distur-
bances and their effect to increase the dynamic small signal stability. The attained
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Fig. 15 Output active power (Pe) of hydro generator (pu) 

Fig. 16 Rotor speed deviation Δω (pu) of DFIG-based wind farm
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Fig. 17 PCC PV voltage (pu) of PV solar farm

responses of the DGs of the AC microgrid appear that the discrete time domain LQG 
controller is the more robust damping controller for dampening the low-frequency 
oscillations in a shorter settling time compared with the discrete conventional PSSs 
and discrete multi-band PSS4B (MBPSS-4B). Overall, we examined the perfor-
mance of controllers in discrete time domain mode where the sampling frequency 
is considered 25 Hz (T = 0.04 s), the performance shows that discrete time domain 
mode LQG is the most robust power oscillations damping controller to improve the 
dynamic small signal stability and damp the low-frequency electromechanical oscil-
lations of the system in shorter settling time. This research work can be extended 
further for the implementation of all considered discrete types of controllers that can 
be used to investigate the performance of islanded mode AC microgrid. 
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Performance Analysis of Grid-Integrated 
Solar System Through Interlinking 
Converter with Control Schemes 
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Abstract The output power of photovoltaic (PV) arrays is directly proportional 
to the solar irradiance level. Therefore, the results of a PV panel highly relies on 
the prevailing weather circumstances. This cause, the outcome of a PV system can 
fluctuate rapidly, making it difficult to maintain a stable power supply. This paper 
analyzed the performance of PV panel integrated with the grid through interlinking 
converters at different attributes is the novelty in this article. The primary objective 
of the research included in this thesis is to contribute to the increased implementa-
tion of photovoltaic (PV) systems into electric networks. This objective can be met 
by precisely assessing the performance of PV systems without underestimating the 
impacts of these systems on the electric network. Overestimating or underestimating 
the performance of PV systems can lead to issues with electric network planning 
and operation. Using various control techniques, such as MPPT, voltage and current 
control, and Pulse Width Modulation (PWM), helps to increase the system’s perfor-
mance and ensure a stable and efficient power supply. These control techniques 
are implemented in MATLAB/Simulink using control blocks and algorithms, which 
are connected to the simulation model of the network. Furthermore, the simulation 
measures performed using a 100 kW solar system connected to a power grid show 
better performance with various power electronics components and also verify the 
performance of the boost converter and the LCL filter with a reduction in harmonics 
in the output of the proposed network. A significant value of the LCL filter reduces 
Total Harmonic Distortion (THD) percentage, 0.06% for the grid. 
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1 Introduction 

The use of distributed energy sources namely solar and wind power is becoming 
increasingly popular due to the environmental benefits they offer. Generating elec-
tricity from these sources can help reduce the carbon footprint and decrease the 
dependence on fossil fuels. Additionally, advancements in technology and govern-
ment incentives have made these renewable energy sources more accessible and 
cost-effective [1]. Solar energy is a renewable resource that can be used to generate 
electricity through the energy conversion process. Utilizing the plentiful and cost-
free energy from the sun is a fundamental benefit of photovoltaic (PV) networks. 
However, even though these systems have many benefits, they still face major obsta-
cles preventing them from being widely used [2]. The main obstacles are poor 
efficiency and high cost when compared with other green technologies. Therefore, 
modeling PV systems is an important way to understand how they perform under 
different weather conditions. This helps to ensure that they will operate as intended 
during seasonal variations. However, it is worth noting that photovoltaic modules 
tend to be less efficient than other renewable energy resources [3]. 

A PV array’s output power must be maximized by using an MPPT algorithm, 
which modifies the PV system’s specific state to get peak power that the solar panels 
can provide. To enhance the performance of PV systems, MPPT algorithms have 
undergone extensive research. To assure the reliability and sustainability of the 
system, researchers have also concentrated on controlling the reactive and actual 
power production of PV systems in addition to MPPT management. Another crucial 
area of research to enhance the quality of the supply of solar power plants is to 
reduce current distortion [4]. There have been several MPPT algorithms proposed in 
recent years, but the Peter and Observe (P&O) and Incremental conductance (INC) 
MPPT algorithms are now highly used. Their procedures and principles are simple 
and easy to understand [5]. The main aim of P&O MPPT technology is to oscillate 
the tracking point, while the principle of INC MPPT technology is to create a zero 
power-to-voltage slope at the peak power point. By disturbing this slope, the INC 
MPPT technology can improve accuracy [6, 7]. 

In MPPT algorithms, DC/DC converters are typically used to convert the DC 
voltage that comes from the PV panels to a controlled supply voltage for the converter. 
To maximize the amount of power transferred from the photovoltaic cells to the load, 
the direct current to direct current converter modifies the frequency of duty cycle D 
to align the impedance of the loads with the source of PV impedance. To maintain the 
nominal voltage range for the demand, the resultant voltage is controlled. This makes 
it possible to harvest the most power possible from the photovoltaic (PV) system, 
which is essential for the system’s effectiveness and performance [8]. To further 
elaborate on the previous comment, the converter that converts DC to DC often 
additionally contains a switching component, such as a field-effect transistor or an 
IGBT, to regulate the current passing through the inductive component and capacitor. 
The MPPT algorithm measures the frequency range of the switching device to sustain 
the MPP of the solar energy system, and the capacitors and inductors work to smooth
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out any variations in voltage and current. The interlinking converter then receives 
the outcome of the DC to DC converter for additional processing before connecting 
to the grid [9]. 

Current-controlled interlinking converters regulate the current, which is inserted 
into the grid by adjusting the phase angle and value of supply of the converter output 
current in reference to the grid voltage. This control technique uses a single current 
control loop to regulate the supply introduced into the electric grid network, and it is 
usually implemented using a proportional-integral (PI) regulator. The choice of the 
right control algorithms depends on the particular application’s requirements. Both 
voltage, as well as current control techniques, have benefits as well as drawbacks 
[10]. Both control circuits of a voltage-controlled interlinking converter help stabilize 
the current injected into the network and normalize the generated energy generated 
by the solar energy system to the 3-phase electrical grid. The voltage control at the 
DC bus method stabilizes the voltage at the interlinking converter input, allowing for 
more efficient operation of the inverter. An efficient and fast algorithm INC MPPT is 
used in the proposed network due to the high convergence speed and low complexity 
of the system [11]. 

A method for investigating the energy yield of a solar PV system integrated with 
an electric grid under dynamic atmospheric conditions using an artificial neural 
network (ANN) has been proposed in [12]. They used weather constraints such as 
solar insolation, temperature, and wind speed to test the ANN model, and achieved 
a high level of accuracy in predicting the energy yield of the system. An improved 
modified perturb and observe (IMPO) technique for MPPT of a PV system integrated 
with a grid is presented in [13]. In [14], an optimization technique is presented for 
figuring out the best place and size for electrically linked solar photovoltaic (PV) 
plants in the Kingdom of Saudi Arabia. They suggested a better Big Bang-Big Crunch 
algorithm to determine the best PV system configuration. The study discovered that 
the suggested algorithm was better than the traditional BB-BC algorithm at figuring 
out the best PV system configuration, leading to a higher energy yield and lower 
levelized cost of electricity (LCOE). A grid-connected photovoltaic system based on 
direct power control with an improved hysteresis control strategy was proposed in 
[15]. The authors aimed to address the problem of output power fluctuations caused 
by intermittent solar radiation and proposed a new method that can control the power 
output of the inverter in real-time to achieve a stable output. The study demonstrated 
that the presented method was effective in minimizing fluctuations in output power 
and improving the system’s stability. Mapako and Dakwa [16] described a study that 
used a modified invasive weed optimization algorithm to optimize an electrically 
linked PV system. The authors modified the traditional algorithm by introducing a 
modified mutation operator and a new crossover operator to improve the algorithm’s 
performance. 

The research gap in the performance analysis of power plant-integrated solar 
power systems lies in the need to develop more accurate and reliable models to eval-
uate the system’s operation under varying weather conditions, as well as to identify 
and address the factors that affect the system’s efficiency and reliability. Identifying 
and addressing the issues related to system operation and maintenance, such as
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module cleaning, monitoring, and fault detection, to improve system reliability and 
reduce downtime. 

The novelty of simulating a grid-connected solar network with inverter and MPPT 
control lies in the ability to accurately model and analyze the effectiveness of the 
solar energy system under dynamic circumstances. The simulation can help identify 
the optimal design and operating parameters of the system, as well as potential issues 
and limitations: 

• The simulation can also be used to test different control strategies and scenarios, 
such as changes in weather conditions, load demands, and system configura-
tions. This can help identify the most effective control strategies and optimize the 
performance of the system. 

• The proposed methodology adequately explains all the aspects that can have a 
effect on the various attributes of a solar power plants, such as power, current, and 
voltage as well as variation in solar insolation, and temperature. 

• The absence of a step-by-step simulation technique is presented, which makes it 
easy for researchers to understand and do modeling independently. 

In this work effectiveness of the solar power plant interconnected with the elec-
tric grid is analyzed under MATLAB/Simulink. The efficacy of the suggested work 
with interlinking converter and controller is verified through simulation results for 
different attributes. In Sect. 2 PV system modeling is explained. Section 3 described 
control schemes. Section 4 explains test system simulation and results. Section 5 
concludes with a conclusion. 

2 PV System Modeling 

Figure 1 depicts the suggested grid-integrated PV model network. The model includes 
a photovoltaic (PV) panel, a boost converter, and additional components to regulate 
the outcome of the PV power plant. The PV panel generates electricity in response 
to incoming solar radiation, and the boost converter is utilized to increase the voltage 
of the generated electricity to a level suitable for grid integration. The boost voltage 
of the switching device is fed to the interlinking device between the grid and PV 
system, which is also called an inverter to change the DC to a 3-phase AC supply 
with minimum harmonic distortion due to the LC filter connected in between them.

Figure 2 shows an equivalent circuit of a solar energy cell with single diode, and 
the simultaneous equations characterize the characteristics of the PV module: [12] 

ID = I0[e 
VD 
VT − 1] (1) 

VT = 
KT 

q 
∗ nI  ∗ Ncell (2)
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Transformer Grid 

PV Panel Boost 
Converter 

Interlinking 
Converter 

L-C Filter 

Decoupled controlMPPT  

Fig. 1 Grid-connected PV model

Fig. 2 Equivalent model of 
PV array 

where 

ID Diode current (A) 
I0 Diode saturation current (A) 
k Boltzman constant (1.3806e−23 J K−1) 
nI Ideality factor, a number close to 1.0 
T Cell temperature (K) 
Ncell Cells connected in series in a module 
VD Diode voltage (V) 
q Electron charge (1.6022e−19 C) 

2.1 Boost Converter Modeling 

The schematic diagram of MPPT-based boost converter connected to the PV network 
is represented in Fig. 3. The following equations can be used to analyze the key boost 
converter components’ values [14]:
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Fig. 3 MPPT with boost converter connected with solar panel 

L = 
Vip(V0 − Vin) 

fswV0�I 
(3) 

C = 
Iop(V0 − Vin) 
fswV0�V 

(4) 

where 

Vip Input voltage of boost converter 
V0 Voltage across the capacitor of the boost converter 
fsw Switching frequency of boost converter 5 kHz
�I Ripple boost current 1.4%
�V Ripple voltage 0.4%. 

2.2 Power LC Filter 

The interface between the grid and inverter contains an LC filter to reduce harmonic 
distortion due to the conversion of supply from DC to a 3-phase AC supply. Figure 4 
represented the model of the LC filter. The following equations can be used to analyze 
the values of L and C: [15] 

C = 0.05 × S 
V 2 × 2 × pi × f 

(5) 

L = 0.2 × V 
I × 2 × pi × f 

(6) 

where
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Fig. 4 Model of the LC filter 

C is the filter capacitance (F) 
L is the filter inductance (H) 
S is rated power (W) 
V is the grid voltage (V) 
I is the grid current (A) 
f is the frequency of supply (Hz). 

3 Control Schemes 

Two main control schemes are utilized in the proposed network one is the MPPT 
control scheme, which fed the control signal to the converter to regulate the input 
of the inverter [16, 17]. Another control scheme is decoupled control, it fed the six 
PWM signals to the switching converters to transform the DC supply to a 3-phase 
AC supply. 

3.1 INC MPPT Control 

The MPPT block uses the INC algorithm to track the peak point of power with 
changes in the inputs of the PV panel. Figure 5 illustrates the flowchart of the 
INC algorithm. The flow chart demonstrated how to follow the peak point at every 
sampling frequency by comparing the supply parameters to the preceding sample. At 
the maximum, there is no power loss when the voltage changes. The power equation 
of the PV panel is [18]: 

P = V × I (7)

Differentiate Eq. 7 with respect to V
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Fig. 5 Flow chart of INC MPPT algorithm

dP 

dV 
= 1 + V 

dI 

dV 
(8) 

At peak point [19] 

dP 

dV 
= 0 (9)  

dI 

dV 
= −  

I 

V 
(10) 

The condition of increasing conductance changes depending on where the opera-
tional point is on the curve. Change in incremental conductance according to position 
can find out by the following equations: [20] 

On the curve’s right side 

dI 

dV 
< − 

I 

V 
(11) 

On the curve’s left side
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dI 

dV 
> − 

I 

V 
(12) 

The key benefit that this approach offers over the Peter and Observe method is 
that, when the operating point reaches the MPP, it can more precisely determine the 
peak point. This is because, while incremental conductance has a high tracking speed 
with changes in inputs of the PV panel, perturb and observe method operational point 
frequently oscillates about the MPP. Due to the employment of two sensors, a current 
and a voltage sensor, this method has the drawback of being more complicated than 
the perturb and observe method [21]. 

3.2 Interlinking Converter Control 

The control architecture of a 3-phase interlink converter is shown in Fig. 6. For  
synchronizing the phase angle of the converter’s electrical output with the grid 
voltage, a phase-locked loop (PLL) is used [22]. The control scheme consists of 
current and voltage regulators to match the synchronization needs and also to provide 
the optimized power with an improved power factor. The voltage regulator is designed 
to keep the DC voltage stable in spite of changes in weather conditions. It does this by 
using a PI controller to generate a command current (Id)*. The real DC voltage (V dc)* 
is compared with this current. The voltage regulator modifies the current if the two 
values are not equal. Two PI controllers—one for the Id current and another for the 
Iq current—make up the current regulator. The command current (Id)* is generated 
by the voltage regulator and compared to the grid current (Id). If there is a difference 
between the two, the current regulator will adjust the Id current accordingly [23, 24].

The scheme is called decoupled control and includes a PI controller that receives 
an error signal and produces a voltage-measuring signal (V d). This signal is compared 
with the measured value of the inductor voltage (ωL) to generate (V d)* [25]. This 
signal is then managed through another PI controller to generate an adding voltage 
signal (V q) that is added to the inductor voltage (ωL) to generate the command 
(V q)*. This control scheme is called decoupled because it separates the control of 
the real power (V d) and reactive power (V q) components of the inverter output. A 
3-phase system output is then created from the (V d)* and (V q)* signals and sent to the 
PWM controller. In order to achieve optimal electrical power in terms of frequency 
and voltage that are in synchronization with the grid system, this device develops a 
switching pulse that regulates the inverter’s operation [26–33].
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Fig. 6 Control scheme of interlink converter

4 Test System Simulation and Results and Discussion 

This section examines the grid-integrated solar system’s actual performance using 
the MATLAB/Simulink environment. 100 kVA, 230 V (phase voltage), 50 Hz three-
phase grid, use different converters and control schemes. Figure 7 depicts the model 
using Simulink of the grid-integrated solar system, and Table 1 provides a summary 
of the model’s key parameters. A PV panel, a converter that converts DC to DC 
to control the electrical voltage of the solar energy system’s output, an alternating 
current inverter that transforms DC electricity to AC power, and possibly additional 
components to synchronize the inverter’s electricity output with the electrical grid 
are all included in the Simulink model.

Figure 8 represented the performance of the proposed network at 1000 W/m2 

radiation intensity and 250 °C temperature in the form of characteristics. Figure 8a 
showed the 345.4 current and Fig. 8b depicted the 100 kW power at 290 V at the 
highest point of the curve.

Figure 9 represented the performance of the proposed network at fixed radiation 
intensity and variable temperature in the form of characteristics. Figure 9a repre-
sented the value of current and voltage decreases with the increase in temperature 
and Fig. 9b represented the decrease in power output of the PV panel with an increase 
in temperature input.
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Fig. 7 Simulink model of the grid-integrated solar system

Fig. 8 Characteristics of PV panel at fixed inputs: a I/V characteristics, b P/V characteristics

Fig. 9 Characteristics of PV panel at fixed radiation intensity and variable temperature: a I/V 
characteristics, b P/V characteristics
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Fig. 10 Characteristics of PV panel at variable radiation intensity and fixed temperature: a I/V 
characteristics, b P/V characteristics 

Fig. 11 Boost converter performance: a Photovoltaic generator (PVG) voltage, b boost converter 
voltage, c PVG current, d boost converter current 

Figure 10 represented the characteristics of PV at fixed temperature and variable 
radiation intensity. Figure 10a represented the value of current and voltage decreased 
with decreases in radiation intensity from 1000 to 100 W/m2 and also with a decrease 
in radiation intensity power output of the PV panel decreased. 

Figure 11 represented the simulation waveform of voltage and current to analyze 
the performance of the INC-based boost converter. The boost converter increase the
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voltage from 283 to 596 V as depicted in Fig. 11a, b and it step down the current 
from 353 to 171 A as depicted in Fig. 11c, d. 

The output of the interlinking inverter without an LC filter is depicted in Fig. 12. 
Which shows the high amount of harmonic distortion in the simulation waveforms 
of voltage, current, real power, and wattless power of the grid.

The output of the interlinking inverter with an LC filter is depicted in Fig. 13. 
Which shows the least amount of harmonic distortion in the simulation waveforms 
of voltage, current, real power, and wattless power of the grid.

The main power quality issue in the utilization of power electronics components 
is harmonics distortion in the output of the interlinking converter. The suggested 
network’s harmonic analysis without a filter is shown in Fig. 14, and with a filter 
is shown in Fig. 15. These harmonic spectrums represented the performance of 
the LC filter which reduces the THD% of the proposed topology. In the case of 
voltage, THD% improved from 106.70 to 0.06%, and in the case of current the 
THD% improved from 112.8 to 1.06%.

5 Conclusion 

The objective of this paper is to analyze the effects of a proposed network, which 
consists of a PV arrays, an MPPT-based boost converter, and a 3-phase interlinking 
inverter employed with an LC filter. Two main control schemes namely INC tracker 
and decoupled control scheme employed in this network for the effectiveness of the 
system. Overall, the simulation of a grid-connected solar network with an inverter and 
MPPT control represents a novel and effective approach to designing and analyzing 
solar energy systems. By accurately modeling the performance of the system, the 
simulation can help optimize the system design, improve the energy yield, and 
enhance the overall reliability of the system. 

The future scope of grid-connected solar networks is vast and holds significant 
potential for the global energy sector. Increased solar penetration: With the falling 
cost of solar PV systems and increasing efficiency, it is expected that solar energy 
will continue to gain a larger share of the energy mix. The future of grid-connected 
solar networks lies in increasing solar penetration and integration with the grid.



976 P. Rani et al.

Fig. 12 Grid output without filter: a Grid voltage, b grid current, c grid real power, d grid wattless 
power
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Fig. 13 Grid output with filter: a Grid voltage, b grid current, c grid real power, d grid wattless 
power
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Fig. 14 Harmonic spectrum 
without filter 

Fig. 15 Harmonic spectrum 
with filter
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Towards Achieving Net Zero Emissions 
in India by 2070 

Akash Midha and Anuradha Tomar 

Abstract Problem regarding climate is one of the biggest problems which we are 
facing at present. In 2015, 194 parties adopted the Paris Agreement to limit the 
warming of Earth’s surface to not more than 1.5 °C and to achieve the net zero globe 
by 2050 which means cutting the emissions of greenhouse gases such as carbon 
dioxide and methane to zero. India has set the target to reduce the emission intensity 
by 45% by 2030 and to achieve the net zero emission by 2070. India ranks third in 
carbon emissions in the world. The total carbon dioxide emissions in India in 2021 
were around 2.8 billion tonnes. In 2022, these emissions saw an increase by 6%. 
Net zero would be possible in India by promotion of more and more non-fossil fuel 
sources instead of burning fossil fuels like coal and oil for the production of electricity 
and also by increasing deployment and integration of renewable sources in the sector 
of electricity production and transportation along with increase in production of green 
hydrogen. 100% renewables pathway can represent the truly decarbonized energy 
system. Globally, solar PV is needed to provide almost 70% of all primary energy by 
2050 which means the solar capacity of 57.6 TW by 2050, and in the case of India, it 
is estimated that India should have 5630 GW of solar PV to achieve the target of net 
zero by 2070. To meet the target of net zero, there is requirement of large investments 
and strong policy framework in the nation. 
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1 Introduction 

Problem regarding climate is one of the biggest problems which we are facing at 
present. Reduction of emission of greenhouse gases is the most appropriate approach 
which can limit the global warming [1, 2]. In 2021, the annual global carbon dioxide 
(CO2) emissions were 37.12 billion tonnes and the cumulative emissions by the end 
of 2021 were 1.7 trillion tonnes. Cumulative emissions are the sum total of all emis-
sions since 1750 [3–5]. Over 40% of CO2 emissions in energy CO sector are from 
power sector for the purpose of generation of electricity by fossil fuels such as coal, 
oil and gas which is responsible for CO2 emissions—the gas primarily responsible 
for trapping of heat in the Earth’s atmosphere which is known as greenhouse effect 
and therefore causing global warming [5]. The power sector is followed by the trans-
portation sector, and it is responsible for 20% of CO2 emissions in the atmosphere 
[6]. In 2021, India emitted 2.71 billion tonnes of CO2 in the atmosphere and is the 
third-largest emitter of CO2 in the world by volume. However, the per capita emis-
sions of India are 1.93 tonnes which is much less if compared to other countries like 
USA, China and Australia [3]. 

Over the past two centuries, CO2 concentration rose from 280 to more than 380 
parts per million (ppm) if we consider the ppm by volume due to which the temper-
ature of Earth’s surface has increased by 0.74 °C over the past century and if CO2 

gets emitted in the atmosphere without any control, then there could be rise of 3.4 °C 
by the end of the century [7]. In 2015, the Paris Agreement came into force which 
is a legally binding international treaty in which 194 parties (193 states plus the 
European Union) had joined it and concluded to limit the warming of Earth’s surface 
to not more than 1.5 °C and to achieve the net zero emissions of greenhouse gases 
(and carbon dioxide) by 2050 [8]. 

If we see in the context of India till September 2022, the share of fossil fuel-
based power plants is 236.068 GW (57.9%) while the share of renewables including 
energy from hydropower is 164.930 GW (40.4%) in the total capacity of India which 
is around 407 GW [9]. India has set the target to achieve 50% of power from non-
fossil fuels and to reduce the emission intensity by 45% before 2030. However, the 
target has been set by the Government of India to achieve net zero emission by 
2070 which is late if compared to other countries of the world which corresponds to 
global warming of 2.0 °C above pre-industrial levels [10]. At present time, the carbon 
emissions of India are continuously increasing and it is forecasted that India’s carbon 
emissions would be at their peak during 2040–2045 before sliding downwards [11]. 

The contribution of the paper is that it discusses the different studies done by 
several organizations and authors and on the basis of which comparative analysis of 
the situation of India has been done with other countries to provide the pathway of 
net zero emissions in India by 2070. 

The paper is organized with Sect. 2 covering summary of India power sector and 
explaining the installed generation capacity and percentage share of different renew-
able and non-renewable sources in the Indian power sector. Section 3 discusses the 
contribution of different power supply technologies in emissions of carbon dioxide.
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Section 4 explains about India’s share in global CO2 emissions. Comparative anal-
ysis of CO2 emissions of India has been done in Sect. 5 with other major markets 
of the world such as USA and China to have a better understanding of the roadmap 
of India towards net zero emissions. Section 6 explains the pathway to 100% renew-
ables which can represent the truly decarbonized energy system. Section 7 discusses 
the investment required and cost to achieve the net zero emissions in India, and the 
last Sect. 8 concludes with various steps required to achieve the target of net zero 
emissions in India. 

2 Indian Power Sector 

The development of power sector is the most important factor to develop the Indian 
economy. There are six regional grids in India which are Northern Region (NR) grid, 
Southern Region (SR) grid, Eastern Region (ER) grid, Western Region (WR) grid 
and North-Eastern Region (NER) grid. These grids are synchronized at the same 
frequency. 

Total net generation capacity of the Indian power system by September 2022 is 
407.797 GW of which 236.086 GW is from fossil fuels, 164.930 GW is renewable 
including hydropower and 6.780 GW is obtained from nuclear sources as shown in 
Table 1 [9]. 

Table 1 Summary of Indian power system [9] 

Category Installed generation capacity (GW) % of share in total 

Fossil fuels 

Coal 204 50 

Lignite 6.6 1.5 

Natural gas 24.8 6.2 

Diesel 0.5 0.1 

Total fossil fuels 236 57.9 

Hydropower 46.8 11.5 

Renewable 

Solar 60.8 14.9 

Wind 41.6 10.2 

Cogen 10.2 2.5 

Energy from waste 0.495 0.1 

Hydropower (small) 4.9 1.2 

Total renewable (including hydro) 164.9 40.4 

Nuclear 6.8 1.7 

Total installed capacity 407.7 100
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3 Emissions of Carbon Dioxide from Power Supply 
Technologies 

Electricity production is the main reason for emissions of carbon dioxide which 
accounts for more than forty per cent worldwide and is followed by the sector of 
transportation, industrial, residential and commercial. Traditional methods of elec-
tricity generation which are based on burning or combustion of fuels like coal, gas and 
diesel account for most of the CO2 emissions. Burning or combustion of fuels also 
releases sulphur and nitrogen oxides which are primarily responsible for many envi-
ronmental problems such as acid rain and also dangerous for human health causing 
various respiratory and heart diseases [7]. 

Nuclear power is a very good source to generate the low carbon electricity. Nuclear 
power has large density if compared with low carbon sources such as photovoltaics 
and wind. It has the power density of 4000 W/m3 while photovoltaics and wind 
have the power density of 4–10 W/m3 and 0.5–1.5 W/m3 [12]. The main problem 
behind nuclear power is that it is controversial in many countries and is considered 
dangerous due to its radioactive emissions. 

Renewable energy sources are environment-friendly sources but the main problem 
with them is that they are not available everywhere like photovoltaics are limited to 
places having good irradiation intensities, wind energy is limited to places having 
constant unidirectional wind speed and hydropower energy is stuck to dams. Photo-
voltaic systems release very low direct carbon dioxide emissions. However, if we also 
consider the indirect emissions still the emissions released by photovoltaics system 
are only one-fourth of fossil fuel emissions. The emissions released by wind energy 
are also very low, and emissions released by hydroenergy are six times more than 
the total emissions by the wind systems. Electricity generation based on biomass 
is carbon–neutral [7, 12]. Figure 1 shows the CO2 emissions from various primary 
energy sources [12].

4 Carbon Dioxide Emissions in India 

Considering the total CO2 emissions, India ranks third and is followed by China 
and USA, although the per capita emissions of India are much less if compared to 
global per capita emissions. The total carbon dioxide emissions in India in 2021 were 
around 2.8 billion tonnes. In 2022, these emissions saw an increase by 6%. Figure 2 
shows the CO2 emissions in India and annual share of India in global emissions from 
2000 to 2021. Burning of coal is the major source of release of emissions of CO2 

which released 1.8 billion tonnes of carbon dioxide in the year 2021 accounting for 
almost 34% of total release followed by oil (622.15 million t), cement (149 million 
t), natural gas (133.45 million t) and flaring (2.77 million t) as shown in Fig. 3 [3].
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Fig. 1 CO2 emissions from primary energy sources [12]
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Fig. 2 CO2 emissions in India (in billion tonnes) and annual share of India in global emissions (in 
%) [3]

5 Comparative Analysis of CO2 Emissions of India 
with Other Major Markets 

Considering the total CO2 emissions, India ranks third and is followed by China and 
USA. Although the emissions released by India are much less and not comparable 
to that of the emissions released by China and USA. In 2021, India released 2.79 
billion tonnes of carbon dioxide emissions which make the cumulative emissions 
of 57 billion tonnes while China and USA released 11.80 billion tonnes and 5.12 
billion tonnes emissions, respectively. The global emissions in the year 2021 were 
41 billion tonnes accounting for the cumulative emissions of 1.74 trillion tonnes by
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Fig. 4 CO2 emissions (in bt) of major markets from 2000 to 2020 [3] 

2021 [3]. Figure 4 shows the CO2 emissions released by USA, China, EU and India 
in billion tonnes. 

6 Towards 100% Renewables 

100% renewables pathway can represent the truly decarbonized energy system. 100% 
renewables would overcome the concerns of global warming and depletion of fossil 
fuels. The target of 100% renewable energy would be achieved when all energy 
sources to meet all end-use energy needs in a certain location, region or country 
would be derived from renewable energy sources only 24 h per day, every day of 
the year [13]. Emission reduction could be possible if we double renewable energy
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deployments by 2030 as per REMAP, 2014 [14]. Several analytical studies have been 
carried out by various organizations such as by Greenpeace in 2015 [15], by Energy 
Watch Group (EWG) [16]. The work done by Greenpeace in 2015 was refined and 
restated by the University of Technology Sydney (UTS) [17] which addresses the 
three scenarios: 5.0 °C (reference scenario), 2.0 °C, and 1.5 °C. To achieve the 1.5 °C, 
the net emissions must decline by 45% (relative to 2010 levels) by the end of decade 
and reach the net zero by 2050. The scenario of 1.5 °C assumes the electrification of 
transport and heating and cooling sectors at aggressive scale [13]. Solar PV’s share 
of the final energy supply should reach to 12,684 GW by 2050 [13]. The present 
global solar installed capacity has crossed 1 TW [18]. The EWG scenario projects 
that 90% (135,278 TWh) of all primary energy would come from power sector [16] 
in contrast to the International Renewable Energy Agency (IRENA). Therefore, solar 
PV is needed to provide 69% of all primary energy (76% of electricity) by 2050 which 
means the solar capacity of 57.6 TW by 2050 [13, 16] which is much greater than 
UTS 1.5 °C scenario [17]. In both, the studies achieving 100% renewable energy is 
technically feasible with the help of stronger policy support [13]. Figure 5 represents 
the share of primary energy supplies in the world in 1970, 2021 and 2050 [13, 19, 
20]. 

In the case of India, it is estimated that India should have 5630 GW of solar PV 
in order to achieve its net zero target by 2070. At present, the present installed solar 
capacity of India is 40 GW only [21].

Fig. 5 Share of primary energy supplies in the world in 1970, 2021 and 2050 [13, 19, 20] 
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7 What’s the Cost of Net Zero? 

An estimated investment of around 125 trillion $ is required by 2050 to achieve the 
target of net zero by 2050 globally. Developing economies make up about 40% of 
global GDP but account for 50–60% of the investment needs. More than half of 
the global investments are expected to take place in Asia Pacific with large levels 
of investment in key countries like China and India [22]. It is estimated that India 
needs the investment of $10.1 trillion to achieve its net zero target by 2070 in which 
$8.4 trillion is required to scale up power generation, transmission and distribution 
infrastructure, and $1.5 trillion is required for green hydrogen power capacity. 

The Indian government has introduced the production-linked incentives (PLI) 
scheme, and there is requirement of thousands of crore to promote the production of 
efficient solar modules. Various cement industries have committed Rs. 1400–1700 
crore for waste heat recovery systems (WHRS) in FY 2022. Various investments are 
also being done in the domain of recycled steel. The government of India is also on its 
way to promote perform, achieve and trade (PAT) scheme to increase the efficiency 
in energy-intensive industries [23]. 

8 Conclusion 

The Government of India has set the target to achieve the net zero emissions by 2070 
which is very late as per the Paris Agreement according to which the target of net 
zero emissions is needed to be achieved by 2050. Net zero emissions by 2070 means 
the global warming of 2.0 °C by the end of century. Electricity production is the 
main reason for emissions of carbon dioxide which accounts for more than forty per 
cent worldwide and is followed by the sector of transportation, industrial, residential 
and commercial. Traditional methods of electricity production are responsible for a 
lot of CO2 emissions while the emissions released by nuclear and renewable energy 
for the generation of the same amount of electricity which arise the need to promote 
renewable energy. Considering the total CO2 emissions, India ranks third. In 2021, 
India released around 2.8 billion tonnes of CO2 emissions. 

To attain net zero emissions in India by 2070, the following are required: 

• An estimated investment of around 10 trillion dollars. 
• India should have the installed solar capacity greater than 5600 GW by 2070. 
• Coal usage and crude oil consumption need to be peak by 2040 and 2050, 

respectively. 
• Production of green hydrogen should be more than 100 MMTPA by 2070. 

Net zero would be possible in India by promotion of more and more non-fossil fuel 
sources instead of burning fossil fuels like coal and oil for the production of electricity 
and also by increasing deployment of renewable energy sources in the sector of 
electricity production and transportation along with increase in the production of
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Fig. 6 India towards net 
zero emissions [22–24] 

green hydrogen. In the studies done by UTS and EWG, 100% renewable globally is 
technically feasible with the help of strong policy framework (Fig. 6). 

The economic aspects and investment required to achieve net zero emissions in 
India could be explored and studies could be done to achieve it early so to align the 
target of India with the global target as set up in the Paris Agreement. The policy 
framework is needed to be revised.
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IOT-Based Monitoring and Controlling 
of Substation Parameters 

P. Sai Kiran, B. Venkateswara Rao, G. Satyamohan Sarveswar, 
and P. Manikanta 

Abstract Inevitably, electricity contributes to the development of the country. PLCs 
and SCADA systems are used to automate substations according to conventional 
methods, although this technology is incredibly expensive for a tiny substation. In 
order to automate a modest 11 kV substation, this study employs low-cost automa-
tion methods based on cutting-edge IoT innovations and embedded processors like 
the Raspberry PI. Using Raspberry PI, the smart substation is a modern automation 
solution that allows for the global control of device status and the main theme of the 
project is to control, monitor, and protect the power system network in the substation. 
The PZEM module, which is connected to a Raspberry PI (RPI), senses the param-
eters that need to be tracked in this situation. Data is delivered to the RPI, where it 
is analyzed so that tripping activities can occur. When the current sensor-measured 
value is processed with the help of predetermined programming in Raspberry PI, it 
will enable the relay to close, cut off the supply, and send a telegram alert to the 
authorized engineers. As the sensors identify the current or voltage values exceeding 
or falling behind some fixed threshold value. 
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1 Introduction 

Electricity is very beneficial and readily available source of energy. It has a constantly 
expanding importance in our contemporary, industrialized world. Electrical power 
systems are tremendously vast, highly complex, and nonlinear systems. Such elec-
tric power systems are combined for operational, economical, and higher trustwor-
thiness reasons [1]. They are among the most important components of the global 
and national infrastructure, and when these systems fail, the economy and national 
security are severely impacted both directly and indirectly. Generators, lines, trans-
formers, loads, switches, and compensators are some of the parts that make up a 
power system. However, modern power networks frequently involve loads and power 
sources that are dispersed across a wide area. Electricity still endures power outages 
and blackouts today because of a lack of automated analysis and inadequate utility 
visibility over the grid [2]. The utility will receive the necessary view thanks to WSN, 
which will collect data from the various grid subsystems. While deciding whether 
to alert or slightly delay this, a sensor node (whether to immediately notify the sink 
about this information.). Automation of substations is now a must for every utility 
business in order to boost efficiency and enhance the quality of power being delivered 
as the complexity of the distribution network has grown [3]. By boosting test rates, 
the IoT-based continuous inspection system for managing and testing substations 
can be made better. This built-in technique can be used by administrators to confirm 
general conditions in a constant state and transient force substation scenarios. Addi-
tional points were tested using high-speed and lossless data from logs, the web, and 
disconnected analysis [4]. Therefore, distance between the generator and the load 
may be several miles, and the scale of the trade in huge force over a great distance has 
grown as a result of the low cost of electric force. Prior reform initiatives rarely ever 
generated concerns about the nature of the force. The desire for client-side power has 
sparked concern due to the widely used extension for it. Normal force transfer results 
in a sizable amount of energy loss, which points to a decrease in substation power [5]. 
By a different modification, the force’s nature can be improved. It is required to deter-
mine the sort of requirement that has occurred [6]. The management of insurance, 
verification, or force structures is also flawless. It is not necessary for the structure to 
be intricate. The observation system is able to detect, filter out, and explain projected 
electrical line requirements as a result. Due to faults in the algorithmic evaluation 
process and the utterly futile utility system scam, blackouts and power shortages 
are currently difficult for the police to manage. Sense Information Assessment: You 
Must Correspond Confirmation Strategies Nothing else is done. In order to alert Sync 
about this information either immediately or after pausing the notification, the sensor 
hub will decide. The sink is used as a reference because it is thought to be truthful 
and advice should be offered [7]. It is crucial to keep in mind that the issue needs 
to be solved while keeping in mind the possibility of litigation. Idea as a result of 
the Internet of Things, Buzzer can transmit data for communication over a wired or 
remote connection (IoT). The integration of information preparation, communica-
tion, and retrieval within an organization is suggested by a thorough description of
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IoT, or the industrial internet of things (IoT). Presently, IoT is linked to the develop-
ment of wonderful networks for a diversity of submissions. As the Force System’s 
activity is heavily time-based, less sluggishness post should be taken into account 
for the bulk of control and monitoring claims [8]. The use and control of the Force 
System are considered as being critically dependent on the IoT’s continued capabili-
ties. A quick IoT-based observation system with recording capabilities is created and 
put into use for the Force System substation [9]. IoT can provide a mechanism for 
testing power substations line-to-line and many other reliable power device main-
tenance techniques. On the other side, it is challenging and exciting to trigger the 
checking sensor near the high-voltage (HV) equipment and force substation [10, 11]. 
If checking sensor performs well to ensure proper maintenance, it may be possible 
to reduce installation costs. The idea enables the transmission of data through wires 
or through remote associations for correspondence [12]. Planning, communication, 
and information retrieval are all integrated into one continuous organization by the 
Industrial Internet of Things (IoT), a comprehensive IoT concept. The development 
of perceptual matrices in numerous applications is increasingly linked to IoT. The 
majority of control and testing applications should take into account low latency 
communication due to the Force System’s heavily time-based activities. In order 
to guarantee power system discretion and account for all potential conditions, the 
ideal configuration model is described in the fundamental scenario. As a result, the 
state stays away from unfavorable semi-notable states. The substation moderniza-
tion structure is the driving force behind the prediction and management of the force 
matrix. Data on activity status is gathered, tracked, and intercepted by the substation 
robotization system from both required and optional gears. The strategy lowers the 
cost of segments to accommodate the establishment’s various financial and special 
needs as well as required substation outages. The Force System is expanding as a 
result of the introduction of new energy sources generally, especially power hard-
ware switch systems, high-voltage direct current (HVDC) transmission, and envi-
ronmentally friendly power sources. Environmentally friendly electrical assets will 
reportedly account for around 31.2% of the age of a politically relevant nation. A 
large portion of these riches will be provided by wind and solar energies. 

1.1 Research Motivation 

As the distribution network’s complexity has grown, automation of substations has 
become a must for every utility company in order to increase efficiency and improve 
power quality. Electricity continues to experience power failures and blackouts today 
due to a lack of automated analysis and insufficient utility visibility over the grid. 
WSN will provide the utility with the required view by gathering data from the 
various grid subsystems. A sensor node will decide whether to notify or delay this 
slightly (whether to immediately notify the sink about this information). Since there 
may be hundreds of miles between the generators and the load, a lot of power must be 
exchanged across such a long distance on account of the poor quality of electric power.
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Early on in development process, complaints about the quality of the power were rare. 
Concern over the quality of power being delivered on the user side has been raised as 
a result of the increase in customer demand for electricity. Due to the considerable 
amount of power lost during the transmission of the general electricity, the quality of 
the power received at the substation degrades. To enhance the effectiveness of power 
with suffering solutions, it is essential to comprehend the type of limitation that has 
occurred. In addition, if any aspect of a power system’s monitoring, regulation, or 
protection is inadequate, there may be system instability. It is therefore necessary to 
have a monitoring system that can automatically identify, monitor, and classify the 
current limitations on electrical lines. 

2 Solution Methodologies 

The platform serves as a microprocessor for the current structure, which uses the 
voltage and current from the sensor to screen the three-phase electrical structure. 
It then purposefully uses another Android app to remotely broadcast the results 
to the screen. The supplied configuration confirms three voltage sensors and three 
current sensors using a Raspberry PI as a microcontroller. After estimation, it uses 
Bluetooth HC-05 to transfer this data to the client’s Android mobile device. The 
constraints examined for the diffusion transformer are in conflict, and the trans-
former’s evaluation is reversed. IoT has the ability to discreetly increase perfor-
mance to a substantial level while also turning off the transformer to prevent harm. 
While monitoring and controlling substation using an IoT System, various sensors 
are employed to pinpoint the exact electrical restrictions. A temperature sensor, an 
AC voltage sensor, and a current sensor make up the sensors. Each sensor has a Rasp-
berry PI microcontroller attached to it. The microcontroller receives the output from 
many sensors and delivers the current state of numerous linked boundaries for display 
on the LCD of the microcontroller interface. The Raspberry PI regulator and Blue-
tooth are the common currents, and the voltage and frequency are determined with 
voltage transformers, current transformers, and zero-intersection IDs, respectively. 
The Android app displays each microcontroller and remote device separately, along 
with the current, voltage, frequency, and force factors. The new Android mobile app 
uses App Finder programming to display voltage and current estimates. It seeks to 
investigate a number of initial base voltage power quality characteristics. 

Learn about the various Raspberry PI sections in this area. Additionally, it is best 
to begin with technology and coding. Although most of the Raspberry PIs share a 
substantial fraction of these sections realistically speaking, a few sheets appear to 
be rather distinct in comparison to the ones below. Information was gathered and 
given to the Raspberry PI regulator based on a thorough conviction organization. 
These calculations for organizational structure are generative model that incorporate 
various degrees of stochastic, passive elements. Factors that are not active, often 
known as cover-up units, have dual properties. It is a test of all the variables, and 
the LCD has demonstrated that it is possible to utilize a serial port to regulate the
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IoT’s use and quality. This ringer is used to alert the sound caution structure when a 
system issue arises. 

In AC, electrical energy is only produced, transmitted, and dissipated in the context 
of effective concepts. In any case, a DC supply is necessary for the majority of 
electronic devices and power supply circuits. For this purpose, dry cells and batteries 
can be utilized. They can almost likely profit from the advantages of comfort and 
freedom to swell. In any event, they have low voltage, require regular replacement, 
and cost more than a typical DC power source. One day, practically all electronic 
equipment will have a circuit that switches from an AC supply to a DC Supply. 
Hardware elements that perform the AC to DC conversion are called DC power 
supply. When all are said and done, the contribution of the power supply has a force 
transformer. The voltage control circuit is followed by a rectifier (diode circuit) 
smoothing channel. The four components from Square Profile that seize the required 
power supply are the transformer, rectifier, channel, and the controller set. Chronic 
Universal Serial Bus (USB) connectors are links that transfer data from a sequentially 
powerful device to a USB port. The sequential device is connected to the DB9 
connector, which is arranged sequentially. The USB connector is connected to the 
computer’s USB port or relevant USB center point. Direct transmission of the data 
reported by the serial device to the USB port allows programming to decrypt it. 

A fundamental temperature sensor must have a Resistance Temperature Detector 
(RTD) in order to determine the temperature from an electrical output. The ther-
mocouple is installed using two distinct metals, and it produces a direct electrical 
voltage that modifies the temperature. Since RTD is a variable resistor, it can adjust 
the electrical protection from temperature changes exactly and practically directly. 
The temperature sensor determines if an object is hot or cold. The functional basis 
for the sensors is provided by the voltage that circulates around the diode. The sensor 
monitors voltage formation, temperature rise, and voltage loss between the base and 
the terminals of the semiconductor maker. The device produces a simple signal that 
directly relates to the temperature if the voltage contrast is increased. As an electric 
current flows across a wire, a device known as a current sensor detects it and generates 
the corresponding sign. The measured data rating transmits the transformer’s reverse 
growth to the controller if the transformer’s pricing is confirmed. It is stated that the 
delivery indicator could be a straightforward voltage/current, or even a progressive 
output. Orchestral substations are being studied for the mechanical, rural, and urban 
sectors. Assessing sensors are employed for gauging, screening, locating shortcuts 
or ground defects, and selecting a course.
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3 Problem Description 

3.1 To Improve Reliability and Compatibility 

One of the primary objectives of our paper is to make the paper as compatible 
and dependable as possible by immediately isolating the issue and maintaining a 
consistent voltage level, which will enhance the dependability of the power given. 

3.2 Real-Time Supervision 

Every utility business now needs to automate substations in order to increase produc-
tivity and improve service quality as the distribution network’s complexity has grown. 
Real-time supervision is one of the key focuses of our paper. 

3.3 Distant Location Monitoring of the Observables 

We created this prototype with the transformers in mind because they are widely 
utilized in remote regions, even though this paper is meant for all substation equip-
ment. Through this study, we hope to assure remote sensing of all observable 
characteristics. 

3.4 To Maintain the Continuity of Supply 

By keeping an eye on current conditions, we want to maintain supply continuity. 
Decrease labor expenses, our paper’s main objective is to somewhat reduce labor 
costs because doing so will improve the facility’s economic viability (Fig. 1).

3.5 Hardware Design 

The hardware design is split into three parts due to diverse functionality of the 
system, and the key purpose of the system is to monitor, protect, and control. The 
entire substation electrical parameters can be viewed by the user on his/her mobile. 
This includes controlling ON and OFF of the feeders used in the substation. 

The proposed approach to operate, monitor, and protect the substation is depicted 
in prototype form in Fig. 2. This circuit includes a Raspberry PI, a display, a relay, a 
current sensor, a voltage sensor, and a mobile. The primary benefits of this approach
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Fig. 1 Block diagram

are controllability and smart control via the internet or local host, cost-effectiveness 
and compact size, energy conservation through automation, replacement of fuses and 
MCBs with the suggested module, and finally, operating system independence. 

When the current flowing through the substation exceeds the threshold value, then 
the substation will be shut down immediately by sending a notification. “Alert-OVER 
LOAD-Shutting Down” will be displayed. The substation parameters can be viewed 
in Telegram, and VNC viewer, and there is also a provision to monitor on display 
(Figs. 3 and 4).

Fig. 2 Circuit connection 
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Fig. 3 Parameters monitoring on display 

Fig. 4 Prototype model of smart substation using Raspberry PI 

4 Conclusion 

Businesses will transition to intelligent and optimized predictive maintenance as 
they upgrade their maintenance practices. The reduction of these expenses is a big 
problem because the investments made in the purchase of substation equipment 
monitoring systems incur extra costs to maintenance and operation. With Ethernet
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cabling already present, the SMS is a low-cost option for implementing communica-
tions infrastructure in substations utilizing IEC 61,850 protocols. This allows it to be 
used in substations of any size and voltage level. The SMS makes use of data provided 
by IEDs and existing or provided communications network architecture for the SAS 
of the substation. The system’s foundation consists of the same IEDs that are utilized 
for command, measurement, protection, and control. Compared to other monitoring 
tools like sensors or programmable logic controllers, they are more durable and reli-
able. They have the ability to intercept data transferred to the maintenance server, 
which then processes it and feeds the database. Because the IEDs are connected to 
the primary equipment via CTs, PTs, RTDs, and other devices, these functions can 
be carried out. The results of the practical experimentation, which was conducted in 
a lab with a station simulator and test rack, were entirely satisfying and demonstrated 
that the suggested solution is both feasible and affordable. The SMS influences addi-
tional expenses associated with the performance of equipment through the accurate 
and reliable prognosis of events, as well as to the planning of maintenance and subse-
quent reduction of undesired operating costs, such as employee overtime. According 
to a cost analysis, adding an SMS to an SAS network in order to modernize mainte-
nance procedures will only add a modest percentage (10–15%) to the initial cost of 
digitalizing a small distribution substation. The expenditure to deploy the SMS is an 
even less incremental cost for a bigger and more complicated substation. By merely 
adding an additional control circuit, the system ensures the existing substation’s effi-
cient and reliable operation. The designed system has undergone numerous tests and 
has proven to be successful. With few adjustments, the produced equipment can be 
employed in industries and communication activities. 
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Effectiveness of Resilience Index 
in Assessing Power System Performance 
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Abstract The prediction of disaster increment in the upcoming year requires a 
proper strategy to prevent a widespread impact in electrical network. Quantita-
tive, risk-based metrics are essential for capturing a power system condition during 
the planning, operating, and recovering stages of a disaster. Several studies have 
been conducted to develop strategy in quantifying resilience condition in electrical 
network. Yet, none of those indices nor method has been widely approved as a 
worldwide standard. Thus, this paper attempts to evaluate several resilience metrics, 
namely RICD, Ri, Rt, and Rtime, during a disaster in four different scenarios. The 
goal of this analysis was to seek the most appropriate index which will be able to 
capture the whole parameter of electrical system resilience. Typhoon Vicente is used 
as sample disaster on IEEE 6 bus power system which overlaid on South China 
area. The simulation shows that the resilience indices that are tested show significant 
different values for all resilience indices in each scenario. RICD and Rtime have 
a strong influence from the comparison of typhoon duration and total repair time, 
while the amount of loss load has a stronger influence on Ri and Rt. Thus, a new 
index that is able to capture both phenomenon is needed to capture the full picture 
of power system during disaster. 
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1 Introduction 

Greenhouse gases emission causes an increase in air and water temperatures world-
wide. Based on research, it is predicted that there will be an increase in the quantity 
and capacity of hurricanes, winter storms, heat waves, floods, and other disasters 
which are posing a threat to the global sustainability of environmental, infrastruc-
ture, and even economic system [1, 2]. For example, Hurricane Sandy caused the 
loss of access to electricity for 7 million people in 2012. This disaster destroyed over 
100,000 main power lines. Several transformers at substations exploded and flooded 
substations. During 2010–2011, Queensland, Australia, experienced flooding, which 
affected six transformer substations. The disaster is estimated to have caused more 
than 150,000 customers to lose access to electricity. In 2008, China experienced an 
ice storm disaster that caused damage to 2000 substations and destroyed 8500 poles 
which caused a loss of access to electricity in 13 provinces and 170 cities [3]. 

The strong impact of natural disasters on access to electricity causes the need for 
a proper strategy to prevent the widespread of its impact. Conventional reliability 
calculations become irrelevant because they are based on the N − 1, N − 2, or N − 
n contingency. Meanwhile, as mentioned in the paragraph above, natural disasters 
with a low probability and high impact can cause loss of components up to N-40. An 
index that can accommodate system readiness prior to these events is important so 
that prevention and mitigation can be carried out effectively by knowing the system’s 
condition. In this case, resilience is offered as an index to quantify system readiness 
to face high-impact low-probability disasters. 

Resilience in electricity is defined as the capability of a power system to plan 
to absorb, recover, and successfully adapting to adverse event [4]. Resilience in 
power system can be evaluated at infrastructure or electrical system level to develop 
methodologies which provide information to electrical operator and owner [5]. Quan-
titative, risk-based metrics are essential for measuring a system during the planning, 
operating, and recovering stages of a disaster. The results of this calculation will be 
the basis for determining policies, planning, operations, and investment in electric 
power systems [6]. Several studies have attempted to develop a metric for calcu-
lating resilience [7]. However, the metrics for calculating resilience in electric power 
systems have yet to agree on a standard. 

Several resilience proposed indices were presented in [4] including resilience 
function which evaluate the system using trapezoidal performance or triangle perfor-
mance. The paper gave a brief explanation about each of the index yet, and it did 
not simulate the disaster event to review the difference between those indices accu-
rately. In [6], resilience indices which evaluate different aspect of resilience were 
assessed. It presented capacity resilience indices, speed recovery resilience indices, 
grid recovery resilience indices, and grid improvement parameter under Typhoon 
Boyalen and Typhoon Saba. The grid functionality difference between two events is 
used to observe system’s improvement. These indices were meant to give a complete 
explanation of system resilience.



Effectiveness of Resilience Index in Assessing Power System Performance 1005

The development of some proposed resilience indices made it necessary to 
compare the effectiveness of them. Without this analysis, the reader will not be 
able to determine the difference between each indices and pick the proper index 
which properly captures the system’s resilience condition. Thus, this paper attempts 
to evaluate several resilience metrics during a disaster in four different scenarios. 
The disaster is simulated in the electrical system, and the system response will be 
evaluated. The value of each metric will be compared to see the effectiveness in a 
different disaster scenario. 

The structure of this paper is as follows: Sect. 2 describes the concept of resilience 
in general, and Sect. 3 contains the steps taken in the simulation and scenario varia-
tions. Section 4 contains the procedures for modeling the components and sampled 
disasters. Section 5 displays the simulation data, and Sect. 6 contains an analysis of 
the simulation results. Section 7 contains a discussion of the result, and Sect. 8 is the 
conclusion and next steps to be taken. 

2 Concept of Resilience 

2.1 Definition of Resilience 

A multi-phase resilience trapezoid curve can describe the impact of disturbances 
on the power system [8]. The trapezoidal curve in Fig. 1 depicts each phase of the 
disaster as follows: 

Fig. 1 Trapezoidal resilience curve
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• Phase 1 is the initial phase of disturbance (T0), where the system can still main-
tain its performance as normal. Phase 1 ends when deterioration in system perfor-
mance (T1) begins. In this phase, the system’s strength is tested when a distur-
bance occurs. In a good system, phase 1 will last a long time; meanwhile, in a 
poor system, this phase occurs shortly since the component will instantly damage 
during the early phase of disturbance. 

• Phase 2 is a resistive state which starts when a decrease in system performance 
occurs (T1) until the system reaches its minimum performance (T2). During this 
phase, the damage of the disturbance reaches the maximum point. 

• Phase 3 is a degraded state. In this phase, the system waits for the repair team to 
make improvements (T3). The faster the repair team responds, the narrower this 
phase will be. 

• Phase 4 is a restoration state, starting from T3 and ending when system perfor-
mance returns to its normal state at T5. The restorative steps include infrastructure 
repairs and system reconfiguration (network maneuvers, generator re-dispatch, 
and micro-gird formation). T4 is when the disturbance is over, which may occur 
before or after T5. In this phase, system flexibility and speed of restoration will 
be seen. 

2.2 Resilience Metrics 

Based on the four phases mentioned, a resilience matrix needs to describe the condi-
tions of each phase. The resilience calculation that has been developed attempts 
to describe the overall system resilience in a complete picture. In [8, 9], the tradi-
tional reliability index is used to represent system resilience, such as loss of load 
probability (LOLP), expected demand not served (EDNS), and expected energy not 
served (EENS). The calculation process employs the Monte Carlo method to produce 
those indices. While new indices were introduced in [10], the system’s resilience 
performance was evaluated using (1). 

R = E

[ ∑N 
n=1Tu∑N 

n=1Tu + TD

]
(1) 

Load outage duration is represented as TD , while Tu stands for the load period 
during up-time, and the symbol N stands for the number of loads connected to the 
system. A different quantification approach was introduced in [11], and that resilience 
is the ratio of the area under the actual performance curve to the area under ideal 
performance, as shown in Error! Reference source not found.: 

Rt = E

[∫ T5 
T1 
AP(t)dt∫ T5 

T1 
IP(t)dt

]
(2)
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Equation (2) misses to capture the system resistance [12]. A part of the system 
resistance is tested between [T0, T1]. The disaster has already occurred in this period, 
but the system can sustain its previous performance. Reference [13] has a quite similar 
approach to (2), yet it is able to consider the system resistance using the equation 
below: 

Ri = E

[∫ T5 
T0 
AP(t)dt∫ T5 

T0 
IP(t)dt

]
(3) 

AP in (3) represents the system’s actual performance, and the performance may 
be represented using the supplied load. The actual and ideal performance (IP) is 
integrated from the beginning of the disturbance (T0) to the time during the system 
reaches its previous performance (T5). The resilience index presented in [12] (RICD) 
of a transmission network adds an essential part from (3) as follows: 

Ricd = E

[∫ T5 
T0 
AP(t)dt∫ T5 

T0 
IP(t)dt 

T4 − T0 
T5 − T0

]
(4) 

Another approach is also introduced in evaluating system resilience to determine 
the impact of improvement. In [14], to measure system resilience during penetration 
of distributed generation using renewable energy sources, the system resilience is 
quantified using a fraction of the load buses whose voltage deviation is beyond ± 
5% of its nominal voltage to all load buses. 

3 Design of Methodology 

Initial steps started with modeling the electric power system components, both on the 
structural and electrical sides. Infrastructure model of transmission line strength was 
employing normal logarithmic equation, while electrical network is using [15] model 
to simulate power flow analysis. The disturbances, in this case typhoon storms, are 
also modeled in spatial and temporal using a modified Rankine Vortex. The strength 
of the components is compared with the wind speed experienced per unit of time. 
The system’s performance will be evaluated when a component cannot survive. 

The resilience value was calculated using the Monte Carlo method, where the 
simulation was carried out 1000 times to ensure convergent results. The simulation 
steps can be seen in Fig. 2.
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Fig. 2 Design of methodology 

In this simulation, four scenarios will be used: 

1. Scenario 1 (normal condition) 

Under normal conditions, the number of teams is assumed to be only 1. If multiple 
outages occur, the next component shall wait until the repair team is available. The 
repair speed is 1 h per 500 m transmission line segment, and the speed of the repair 
team to arrive at the point of damage is 60 m/s. 

2. Scenario 2 (component robustness variation) 

In scenario 2, the strength variation of the transmission line is carried out where the 
strength is varied for normal (37 m/s), low (32 m/s), and strong (42 m/s) values. The 
four methods are calculated for each strength. 

3. Scenario 3 (repair team variation) 

The simulation is conducted for different numbers of repair teams. In normal condi-
tions, only 1 team is available. For another case, we increase the number of the team 
into 2 teams, 4 teams, and in extreme conditions, 100 teams are employed. 

4. Scenario 4 (repair speed variation) 

In the last scenario, the repair speed is varied. For normal conditions, the repair 
speed is 1 h per transmission line segment (500 m). In other cases, the repair speed 
is simulated for 2 h per segment, 4 h per segment, and half an hour per segment. 

The result of resilience indices between all four scenarios was then compared to 
see their effectiveness.
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4 Evaluation of Typhoon Impact to Power System 

4.1 Typhoon Modeling 

Typhoon is a natural phenomenon that is difficult to be completely described. Even 
though wind measurements can be obtained from satellites or aircraft, it has yet 
to be possible to describe the three-dimensional model of the cyclone. Thus, a 
two-dimensional parametric model is often used to facilitate analysis in typhoon 
modeling. In [16], a parametric wind modeling method was compared: Rankine 
Vortex, Slosh, and Holland, where it was found that Rankine Vortex provided the 
best model when compared to the other two models. 

Wind speed will be zero at the storm’s center and increase as it gets closer to 
the maximum speed point, then decrease as the position is further away from the 
maximum point. The modified Rankine Vortex describes the wind speed distribution 
using Eq. (5). 

V = Vmax

(
r 

Rmw

)X 

for r < Rmw 

V = Vmax

(
Rmw 

r

)X 

for r ≥ Rmw (5) 

The variable Vmax indicates the maximum speed of the typhoon in the specified 
time. While Rmw is the distance from the typhoon’s center to its maximum velocity 
point, r is the distance from the typhoon’s center to the observed point. Parameter X 
adjusts the wind speed distribution and has a value range of 0.4 < X < 0.6. In this  
case, the average value is 0.5. 

The calculated wind speed needs to be adjusted at a standard 10-m height using 
Eq. (6), with Km being a correction factor of 0.8 in the modified Rankine Vortex 
modeling. 

V10 = Km V (6) 

The wind speed is assumed to have a circular wind flow, which is insufficient 
to depict the actual wind direction. The correction of wind direction shall be made 
using Eq. (7). 

β = 10◦
(
1 + 

r 

Rmw

)
for 0 ≤ r ≤ Rmw 

β = 20◦ + 25◦
(

r 

Rmw 
− 1

)
for Rmw ≤ r ≤ Rmw 

β = 10◦
(
1 + 

r 

Rmw

)
for 0 ≤ r ≤ Rmw (7)
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The cyclone’s forward motion shall be accounted for using Eq. (8). V f is the 
forward velocity of typhoon movement, and U is the correction term. 

U = Rmwr 

R2 
mw + r2 

V f (8) 

Thus, the total wind speed that affected the transmission line will be obtained in 
Eq. (9). 

Vr = V10 + U (9) 

4.2 Component Modeling 

The fragility curve will represent the strength of the transmission line when there is a 
typhoon. In [17], a logarithmic trend exists between wind speed and the probability 
of component failure. Thus, the failure probability of the transmission line can be 
represented by the normal logarithmic Eq. (10). 

P1i = �(v) (10) 

With an average value of 37 and a standard deviation of 5 [12], this fragility curve 
represents the strength of the transmission line segments with a length of 500 m per 
segment. 

4.3 Repair Process 

The repair process of the components considers wind speed impact. A longer repair 
time (TTR) is needed at higher speed values. The total time to repair will include 
component repair time, waiting time, and time the repair team needs to reach the 
damaged area [12]. 

1. The wind speed impact is considered in the time to repair (TTR) using the 
2. The TTR of the component will depend on the wind speed represented in the 

coefficient (k) as stated in Eq. (11). 

ttrm = ttrnorm × k (11) 

3. The repair team’s required time to reach the repair area is added to the total 
repair time, where the length of travel time will depend on the distance of the 
repair team from the disturbance point (d) and the speed of the repair team to
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the disturbance point vr as in Eq. (12). 

tr = 
d 

vr 
(12) 

4. Component repairs will be carried out alternately, with which the first failure will 
be served first so that the twait will be added to the total repair time as in Eq. (13). 

ttrtotal = (ttr + tr ) × k + twait (13) 

5 Simulation Data 

The synthetic data is acquired using open-source data that is available online. 

5.1 Typhoon Data 

The simulated typhoon data is Vicente Typhoon that occurred from 21 June 2012 to 
25 June 2012, taken from [18] and given in Table 1. Since forward motion data to 
solve (8) is not provided, it is estimated using the distance from the typhoon center 
between two consecutive data points divided by 6 h (time interval between two data 
points).

5.2 Electrical System Data 

The tested system data is the reliability test system, IEEE 6 bus [19], which overlaid 
on the typhoon-impacted area. Figure 3 illustrates the IEEE 6 buses overlaid in the 
South China area, and Table 2 shows coordinate points of each bus.

5.3 Restoration Procedure 

The system repair procedure is carried out based on sub-chapter IV-3, where the 
repair team is assumed to be on Substation 5 (113.06°E, 22.61°N). The value of 
the multiplier coefficient will depend on the wind speed by following the normal 
distribution in Eq.  (14).
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Table 1 Simulated typhoon data 

Time Lat (deg.) Long (deg.) Vmax (knot) Rc (km) Rmax (km) 

2012-7-20 06:00 18 123 20 0 0 

2012-7-20 12:00 19 122 20 0 0 

2012-7-20 18:00 20 122 20 0 0 

2012-7-21 00:00 20 120 25 315 83 

2012-7-21 06:00 20 118 20 333 83 

2012-7-21 12:00 19 117 30 333 83 

2012-7-21 18:00 19 116 40 315 83 

2012-7-22 00:00 19 116 45 333 65 

2012-7-22 06:00 19 115 45 333 65 

2012-7-22 12:00 19 115 45 333 56 

2012-7-22 18:00 19 115 50 315 56 

2012-7-23 00:00 20 115 50 333 37 

2012-7-23 06:00 21 115 65 333 46 

2012-7-23 12:00 21.10 114.20 80 291 28 

2012-7-23 18:00 21.70 113.30 115 296 28 

2012-7-24 00:00 22.30 112.30 85 296 28 

2012-7-24 06:00 23 111 60 296 28 

2012-7-24 12:00 23 109 45 0 0 

2012-7-24 18:00 24 107 45 0 0 

2012-7-25 00:00 24 105 20 0 0

Fig. 3 IEEE 6 bus test 
system overlaid on South 
China
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Table 2 IEEE 6 bus substation coordinate 

SS 1 2 3 4 5 6 

Long 113.62° 116.63° 113.23° 114.07° 113.06° 111.95° 

Lat. 24.84° 23.68° 23.16° 22.62° 22.61° 21.85°

kw = 

⎧⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

1 0  ≤ v ≤ 10 m/s 
U (1, 2) 10 m/s < v  ≤ 20 m/s 
U (2, 3) 20 m/s < v  ≤ 40 m/s 
U (3, 4) 40 m/s < v  ≤ 60 m/s 
U (4, 5) 60 m/s < v  

(14) 

6 Analysis of Typhoon Impact 

6.1 Scenario 1 

Under normal circumstances, the resilience index is obtained using 1000 simulations 
to achieve convergence of values as shown in Error! Reference source not found. 
using Eqs. (2), (3), and (4) and the elements of Eq. (4) as shown  in  Eq. (15). 

Rtime = E
[
T4 − T0 
T5 − T0

]
(15) 

The typhoon is impacting the transmission line between Substations 5 and 6 (lines 
5–6). During first simulation, 60 segments were failed and need immediate repair 
action, while other transmission line did not experience any failure in the segment. 
The failure in lines 5–6 causes system to loss load in Substation 6 (20 MW) due 
to unavailability of power generation back up in that substation. The system able to 
restore to its previous performance in hour 154 after disturbance in the first simulation 
is depicted in Fig. 4.

The simulation result is shown in Fig. 5, showing a similar value between Ricd 
(4)–Rtime and Ri (3)–Rt (2). The Ricd and Rtime show a relatively low resilience 
index since restoration time is much longer than the typhoon duration. Ri and Rt have 
higher value because the system can sustain most of its load, and the restoration time 
does not significantly impact it.
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Fig. 4 Snapshot of system performance in normal condition for the first four iterations

Fig. 5 Resilience index estimation Ricd, Ri, Rtime, and Rt
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Fig. 6 Resilience index graph scenario 1 

6.2 Scenario 2 

In scenario 2, variations were made on the robustness of the transmission line. The 
scenario is done by changing the wind speed to 32 and 42 m/s so that the results 
are shown in Fig. 6. There is an increase in the value of the resilience indices in the 
four calculation methods when the strength of the transmission line increases. The 
significant difference to normal condition occurs in the RICD and Rtime values, which 
are 0.131–0.494, whereas in the Ri and Rt conditions, the value is not substantially 
different from 0.985 to 0.996. The insignificance occurs due to the loss of load in 
scenario 2, and normal scenario is similar, and the faulty segment only occurs in line 
9 resulting unsupplied load in bus 6. 

Meanwhile, when the transmission line strength drops by 5 m/s, the resilience 
values on Ri and Rt drop significantly to 0.045. The value is declining because the 
number of broken transmission line segment in the first simulation is 140 segments 
which result system able to restore its supplied load in hour 456. 

6.3 Scenario 3 

In scenario 3, variations are made on the number of repair teams using 2 teams, 
10 teams, and an extreme case of 100 teams. In case of using 2 repair teams, it 
was seen that the repair was completed at 185 h, and the typhoon stopped at 20 h.



1016 H. S. Dini and J. J. Jamian

Meanwhile, an interesting thing occurred when 100 teams worked together to repair 
the faulty components. In Fig. 7, the repair finished in 15 h which preceded the 
typhoon duration. This phenomenon causes the resilience value on the RICD and 
Rtime methods to exceed the expected maximum value (1) to 1.343 as depicted in 
Fig. 8. 

Fig. 7 Snapshot of single simulation a 2 repair teams b 100 repair teams 

Fig. 8 Resilience index graph scenario 2
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Fig. 9 Resilience index graph scenario 3 

6.4 Scenario 4 

In scenario 4, variations in repair time that are carried out with repair time per 
500 m transmission line segment are 0.5, 2, and 4 h. The longer the repair time, the 
lesser resilience indices on the four methods. Ricd and Ri experienced a significant 
decrease of about 50% in value when the repair duration was 2 times longer than 
normal conditions. Meanwhile, the decline was insignificant for Ri and Rt, from 
0.985 to 0.972 and 0.945 as shown in Fig. 9, respectively. When the repair time was 
accelerated to 0.5 h, the resilience increased significantly in Ricd and Rtime to 0.229 
and 0.231 from the previous 0.127 and 0.131. 

7 Discussion 

Based on simulations in all scenarios, a very significant difference exists between 
Ricd–Rtime and Ri–Rt. The  value of  Ricd and Rt is greatly influenced by the compar-
ison between the time of the typhoon duration and the total repair time Tdur 

T5−T0 
. Ri and 

Rt are more affected by the load lost during the disturbance. Even though the repair 
time is longer, the decrease in the value of resilience is not significant because the 
proportion of lost load is small compared to the load that survived when the distur-
bance occurred. However, the Ricd and Rt calculations show overly time-sensitive 
results. The resilience value is significantly low even though the load loss proportion 
is only 11% to the entire load.
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8 Conclusion and Future Work 

In this paper, we have tested the effectiveness of four methods of calculating efficiency 
using the Monte Carlo method. The simulation was conducted by simulating Typhoon 
Vicente on the overlaid IEEE 6 bus network in the South China area. In the four 
methods tested, RICD–Rtime and Rt–Ri have similarities. Ricd and Rtime are highly 
sensitive to the comparison of the typhoon duration to the total repair duration. Thus, 
even if the loss load is small, the resilience index value will be small if the repair 
time is much longer than the typhoon duration (loss of only 11% load but resilience 
could be < 0.01). However, for Rt and Ri, the resilience values do not sufficiently 
reflect the repair time differences. These two indices highly influenced y amount of 
loss load; as long as the loss load is similar, the resilience indices will not have a 
significant difference. 

Based on this simulation, it is necessary to have a resilience index that can fully 
describe the system’s strength and the length of time for repairs proportionally. Thus, 
for future work, the author will do research to compose a resilience index that is able 
to capture both phenomena. 
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