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Foreword 

The 3rd International Conference on Computer Vision, High Performance 
Computing, Smart Devices and Networks (CHSN-2022) is aimed to bring researchers 
together working in this area to share their knowledge and experience. In this confer-
ence, topics of contemporary interested would be discussed to provide a holistic 
vision on latest technologies for computer science and engineering. The scope 
includes data science, machine learning, computer vision, deep learning, artificial 
intelligence, artificial neural networks, mobile applications development and Internet 
of Things; conference participants are expected to gain relevant knowledge and better 
understanding of the applications of computer science in various fields. 

CHSN-2022 would be both stimulating and informative with the active partici-
pation of galaxy of keynote speakers. We would like to thank all the authors who 
submitted the papers, because of which the conference became a story of success. 
We also would like to express our gratitude to the reviewers, for their contributions 
to enhance the quality of the papers. We are very grateful to the keynote speakers, 
reviewers, session chairs and committee members who selflessly contributed to the 
success of CHSN-2022. We are very thankful to Jawaharlal Nehru Technological 
University Kakinada, Kakinada, for providing the basic requirements to host the 
CHSN-2022. 

Last but not least, we are thankful for the enormous support of publishing partner, 
i.e., Springer, for supporting us in every step of our journey toward success. 

Kakinada, India Prof. A. S. N. Chakravarthy 
Convener, CHSN-2022
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Analysis of Prevalence of Flat Foot 
in Primary School Children 

Subodh Mor, Shikha N. Khera, and G. C. Maheshwari 

Abstract Flat foot is a common health condition that prevails among children as 
well as adults. This paper analyses the relationship between age and gender with 
the prevalence of flat feet among primary school children. The results are validated 
on 424 primary school children (254 males and 170 females) between the age of 
6 years to 10 years in Delhi, India. The foot imprinter plate as well as physical 
and photographic assessment was used to diagnose the presence of flat feet among 
primary school children. The number of children diagnosed with completely flat feet 
was 118, and children diagnosed with partial flat feet were 176. The results show 
out of every five children, three children were either completely or partially flat feet 
(69.3%). The results showed that there was a significant association between gender 
and flat foot. It was concluded that assessment of flat feet should be made available 
to children and parents at an early age to prevent the condition to be converted into 
a serious health problem and hindrance in various sports activities. 

Keywords Flat feet · Partial flat feet · Primary school children · Sports activities 

1 Introduction 

The feet are an important factor in an individual’s health since it plays a key role in 
mobility and posture and is responsible for the well-being and quality of life of an 
individual. Flat feet, also known as pes planus, is a common biomechanical problem 
faced by many individuals from an early age. It is present in infants as a part of the 
development of the foot and is gradually 15–20% resolved in adulthood [9, 21]. 

Flat feet can be defined as a postural deformity in which the foot does not have a 
normal arch where the entire sole of the foot is in near or complete contact with the 
ground [17]. These foot deformities may cause the development of various issues such 
as pain, fatigue, imbalance, and uneven distribution of planer pressure [16] and also
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be a cause of various injuries. These changes can subsequently lead to compromise in 
well-being and quality of life while affecting the mobility, walking speed, and stance 
duration of an individual [12]. Flat feet can be divided into two categories, namely 
flexible (partial) or rigid. Flat feet can occur due to family history, structural and 
musculoskeletal abnormalities, neuromuscular issues, obesity, and urban lifestyle 
[1, 5, 6]. 

Flat feet may lead to hindrances in various sports activities like running, jumping, 
hopping, and various other coordination activities as excessive foot pressure can lead 
to stress on the legs, hips, and spine [4]. It can also be a cause of various injuries 
in sports persons. In previous studies, it was also found that anterior knee pain was 
high in male young defense recruits as compared to females. It was also shown that 
there was a significant correlation between flat feet and anterior knee pain [15]. 

There have been various studies that evaluate the relationship between personal 
characteristics such as age, gender, and BMI with flat feet [2, 3, 7, 10, 11, 13, 18, 
23]. In this work, we analyze the relationship between age, gender with flat feet. The 
results are validated on 424 primary school children in Delhi, India, between 6 years 
and 10 years of age group. The data has been collected as a part of an awareness 
and educational campaign in schools. The early detection of flat feet can prevent the 
issue from converting into a serious medical condition among children. It will also 
guide parents and children in the selection of appropriate sports as a future career. 

The rest of the paper is organized as follows: Section 2 presents the related work, 
and the research background is summarized in Sect. 3. In Sect. 4, results are presented 
and discussed. Section 5 presents the conclusions of the work. 

2 Related Work 

In this section, the studies that are closely related to our work are summarized. 
Table 1 presents the summary of the size of participants, age, research variables, and 
statistical tests used in the studies. Eluwa et al. examined 1000 students of Akwa 
Ibom State aged between 20 and 30 and concluded that there were a higher number of 
females with flat feet as compared to males [10]. Chang et al. analyzed 2083 school 
children and concluded that males had twice more flat feet as compared to females. 
Further, overweight children had more flat feet as compared to the ones with normal 
weight [7]. Ezema et al. conducted a study with 474 primary school children [11]. 
They found that there was a significant association between flat feet and age and 
also between obesity and flat feet. In [11], it was further concluded that males were 
twice likely to be diagnosed with flat feet than females. Pashmdarfard et al. assessed 
the prevalence of flat feet among 1700 primary school children aged between 7 and 
12 years [18]. There was a significant relationship found between weight and flat 
feet. Bhoir et al. conducted a study with students aged between 18 and 25 years and 
found that there was no correlation between gender and BMI with arch index [3]. 
Al-shenqiti et al. examined school children between 6 to 12 years and concluded
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Table 1 Summary of related work 

Authors Study size Age Variables used Statistical 
techniques 

Eluwa et al. [10] 1000 20–30 Gender Mean and standard 
deviation 

Chang et al. [7] 2083 7–12 Age, gender, and BMI Multivariate 
analysis 

Ezema et al. [11] 474 6–10 Age, gender, and BMI Chi-square test 

Pashmdarfard et al. [18] 1700 7–12 Age, height, weight Ordinal regression 

Bhoir et al. [3] 80 18–25 Gender and BMI Correlation analysis 

Al-Shenqiti et al. [2] 563 6–12 Age, weight, height, 
and BMI 

Correlation analysis 

that there was no correlation between weight and BMI with flat feet, and there was 
a significant correlation between age, height, and gender with flat feet [2]. 

In this work, data from 424 primary school children in Delhi, India, is collected, 
and the association between age, gender, and prevalence of flat feet and partial flat 
feet is assessed. 

3 Research Methods 

In this section, the description of variables, study participants, and statistical 
techniques is presented. 

3.1 Research Design and Variables 

The study compiled a list of all primary school children between 6 and 10 years. 
The data for the children with completely flat feet or low arc (partial flat feet) was 
collected. Physical assessment, as well as discussions, was carried out so that the 
children with other foot deformities such as high arc or other deformities could be 
excluded from the study. 

The flat foot issues that are of little concern at an early stage of children’s 
upbringing may become a serious issue at a later stage when the child becomes 
older particularly if it is associated with mobility and quality of life issues. Further, 
this information can be used effectively by the children and their parents for the 
pursuance of sports now and in the future. 

The children were first physically examined. Then, photographic analysis was 
obtained for further assessment (Fig. 1). A foot imprinter plate was used to analyze 
whether the foot was flat, partially flat (low arched), or normal. The portable foot
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Fig. 1 Foot assessment 

imprinter plate had 2704 calibrated sensors, 5 Hz frequency, 5% accuracy, 100% 
digital calibration, and −10 to +45 °C temperature. Simultaneously, a check on 
weight distribution on both feet was made. Finally, the obtained data was analyzed 
by an expert team, and based on the analysis, a recommendation folder consisting of 
suggested exercises and further details was given to the participant child. 

3.2 Study Participants and Flat Foot Diagnosis 

A total of 424 primary school children with age between 6 years and 10 years were 
included in the study. The data was collected from five classes (I-V). Ethical permis-
sion was obtained for the inclusion of the data. The parents were fully informed 
about the assessment procedure. The main aim of the assessment of primary school 
children was to educate children and their parents and to communicate basic infor-
mation about his/her feet so that they have a better understanding of their children’s 
needs, and better care can be provided to them. After the examination, the expert 
team summarized the characteristics of children including age, gender, and type of 
feet and prescribed appropriate exercises and measures that the child needs to learn 
and follow for improving the foot mechanics. 

The study considered two personal characteristics, namely age, gender, and feet 
type with three categories (1) normal feet (2) partial flat feet, and (3) flat feet. Table 2 
presents the summary of data from 424 participants with respective counts and 
percentages. There are 120, 82 78, 68, and 76 primary school children aged 6, 7,
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Table 2 Characteristics of 
participants Variable Value Count (percentage) 

Age 6 120 (28.3%) 

7 82 (19.3%) 

8 78 (18.39%) 

9 68 (16.03%) 

10 76 (17.92%) 

Gender Male 254 (60%) 

Female 170 (40%) 

Feet type Normal feet 130 (30.66%) 

Partial flat feet 176 (41.5%) 

Flat feet 118 (27.83%) 

8, 9, and 10, respectively. The percentage of female children is 40% and male chil-
dren 60%. There were 30.66% of children with normal feet, 41.5% of children with 
partial flat feet, and 27.83% of children with flat feet. 

3.3 Statistical Analysis 

In this work, chi-square, a statistical test, is used to find the association between the 
personal characteristics (age and gender) and the presence of flat feet or partial 
flat feet of a child. The chi-square test is a non-parametric test that is used to 
check whether there exists a significant difference between expected frequency and 
observed frequency [22]. In this test, data samples are drawn randomly from the 
population. This test works on categorical data or we can say that this test is used 
when the data is ordinal or nominal. The level of significance was 0.01. The hypoth-
esis of the work is that there is an association between age, gender, and prevalence 
of flat feet or partial flat feet. 

4 Analysis of Results 

In this section, presented here is the analysis and discussion of the results of the 
statistical analysis carried out in this work. A total of 424 primary school children 
were included in the analysis. The association between age and gender with the 
prevalence of flat foot was analyzed using the chi-square test as given in Sect. 3.4.



6 S. Mor et al.

4.1 Association of Personal Characteristics with Flat Foot 

Table 3 presents the summary of the count of the presence of flat feet in school 
children with respect to age, between 6 and 10 years. The percentage of children 
with flat feet and partial flat feet at various age levels is depicted in the bar chart 
shown in Fig. 2. The prevalence of flat feet was found to be highest in 10-year-old 
children (36.84%) and lowest in 7-year-old children (21.95%). The prevalence of 
partial flat foot was found in about 43% of children aged 6, 7, 8, 10, and lowest in 
9-year-old children (30.88%). There was no significant association found between 
age and flat foot at a 0.01 significance level (chi-square statistic: 11.134, p-value: 
0.194). 

Table 4 presents the prevalence of flat feet in primary school children with respect 
to gender. Figure 3 depicts the percentage of males and females with normal, partial 
flat, and flat feet. There are 14% of females and 37% of females and males with 
flat feet. There are 52% of females and 34% of males with partially flat feet. The 
association between the gender and prevalence of flat foot is found to be significant 
(chi-square statistics: 27.974, p-value: 0.000) at a 0.01 significance level.

Table 5 shows the prevalence of flat feet among male and female primary school 
children with respect to various levels of age. It can be seen flat feet are highest in 
6-year-old and 10-year-old male children.

Table 3 Prevalence of flat feet with respect to age 

6 years 7 years 8 years 9 years 10 years 

Normal feet 35 28 26 26 15 

Partial flat feet 52 36 34 21 33 

Flat feet 33 18 18 21 28 
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Fig. 2 Percentage of primary school children with flat and partial flat foot 
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Table 4 Prevalence of flat 
foot with respect to gender Male Female 

Normal feet 73 57 

Partial flat feet 87 89 

Flat feet 94 24 

Normal Feet Partial Flat Foot 
Flat Foot 

Normal Feet Partial Flat Foot 
Flat Foot 

Fig. 3 Percentage of a males b females with normal, partial flat, and flat foot

Table 5 Prevalence of flat foot with respect to age and gender 

Age 6 years 7 years 8 years 9 years 10 years 

Gender M F M F M F M F M F 

Normal feet 16 19 19 9 12 14 18 8 8 7 

Partial flat feet 26 26 13 23 15 19 14 7 19 14 

Flat feet 24 9 16 2 16 2 16 5 22 6 

4.2 Discussion 

It can be seen that there were 21.95–36.84% of primary school children with flat feet. 
This implies that at least one in every five primary school children had a flat foot. 
There were 43% of primary school children with partial flat feet which means that 
more than two in every five primary school children have a partial flat foot. Thus, 
more than 60% of primary school children have either flat feet or partial flat feet. In 
other words, three in every five primary school children have either a flat foot or a 
partial flat foot. 

The study reveals that with age flat foot increases and 10-year-old children have the 
highest number of flat feet. The presence of partial flat foot was consistent among all 
age children except 9-year-old children. This implies corrective actions and changes 
should to taken at an early age so that the children with partial flat feet do not develop 
complete flat feet with age. However, the results show that there is no significant 
association between age and the prevalence of flat foot or partial flat foot. Chang 
et al. [7] and Ezema et al. [11] observed that the prevalence of flat foot among
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primary school children decreased with age. Thus, further study is required to prove 
this hypothesis. 

The findings of this study demonstrate that male primary school children with 
flat feet were more than twice as compared to their female counterparts. But, the 
prevalence of partial flat feet in female children was equal as compared to male 
children which means that the number of female children with flat feet may increase 
with growing age. There was a significant association detected between gender and 
flat or partial flat feet among children. The results are consistent with the other studies. 
Ezema et al. examined 474 primary school children aged between 6 to 10 years and 
found that about twice male children with flat feet were more as compared to females 
[11]. Chang et al. also observed that there were twice more female children with flat 
feet as compared to male children [7]. Pashmdarfard et al. found that there was 
no significant effect of gender on the prevalence of flat foot among 7 to 12 years 
aged children [18]. In [10], the results show that the female occurrences of flat feet 
were more as compared to male children. This may be because the study examined 
20–30 years old participants. 

4.3 Recommendations 

The results of this study show that there is 27.83% and 41.5% of primary school 
children aged between 6 and 10 years with flat feet and partial flat feet, respectively. 
Thus, 294 out of 424 (69.3%) primary school children have either flat foot or partial 
flat foot which is a matter of concern. The initial sign of a flat foot may become an 
issue of concern at a later age as the child will get older. It may lead to a serious 
health issue or may affect the quality of life of the child by affecting physical mobility 
(walking, running, and balance), causing pain and other complications [8, 19]. 

The results by Martin et al. showed the prevalence of flat feet led to a decrease in 
quality of life and an increase in disability and pain in the feet [12]. The results of the 
study conducted by López-López et al. of Spanish patients showed that individuals 
with foot pathologies had worse quality of life as compared with individuals with 
the normal foot. The study emphasized improving foot health. 

Given the fact that footwork, speed, agility, and balance are key components 
of many sports (basketball, tennis, and running), the prevalence of flat feet among 
children may affect the career of a child in sports in the future [4]. A flat foot increases 
the stress and pressure on the inside of the foot and ankles. The presence of flat 
feet may increase the risk of injuries in athletes during training sessions and sports 
competitions [14]. When the physical activity increases and the overwork is done by 
an individual with a flat foot, it can result in foot pain, muscle spasms, calf fatigue, 
hip or back pain, and so on. This may hinder the sports activities of an individual 
and their performance in various sports. Many times, an individual is not aware of 
the presence of a flat foot until some issue arises while playing a particular sport. 
Sharma and Upadhyaya emphasized that a flat foot affects the running performance 
of an athlete due to a decrease in ankle muscle strength [20].
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The solution for the flat foot is relatively simple at a younger age. This study is a 
part of an awareness program conducted in schools with primary school children at 
an early age so that the problem of foot deformities and other issues can be addressed 
at an early age. The children and their parents can be educated about foot-related 
issues and simple exercises and techniques for the protection of the foot structure at 
a younger age. Thus, the flat foot issue is significantly critical and must be prevented 
and controlled at an early age before it is converted into a serious medical condition 
at an older age. Medical camps and awareness programs in schools can be very 
useful for preventing and controlling foot deformities in children at a very early age. 
Further, an early assessment of flat feet can provide the basis for parents to select 
appropriate sports for their child. 

5 Conclusion 

In this work, we analyzed the association between age and gender with the prevalence 
of flat or partially flat feet. The results are validated on the dataset collected from 
424 primary school children aged between 6 and 10 years. The results showed. 

that there are 41.5% with partial flat feet and 27.83% with completely flat feet. 
Hence, in Indian children aged between 6 and 10 years the prevalence of flat feet or 
partial flat feet is high, almost 3 in every five children. There was no association found 
between age and the presence of flat feet. However, there was a significant association 
found between gender and the prevalence of flat feet. Hence, male children require 
close monitoring and are at higher risk of flat feet at an early age and females have 
partial flat feet at an early age, and if precautions and minor corrections are taken, it 
will prevent converting the partial flat feet into complete flat feet at an older age. 

The study suggests an early assessment of the prevalence of flat feet in children 
so that preventive or corrective measures can be taken at an initial age of a child. 
This will not only improve the well-being and quality of life of an individual but also 
will help in making decisions about participation in appropriate sports. 

In the future, further analysis of children aged between 10 and 15 years will be 
made to further gain insight into the prevalence of flat feet among these children. 
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Abstract Mutations play a vital role in causing human neurodegenerative diseases 
such as Huntington’s, Alzheimer’s, and Parkinson’s. A DNA section known as a 
CAG trinucleotide repeat is involved in the Huntingtin (HTT) mutation that leads 
to Huntington’s disease (HD). Evolutionary, protein–protein interaction (PPI), and 
domain–domain interaction analysis provide new perceptions into neurodegenerative 
disorders and enable the prediction of the new causing proteins and their function-
ality associated with neurodegenerative diseases. The main objective of this study is 
to identify the top and associated proteins for HTT. This study is divided into three 
phases. In the first phase implemented the evolutionary analysis to identify the simi-
larities at the cellular and molecular levels of Huntington’s disease-causing proteins. 
In the second phase applied the PPI analysis to build an HTT network which is used to 
identify existing associations and predict the new associations for this HTT. Finally, 
domain–domain analysis has been used to analyze the domains of similar proteins 
with newly identified associated proteins of HTT. This study reveals that brain-
derived neurotrophic factor (BDNF), α-Adaptin, and Butyrylcholinesterase (BChE) 
are the new proteins directly and indirectly associated with Huntington’s disease. 
Also, this integrated analysis finally leads to personalized and precision medicine 
for other chronic diseases. 
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1 Introduction 

Several hundred neurodegenerative disorders are thought to exist at this time, and 
many of them seem to overlap both clinically and pathologically, making it difficult to 
classify them practically. The fact that different combinations of lesions might result 
in distinct clinical presentations in disorders like multisystem atrophy, which affects 
many brain regions, further complicates the situation. Additionally, multiple parts of 
the brain may be affected by the same neurodegenerative process, particularly in the 
beginning, making a particular illness look very distinct from a symptomatic perspec-
tive. Despite these challenges, the primary clinical characteristic, or the topography 
of the prominent lesion—or sometimes a combination of both—remains the basis 
for categorizing neurodegenerative diseases [1]. 

CAG repeats more than 36 in at least one Huntingtin (HTT) allele seems to 
increase the likelihood of developing Huntington’s disease (HD), a degenerative 
neurological disorder (HD). For brain development and embryogenesis, HTT gene 
functioning is vital. Memory loss, worsening paralysis, and premature grave all seem 
to be indications of neurotoxicity triggered by HTT proteins that have an N-terminal 
stretch of Q repeats containing more than 36 glutamine residues. This condition has 
been identified as PolyQ syndrome and is spurred on by highQ-Htt proteins [2]. 
The disease strikes people after 40 repetitions, and the age at which the condition 
first manifests is negatively correlated with the number of repetitions. The chance of 
developing Huntington’s disease is higher in older adults above the age of 60 [3]. 

The expanded-Q Htt (mHtt) protein’s N-terminal region, which is generated by 
proteolytic cleavage, is primarily responsible for the expanded-Q Htt protein’s toxic 
gain of function. Increased quantities of polyQ aggregates cause cellular stress, 
which would in turn triggers a persistent unfolded protein response (UPR) and 
eventually neuronal death. The complexity of Huntington’s disease can be linked 
to mHtt’s propensity to interact improperly with numerous proteins that ordinarily 
either interact or do not interact with the wild-type (wt) Htt protein. This is made 
worse by the Htt protein’s widespread subcellular distribution, where it is thought 
to interact in several signaling cascades and/or associate with many other protein 
partners during the course of its normal function [3]. Vesicle transport, transcrip-
tional activity, mitochondrial activities, synaptic transmission, and more recently 
chromatin condensation are a few of the crucial molecular and cellular processes 
that are impacted [4]. 

Huntington’s protein contains approximately 3150 amino acids (which are the 
fundamental components of all proteins). Longer chains are associated with worse 
symptoms before the disease the mutant protein in Huntington’s disease patients 
contains an overly long string of a single amino acid repeat. The impact of other, 
neighboring amino acids in this massive protein, particularly biochemical modifi-
cations to those amino acids, has finally returned under researchers’ observation 
[5].
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Not just a few proteins seem responsible for the progression of Huntington’s 
disease (HD). It connects with several directly and indirectly contextualizing HTT 
gene proteins. It is feasible that a modest increase in an unidentified protein caused 
certain cases of Huntington’s disease [5]. Understanding the anonymous protein 
that greatly affects the disease makes it easier to understand the syndrome. Protein– 
protein interactions (PPI) can be used to identify these disease-causing proteins 
[6]. 

PPIs are a critical step in the understanding of how proteins operate in the advance-
ment of the cell cycle, DNA replication, and signaling. More PPI data have been 
gathered because of the advent of high-throughput biological technologies, such as 
mass spectrometry, tandem affinity purification tagging (TAP), and protein chip tech-
nology. Multiple built-in databases have been used to store PPI datasets, including 
Gene cards, Uniport, and the National Center for Biotechnology Information (NCBI). 
Experimentation requires a lot of time and effort, though. Only a small part of the 
overall PPI network’s PPIs is validated using these techniques. Applying the string 
tool, an online tool that discovers relationships between proteins and builds networks 
based on identified proteins has been taken into consideration. 

The diseases like Alzheimer’s, Parkinson’s, Huntington’s, and many more are 
related to many factors like age, gender, genetics, etc. To get a clear idea of the 
causes of these diseases, we need to have a new and advanced approach to this study 
which includes protein level analysis [7]. 

The term phylogeny is a combination of two Greek words. A phylogenetic tree 
helps to find similar proteins among the list of proteins that are considered, it gives 
an idea to find the change from the evolution of the species from the past years [8]. 
The PPI analysis gives us a clear idea of how the proteins interact among themselves, 
directly or indirectly. A domain–domain analysis is used to discover a specific func-
tion or interaction that contributes to a protein’s overall role which gives a conforma-
tional idea of the interaction between the proteins that cause the disease by identifying 
the domains of every protein that has an involvement with the disease-causing protein 
[9]. 

The main objective of this study is to identify the new proteins that cause Hunt-
ington’s disease by influencing the HTT protein. In this study, the phylogenetic 
tree is constructed to identify similar proteins and construct the PPI network for 
the identified similar proteins to know the relation among the proteins. Applying 
the domain–domain analysis gives us a confirmational idea that the proteins are the 
cause of the disease by comparing the functionalities with the HTT. 

2 Literature Survey 

Liu et al. [9] discussed the overview of the prediction protocol, graph-pheno perfor-
mance evaluation, the identification of genes linked to abnormalities in the mito-
chondrial respiratory chain, and the identification of predicted and known phenotype-
associated genes with related biological properties. Using graph-pheno, they inferred
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995 potential DAMRC, which connected genes. They anticipated the DAMRC-
associated genes, which are connected to the respiratory electron transport chain, 
mitochondrial protein complex, and inner membrane of the mitochondria. To deter-
mine the analysis of the protein and forecast the conclusion, they built a PPI 
network. 

Calabrese et al. [10] discussed the analysis of the six proteins that are prone to 
aggregation with the help of the PPI network. By building a network, they represented 
the proteins that exhibit interaction with the PPI evidence on BioGRID. They looked 
at Huntington’s, Alzheimer’s, and Parkinson’s disease and using a network and the 
primary proteins that cause the disorders discovered connections between all of the 
diseases. 

Proskura et al. [11] discussed about normal HTT interactions with a specific 
collection of proteins help to preserve synaptic transmission effectiveness over time, 
especially in the hippocampus CA1 field. This paper’s primary goal was to concep-
tually assess the relevance of HTT to alterations in synaptic plasticity by fusing the 
available experimental data. They hypothesized that polyQ-HTT may compete with 
proteins that control cytoskeleton remodeling and postsynaptic density. Their suppo-
sitional results and closures provide a way that helps in developing novel techniques 
for the detection, prevention, and treatment of the associated pathologies as well as 
for analytically confirming incongruous data in a directed manner. 

Rao et al. [12] discussed about the diffusion algorithm that seeks to identify the 
nodes most pertinent to the initial set by using a bundle of nodes and the whole 
interaction network. Each node in the set receives heat from diffusion, which then 
allows the heat to diffuse through the connecting edges to other nodes. The list of 
nodes is then ordered according to the heat that is gathered. An isolated node will 
often have a low rank, whereas a higher ranking was given to the nodes with many 
connections. The collection of selected nodes serves as the heat source for diffusion, 
with initial heat being applied to all nodes equally. After pre-processing, pruned 
proteins are used as the input for the diffusion procedure. To determine network 
propagation, this diffusion approach transmits the full network of nodes to a Web-
based REST API. The top proteins with the same sequence are found by using the 
sequence analyzer, which was employed to identify the dataset’s most frequently 
occurring sequence. 

Rao et al. [13] discussed about PPI databases, sorting PPI detection techniques, 
methods for PPI comparison, PPI network computational analysis, and PPI networks’ 
function in proteomics. Their main focus is on the PPIs as they relate to the proteins 
listed. The relationships between proteins change throughout time, one protein may 
have several different jobs, and rarely, two proteins having distinct functions will link. 
This method overcomes all of the pre-existing methods by having a high accuracy 
rate. 

Heinz et al. [14] discussed about the tight regulation of protein expression from 
particular mRNA molecules based on the cell type, as indicated. They discussed 
about MID1, which stimulates the translation of target mRNAs by proteins. This 
study examines the domains and genes of the MID1 protein and how it interacts with 
Huntington’s disease structure.



Evolutionary, Protein–Protein Interaction (PPI), and Domain–Domain … 15

Wanker et al. [15] discussed about the altered mutant HTT PPIs, which are a hall-
mark of Huntington’s disease pathobiology. They talked about the pathobiological 
and mechanism-based processes that lead to neuronal malfunction, toxicity, and the 
formation of phenotypes in the minds of those suffering from Huntington’s disease. 
Their findings indicate that striatal BDNF restoration efforts may have therapeutic 
benefits on HD since they show that diminished striatal BDNF is a critical factor 
in HD aetiology. They discovered, at last, that YAC128 mice also had lower striatal 
levels of mature BDNF. 

Prasanthi et al. [16] discussed about the ID3 decision tree classification algorithm. 
Their study examined the ID3 a robust decision tree algorithm and the applications 
thereof across a wide range of manufacturing industries, including fitness, medicine, 
pedagogy, and systematization. Their performance of ID3 has shown good perfor-
mance across all the domains. They also talked about the use of ID3 in treating 
diabetes. Each cluster’s decision tree generates a set of adaption rules that can be 
used to identify patients with diabetes. 

Fodale et al. [17] discussed about comparing the HTT protein, which is the protein 
that causes Huntington’s disease, and the five standard HTT proteins N573Q22, 
N573Q45, N573Q72, FLQ17, and FLQ46, and one may determine the expression of 
mutant and full-length HTT in Huntington’s disease. By contrasting all the proteins 
along with the HTT protein, primarily deals with, and concentrates on the sickness. 
This has made them evident how similar the proteins are to the HTT. 

Rao et al. [18] discussed about phylogenetic tree analysis of BChE to show the 
relationships between butyrylcholinesterase (BChE) and other proteins. They used 
PPI analysis on proteins that are related to one another by building a network to do 
domain analysis and validate the domain analysis. The authors revealed that there is 
a connection between BDNF and BChE and demonstrated how BChE contributes to 
the selective gradation of transient and aberrant proteins in stressed cells. 

Sridhar et al. [19] discussed how BChE and type 2 diabetes are related. They 
considered 35 sequences from the NCBI database for the study, and their relationships 
were established by creating a phylogenetic tree using the distance technique and 
the maximum parsimony approach (MP). 

3 Methodology 

This framework is divided into three phases, such as evolutionary analysis, PPI anal-
ysis, and domain–domain analysis. In evolutionary analysis, Huntington’s disease-
causing proteins collected from the Uni-Port (https://www.uniprot.org/), NCBI 
(https://www.ncbi.nlm.nih.gov/), and Gene-card (https://www.genecards.org/). The 
other proteins that influence Huntington’s disease are identified after applying evolu-
tionary analysis, PPI analysis, and domain–domain analysis. Figure 1 describes the 
methodology of this study.

Steps Used:

https://www.uniprot.org/
https://www.ncbi.nlm.nih.gov/
https://www.genecards.org/
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Fig. 1 Block diagram of evolutionary, PPI, and domain–domain analyses in Huntington’s disease

Step 1: By classifying the Homo sapiens species, use various proteins from Uni-Port 
(https://www.uniprot.org/), NCBI (https://www.ncbi.nlm.nih.gov/), and Gene-card 
(https://www.genecards.org/) as input. 

Step 2: Using the FAST-All (FASTA), create a phylogenetic tree out of the proteins, 
you acquired from NCBI, Gene-cards, and Uni-Port using the cluster omega (https:// 
www.ebi.ac.uk/Tools/msa/clustalo/). 

Step 3: Utilize evolutionary analysis to determine the most prevalent proteins from 
the phylogenetic tree that was created. 

Step 4: Create a PPI network by using string (https://stringdb.org/cgi/input?sessio 
nId=bY6X0Yf5DpXN&input_page_show_search=on) and read the most prevalent 
proteins that the phylogenetic tree has revealed. 

Step 5: An isolated node will typically have a low rank, while a very connected node 
would often hold a high position. 

Step 6: The protein interaction network is then created by removing the low-ranking 
nodes. 

Step 7: Determine the domains by using Interpro (https://www.ebi.ac.uk/interpro/) 
and compare them. 

Step 8: A sequence analyzer is used to examine the resulting protein dataset in further 
detail. 

Step 9: The proteins with the highest relation with HTT are the results. 

3.1 Data Collection 

The sequences are pulled from Uni-Port, NCBI, and Gene-card being connected 
directly or indirectly to the process producing Huntington’s disease to analyze indi-
viduals or identify differences. A total of 28 sequences some of which were evaluated, 
and for the study, domain units with known functions were employed. The following 
proteins have been identified as being associated with Huntington’s disease: Hunt-
ingtin (P42858), nucleolar protein 14 (P78316), transcription elongation regu-
lator 1 (O14776), SH3 domain-binding protein (P78314), Huntingtin-associated

https://www.uniprot.org/
https://www.ncbi.nlm.nih.gov/
https://www.genecards.org/
https://www.ebi.ac.uk/Tools/msa/clustalo/
https://www.ebi.ac.uk/Tools/msa/clustalo/
https://stringdb.org/cgi/input?sessionId=bY6X0Yf5DpXN&input_page_show_search=on
https://stringdb.org/cgi/input?sessionId=bY6X0Yf5DpXN&input_page_show_search=on
https://www.ebi.ac.uk/interpro/
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protein 1 (P54257), histone-lysine N-methyltransferase SETDB1 (Q15047), Cdc42-
interacting protein (Q15642), Capucin (A6NDD5), Antithrombin-III (P01008), 
Huntingtin-interacting protein 1 (O00291), histone-lysine N-methyltransferase 
SETD2 (Q9BYW2), fibroblast growth factor receptor 3 (P22607), prothrombin 
(P00734), Alpha-1-antitrypsin (P01009), major prion protein (P04156), palmitoyl-
transferase ZDHHC17 (Q8IUH5), Caspase recruitment domain-containing protein 
(Q5EG05), Pre-mRNA-processing factor 40 homolog B (Q6NWY9), Heparin 
cofactor 2 (P05546), Complexin-2 (Q6PUV4), Alpha-adducin (P35611), RING 
finger protein 4 (P78317), Junctophilin-3 (Q8WXH2), Endophilin 3(Q99963), 
α-Adaptin (O94973), Huntingtin-associated protein 40(P236 10), brain-derived 
neurotrophic factor (P23560), and butyrylcholine esterase (P06276). 

3.2 Evolutionary Analysis 

FASTA (FAST-All) of 28 sequences are placed into the cluster omega tool to investi-
gate how the program for multiple-sequence alignment can accurately and efficiently 
align 28 sequences. Physiologically relevant multiple-sequence alignments connect 
dissimilar sequences. Phylograms and cladograms are useful for identifying evolu-
tionary connections. Create a phylogenetic tree based on the similarities between the 
most widespread parameter. The length between the proteins indicates how similar 
they are to one another [20–22]. Phylogenetic tree helps to identify the most recent 
ancestors to know their protein evolution. 

3.3 Protein–Protein Interaction (PPI) Analysis 

While many proteins in the network in PPI have fascinating connections to one 
another and other proteins, the PPI does not interact at all [23]. Understanding which 
protein causes Huntington’s disease is made possible by the PPI analysis of the 
condition. The top comparable proteins that are generated from the evolutionary 
study have been employed by the string tool to discover the PPI [24]. The PPI 
network has been created after taking into account the proteins, namely butyryl-
choline esterase (BChE), ZDHHC17, fibroblast growth factor receptor 3 (FGFR3), 
α-Adaptin, Huntingtin-interacting protein 1 (HIP1), SET domain-containing 2 
(SETD2), Huntingtin-associated protein1 (HAP1), brain-derived neurotrophic factor 
(BDNF), and Junctophilin 3 (JPH3) along with the main HTT protein [10, 11].
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3.4 Domain–Domain Analysis 

The interactions between the nine proteins along with HTT are based on the PPI 
study. The proteins butyrylcholine esterase (BChE), ZDHHC17, fibroblast growth 
factor receptor 3 (FGFR3), α-Adaptin, Huntingtin-interacting protein 1 (HIP1), 
SET domain-containing 2 (SETD2), Huntingtin-associated protein1 (HAP1), brain-
derived neurotrophic factor (BDNF), Junctophilin 3 (JPH3), and HTT have been 
noticed. Along with the proteins taken to construct the network, the top proteins 
having high interactions in the network are also considered. Here, the relation-
ship between the proteins which may or may not be a direct or indirect relation-
ship was discovered. Here, the HTT protein has been considered for the anal-
ysis for the comparison with the proteins, namely butyrylcholine esterase (BChE), 
ZDHHC17, fibroblast growth factor receptor 3 (FGFR3), α-Adaptin, Huntingtin-
interacting protein 1 (HIP1), SET domain-containing 2 (SETD2), Huntingtin-
associated protein1 (HAP1), brain-derived neurotrophic factor (BDNF), Junctophilin 
3 (JPH3), and the high interaction proteins identified from the PPI network. 
First, the domain and domain architecture contents of the HTT and butyryl-
choline esterase (BChE), ZDHHC17, fibroblast growth factor receptor 3 (FGFR3), 
α-Adaptin, Huntingtin-interacting protein 1 (HIP1), SET domain-containing 2 
(SETD2), Huntingtin-associated protein1 (HAP1), brain-derived neurotrophic factor 
(BDNF), and Junctophilin 3 (JPH3) proteins along with the other high inter-
acted proteins are compared individually, and domains and domain architectures 
that are only present in those proteins are identified. Second, public reposito-
ries are searched for details on specific pathways that proteins with promiscuous 
domains, such as butyrylcholine esterase (BChE), ZDHHC17, fibroblast growth 
factor receptor 3 (FGFR3), α-Adaptin, Huntingtin-interacting protein 1 (HIP1), 
SET domain-containing 2 (SETD2), Huntingtin-associated protein1 (HAP1), brain-
derived neurotrophic factor (BDNF), Junctophilin 3 (JPH3), and other high interacted 
proteins which may be involved. To compare and identify the domains, the Interpro 
has been used which deals with the insertion of the FASTA of the nine proteins and 
compares [16, 18]. 

4 Result 

The result includes all the three analyses, namely the evolutionary analysis, PPI 
analysis, and domain–domain analysis which finds the new protein that causes 
Huntington’s disease.
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Fig. 2 Evolutionary analysis of 28 Huntington’s disease-causing proteins 

4.1 Evolutionary Analysis 

The topologies were analyzed using the neighbor-joining technique used for phylo-
genetic inference. Figure 2 depicts the phylogenetic analysis of Huntington’s disease 
with 28 proteins. Branch lengths are a sign of genetic divergence; the longer 
the branch, the more genetic divergence has taken place. This aids in identifying 
similarities among the 28 proteins used. The nine proteins with a lot of simi-
larities with the HTT protein out of the 28 total proteins were discovered. The 
nine proteins are butyrylcholine esterase (BChE), ZDHHC17, fibroblast growth 
factor receptor 3 (FGFR3), α-Adaptin, Huntingtin-interacting protein 1 (HIP1), 
SET domain-containing 2 (SETD2), Huntingtin-associated protein1 (HAP1), brain-
derived neurotrophic factor (BDNF), and Junctophilin 3 (JPH3). The nine proteins 
share 0.24264, 0.32109, 0.40364, 0.41215, 0.41069, 0.38605, 0.40558, 0.02505, and 
0.41454 percent similarity in their amino acid sequences with HTT. 

4.2 Protein–Protein Interaction (PPI) Analysis 

Construct the PPI network using the Search Tool for the Retrieval of Interacting 
Genes/Proteins tool (STRING) for the nine proteins obtained from the previous 
evolutionary analysis. Figure 3 depicts the PPI network for Huntington’s disease-
causing proteins. All the proteins except BChE, FGFR3, and AP2A2 have a direct 
relationship with HTT. Whereas the BChE has an indirect relation with HTT by 
connecting with BDNF, FGFR3 has an indirect relation with HTT by interacting



20 S. G. S. Gadde et al.

Fig. 3 PPI analysis of similar Huntington’s disease-causing proteins 

with BDNF, and AP2A2 has an indirect connection with HTT by interacting with 
ACTB. 

4.3 Domain–Domain Analysis 

The domain–domain analysis is applied using the Interpro tool for the 14 proteins 
such as butyrylcholinesterase (BChE), ZDHHC17, fibroblast growth factor receptor 
3 (FGFR3), α-Adaptin, Huntingtin-interacting protein 1 (HIP1), SET domain-
containing 2 (SETD2), Huntingtin-associated protein 1 (HAP1), brain-derived 
neurotrophic factor (BDNF), Junctophilin 3 (JPH3) proteins, high interacted proteins 
the Actin Beta (ACTB), Inositol 1,4,5-trisphosphate receptor type 1 (ITPR1), CREB 
binding protein (CREBBP), DnaJ heat shock protein family (Hsp40) member B2 
(DNAJB2), and Huntingtin-interacting protein 1-related (HIP1R). Figures 4 and 5 
show the domains and families of HTT and α-Adaptin proteins. In domain analysis, 
we observed that α-Adaptin and the HTT proteins share some common domains and 
functionalities such as ARMtype fold and ARM-like.
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Fig. 4 HTT protein domains and families 

Fig. 5 α-Adaptin protein domains and families 

Moreover, to that, it has been identified that there is a relationship between HTT 
and BDNF from the PPI analysis. The relation is also proven in many papers that 
BDNF can influence HTT [15, 25, 26]. The BChE and BDNF are interconnected, 
and in the PPI network, the BChE is related to HTT by an indirect connection with 
BDNF. So, it is believed that BChE also influences HTT. 

5 Conclusion 

In this study, the evolutionary, PPI, and domain–domain interaction analysis has 
been implemented on HTT protein which causes Huntington’s disease. PubMed, 
Uniport, Gene-Cards, and literature survey initially considered the 28 Huntington’s 
disease (HD) proteins. Through the evolutionary analysis, examining these 28 
proteins and identified nine similar proteins associated with HTT which are butyryl-
cholinesterase (BChE), ZDHHC17, fibroblast growth factor receptor 3 (FGFR3), 
α-Adaptin, Huntingtin-interacting protein 1 (HIP1), SET domain-containing 2 
(SETD2), Huntingtin-associated protein 1 (HAP1), brain-derived neurotrophic factor 
(BDNF), and Junctophilin 3 (JPH3). PPI was applied to these nine proteins and 
constructed the PPI networks to check the direct or indirect relations between these 
proteins and identified 5 new proteins which include Actin Beta (ACTB), Inos-
itol 1,4,5-trisphosphate receptor type 1 (ITPR1), CREB binding protein (CREBBP), 
DnaJ heat shock protein family (Hsp40) member B2 (DNAJB2), Huntingtin-
interacting protein 1 related (HIP1R). Finally applied domain–domain analysis on 
these 14 proteins. It revealed that α-Adaptin, BDNF, and BChE are the new causing
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proteins for HTT. From this study, it is identified that diabetes could also cause Hunt-
ington’s disease (HD) because BChE is the one of the causing proteins for diabetes. 
The future work includes applying the structure level analysis and doing the drug 
target interaction network on the newly found three proteins (α-Adaptin, BDNF, and 
BChE) to know the detailed interactions with Huntington’s disease (HD). 
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A Novel Res + LSTM Classifier-Based 
Tomato Plant Leaf Disease Detection 
Model with Artificial Bee Colony 
Algorithm 

Alampally Sreedevi and Manike Chiranjeevi 

Abstract World economy is mainly depending on agriculture. In recent days, many 
of the plants have been affected by various types of diseases, which will affect the 
economic growth of the country. Early detection of plant diseases may help to increase 
the profit rate for farmers. Tomatoes are the most consumable vegetable around the 
world. Catastrophic influence on food production safety is caused by plant diseases, 
and it decreases the quantum and eminence of agricultural products. The tomato 
plants are affected with different types of leaf spot diseases like grey spot, mosaic, 
leaf spot, brown spot, Alternaria, and also the rust and pests that may affect the growth 
of tomato plants at their various growth stages. Hence, the identification of leaf spot 
diseases that occur in the tomato plant is important to increase the survival rate of 
the tomato plants. Manual inspections of tomato leaf diseases are secured more time, 
and it mainly depends on the expert’s knowledge. To address this problem, a novel 
hybrid deep learning technique is developed for the detection of leaf spots in the 
tomato plant. The tomato leaf images with normal and affected tomato leaves are 
collected from real world and traditional benchmark datasets. After the tomato leaves 
are segmented using the U-net model, the resultant segmented images are subject 
to the classification phase. Finally, leaf spots in tomato leaves are classified with 
the help of residual network and long short-term memory (ResNet-LSTM), and the 
parameter in the Resnet and LSTM is tuned by utilizing artificial bee colony (ABC) 
algorithm to offer effective leaf spot classification rate. Finally, the severity level is 
computed. The experimental results demonstrate the effectiveness of the proposed 
model in detecting the leaf spot in the tomato plant. 
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1 Introduction 

Tomato is the most commonly used vegetable in the world, and it can be affected 
due to various kinds of diseases based on fungal, bacterial infections, and several 
environmental factors. The tomato gray leaf spot is the type of disease that will occur 
in the tomato plant [3]. This will destroy the photosynthesis process of the leaves by 
damaging the leaves. Tomato spot diseases have affected the growth of the plants, 
and they will spread easily through the entire plant [6]. It is difficult to prevent tomato 
leaf spot diseases at the final stage [7]. Hence, the initial stage of leaf spot disease 
detection is very important at the early stage [8]. The infection period of the leaf spot 
pathogen is categorized into four periods that are onset, latency, contact, and invasion 
period [9]. The pathogens are in contact with the other host plants during the contact 
period [10]. Pathogens invading the host and establishing a parasitic relationship 
between them occurred during the invasion period [11]. The pathogens started to 
showcase the obvious symptoms in the latency period [14]. The propagation and 
spreading through the entire host by observing all the nutrients encountered in the 
onset period [12]. Therefore, automatic identification of tomato leaf spot diseases is 
essential for identifying the diseases at the initial stage to increase the survival rate 
of the tomato plants [13]. 

The traditional methods require large-scale planting and provide very less 
diagnosis efficiency [15]. Hence, several machine learning-based approaches are 
deployed for providing incomparable results over the traditional approaches [16]. 
Moreover, these techniques require a limited number of sample images and effec-
tively identify the rigorous patterns in the collected sample images [17]. But, these 
methods are needed large network training for the classifiers to produce highly accu-
rate results, and it is more time-consuming for the detection process [18]. In addition, 
the generalization ability of tomato leaf spot detection is very low. To resolve the 
different drawbacks that occur in the detection of tomato leaf spot diseases using 
newly developed deep network-based architecture [19]. Because, this deep network-
based architecture provides promising results in semantic segmentation, image clas-
sification, and object detection. The major contributions of the newly investigated 
tomato leaf spot disease detection methodology are explained below. 

• To present an efficient tomato leaf spot disease detection model for detecting the 
leaf spot disease at the initial stage and take preventive measures to control the 
effect and spreading of diseases through the entire plant. 

• To utilize an ABC algorithm for optimizing the parameters in the ResNet 
and LSTM networks to enhance the detection outcome by maximizing the 
classification accuracy. 

• To design and ResNet-LSTM-based detection model for the accurate detection of 
tomato leaf spot diseases. Here, the hidden neurons and the activation functions 
such as ReLu, linear, softmax, sigmoid, and tanh functions are optimized in the 
ResNet structure, and the hidden neurons as well as the epochs are optimized 
in the LSTM structure to improve the detection efficiency. Finally, the level of 
severity was also examined.



A Novel Res + LSTM Classifier-Based Tomato Plant Leaf Disease … 27

• The efficiency of the developed tomato leaf spot disease detection approach is veri-
fied by taking a comparative analysis of the developed model and the conventional 
tomato leaf detection methodologies in terms of distinct estimation measures. 

The remaining parts of the developed tomato leaf spot disease detection model 
are structured as follows. Part II describes the conventional deep learning-based 
tomato leaf spot disease detection model and its merits as well as demerits. Part III 
explains the architectural representation of the developed tomato leaf spot disease 
detection approach and the collection of the dataset description. Part IV explains 
the segmentation and the classification approach utilized for the developed model. 
Part V conveys the results and discussions of the developed tomato leaf spot disease 
detection model. Finally, Part VI gives the conclusion of the developed model. 

2 Literature Survey 

2.1 Related Works 

In 2022, Kodamana et al. [1] introduced a deep learning-assisted model for the detec-
tion of tomato begomovirus infections in tomato plants. The early detection of leaf 
diseases was possible in the developed CNN-based architecture. Here, the classifica-
tion model has been built with Visual Geometric Group 16 (VGG 16) for identifying 
the begomovirus infections in tomato plants. Quite promising results were achieved 
in the developed model by comparing the performance measures in terms of accu-
racy. In 2022, Pan et al. [2] adopted a deep neuro-fuzzy based classification approach 
for classifying the diseases that occur in tomato leaves. The complex features were 
effectively identified in two layers like pooling and interference layer in the fuzzy 
network. Thus, the extracted features were subjected to the fully connected layer 
for the final classification. Further, eight different kinds of unaffected and affected 
tomato leaves were utilized for the implementation, and three evaluation indexes 
were considered for the performance validation. 

In 2022, Ahmed et al. [3] employed a lightweight deep neural architecture for 
the classification of diseases present in tomato leaves. Initially, the illumination 
of the images was corrected for enhancing the effectiveness of the classification 
process. Then, the pertained network has been utilized for retrieving features from 
the images using the MobileNetV2 model for classifying the diseases. In 2020, Chen 
et al. [4] implemented a self-supervised collaborative multi-network for fine-grained 
visual categorization of tomato diseases. This proposed structure consisted of three 
networks, namely location, feedback, and classification network named as LFC-Net 
for effectively detecting the informative regions in the tomato leaves. The informa-
tive regions were detected by the location network, optimization was applied in the 
feedback network, and the final classification has been performed in the classifica-
tion network. In 2021, Zhou et al. [5] demonstrated a deep residual dense network 
(DRDN) for categorizing tomato leaf diseases very effectively. The traditional RDN
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network has been utilized to obtain the image super-resolution, and then, this network 
has been restructured for the classification process. High satisfactory performance 
has been accomplished by using this developed classification model. 

2.2 Problem Statement 

To increase the overall profit of the stakeholders and also ensure global food security, 
the effective detection of tomato leaf diseases within the appropriate time is very 
important. The tomato leaf diseases are identified using the artificial recognition 
method very effectively, but these are more time-consuming and highly subjective 
to laborious experiments. Moreover, the small discriminative feature determination 
is very difficult in the artificial recognition approach. Hence, machine learning and 
deep learning-assisted structures are demonstrated to identify leaf diseases within the 
proper time. The advantages while using these deep learning-based methodologies 
and the disadvantages that occur after the implementation of these deep learning-
based methodologies are illustrated in Table 1. VGG16 [1] does not want manual 
inception for finding the diseased leaves. In addition, it requires low memory space 
and less computational power. But, it has been accomplished with low detection 
accuracy. Further, the reliability of the system is very low due to human error. Deep 
neuro-fuzzy [2] reduces the impact of noises present in the acquired images. More-
over, it effectively solves the gradient dispersion function. Yet, it has tackled high 
overfitting, high data leakage, and high data imbalance problems. Therefore, it is 
hugely expensive for designing the architecture of DNN [3] to improve the detec-
tion speed, and hence, the diseases are detected earlier. Furthermore, the sensitivity 
of the system is very high. Nonetheless, it is infeasible for low-end devices. More-
over, it limits the system usability and scalability in user-grained applications, and 
hence, the efficiency of the system is very low. LFC-Net [4] sensitively discards the 
complex samples that restrict the generalization capability. Furthermore, it requires 
low cost for the entire implementation. Nevertheless, it is a labor-intensive method, 
and it needs further improvements in the system’s scalability and reliability. RDN [5] 
reduces the tedious manual monitoring tasks and minimizes the human effort require-
ment. But, large dimensional data are not effectively handled in this approach. In 
addition, it provides low performance in keeping model size because a big model 
size increases the computational cost and complexity. Therefore, these difficulties are 
resolved by using the given detection of tomato leaf disease using deep learning-based 
strategies.



A Novel Res + LSTM Classifier-Based Tomato Plant Leaf Disease … 29

Table 1 Features and challenges of the familiarly used deep learning-related tomato leaf disease 
classification methodologies 

Author 
[citation] 

Methodology Features Challenges 

Kodamana 
et al. [1] 

VGG16 • It does not want manual 
inception for finding 
diseased leaves 

• It requires low memory 
space and less 
computational power 

• It has been accomplished with 
low detection accuracy 

• The reliability of the system is 
very low due to human error 

Pan et al. [2] Deep 
Neuro-fuzzy 

• It reduces the impact of 
noises present in the 
acquired images 

• It effectively solves the 
gradient dispersion 
function 

• It has tackled high overfitting, 
high data leakage, and high 
data imbalance problems 

• It is hugely expensive for 
designing the architecture 

Ahmed 
et al. [3] 

DNN • It improves the detection 
speed, and hence, the 
diseases are detected 
earlier 

• The sensitivity of the 
system is very high 

• It is infeasible for low-end 
devices 

• The efficiency of the system is 
very low 

• It limits the system’s usability 
and scalability in user-grained 
applications 

Chen et al. 
[4] 

LFC-Net • It sensitively discards the 
complex samples that 
restrict the generalization 
capability 

• It requires low cost for the 
entire implementation 

• It is a labor-intensive method 
• It needs further improvements 
in the system’s scalability and 
reliability 

Zhou et al. 
[5] 

DRDN • It reduces the tedious 
manual monitoring tasks 
and minimizes the human 
effort requirement 

• Large dimensional data are not 
effectively handled in this 
approach 

• It provides low performance in 
keeping model size because a 
big model size increases the 
computational cost and 
complexity 

3 Description of Introduced Tomato Leaf Spot Disease 
Detection Model 

3.1 Proposed Model and Description 

Agriculture is a significant contributor to obtaining national income for many coun-
tries. Plant pathogens like viruses, bacteria, and fungi are the main reasons for plant 
diseases. In agriculture, there is a need for discovering diseases in the early stage 
and providing appropriate timing control to minimize the production cost, reduce
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damage, and increase income. The intelligent tomato leaf spot detection approaches 
like regression, artificial intelligence, and deep learning approaches are helpful to 
identify the illness very effectively, and these models give more reliable results. 
In addition, the mortality rate has been effectively reduced, and consistent results 
regarding affected diseases were obtained using this disease detection model. The 
deep learning-based structures are used to decrease the effect of the continuous human 
monitoring and intensifying of labor works. Therefore, to provide better results in 
the detection of tomato leaf spots, a deep network-based architecture is assisted, and 
the architectural demonstration of the developed tomato leaf spot disease detection 
method is given in the following Fig. 1. 

In this newly recommended deep network-based leaf spot disease detection model, 
various types of leaf spot diseases are detected at the early stage and provide preven-
tive control measures to decrease the spread rate of the leaf spot diseases throughout 
the entire plant. The required sample leaf images with affected and unaffected images 
are collected from the traditional benchmark datasets and real-world scenarios. 
Firstly, the collected images are applied to the U-net-based image segmentation 
approach, and the resultant segmented tomato leaf images are given to the detection 
phase. The ResNet and the LSTM classifier network are utilized for the detection 
of various types of tomato leaf spot diseases in the tomato leaves. Here, the hidden 
neurons and the activation function like sigmoid, softmax, tanh, linear, and ReLu are 
optimized with the usage of the newly developed ABC algorithm. Furthermore, the

Collected tomato leaves 

U-net based 
segmentation 

Resultant 
Score 1 

Resultant 
Score 2 

Averaging 

Classified 
leaf spot 
diseases 

Severity level 
calculation 

Developed ABC-ResNet-
LSTM classifier 

ResNet 
LSTM 

Optimize 
hidden neurons 

and epochs 

ABC 
algorithm 

Fig. 1 Architectural description of the suggested tomato leaf spot image detection model 
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hidden neurons and the epochs in the LSTM are optimized with the same developed 
ABC algorithm. Thus, the output from the ResNet classifier and the output from the 
LSTM network is subjected to an averaging process to obtain the final classification 
results. This optimization of parameters in the developed tomato leaf spot disease 
detection model should increase the accuracy very effectively. At last, the efficiency 
of the developed model is guaranteed by comparing the computation measures among 
the proposed tomato leaf spot disease model and other traditional detection models. 

3.2 Dataset Information 

There are two types of datasets are utilized for the detection of tomato leaf spot 
diseases are explained below. 

Dataset 1 (Tomato leaf disease detection): The required tomato leaf images 
obtained from the standard source are “https://www.kaggle.com/datasets/kaustubhb 
999/tomatoleaf: access date 2022-09-10”. The dataset presents in the format of train, 
val, cnn_train.py. The total available size of the dataset is 186.22 MB. There are 
various types of leaf disease sample images present in the dataset, namely early 
blight, bacterial spot, target spot, leaf mold, late blight, and tomato mosaic virus. 
There are six sample sets of images are chosen for each disease. 

Dataset 2 (Mendeley data): The collected sample images from the online source 
are “https://data.mendeley.com/datasets/ngdgg79rzb: access date 2022-09-30”. The 
file information is Taiwan.7z, where 7z is the file extension type, and the available file 
size is 46 MB. Various types of leaf diseases collected in this dataset such as Fungal-
leaf_Early_blight, Fungal-leaf_Gray_mold, Pest-damage-Tuta_absoluta, Pest-Leaf_ 
serpentine_miner, and Pest-tobacco caterpillar leaf damage. There are four sample 
images are chosen for each disease. 

The collected input tomato leaf images are indicated by TSDsam 
y , where y = 1, 2, 

3,…Y. Here, the term Y represents the total amount of images to be collected. 

4 Leaf Segmentation and Classification Using Deep 
Learning Architecture 

4.1 Segmentation of Leaf Spot Using UNET 

In this developed model, the input to be applied for the recommended leaf spot 
disease detection model is the collected TSDsam 

y sample image. The U-net [25] is  
built up with two basic architectures that are the contracting path and the expanding 
path. The unpadded convolutions are involved in the contracting path, and it mainly 
consists of 2×2 convolutions. These are applied repeatedly after the 2×2 maximum 
pooling operation and ReLu while considering the down-sampling value stride2. In

https://www.kaggle.com/datasets/kaustubhb999/tomatoleaf
https://www.kaggle.com/datasets/kaustubhb999/tomatoleaf
https://data.mendeley.com/datasets/ngdgg79rzb
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the expanding path, the upsampling with the feature map is presented with output 
=stride2, and the 2 × 2 convolution operation is carried out in the feature map 
that halves the total number of feature channels in the U-net structure. Finally, the 
feature concatenation with cropped feature map is accomplished based on 3 × 3 
convolutions with the utilization of the ReLU. Totally, 23 layers are employed in this 
U-net structure. Finally, the segmented output is obtained at the final stage with high 
resolution. 

4.2 Utilization of ABC Algorithm 

The ABC algorithm is demonstrated in this developed tomato leaf spot disease detec-
tion model because it provides high generalization ability in the search space and it 
has better balancing availability in both the exploration mechanism and the exploita-
tion algorithm. Moreover, the computation complexity of this ABC algorithm is very 
low. 

ABC [20] is constructed based on the behavior of the honey bee swarms by 
handling the unconstrained benchmark heuristic operation. To obtain the best optimal 
solution, two mechanisms have functioned that is the exploitation mechanism and 
the exploration mechanism. The initial population solutions were indicated by z = 
1, 2, 3,…,Bem, where the term Bem defines the total amount of employed bees in 
the search space. All the solutions S are involved with N dimensional vectors for 
optimizing [26, 7] the parameters. After initializing the parameters in the search 
space, the position of the population is given to the repeated cycle for the search 
process that is indicated by cle = 1, 2, 3,…,Mcn, where the term cle denotes the 
repeated cycle, and the term Mcn is the maximum cycle number. The food selection 
probability is estimated using Eq. (1). 

PLz = Fitz
∑

z=1 
Bem(z) 

(1) 

Here, the term Fitz denotes the fitness value of the current solution, z, and the total 
number of food source positions is indicated Bem(z). The neighbor food source 
position is represented as z + 1 and this position is used to find the food source. 

The scout in the search space produces a new food source position and the updated 
position is illustrated in Eq. (2). 

Sy(New) 
z = min Sy 

z + ϕ
(
max Sy 

z − min Sz y
)

(2) 

The term ϕ gives the randomly generated parameter in the range between [−1, 1]. 
This position applies to all the k parameters. Hence, the execution process is stopped 
until obtaining the best solution based on the fitness function.
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The neighboring food source position of the bees is determined by using the 
randomly created parameters. The other parameters used in the system are kept 
constant. The expression related to finding the neighborhood food source is given in 
Eq. (3). 

SNew zy  = SOld zy  + ϕ
(
SOld zy  − Syz

)
(3) 

Here, the term ϕ is used to perform a multiplier function taken in the interval between 
[−1, 1] and the variables y �= z and that are defined in the range between k = 1, 2, 
3,…S. The  kth parameter in the Sth solution is represented by the term Szy . 

4.3 Proposed ABC-ResNet-LSTM Based Classifier 

The developed classifier for tomato leaf spot disease detection is mainly helpful for 
detecting leaf spot diseases in the earlier stage. The hidden neurons and the epochs 
in the LSTM classifier are effectively optimized by the ABC algorithm and also 
the activation functions like ReLu, linear, softmax, sigmoid, and tanh as well as 
the hidden neurons in the ResNet are optimized with the same ABC algorithm for 
the maximization of accuracy. The ResNet and LSTM classifiers are selected in the 
developed tomato leaf spot disease detection model because it effectively classifies 
the diseases at the initial stage and may be helpful for farmers to increase the economic 
rate. 

ResNet [22]: The ResNet structure effectively identifies the important features 
required for the detection of tomato leaf spot diseases. It consists of a batch normal-
ization layer, activation layer, softmax layer, maximum pooling layer, fully connected 
layer, flattens layer, and the average pooling layer. The segmented output is given to 
the convolution layer of the ResNet architecture. The simplest ResNet architecture 
involved four stages for classifying the tomato leaf spot. All the stages consist of 
multiple identity mapping modules and the sampling module to provide higher effec-
tive detection results. The final stage output is given to the average pooling layer and 
then the flattened layer and the fully connected layer. In the flattened layer, the multi-
dimensional features are converted into one-dimensional features. Then, the softmax 
layer is introduced to check whether the internal characteristics of the network have 
obtained the optimal level in the residual network. This mapping of the softmax 
layer is used to reduce the use of network parameters and reduce computational 
complexity. 

LSTM [23]: The general LSTM block comprises three interactive gates, namely 
input, output, and forget, and also one memory unit. The previous state output is 
stored in the memory cell. The amount of data to be stored in the memory cell is 
defined in the input gate at the time s,and the forget gate decides whether the data will 
refuse or pass to the input gate at a time s − 1. The classified output is obtained from 
the output gate. The functions of all gates are given in below Eqs. (4–9), respectively.
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Ns = σ (MNZs  + Ps Hs−1 + BIs) (4) 

Rs = σ (MRZs + PR Hs−1 + BIR) (5) 

D̃s = tanh(MD Zs + PD Hs−1 + BID) (6) 

Ds = Rs LDs−1 + Ns L D̃s (7) 

Ops = σ
(
MOp Zs + POp Hs−1 + BIOp

)
(8) 

Hs = Ops L tan h(Ds) (9) 

The input at a time s is indicated by Zs and the weight matrices are defined by the 
terms P∗ and M∗ respectively. The bias matrix is indicated by BI∗, the hidden state 
is represented by H∗ and the memory state is denoted by Ds . The input, output and 
forget states are described by the terms Zs ,Ops and Rs respectively. 

4.4 Objective Function of the Developed 
ABC-ResNet-LSTM-Based Classifier 

The developed ABC-ResNet-LSTM-based tomato leaf spot disease detection method 
is mainly useful to detect diseases at the initial stage. The parameters present within 
the developed classifier are optimized by using the ABC algorithm. In ResNet, the 
hidden neurons are tuned in the interval of [5, 255], and the activation functions 
like ReLu, softmax, sigmoid, linear, and tanh functions are optimized. In LSTM, 
the hidden neurons and the epochs are optimized in the interval of [5, 255],, and the 
number of epochs is optimized in the range between [50, 100]. This optimization 
process improves the accuracy of the developed tomato leaf spot disease detection 
model. Thus, the score 1 output obtained from the ResNet and the score 2 output 
obtained from the LSTM are subjected to an averaging process to obtain the tomato 
leaf spot classified output. The objective function is represented in below Eq. (10). 

FT = arg min 
{NDRes 

w∗ ,AN
Res 
l∗ ,HLSTM 

s∗ ,EpohLSTM 
m∗ }

(
1 

Acry

)

(10) 

Here, the term NDRes 
w∗ gives the optimized hidden neurons in ResNet, ANRes 

l∗ is the 
optimized activation function in the ResNet, HLSTM 

s∗ is the optimized hidden neurons 
in LSTM, and EpohLSTM 

m∗ is the optimized epochs in the LSTM classifier. Moreover, 
the term Acry is the accuracy, and it is calculated based on the positive and negative
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observation values that are given in below Eq. (11). 

Acry = APS + ANG 

APS + ANG + BPS + BNG 
(11) 

Here, the true positive and the false positive are indicated by the terms APS and BPS, 
respectively. Moreover, the true negative and the false negative are represented by 
the terms ANG and BNG, respectively. 

The resultant output score obtained from the ResNet architecture is represented 
by Sc1, and the resultant classified outcome achieved from the LSTM network is 
indicated by Sc2. These two score values are averaged for getting the promising 
classified outcome based on tomato leaf spot diseases, which are illustrated below 
in Eq. (12). 

Classified outcome = 
Sc1 + Sc2 

2 
(12) 

The architectural representation of the developed tomato leaf spot disease 
detection approach is shown in Fig. 2.

5 Results and Discussions 

5.1 Experimental Setup 

The newly presented tomato leaf spot disease detection method was implemented in 
Python, and the experiments were conducted for ensuring the efficiency of the devel-
oped model when analyzing divergent benchmark leaf spot detection approaches 
while regarding the positive and negative estimation measures. The total population 
taken for performing this experiment was 10. The chromosome length to be taken for 
validating the performance over different baseline approaches was considered to be 
4, and also the maximum number of iterations should be taken as 25 for executing the 
experiments to find the best solution. The baseline tomato leaf spot disease detection 
methodologies to be taken for performing efficiency comparison between them was 
convolutional neural network [21], ResNet [22], LSTM [23], and ResNet-LSTM [24] 
by determining the performance measures such as Mathews correlation coefficient 
(MCC), precision, accuracy, specificity, sensitivity, negative predictive value (NPV), 
false negative rate (FNR), false positive rate (FPR), and false discovery rate (FDR).
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Fig. 2 ABC-ResNet-LSTM-based classifier for the developed tomato leaf spot disease detection 
model

5.2 Computation Metrics 

(a) NPV: This is the type of negative measure; it is used to evaluate the performance 
of the developed model; it is calculated based on the true and false negative 
observations that are described in Eq. (13). 

NPV = ANG 

ANG + BNG 
(13) 

(b) Precision: The precision value is estimated by taking the ratio of the true negative 
rate to the sum of the true and false positive rate which is explained in below 
Eq. (14). 

Precn = ANG 

APS + BPS 
(14)
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(c) FNR: This negative measure is computed by calculating the ratio of false nega-
tive measure to the sum of true negative and positive observation that is expressed 
in Eq. (15). 

FNR = BNG 

ANG + APS 
(15) 

(d) F1-score: The most familiarly used performance metric is the F1-score which 
is computed based on the true and false observations that are given in Eq. (16). 

F1S = 2 × APS 

2APS + ANG + BNG 
(16) 

(e) MCC: It is evaluated based on the following Eq. (17). 

MCC = APS × ANG − BPS × BNG √
(APS + BPS)(APS + BNG)(ANG + APS B)(ANG  + BNG) 

(17) 

(f) Sensitivity: It is the type of positive measure, and it is calculated using below 
Eq. (18). 

SNT = APS 

APS + BPS 
(18) 

(g) Specificity: The general formula used to evaluate the specificity measure is 
illustrated in the following Eq. (19). 

SPT = ANG 

ANG + BPS 
(19) 

(h) FDR: The FDR rate is calculated using the below formula that is mathematically 
expressed in Eq. (20). 

FD = BPS 

BPS + APS 
(20) 

(i) FPR: The FPR value is computed using Eq. (21). 

FP = BPS 

BPS + ANG 
(21)
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Set of images Segmented images 
Image 1 

Image 2 

Image 3 

Fig. 3 Figure resultant U-net-based segmented images for leaf spot disease detection model 

5.3 Resultant Segmented Images 

The output image obtained from the U-net-based image segmentation process is 
given in below Fig. 3. 

5.4 Performance Validation Using Dataset 1 and Dataset 2 

The following Figs. 4 and 5 give the performance computation of the developed 
tomato leaf spot disease detection model among recently utilized tomato leaf disease 
detection approaches using dataset 1 and dataset 2. From this computation results, 
the developed model ensured with 6.74% improved specificity, 5.61% improved
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sensitivity, 23.07% improved MCC, 33.92% improved precision, 21.42% improved 
F1-score, and 4.39% improved accuracy than CNN model while taking the learning 
percentage value of 35 among dataset 1. The overall performance of the developed 
model is high when comparing all the performance measures among the developed 
and the existing methodologies. 

Fig. 4 Examination of performance on developed tomato leaf spot disease detection model using 
dataset 1 while considering with a specificity b sensitivity c MCC d precision e NPV f FPR 
g F1-score h FDR i FNR j accuracy among different existing detection approaches
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Fig. 4 (continued)

5.5 Efficiency Computation on the Developed Model 

The efficiency analysis is taken by comparing the performance measures over the 
developed model, and the recently utilized tomato leaf disease detection approaches 
using dataset 1 and dataset 2 are illustrated in Tables 2 and 3 respectively. From 
this tabulation results, the developed model accomplished 5.15%, 4.46%, 4.23%, 
and 1.79% improved accuracy than CNN, ResNet, LSTM, and ResNet-LSTM. The 
performance of the developed model produced incomparable results than the existing 
tomato leaf disease detection approaches.

5.6 Estimation of Computation Time for the Designed 
Method 

The estimation of computation time for the designed tomato leaf spot disease detec-
tion method is shown in Table 4 for dataset 1 and 2. Thus, the given designed method 
confirmed that it achieves minimum computation time for all datasets.
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Fig. 5 Examination of performance on developed tomato leaf spot disease detection model using 
dataset 2 while considering with a specificity b sensitivity c MCC d precision e NPV f FPR 
g F1-score h FDR i FNR j accuracy among different existing detection approaches
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Fig. 5 (continued)

6 Conclusion 

The newly presented deep structure-based model was used to effectively detect the 
tomato leaf spot diseases at the initial stage to increase the survival rate of the tomato 
plants. The collected sample images were subjected to the U-net-based segmentation, 
and the resultant images were fed to the ResNet and LSTM-based disease detection 
stage, where the hidden neurons and epochs were optimized in the LSTM network 
and the activation functions and hidden neurons were optimized in the ResNet 
structure to maximize the accuracy of the developed model. The developed ABC-
ResNet-LSTM-based tomato leaf spot disease detection approach accomplished with 
3.52%, 3.88%, 3.52%, and 1.72% improved sensitivity than the CNN-ABC-ResNet-
LSTM, ResNet-ABC-ResNet-LSTM, and LSTM-ABC-ResNet-LSTM conventional 
models. The effectiveness of the system is very high when compared to the existing 
tomato leaf spot disease detection methodologies.
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The Development of Advanced Deep 
Learning-Based EoR Signal Separation 
Techniques 

S. Pradeep, C. V. P. R. Prasad, and Ch Ruchitha 

Abstract The weak EoR signal is submerged in the strong foreground radiation 
interference. The classic the foreground removal methods assume that the foreground 
spectrum is smooth, but the complex instrumental effect will affect the spectral struc-
ture, resulting in the failure to accurately detect the signal. In this paper, a deep 
learning network called CNN-LSTM model is proposed to separate the EoR signal 
to improve computing resource utilization for massive observational data. Based 
on the simulation data of SKA1-LOW, a CNN-LSTM fusion model is constructed 
to reconstruct the EoR signal. Experimental results show that compared with the 
traditional methods including polynomial fitting and continuous wavelet transform, 
the EoR signals detected by the proposed deep learning model have better quanti-
tative evaluation indexes of SNR and Pearson correlation coefficient. This property 
provides a new way to explore the research field of EoR. 

Keywords OR signal · Deep learning · Signal separation algorithm 

1 Introduction 

The 21-cm neutral hydrogen line records the evolution stage of the universe from 
neutral hydrogen filled to ionized hydrogen. Studying the cosmic EoR signals of 
great significance for exploring the epoch of EoR (EoR) and the formation of the first 
generation of celestial bodies in the evolution of the universe. The radiation intensity 
of EoR signal is lower than 10 mK, while the brightness temperature of foreground 
radiation signal is about 4–5 orders of magnitude higher, and the power SNR reaches
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about -50 dB. The weak EoR signal is submerged in the strong foreground radiation 
interference, containing a large amount of noise caused by instrument effect. It indi-
cates that accurate identification and separation of foreground interference is the key 
to solve the problem of detecting EoR signal in image space and power spectrum 
space. 

At present, some methods can be used to detect the EoR signal. The traditional EoR 
signal separation methods mainly include foreground subtraction and foreground 
avoidance. The foreground subtraction method is to separate the EoR information 
from the strong foreground disturbance in image space or Fourier space by using the 
different characteristics of foreground contamination and EoR information displayed 
on the spectrum. Based on such ideas, V. Jellić et al. constructed a parametric model 
to describe the spectral variation of the foreground, so as to fit and deduct the pollution 
in the simulated radio sky map, which has a significant effect on removing the large-
scale foreground interference [1]. After that, Adrian Liu used weighted polynomials 
to fit the information content of each pixel. On the basis of maintaining the original 
effect, Adrian Liu processed the small-scale foreground components more effectively 
[2]. Anna Bonaldi applied the correlation component analysis (CCA) method to the 
simulated data of square kilometer array, effectively clearing the foreground and 
noise in the observation data within the exploration frequency range (100–200 MHz) 
[3]. However, the selection of fitting parameters makes the experimental results 
fluctuate greatly, and both over fitting and under fitting will cause the real features 
of the foreground to be unable to be accurately captured, thus affecting the detection 
effect of the EoR signal [3]. The Wp smoothing method proposed by Harker [4] 
avoids the fitting residuals being polluted by the power leakage in the foreground 
and makes full use of spectral features to achieve separation. Gu uses continuous 
wavelet transform to greatly reduce the calculation amount on the basis of ensuring 
the same reconstruction effect as Wp smoothing method [5]. 

Such methods require a high degree of smoothness in the foreground radiation 
spectrum to clearly distinguish the reionized signal. In many cases, the foreground 
deduction method may mistake some large-scale EoR signals as pollution and deduct 
them, which makes the fitted signals differ greatly from the input signals. Ian H 
assumed that the foreground interference existed in a region of the two-dimensional 
power spectrum and processed its power spectrum to avoid the foreground contam-
inated area to extract EoR signals. This foreground avoidance method reduced the 
deviation of the foreground deduction method, but it would cause the information 
of the observed data outside the EoR window to be ignored in the processing [6]. 
The work of Patil et al. discussed the influence of various factors on the EoR power 
spectrum by calibrating residual sidelobe noise, nonlinear effects, and gain errors 
caused by noise and ionosphere at the baseline [7]. 

In addition, the processing of massive data collected by large interferometric 
arrays such as SKA1-LOW is also a key bottleneck [8]. With high sensitivity and 
resolution, the equipment can detect signals with complex morphology and extremely 
high radiation intensity range, which provides more observation information for the 
detection of EoR signals.
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Literature [9–11] shows its outstanding performance in galaxy cluster identifica-
tion and classification, pulsar search, and other aspects. These applications indicate 
that deep learning has the potential to extract weak signals from highly time-varying 
data and can be used to solve the problem of EoR signal separation. 

In this paper, with the aid of OSKAR [https://github.com/OxfordSKA/OSKAR] 
and WSClean [https://sourceforge.net/projects/wsclean/] simulation with instrument 
effect data radio sky, the deep learning algorithm is used to construct the CNN-LSTM 
fusion model to separate the reionized signal from the complex foreground pollution, 
and it is compared with the traditional polynomial fitting and continuous wavelet 
transform method, which provides a new idea for detecting the reionized signal. 

1.1 EoR Signal Separation Approach 

At present, a number of methods have been proposed to try to separate EoR signals 
from foreground interference, including the traditional foreground deduction method, 
foreground avoidance method, and the newly developed crossover study of deep 
learning and EoR signal. In the study of EoR signals, the most classical methods are 
polynomial fitting [12] and continuous wavelet transform [5]. In fact, the separation 
algorithm has different treatment effects on the pollution components with different 
physical sources and morphological characteristics. 

1.2 Foreground Removal Method 

Di Matteo first uses the angle fluctuation of the 21-cm spectral line to separate the 
foreground contamination, but the effective signal is submerged by various fore-
ground radiation and difficult to separate. Later, Zaldarriaga et al. shifted their focus 
to the frequency correlation of foreground and used the mutual correlation as deduc-
tion, which evolved into the line of sight (LOS) method [13], that is, in image space or 
UV space (Fourier space). Based on the distinct spectral features of foreground radi-
ation and EoR signal, smooth foreground components are identified and subtracted 
for each pixel along the frequency dimension (i.e., line of sight direction). In the 
following research, Chapman et al. [14] divided it into the method that adopts func-
tional form (parameterized) for foreground signal and the method that slightly liber-
ates this form (non-parameterized), aiming to find the form of smooth foreground 
function along frequency for each line of sight and subtract it from the total signal. 
Leaving behind noise, fitting errors, and residuals of the cosmological signal.

https://github.com/OxfordSKA/OSKAR
https://sourceforge.net/projects/wsclean/
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2 Polynomial Fitting 

Early parametric methods used polynomials to fit directly to the measured data in 
the frequency or logarithmic frequency domain. The usual way of polynomial fitting 
is to fit the total observed spectrum along the line of sight with a smooth function, 
such as a polynomial of order N: 

log Tb,fg(v) = a0 + 
n∑

i=1 

ai log vi (1) 

The order n is set as 2, and Jelic adjusts the order n to 3 and discusses the influence 
of polynomial order on the fitting effect. If the order of polynomial is too small, the 
foreground fitting will be insufficient, and the fitting residuals will affect the EoR 
signal. If the order of the polynomial is too large, the EoR signal is over fitted. 

After stripping the radio source with very large brightness temperature in the 
frequency domain space, the foreground interference is deducted along the line of 
sight according to the characteristic that the foreground component has smoother 
spectrum than the EoR signal. In other words, the logarithm of the total signal inten-
sity I total of the observed frequency received by pixel Vi in the line of sight direction 
gives the function. 

Yi = lg(ITotal(Vi )) (2) 

The intensity of foreground component was simulated by multi-order polynomial 
fitting to the logarithmic signal Ifore, 

Ifore(Vi ) ≈ a0 + a1 lg(vi ) + a2 lg2 (vi ) (3) 

EoR signal radiation and instrument noise can be expressed as the difference 
between the overall radiation intensity and the fitted polynomial signal intensity. 

According to the different angular power spectrum of the signal, the reconstructed 
signal is obtained by subtracting the instrument noise IEoR'

Ig(ITotal(Vi )) ≈ a0 + a1 lg(vi ) + a2 lg2 (vi ) + IEOR
(
vi

)
(4) 

IEOR'(vi ) ≈ ITotal(vi ) − 10a0+a1 lg(vi ) + a2 lg2 (vi ) (5) 

Fitting the foreground signal with various curve functions will have different influ-
ences on the extraction of EoR signal, such as exponential function, Fourier function, 
Gaussian function, and power exponential function. Chapman et al. showed in their 
research work that the EoR signal extracted by linear fitting the foreground signal is 
closer to the simulated signal [14]. In the work of Bonaldi [15]. and Brown, the idea of
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polynomial fitting was introduced into Fourier domain correlation component anal-
ysis, and second-order statistics were used to estimate the spectrum of foreground 
components from data [13]. For this study, we will adopt the conclusion of Jelic et al. 
and use third-order polynomials to fit in log space. 

2.1 Continuous Wavelet Transform 

Non-parametric methods do not directly assume that foreground spectra should 
conform to a particular parametric model, or any spatial structure about them, but 
make full use of the different spectral characteristics of foreground radiation and 
EoR signals to achieve the separation of the two. For example, typical methods are 
Wp smoothing, independent component analysis, ICA, generalized morphological 
component analysis (GMCA), and continuous wavelet transform (CWT). 

In this paper, we use the continuous wavelet transform method outlined by Harker 
et al., and according to the inverse CWT definition proposed by Daubechies [16], 

h(t) = 
2 

Cψ 

∞ ∫
0

[ ∞ ∫
−∞ 

Wx,ψ(τ, s) 
1 √|s| ψ

(
t − τ 
s

)
dτ

]
ds 

s2 
(6) 

where h(t) represents the real space signal to be transformed, ψ(t) called the mother 
wavelet function, and τ, s represents the real space and scale exponent of the wavelet 
coefficient Wx,ψ . Prospect in the study of EoR, radiation, and EoR signal distribu-
tion of significant coefficients is different, and the significant coefficients of smooth 
prospects mainly depend on the data boundary discontinuity, 

ψs(t) = 
ψ

(
t 
s

)
√|s| (7) 

where Td(v) represents the wavelet coefficient of the total radiation signal, δc is 
the Dirac delta function, and vmin represents the lower frequency limit. The wavelet 
coefficients of the total signal are filtered through a mask. Since the wavelet transform 
is actually the cross correlation between ψs (t) and the real space signal h(t), according 
to the cross correlation theorem, the real space signal can be effectively calculated 
in the Fourier space, and this equation is used to reconstruct the filtered EoR signal. 

h(t) = 
2 

Cψ 

∞∫

0 

F−1
{
F

{
Wx,ψ

} · ψs
}
(t, s) 

ds 

s2 
. (8) 

Harker introduced the Wp smoothing method into the EoR detection experiment 
and used the physical expected values of foreground components for separation. This 
method uses a smoothing function to fit a set of observations of a frequency channel. 
Machler first studied the boundary value problem to give a smooth function formula;
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Gu et al. further studied the problem and gave a new algorithm. Although a general 
smoothness of the foreground is assumed to make the method a good application, the 
method includes a smoothness parameter that allows the user to control the harshness 
of this smoothness condition to allow for deviations from the prior smoothness. 

In addition, Chapman et al. applied FastICA to EoR simulations as an independent 
component analysis technique, which assumes that foreground components are statis-
tically independent in order to model them. Emma Chapman et al., using the compo-
nent separation method, generalized morphological component analysis (GMCA) 
[14] has successfully conducted separation experiments on simulated LOFAR data. 

2.2 Foreground Avoidance Method 

The advantage of foreground deduction method is that it can retain all the information 
of EoR signal, but the disadvantage is that it may not be able to deduct foreground 
pollution accurately or some large-scale EoR signals are mistaken for foreground and 
deducted, resulting in a certain degree of deviation in the results. In order to effectively 
avoid the possible deviation caused by foreground pollution on EoR detection results, 
foreground avoidance method has been paid more attention and studied in recent 
years. 

In the study of Chapman et al. [17], it is shown that by deducting the foreground by 
modeling or by analyzing the specific part of the EoR delay power spectrum that is not 
affected by the foreground, there is an “EoR window” in the two-dimensional power 
spectrum theoretically because most of the instrumental color effect is confined to the 
wedge. The effectiveness of this method mainly depends on the instrument response 
and the smoothness of the observed sky [18]. 

Liu et al. proposed a mathematical formalism for describing wedges [19] that 
allows maximizing the range of the EoR window. Several methods have also been 
developed to estimate the covariance of prospects, which can then be incorpo-
rated into the power spectrum estimator. However, these foreground avoidance or 
suppression methods have the disadvantage of substantially reducing the sensi-
tivity of the instrument, as they reduce the number of detectable patterns. Moreover, 
Rajesh Mondal et al. [20] Future observation studies using the upcoming SKA-LOW 
measure the prospect of EoR signals and in this work quantitatively addresses the 
impact of prospects on map delectability predictions by avoiding signals contained 
within the planar foreground wedge. 

2.3 Deep Learning Method 

In recent years, some literatures have explored the idea of foreground removal based 
on machine learning, and several attempts have been made to improve the perfor-
mance and accuracy of neural networks for the task of detecting EoR signals, with
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varying degrees of success. Samuel Gagnon-Hartman et al. described and tested the 
implementation of a U-Net architecture [21] with the aim of using information from 
Fourier patterns to identify ionized regions in wedge-filtered images and to be able 
to reconstruct their shape, size, and location in the image. In the work of Li et al. 
[22]. 

In addition, Shimabukuro et al. [23] introduced artificial neural networks (ANNs) 
to constrain astrophysical parameters from the 21-cm power spectrum to rigorously 
estimate the 21-cm power spectrum from the interferogram while mitigating fore-
ground contamination, thus improving sensitivity. In La Plante’s work, the convolu-
tion neural network (CNN) is used to further constrain the cosmological parameters 
during the EoR period. By using several supervised learning methods to improve 
prediction accuracy, including neural networks, kernel regression, or ridge regres-
sion, this work compares the performance of these methods using a large training set 
of SKA simulated 21-cm power spectra. 

In contrast, in our work, in order to study the EoR signal separation problem, we 
treat foreground radiation as strong noise and EoR signal as effective signal, so the 
problem is transformed into the identification problem of EoR signal: By removing 
the noise (i.e., foreground radiation) in the total radiation signal (i.e., the sum of EoR 
signal and foreground radiation), the signal (i.e., EoR signal) is obtained, and the 
separation of EoR signal and foreground radiation is realized. 

3 Methods 

3.1 CNN BiLSTM Network Architecture 

We built a neural network to eliminate the foreground radiation seen in the instrument 
beam pattern and separate the weak EoR signal. The effect will be demonstrated with 
the help of a radio sky simulating SKA observations. According to the astrophysical 
theory, we preprocessed the OSKAR simulated visibility data to exclude the influence 
of instrument effect as much as possible and then standardized the data. 

3.2 Classic Convolutional Neural Network 

The essence of the problem of detecting the EoR signal is to separate the fore-
ground contamination and extract the EoR signal from the total radiation signal. One-
dimensional convolutional neural network (CNN) can extract a variety of abstract 
features from data and has a good performance effect in the separation of mono sound 
sources. The core of neural network is to extract features layer by layer through 
convolution operation,
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X (l) 
j = f 

⎛ 

⎝
∑

i∈M j 

X (l−1) 
j ∗ K (b) i j  + b(b) 

j 

⎞ 

⎠ (9) 

where l the number of is convolutional layers; X (l) 
j is the first feature map of the 

layer, K (b) i j  is the convolution kernel, and b is the bias term. ∗ stands for convolution 
operator. 

3.2.1 Long Short-Term Memory 

The bidirectional long short-term memory network (LSTM) derived from recurrent 
neural network (RNN) has a strong ability to extract weak features from highly time-
varying data. This model mainly adds three gating structures of hidden layers to the 
original recurrent neural network. The calculation method is as follows: 

ft = σ
(
W f ·

[
ht−1, xt

] + b f
)
, (10) 

it = σ
(
Wi ·

[
ht−1, xt

] + bi
)

(11)

C̃t = tan h
(
WC ·

[
ht−1, xt

] + bC
)

(12) 

Ct = ft ∗ Ct−1 + it ∗ C̃t , (13) 

ot = σ
(
Wo

[
ht−1, xt

] + bo
)

(14) 

ht = ot ∗ tan h(Ct ) (15) 

The parameters in the above formula are updated through the internal unit structure 
of LSTM, where xt represents the input value at the current unit time, ht-1 represents 
the output value at the previous unit time, C̃ represents the state information of 
candidate unit, and Ct represents the internal state information of current unit. The 
input gate i determines the part of the input information that can be reserved for Ct ; the  
forgetting gate f decides to save the part of the unit state Ct−1 at the previous moment 
according to the data feature information of the attention feature; the output gate o 
determines the part of the hidden state at the moment t−1 that can be transferred to 
the current state. Its unit structure is shown in Fig. 1.
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Fig. 1 LSTM internal structure diagram 

3.2.2 Fusion Module 

The analysis can predict that the two networks have the ability to process astronomical 
data and separate EoR signals. Since the signal-to-noise ratio of the signal to be 
measured is very low, we take advantage of the characteristics of CNN and LSTM 
and combine the advantages of the two frameworks to construct a new CNN-BiLSTM 
network. 

In the test phase, we constructed two kinds of fusion deep neural networks, which 
were vertically and horizontally combined with CNN and LSTM, respectively, and 
finally selected the vertical cascade structure with better performance as the model 
basis. In this model, LSTM receives the output of CNN and extracts features in a 
deeper way. The architecture of the CNN-BiLSTM model is shown in Fig. 2, followed 
by a detailed overview of the framework.

The local characteristics of the input data used in this paper, the model could reflect 
the key information of phase spectrum change point, convolution neural network 
(CNN) with multiple local feature extraction of convolution layer to the data, because 
each convolution filter layer contains a fixed size, and quantity greatly reduced, in 
the use of the limited weight of back propagation algorithm to update the parameters, 
After data preprocessing, each pixel in the observation area is listed in the dimension 
of observation frequency as the input of three one-dimensional convolutional layers, 
in which the first convolutional layer contains 32 filters of size 3 × 1, and the second 
and third convolutional layers contain 16 filters of size 3 × 1. The eigenvector is 
obtained by operation according to the equation vi,
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Fig. 2 Network architecture diagram

v (l) i = φ(l) 

⎛ 

⎝ 
ml−1∑

j=1 

v (l−1) 
j ∗ W (l) i + b(l) 

i 

⎞ 

⎠, i = 1, 2, . . . ,  m l (16) 

where l represents the sequence number of convolutional layer, m1 represents the 
total number of filters in layer l, ϕ represents the activation function of this layer, 
W (l) i and b(l) 

i , respectively, represent the weight parameter and bias term of layer 

l, and set
{
v (l) i

}
; i = 1, 2, . . . ,  m l represents the sum of feature vectors obtained 

from all filters in layer l. 

3.2.3 Activation Function 

By comparing and testing the effects of different activation functions, Swish function 
is finally determined as the activation function of network convolutional layer. 

f (x) = x ∗ σ (β x) (17) 

where σ stands for sigmoid function. Sigmoid function has saturation property, and 
introducing β can train parameters to avoid gradient disappearance. When β takes 
different values, the function image is as follows (Fig. 3).

Swish function is essentially a smooth function between linear function and ReLU 
function. Since the sparse processing forced by ReLU will reduce the effective 
capacity of the model, when the gradient is 0 when x < 0, it often leads to the 
problem of neuron death. The Swish function can correct this problem and adjust
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Fig. 3 Swish function curve

the training parameters suitable for the model so that the network can achieve higher 
performance than the standard ReLU. 

After maximum pooling, the feature vectors are passed through the LSTM layer 
containing hidden units, and the state activation function of TANH and the gate 
activation function of sigmoid are used. In addition, we add an appropriate dropout 
layer to the CNN model to discard 20% of random features and weaken the joint 
adaptability between neuronal nodes, thus avoiding overtraining of LSTM sequence 
data. At the same time, Adam algorithm is used to optimize the objective function 
to further improve the performance of the model. 

3.3 Model Training 

The CNN-LSTM network architecture is trained and tested. Firstly, uniform initial-
ization was used to set all parameters of the network to random values. The initial 
learning rate was set as 0.003, and the batch size was set as 125. The total radiation 
spectrum data of pixels were input into the network model one by one for convolution 
operation. After 100 rounds of iterative training, EoR signals were separated from 
the network model. The loss function used to guide parameter tuning has been tested 
and decided to quantify the difference between the EoR signal obtained from the 
model and the EoR signal input to the network using cross-entropy, which is defined 
as 

C = −  
1 

n

∑

x 

[y ln a + (1 − y) ln(1 − a)] (18) 

In formula (19), x represents the sample, y represents the actual label, a represents 
the predicted output, and n represents the total number of samples. This loss function
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Fig. 4 Model training process: curve of loss function (left panel) and Evaluation function (right 
panel) 

avoids the problem that the weight of the square loss function is updated too slowly. 
When the error is large, the weight update speed is improved, and when the error is 
small, the weight update speed is slowed down, so that the parameter update strategy 
can be adjusted in time. At the same time, the evaluation function is set, and the 
accuracy is calculated to evaluate the performance of the current training model. 

Figure 4 shows the changes of the loss function and evaluation function with 
the training process, taking the training period as the variable. The final network 
accuracy is 0.972, indicating that the network has good performance. 

4 Experiments 

4.1 Datasets 

The observed data used in the experiment are from the OSKAR simulation data 
based on the SKA1-LOW site layout and the EoR simulation data published by the 
Evolution of 21 cm Structure project. Taking (R.A.,Dec.) = (3°,−27°) as the pointing 
center, the first image cube containing foreground and EoR signals is simulated in 
the frequency band range of 154–162 MHz. For the EoR signal, the data should be 
standardized after eliminating the outliers. We divided 70% of the data points in the 
first set of image cubes into training sets, and the remaining pixels were used as 
validation. All the data in the second image cube are used as the test set to test the 
network performance and reconstruct the complete image of EoR signal. Figure 5 
shows the entire framework of the preprocessing process.
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Fig. 5 Data preprocessing 
pipeline 

4.2 Model Performance 

In the study of EoR, the CLEAN algorithm has limitations on the processing effect of 
faint diffuse radiation, so we took advantage of the “Faintgalaxies” Lightcone image 
cube to generate sky maps by WSClean. As shown in Fig. 6. The EoR image shows 
the density distribution corresponding to the red shift, while in the superposed low-
frequency sky, the EoR signal with relatively low bright temperature is completely 
covered by the intense foreground radiation. 

Fig. 6 Simulated images of the EoR signal (left panel), the foreground emission (middle panel), 
and sky map (right panel) at 160 MHz
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The EoR signal after model processing was imaged, and the difference of EoR 
signal before and after reconstruction was compared. In Fig. 7, for detecting signals 
and reconstruction, overall space structure and the outline is almost the same, choose 
the same color display standardized after radiation intensity distribution. This is 
because there are fine small-scale ripples structures (small ripples) in the foreground 
Fig. 8, there are narrow bands in the power spectrum, making the fitting effect devia-
tion, optimize the model to get a more accurate fitting effect is our next improvement 
direction. 

Figure 9 shows the variation curve of the magnetic field intensity of the received 
foreground radiation signal, EoR signal, and total signal simulated by a randomly 
selected sky pixel as a function of frequency. It can be seen that the EoR signal 
presents a sawtooth spectral structure, but there is a gap of 4–5 orders of magnitude

Fig. 7 Comparison between reconstructed EoR signal (left panel) and reconstructed EoR signal 
(right panel) 

Fig. 8 Small ripples of original foreground signal (left panel) and bright stripe in the 2D power 
spectrum (right panel) 
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Fig. 9 EoR radiation signal 
foreground radiation 
signaling on total radiation 
signal 

between its brightness temperature and that of foreground component. The EoR 
signal cannot be visually distinguished in the total signal. 

4.3 Result Comparison 

In order to verify the difference between the proposed method and the traditional 
method, qualitative and quantitative comparisons of the effects of the two evaluation 
methods were used to compare the separation of EoR signals. 

A. Spectral Analysis 

In the observed frequency band, the spectrum characteristics of the reionized signal 
obtained by the continuous wavelet transform method, polynomial fitting, and deep 
learning model are compared with the original signal. In order to emphasize the 
change effect, the radiation signal is normalized. Can be seen from the Figs. 10, 11, 
and 12 model is presented by this paper get the signal is compared with the other 
two traditional methods to get more close to the input signals of ionization signal, 
again shows that under the complex beam effect can still treat signal fluctuation of 
smaller amplitude and scale of reconstruction, get more complete ionization signal 
spectrum structure again.

B. Quantitative Analysis 

In order to quantify the similarity between the reconstructed reionized signal and 
the input signal, Pearson correlation coefficient and the signal-to-noise ratio (Rsn) of  
the separated signal and the original signal are introduced as quantitative analysis 
indicators to measure the reconstruction effect, so as to better reflect the numerical 
differences of the results obtained by different methods. Combined with the under-
standing of the signal magnetic field strength, the signal-to-noise ratio index (Rsn)
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Fig. 10 Result of 
polynomial fitting method 

Fig. 11 Result of 
continuous wavelet 
transform method 

Fig. 12 Result of 
CNN-LSTM model
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Table 1 Comparison of the 
performance of EoR signal 
reconstruction between 
traditional methods and deep 
learning method 

Index Rsn/dB Pearson 

Polynomial fitting method 9.352 0.477 

Continuous wavelet transform method 13.340 0.316 

CNN-LSTM model 17.231 0.813 

and Pearson correlation coefficient were defined as follows 

Rsn = 10 lg 
E(|reor|)2 

E(|xeor − reor|)2 
, (19) 

(reor, xeor) = 

n∑
j=1

(
reor, j − r eor

)(
xeor, j − xeor

)

/
n∑
j=1

(
reor, j − r eor

)2 n∑
j=1

(
xeor, j − xeor

)2 
. (20) 

where reor is reconstruction EoR signal, xeor is original input EoR signal, and n is 
the length of the signal. Pearson’s correlation coefficient is close to 1, indicating that 
the more accurate the reconstructed EoR signal is, the better the performance of the 
processing method is. Table 1 shows the statistical results of the SNR separation 
performance index, reflecting the different performance effects of polynomial fitting 
method with order 4 and continuous wavelet transform method and deep learning 
model for the same test data. 

These results fully demonstrate that the trained deep learning model can effectively 
separate the spectrum of foreground radiation and EoR signals, so as to accurately 
detect EoR signals. 

5 Conclusions 

The existing EoR signal separation algorithms are not good for signal reconstruction 
when dealing with the foreground components with complex morphological changes 
in massive observation data. This paper first introduces the traditional polynomial 
fitting and wavelet transform method and then discusses the deep learning model from 
the theoretical aspect. After that, it is verified by experiments that the CNN-LSTM 
model is better than the traditional EoR signal separation algorithm in removing 
foreground components, and the SNR and Pearson correlation coefficient are used 
as the evaluation indexes of quantitative analysis to evaluate the separation results 
of different methods. The research can provide a new reference idea for EoR signal 
separation, which can save computing resources such as memory and time, and 
reduce the requirement of hardware. For further improving the reconstruction effect, 
there are still many key problems to be solved, such as the complex instrument effect
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introduced in the observation and the size of the imaging sky area, which will affect 
the detection. In the next work, we will study the influence of wide-field imaging 
of SKA1-LOW on small-scale radiation celestial signals and explore the dispersion 
degree and magnetic field intensity changes of point signals at different phases far 
from the zenith. Since the experiment in this paper is conducted on simulated data, 
the processing effect of observation data from other telescopes needs to be further 
explored. 
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Pediatric Pneumonia Diagnosis Using 
Cost-Sensitive Attention Models 

J. Arun Prakash, C. R. Asswin, K. S. Dharshan Kumar, Avinash Dora, 
V. Sowmya, and Vinayakumar Ravi 

Abstract Pediatric pneumonia is a medical condition in which air sacs of the lungs 
get filled with fluid. In recent years, chest X-rays have proved to be a better alternative 
to traditional diagnosis methods. Medical experts examine the chest X-ray images 
to detect the presence of pneumonia; however, the low radiation levels of X-rays in 
children have made the identification process more challenging leading to human-
prone errors. The increasing use of computer-aided diagnosis in the medical field, 
especially deep learning architectures like Convolutional Neural Networks (CNNs) 
for images, helped tackle this issue. Our work proposes a Convolutional Block Atten-
tion Module (CBAM) attached to the end of pretrained ResNet152V2 and VGG19 
with cost-sensitive learning. The weighted average ensemble uses weights which are 
calculated as a function of the precision, recall, f1-score, and AUC of each model. 
These values are concatenated as a vector and passed through a Tanh activation 
function. The sum of elements in this vector forms the weights. These weights when 
used in the weighted average classifier results in an accuracy of 96.79%, precision of 
96.48%, recall of 98.46%, F1-score of 97.46%, and an AUC curve of 96.24% on the 
pediatric pneumonia dataset. The proposed architecture outperforms existing deep 
CNN models when trained with and without cost-sensitive training for the task at 
hand. We expect our proposed architecture to assist in real-time pediatric pneumonia 
diagnosis. 
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1 Introduction 

Pneumonia is a lung infection that fills the air sacs in the lungs with liquids such as 
pus which can result in the infected person being unable to circulate enough oxygen 
into the bloodstream. The World Health Organization (WHO) stated in 2013 that 
pneumonia is one of the key contributing factors that led to the death of 6.3 million 
children under the age of 5. Globally, around 150 million cases of pneumonia in 
children below five years occur every year, of which 11–20 million require hospital-
ization. Pneumonia in children is facilitated by the short distance from the trachea 
to the bronchi, and the bronchiole increases the risk of transmitting the pathogens. 
Factors such as lack of awareness about the severity of the disease, low birth weight, 
lack of breastfeeding, malnutrition, and many other factors lead to such fatal infection 
of the respiratory tract in children. Child mortality and impairment are detrimental 
to the country’s future economic growth. The primary reason for the prevalence of 
pneumonia in infants is the inaccessibility of quick and affordable pre-diagnostic 
tests. Chest X-Rays (CXRs) are some of the most cost-efficient ways of diagnosing 
pneumonia; nevertheless, detecting pneumonia in CXRs is still laborious. The loss of 
information due to usage of low radiation levels in children leads to false diagnosis. 

The need for computer-aided diagnosis with the assistance of deep learning and 
attention mechanism is thus required, which will help improve robust pediatric 
pneumonia detection. Computer-aided diagnostic models have gained popularity 
in similar biomedical domains such as pneumonia [1–3], Alzheimer’s [4, 5], tuber-
culosis [6], retinal disease [7], and hypoxia detection [8] with the advent of deep 
learning. This study discusses the impact of using an ensemble-based pipeline with 
spatial attention and channel attention module with cost-sensitive learning for pedi-
atric pneumonia diagnosis. The pipeline for the proposed model is illustrated in 
Fig. 1. 

2 Related Works 

Deep learning architectures have replaced the manual feature extraction techniques 
that previously required specific filters. The majority of the initial research on pattern 
classification used MLP techniques. The disadvantage of this strategy was its inability 
to gather local knowledge. To address this problem, Convolutional Neural Networks

Fig. 1 Proposed pipeline for the classification of chest X-rays into normal and pneumonia 
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(CNNs) were developed. Kermany et al. [9] introduced the pediatric pneumonia 
dataset and proposed a transfer learning approach using neural networks. This trend 
of using transfer learning, which proved advantageous in better performance and 
faster training, led to researchers experimenting the use of transfer learning in various 
other deep CNN architectures. Several studies focused on the performance of MLP 
and CNN in the absence of transfer learning. A comparative study on MLP and CNN-
based approaches concluded the advantages of using CNN over MLP [10]. However, 
the proposed model was trained from scratch, requiring much training time. 

Several novel CNN architectures are proposed in [11, 12] but with the disadvantage 
of longer training time and limited performance. Transfer learning-based approaches 
showed better performance, still their performance was limited. The limitation was 
due to loss of spatial information with increasing convolutional layers in deeper CNN 
architectures. As a solution to this, Gaobo et al. [2] addressed using transfer learning 
and residual connections to prevent spatial information loss in feature extraction to 
improve performance. 

Predefined weights are a significant determinant of a model’s performance 
in transfer learning. Researchers from Stanford introduced ChexNet [13], a 
DenseNet121 architecture which outperformed the average radiologist for the task of 
lung disease classification using CXRs. Since the performance of any model depends 
on the pretrained weights, several studies used the ChexNet weights for transfer 
learning. Mahajan et al. [14] studied the effects of ChexNet weights, ImageNet 
weights, and random weights for this task, but the performance was limited due to 
the imbalanced dataset. 

Class imbalance is a necessity that needs to be addressed in machine learning. 
Machine learning is heavily dependent on a balanced dataset for unbiased training. 
Nahida et al. [15] reported the effects of using random undersampling, random over-
sampling, and SMOTE for data balancing. The downside to such data sampling tech-
niques is the increase in training time and the lack of reliability of the newly generated 
data [16]. While random oversampling contributes to new data, data generated using 
SMOTE is not guaranteed to capture the required features of pediatric pneumonia. 
Ensemble-based classification is one of the many ways to deal with class imbal-
anced classification. A weighted average ensemble technique with weights assign-
ment based on precision, recall, F1-score, and AUC was proposed to deal with class 
imbalanced classification [17]. 

In order to improve feature extraction and classification utilizing the appropriate 
features, attention networks determine the importance of different input parts. It 
assists in concentrating on the necessary lesions rather than unnecessary aspects when 
treating pediatric pneumonia. Convolutional Block Attention Module (CBAM) effi-
ciently introduced spatial and channel attention for attention-aware features [18]. Our 
work proposes a transfer learning-based approach with spatial and channel atten-
tion incorporated via CBAM. Cost-sensitive learning is used for balanced training. 
The proposed models’ predictions are ensembled using a weighted average, as 
demonstrated in [17].



72 J. A. Prakash et al.

3 Background 

3.1 CBAM 

The attention mechanism developed in LSTMs to deal with long-term dependencies 
extended to pattern recognition with the introduction of Residual Attention Networks 
(RANs) [19]. However, RANs have a huge number of parameters leading to longer 
training times. The Convolutional Block Attention Module (CBAM) [18] was thus 
introduced to integrate attention efficiently. 

CBAM introduced spatial and channel attention by sequentially applying the 
channel attention module followed by the spatial attention module. The channel 
attention module decomposes the input tensor of dimension c × h × w into two 
vectors of dimension c × 1 × 1: produced by global average pooling and global max 
pooling. Each of these vectors is sent to the multi-layer perceptron network, where 
the output vectors are added element-wise and then passed to the sigmoid activation 
layer, which will give us the channel weights. These weights are then multiplied 
element-wise to corresponding input feature maps as shown in Fig. 2. 

The channel-aware features are then sent to the spatial attention module. The 
spatial attention module has several operations in it, the first part where max pooling 
and average pooling are applied across each of the channels and are concatenated. 
This output is then given as an input to a convolutional layer with sigmoid activation, 
which will give a feature map of dimension (1 × h × w), and this spatial attention 
mask is then applied to the input feature maps by element-wise multiplication as 
shown in Fig. 3. 

Fig. 2 Spatial attention module 

Fig. 3 Channel attention module
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Table 1 Distribution of 
dataset used in the study Category Train Test Validation 

Normal 1349 234 970 

Pneumonia 3883 390 970 

Total 5232 624 1940 

3.2 Cost-Sensitive Learning 

Learning from an imbalanced dataset is a common challenge leading to skewed 
predictions. This problem can be overcome by using weights to penalize each class. 
The use of weights automates balanced learning in the backward pass while learning. 
The loss function for cost-sensitive learning is given as follows: 

L = −
∑

s ∈ samples

∑

n 

t n log
(
predn

) ∗ C[class(s), n] (1) 

4 Dataset and Experimental Design 

4.1 Dataset Description 

The Kermany et al. [9] dataset containing 5856 CXRs has been used as the dataset 
to perform all the experiments in this paper. These CXRs are from children between 
1 and 5 years from the Guangzhou Women and Children’s Medical Centre. The 
dataset contains two classes: normal and pneumonia, of which 1349 CXRs belong 
to normal, and 3883 CXRs belong to pneumonia. The dataset shows a clear skew to 
the pneumonia class. Random geometrical augmented images from the training set 
were used for validation, as given in Table 1. 

4.2 Proposed Methodology 

The proposed pipeline is inspired from CBAM to make robust predictions and uses a 
weighted average ensemble using a Tanh weights assignment [17]. The model takes 
in an input image of size 224 × 224, with each image normalized by the image data 
generator and on-the-fly augmentations with a sheer value of 0.2, zoom value of 0.2, 
and horizontal flip. The features from each of VGG19 and Resnet152V2 are passed 
through the CBAM block. The resulting attention-aware features capture both spatial 
and channel attention. The compression ratio used in this study was decided based 
on extensive experimentations. The attention-aware feature calibration happens in
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Fig. 4 Detailed illustration of weights assignment using in the proposed pipeline 

an end-to-end fashion, and these features are then sent as input to a global average 
pooling layer, followed by the use of a dense layer with 512 neurons. The final 
classification is obtained using sigmoid activation. 

In general, weighing based on accuracy does not consider false positives and false 
negatives, and this is important to reduce the misclassification rates. Therefore, in our 
proposed technique, each model’s precision, recall, F1-score, and AUC are stacked 
into a 4 × 1 dimensional vector. This vector is passed through Tanh activation and 
added to give the weight for a given model. These weights are multiplied with the 
probability output of each model’s prediction and averaged. The resulting probability 
is categorized as pneumonia if greater than or equal to 0.5 and normal if less than 0.5. 
This assignment strategy ensures that the weights used will improve class imbalanced 
classification. The process is shown in Fig. 4. 

4.2.1 VGG19 

The VGG network is an extension of the AlexNet architecture with a major emphasis 
on the depth of the network. The depth of the network is increased by adding more 
convolutional layers with a kernel size of 3 × 3. The convolution filters use a stride 
of 1 and max pooling over a widow size of 2 × 2 with a stride of 2. Increasing 
convolution filters and max pooling layers result in improved feature learning 
compared to AlexNet. Our study proposes using VGG19 for feature extraction as it 
is computationally lightweight, which prevents the model from overfitting. 

4.2.2 ResNet152V2 

The introduction of very deep convolutional architectures in VGGs has improved 
performance on the ImageNet dataset. However, experiments to further increase the 
number of convolutional layers for improved performance started to saturate. The 
main obstacle to this was not the vanishing gradient but rather the degradation of 
features with increasing convolution layers. This problem was elegantly tackled by 
using a skip connection. The skip connection adds the output from the previous layer 
to the layer ahead; thus, ensuring features are retained with increasing convolutions.
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The ResNet152v2 with 152 convolutional layers was used in our proposed method-
ology to improve feature learning by leveraging more filters and simultaneously 
preventing spatial degradation. 

5 Performance Metrics 

The ability to differentiate various models’ performances is a crucial component of 
evaluation measures. Accuracy, precision, recall, F1-score, and the AUC value are 
the main metrics our study uses to assess our models. The model’s predictions are 
illustrated by the confusion matrix in Fig. 5. 

True Positive (TP)—number of pneumonia X-rays correctly predicted as pneu-
monia. 

False Negative (FN)—number of pneumonia X-rays wrongly predicted as normal. 
True Negative (TN)—number of normal X-rays correctly predicted as normal. 
False Positive (FP)—number of normal X-rays predicted wrongly as pneumonia. 
The accuracy of a model is calculated as the ratio between correct predictions 

and total predictions as given in Eq. (2). Equation (3) shown the precision calculated 
as the ratio between true positives and predicted positives. The recall of a model 
is calculated as the ratio between true positive and the actual positives as given in 
Eq. (4). Equation (5) shows the F1-score calculated as the harmonic mean of precision 
and recall. 

Accuracy = TP + TN 
TP + TN + FP + FN 

(2) 

Precision = TP 

TP + FP 
(3) 

Recall = TP 

TP + FN 
(4) 

F1 − score = 2
(
Precision ∗ Recall 
Precision + Recall

)
(5)

Fig. 5 Confusion matrix 
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6 Results and Discussion 

Several deep-CNN models were trained on the 5232 X-ray images for 30 epochs 
and evaluated on the test data consisting of 624 images to determine the model best 
suited for feature extraction. Two best-performing models are selected which result 
in good performance when trained on a class imbalanced dataset. These models are 
then trained using class weights for unbiased training. The proposed architecture 
outperforms several existing deep CNN models, as given in Table 2. All are trained 
on Google Colab for 30 epochs with Adam as the optimizer, 32 as the batch size, 
and a fixed learning rate of 0.00001. 

The best-performing deep CNN models are VGG19 and ResNet152V2, with an 
accuracy of 93.59% and 95.19%, respectively. Both these models have an AUC score 
greater than 92%. The results show that all models have high recall values due to 
the dataset’s imbalanced nature. VGG19 and ResNet152V2 perform well even when 
trained on an imbalanced dataset due to the respective advantages of low computa-
tional cost and prevention of feature loss in VGG19 and ResNet152V2. ResNet152V2 
outperforms all deep CNN architectures due its capability to learn more features 
without compromising on the feature loss. Modified VGG19 and Resnet152V2 with 
attention and cost-sensitive learning are compared in Table 3.

The class weight used in this study is 1.939 for normal and 0.674 for pneu-
monia. These weights were selected after extensive experimentations. The proposed 
CS VGG19 Attn and CS ResNet152V2 Attn outperform their counterparts in accu-
racy, precision, F1-score, and AUC value. The proposed VGG19 model with cost-
sensitive and attention block shows an increase in precision compared to the existing 
VGG19, but the reduction in the recall value suggests the limitation of the model 
even with the presence of cost-sensitive learning. But in contrast to this, we can 
notice an increase in recall value of the proposed ResNet152V2 when compared 
to the existing ResNet152V2. This is due to the residual connections that prevent

Table 2 Comparison of performance of the proposed model with several deep CNN architectures 

Model Accuracy Precision Recall F1-score AUC 

VGG16 88.79 84.78 100.0 91.76 85.04 

VGG19 93.59 92.07 98.21 95.04 92.05 

DenseNet121 89.10 85.46 99.49 91.94 85.64 

DenseNet169 86.70 82.59 99.74 90.36 82.35 

DenseNet201 87.34 83.30 99.74 90.78 83.21 

InceptionV3 89.90 86.25 99.74 92.51 86.62 

Xception 92.79 90.78 98.46 94.46 90.90 

ResNet152V2 95.19 97.62 94.62 96.09 95.38 

MobileNetV2 85.90 81.86 99.49 89.81 81.37 

EfficientNetB0 58.97 96.53 35.64 52.06 66.75 

Proposed pipeline 96.79 96.48 98.46 97.46 96.24 
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Table 3 Performance comparison between proposed model and existing deep CNN model 

Model Accuracy Precision Recall F1-score AUC Training 
time 
(minutes) 

Feature 
extraction 
time 
(second) 

VGG19 93.59 92.07 98.21 95.04 92.05 89 7.00 

CS VGG19 
Attn 

95.83 95.96 97.44 96.69 95.3 91 7.57 

ResNet152V2 95.19 97.62 94.62 96.09 95.38 91 10.22 

CS 
ResNet152V2 
Attn 

96.63 96.01 98.72 97.35 95.94 92 11.37 

Weighted 
average 
ensemble 

96.79 96.48 98.46 97.46 96.24 180 21.59

feature loss and help in efficient training. The false negatives may be reduced with 
this improved feature flow in model resulting in improved recall which is crucial in 
field of biomedical image analysis. However, we can still find a slight decrease in 
precision value from the proposed ResNet152V2 from its baseline which may be 
due to the randomness while training the models. Overall, both the proposed models 
show improved AUC values which clearly defines the number of correctly classified 
normal and pneumonia CXRs. 

The computation time is slightly higher in the proposed models when compared 
to their counterparts. However, this increase in both feature extraction and training 
time is countered with the improved performance. The weighted average ensemble 
of the predictions with weights assignment based on the precision, recall, F1-score, 
and AUC value of both the models results in an accuracy of 96.79% and 96.24% 
AUC. The confusion matrix of test data is shown in Fig. 6; the model results in 14 
false positives and 6 false negatives. The validation loss and accuracy plots in Fig. 7 
show that the model exhibits proper training with no signs of overfitting.

The features extracted from each proposed model’s penultimate layer are visu-
alized using the t-SNE plot in Fig. 8. The t-SNE plot shows cluster formation with 
minor overlaps and outliers.

The proposed model is compared with recent works on the Kermany et al. [9] 
dataset in Table 4. The proposed model shows competing performances with recent 
works with remarkable precision of 96.48%, F1-score of 97.46%, AUC of 96.24%, 
and accuracy of 96.79%.
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Fig. 6 Confusion matrix for 
proposed pipeline on the test 
data 

Fig. 7 Training and validation accuracy—loss history of the proposed model

Fig. 8 t-SNE feature representation of the test data extracted from the proposed model

7 Conclusion and Future Work 

This work proposes a computer-aided diagnosis tool for pediatric pneumonia diag-
nosis using easily replicable attention-aware CNN architectures. The individual 
predictions from each proposed model are classified into normal and pneumonia
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Table 4 Performance of other recent works on the Kermany et al. [9] dataset 

Author Accuracy Precision Recall F1-score AUC 

Kermany et al. [9] 92.8 90.1 93.2 – – 

Stephen et al. [12] 93.73 – – – – 

Siddiqi et al. [20] 94.39 92.0 99.0 – – 

Rajpurkar et al. [13] 88.78 – – – – 

Mittal et al. [21] 96.36 – – – – 

Proposed model 96.79 96.48 98.46 97.46 96.24

using a weighted average ensemble classifier. The extracted features from the penul-
timate layer of the proposed models are visualized using t-SNE plots. These plots 
indicated the need for a better model for outliers and overlapping clusters. The 
proposed pipeline achieves an accuracy of 96.79% and an AUC of 96.24%. With 
the proposed pipeline performing better than ChexNet [13], pediatric pneumonia 
diagnosis can be accelerated, thereby reducing the totality of such ailments. 

Future works can include expanding the work to cover other pneumonia datasets. 
Generative adversarial networks can be used for data augmentation to get improvised 
results. Unsupervised learning frameworks can be utilized to learn from unlabeled 
datasets. Various other ensembled models can be implemented to get better results. 
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An Integrated Deep Learning Deepfakes 
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Abstract Deepfakes have fascinated enormous attention in recent times ascrib-
able to the consequences of threats in video manipulation. Consequently, such 
manipulation via intelligent algorithm contributes to more crucial circumstances as 
electronic media integrity become a challenging concern. Furthermore, such unau-
thentic content is being composed and outstretched across social media platforms 
as detecting deepfakes videos is becoming harder nowadays. Nevertheless, various 
detection methods for deepfakes have been schemed, and the accuracy of such detec-
tion models still emerges as an open issue, particularly for research communities. We 
proposed an integrated deep learning deepfakes detection model namely IDL-DDM 
to overcome ongoing criticism, i.e., difficulties in identifying the fake videos more 
accurately. The proposed IDL-DDM comprises side-by-side deep learning algo-
rithms such as Multilayer Perceptron and Convolutional Neural Network (CNN). In 
addition, the Long Short-Term Memory (LSTM) approach is applied consecutively 
after CNN in order to grant sequential processing of data and overcome learning 
dependencies. Using this learning algorithm, several facial region characteristics 
such as eyes, nose, and mouth are extracted and further transformed into numerical 
form with the intention to identify video frames more precisely. The experiments 
were performed via different datasets such as the Deepfakes Detection Challenge 
Dataset (DFDC) and Unseen (YouTube Live) videos which comprise a wealth of 
original and fake videos. The experimental results represent a higher achievement 
for the IDL-DDM in contrast to other previous similar works. 
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1 Introduction 

Deepfakes have lately gained popularity and have been extensively used in high-
profile crimes due to their capability of assembling images or videos and the ease 
of use of their apps for a wide spectrum of persons with varying computing skills. 
A video that has been manipulated using an algorithm to replace the person in the 
original video with a different person (particularly a public figure) in a way that 
makes the video look genuine is an example of a deepfakes, according to [1]. Today, 
deepfakes technology was brought in harmful nature where it uses in an unethical way 
on various of channels, particularly social media. The assembled authentic images or 
videos are further used to spread fake news, financial fraud, malicious impostures, and 
criminal activities [2]. For instance, Former US President Donald Trump’s tweet was 
faked using deepfakes and the tweets portray Trump mocking Belgium for remaining 
with the Paris Climate Agreement. If such fake news is not eradicated, it could cause 
a world war and can impact the whole world [3]. 

Various researchers have proposed and developed detection methods to combat 
deepfakes that could cause chaotic events around the globe. Furthermore, most of 
the researchers employed a single method such as [4–9] and many more to detect 
the deepfakes features. Such an approach is common and incapable to detect robust-
ness deepfakes, which are created by the highly skilled person using a sophisti-
cated method. Consequently, the trend of deepfakes becomes surprising and esca-
lates within a short period of time frames and keeps worrying the social media user 
[10]. 

In this work, we proposed an integrated deep learning deepfakes detection method 
called IDL-DDM. In contrast to previous solutions, the innovation of the proposed 
integrated method comprises two parallel approaches; the first layers with MLP and 
the latter with CNN and LSTM. The first layers used for Facial Landmark Detection 
consist of temporal analysis stages before the entire features feed into MLP. The 
second layer is applied for feature extraction using CNN and LSTM after the entire 
images are converted into numerical form. Such a solution is able to solve challenging 
tasks such as lower accuracy, overfitting, and sequencing problem. 

The remaining section is organized as follows. The related work of existing works 
is discussed in Sect. 2, and the detail of the proposed method is in Sect. 3. Section 4 
describes the experimental result, while Sect. 5 presents conclusion and future work. 

2 Related Work 

The characteristic of deepfakes has been rising tremendously and directly impacts 
the detection methods’ capability and bring challenges for improvement. There are 
two types of deepfakes detection that have been broadly discussed by researchers, 
i.e., shallow classifiers and deep classifiers [2]. Using shallow classifiers, the fake 
and real images or videos can be differentiated via inconsistency features such as
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texture and color around the face, facial region, and many more [3]. Instead, deep 
classifiers rely on affine face-warping methods such as rotating, scaling, and shearing 
with minimal resolutions. Furthermore, to defeat the advanced deepfakes method, a 
number of researchers looking into potential deep learning methods such as CNN 
models with VGG and ResNet, MLP, and LSTM. 

Masood et al. [11] performed deepfakes detection by employing CNN and LSTM 
to combat highly trained professionals’ deepfakes videos. The proposed approach 
is made up of two primary parts: LSTM for temporal sequence analysis and CNN 
for frame feature extraction. The detection methods have been tested with a realistic 
set of sequence samples from renowned films with an emphasis on human activities. 
This method was able to achieve higher accuracy at 97% using the HOHA dataset. 

Besides, Kolagati et al. [12] exercised four different deep learning methods namely 
LightCNN, ResNet, DenseNet, and SqueezeNet for deepfakes detection. The author’s 
combine such methods with eyebrow recognition as the affected eyebrow regions 
(abnormality) in synthesized images can be identified easily. In addition, the presence 
of anomalies identified correctly considered approach using eyebrow matching that 
relies on visible structural artifacts on color inconsistencies. The detection method 
has been tested with high-quality realistic images that have been presented in Celeb-
DF dataset. The author’s proposed method manages to obtain 87.9% as AUC which 
is difficult to achieve in various previous works. 

Furthermore, Xie et al. [13] proposed a modified and lighter version of AlexNet 
via CNN architectures. The author’s used fewer layers than usual for AlexNet in 
this study, including three convolutional layers, three max-pooling layers, one flat-
tens layer, one dense layer, one activation layer, and an optional dropout layer. The 
AlexNet was modified to generate filters that could increase size sequentially and 
ReLU activation function as an advantage for robust feature extraction and pattern 
recognition. Three different datasets have been used to evaluate the proposed detec-
tion methods such as UADFV, FaceForensics++, and Celeb–DF. This method utilized 
lesser training time and managed to maintain the accuracy rate at 98.73%, 91.32%, 
and 98.85% for UADFV, FaceForensics++, and Celeb–DF datasets. 

Moreover, to further improve the deepfakes detection methods capability, 
Montserrat et al. [14] have proposed RNNs and CNNS that are able to identify 
manipulations by extracting visual and temporal characteristics of face video. The 
proposed method utilized automatic face weighting, whereas the most reliable regions 
were emphasized as compared to the least reliable regions in determining a video-
level prediction. Such a mechanism has eliminated the false positive in which most 
existing deepfake detection incorrectly reports the background regions of the frames 
that contain faces. The proposed method has been trained and tested with a DFDC 
dataset that comprises highly realistic manipulation images. The recorded accuracy 
is 91.85% and better than others such as Xception, LSTM, and Exception Net5. 

Furthermore, Su et al. [15] employed convolutional Long Short-Term Memory 
(Convo LSTM) and Convolutional Gated Recurrent Unit (Conv GRU) to extract 
features from video frames. This method overcomes the weaknesses of existing 
deepfakes detection such as the inability in detecting deepfake in compressed video 
and varied temporal characteristics. The video feed into the deep learning network as
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a 3D vector to maintain inter-frame information and boost detection accuracy. The 
author’s applied four different datasets, namely Celeb -DF(v2), DF-Timit, FF-DF, 
and DFDC to evaluate the proposed method and achieved 89.3% accuracy of AUC 
and outperform other detection such as Capsule and Face X-ray. 

Moreover, Caldelli et al. [16] employed CNN for deepfake detection via an 
embedded optical flow approach. This approach is able to represent how the apparent 
motions of the elements in a scene are affected by the relative motion of the observer 
(such as the camera) and the environment. The fundamental architecture has two 
phases in which in the first phase the face is cropped to estimate optical flow fields, 
while the later phase involves the CNN function to determine the quality of the 
frame either tampered or original. The proposed approach has the ability to distin-
guish possible motion dissimilarities in the temporal structure of video sequences 
and the highest accuracy rate recorded is nearly 97.35% using the FaceForensics++ 
dataset. 

Wodajo et al. [17] proposed a distinct Convolutional Neural Network (CNN) 
along with Vision Transformer (ViT) to overcome the weaknesses of generalizations. 
The CNN assists in extracting learnable features, while the ViT uses an attention 
mechanism to classify the learned features as input. The proposed CViT learns the 
features of input images and determines whether a specific video is fake or genuine. 
The method evaluates using Deepfakes Detection Challenge Dataset (DFDC) with 
400 unseen videos and obtained 91.5% and 0.91 as an accuracy and AUC rate. 

More recently [2], has proposed MLP and CNN to detect deepfakes videos. 
Various facial attributes such as the shape of eyes, nose, and lips were extracted 
using landmarks detection before differentiating the genuine and fake videos by 
MPL. Parallelly, CNN is applied to extract features and train models after the entire 
images are converted into numerical form. DESSA and DFDC dataset is applied to 
evaluate the proposed detection method and the result is 84% of accuracy. 

The related works study has revealed that current deepfakes detection methods 
still possess limitations in differentiating the original and genuine images or videos. 
Consequently, several researchers have highlighted the lower accuracy usually 
contributed when dealing with low light environments, and some methods do not 
have dropout layers to overcome overfitting and sequencing issues. Nevertheless, 
numerous works proposed lately but still require improvement as the detection accu-
racy is not promising. The previous works’ achievements, methods, and applied 
datasets have been provided in Table 1.
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Table 1 Previous work 

Author Method Dataset Result 

Guera et al. [11] CNN + LSTM Celeb-DF V2 
HOHA 

96.7% accuracy 

Nguyen et al. [12] Eyebrow recognition 
(Light CNN, ResNet, 
DenseNet, SqueezeNet 

Celeb-DF 0.832 AUC 

Xie et al. [13] Modified AlexNet + 
CNN architecture 

UADFV 
FaceForensics++ 
Celeb-DF 

98.73% UADFV 
91.32% 
FaceForensics++ 
98.85% Celeb-DF 

Zhao et al. [18] Two level features with 
two stream CNN 

FaceForensics++ 99.93% accuracy 

Montserrat et al. [14] CNN + RNN with 
Automation Face 
Weighting 

DFDC Dataset 91.85% accuracy 

Wodajo et al. [17] Convolutional Neural 
Network (CNN) + 
Vision Transformer 
(ViT) 

DFDC 91.5% accuracy 

Su et al. [15] Conv LSTM + Conv 
GRU 

Celeb-DF(V2) 
DF-Timit 
FF-DF 
DFDC 

0.893 AUC 

Caldelli et al. [16] Optical flow based on 
CNN 

FaceForensics++ 97.35% accuracy 

Kolagati et al. [2] CNN + MLP DFDC dataset 
(deepfake detection 
challenge) 

0.877 AUC 
84% accuracy 

3 Proposed Integrated Deep Learning Deepfakes Detection 
Method 

Based on the literature study, after performing the gap analysis, we proposed inte-
grated deep learning methods to overcome existing limitations specifically in deep-
fakes detection. We considered the Residual CNN network which can optimize high-
performance deep neural networks. ResNext 50 has been chosen as it can reduce the 
numerous obligatory hyperparameters in contrast to ResNet. Using ResNext 50, a 
similar transformation in ResNet was applied 32 times while cardinality was four 
times and the entire result was aggregated at the end. 

Referring to Fig. 1, the extraction process in the proposed methods is executed 
by Facial Landmark Detection and Convolutional Neural Network (CNN). However, 
before this extraction process, the entire data was preprocessed such as the fraction 
of video frames into images and normalization. Using Facial Landmark Detection, 
the face region (as illustrated in Fig. 2) of each image comprises 68 facial landmarks
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specifically the region from eyes, mouth, nose, and face and located as (x, y) coor-
dinates. The nose features have not been considered as most previous works focus 
on the eyes, mouth, and the rest face region. Characteristics of deepfakes has been 
rising tremendously and directly impacts the detection methods’ capability and bring 
challenges for improvement.

Contrastingly, using CNN, the entire extracted images from the videos were trans-
formed into numerical values by resized images at 224 × 224 × 3 (RGB Layer) 
as illustrated in Fig. 3 for easier processing and consistency. The CNN comprises 
numerous iterations, including densely linked layer, convolution, Rectified Linear 
Unit (ReLU), and pooling. A complete connection layer is added once the next layer 
is flattened, and the appropriate batch normalization and dropout procedures are 
undertaken further. The intention is to speed up the training process and increase the 
generalization of the created model.

Next, for image classification, we employed MLP while LSTM for sequence 
processing. The MLP consists of a neural network layer with the activation function 
and is divided into two parts of fully connected layers, i.e., the dense layer with 
ReLU activation and the hidden layer with ReLU activation. ReLU has chosen to 
avoid vanishing gradient drawbacks and for better computation as it does not activate 
the entire neuron at the same time. On the other hand, LSTM is applied basically to aid 
in the sequential processing of data and overcome the learning of long-term depen-
dencies. Upon receiving input from CNN, the frames are then processed sequentially 
using LSTM, after which the features of the frames are compared over time. 

The next stages involve the concatenation layer, in which the output from LSTM 
and MLP modules will be conjugated. Once, the output is conjugated (combined and 
average), the softmax function is further applied to determine the probability of the 
output either being genuine or fake. Figure 4 illustrates the flowchart of the deep-
fakes detection which has been evaluated using the Deepfakes Detection Challenge 
(DFDC) dataset using 318 videos as 199 are fake and the remaining 119 are genuine 
and unseen videos (YouTube Live) with 33 fake and 33 genuine.

4 Experiments and Results 

The proposed solution has been evaluated using several data such as Deepfakes 
Detection Challenge (DFDC) [20] and videos from YouTube Live (unseen) [21]. 
Table 2 illustrates the distribution of videos used in the experiment, where the total 
video evaluated is 318.

The performance evaluation metrics applied to the proposed detection methods are 
illustrated in Table 3. This metric is commonly followed by the research community. 
True positive specifies the total correctly fake video frames classified as fake, while 
true negative is the correctly genuine video frames classified as genuine. Contrast-
ingly, false positive specifies as total incorrectly genuine video frames classified as 
fake, while false negative specifies as total incorrectly fake video frames classified 
as genuine.
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Fig. 1 Proposed deep learning mode
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Fig. 2 Facial landmark detection

Fig. 3 Image to numerical form extraction

Performance evaluation of the proposed detection methods against each dataset 
is illustrated in Table 4. Based on this table, evaluation using DFDC the dataset, the 
IDL-DDM has achieved 98% of accuracy with 0.94 as AUC. Furthermore, using 
unseen data from YouTube Live has obtained 95% of accuracy and 0.85 AUC.

A performance comparison of the proposed detection methods called IDL-DDM 
against the DFDC dataset and existing available methods is illustrated in Table 5. 
Referring to this table, the proposed IDL-DDM has outperformed the other existing 
works with higher accuracy and AUC. Hence, the proposed solution has achieved 
the aim to increase accuracy by correctly identifying fake and genuine videos.

5 Conclusion and Future Work 

In this work, we proposed integrated deepfakes detection methods using MLP, CNN, 
and LSTM. The aim is to extract the significant facial characteristics such as eyes, 
nose, and face region and perform classification to identify genuine and fake video 
frames. Compared to existing works, the proposed detection methods consist of 
LSTM to aid in the sequential processing of data and overcome the learning of
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Fig. 4 Proposed detection flow

Table 2 Dataset distribution 
Dataset Real Fake Total 

DFDC 119 199 318 

Unseen (YouTube) 21 45 66
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Table 3 Dataset distribution 

Metrics Formula 

Accuracy (True Positive + True Negative)/(True Positive + True Negative + False Positive + 
False Negative)

Table 4 Performance 
evaluation IDL-DDM Dataset Accuracy (%) AUC 

DFDC 98 0.94 

Unseen (YouTube) 95 0.85

Table 5 Performance comparison (Accuracy) using DFDC dataset 

Authors Methods Accuracy (%) AUC 

Montserrat et al. [14] CNN + RNN 91.85 – 

Su et al. [15] LSTM + GRU – 0.893 

Wodajo et al. [17] CNN + ViT 91.5 – 

Kolagati et al. [2] CNN + MLP 84 0.877 

Proposed IDL-DDM MLP + CNN + LSTM 98 0.94

long-term dependencies. The experiments via DFDC and unseen dataset against the 
proposed detection showed an increasing accuracy rate compared to existing works. 
Extraction of more characteristics that exist in the human face such as eye blinking 
can be considered for future work. Moreover, Yassin et al. [19] have highlighted the 
application of deep learning for motion recognition in real-time that can be further 
studied. 
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Melanoma Detection Using 
Convolutional Neural Networks 

Venkata Sai Geethika Avanigadda, Ravi Kishan Surapaneni, 
and Devika Moturi 

Abstract The prevalence of skin cancer is a huge social issue. Melanoma is one 
type of skin cancer which is known as malignant melanoma. It is the most dangerous 
skin cancer which is spreading more vastly. Melanoma makes up the majority of skin 
cancer deaths roughly 75% of them. Detecting melanoma cancer as early as possible 
and receiving therapy with little surgery are the best ways to beat it. This model 
quickly categorizes melanoma disease by utilizing efficient higher resolution convo-
lutional neural networks. By using the efficient MobileNetV2 architecture model, the 
automated melanoma detection model can be developed to identify the skin lesion 
images. The MobileNetV2 architecture is incredibly lightweight and can be utilized 
to extract more functionality. The HAM10000 dataset has been used for the eval-
uation. It uses the global average pooling layer which is connected with the fully 
connected layers. The proposed system can be used to detect whether the disease is 
melanoma or not. The model has an accuracy rate of 85%. 

Keywords Skin cancer ·Melanoma · Convolutional neural network (CNN) ·
MobileNetV2 ·Web application ·Model accuracy 

1 Introduction 

Melanoma is the most dangerous skin cancer causing more mortal in society which 
will be caused by the rapid growth of melanocytes in our body. Melanocytes will 
produce a greater number of cells that consist of melanin. This melanin will be used
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for turning the eyes, hair, and skin into black color. Sometimes these cells which 
produce melanin will be turned into malignant melanoma. Malignant melanoma is 
dangerous when compared to benign malignant. To reduce malignant melanoma, 
we have to take prior treatment. Malignant melanoma should be identified, and the 
treatment should be taken as early as possible. Otherwise, it will spread to the other 
organs. The chance of recovery will get improved by identifying the problem as 
fast as possible. It is very difficult to differentiate between malignant melanoma 
and benign melanoma. So, the appropriate convolutional neural network should be 
used to differentiate between them. The detection of malignant melanoma can be 
made easier with the help of deeper, wider, and higher resolution MobileNetV2 
architecture which resides on convolutional neural networks. It contains two fully 
connected pooling layers. MobileNetV2 architecture is lightweight architecture, so 
it is compatible with any device. An image-based artificial intelligence has been 
used for classifying dermoscopic images to differentiate between benign melanoma 
and malignant melanoma. But scientists concluded that deep learning is the best 
technology when compared to artificial intelligence. The proposed system uses the 
MobileNetV2 architecture for detecting the disease. By the addition of inverted 
modules with the linear bottleneck residuals modules, the MobileNetV2 architecture 
has been proposed. MobileNetV2 is inherited from the MobileNetV1 architecture. 
The entire architecture of the model is based upon the depth-wise separable convo-
lution. The 2D architecture which was used in the model will collect the multiple 
input images and goes through several channels to produce one output channel. The 
depth-wise convolution input channel which was given will be divided into several 
different layers of channels. Based upon the input channel that we have given, it 
will convolve each and every input channel with the corresponding filtered output 
channel. The output channels have been filtered and generated, and then, those output 
channels are stacked back. Inseparable convolution, the outputs are stacked back and 
then filtered known as the 1 × 1 convolution technique also known as the point-wise 
convolution. For combining the stacked output channels into one output channel, 
point-wise convolution is used. It is indicated that it is more efficient and structured 
because it will reduce the number of parameters. The regular convolution procedure 
and the depth-wise separable convolution both yield the same results. By differen-
tiating between the depth-wise and point-wise convolution, it has been concluded 
that the MobileNetV1 architecture has 28 convolution channel layers that produce 
the output in the size of 7 × 7 × 1280 pixels size. But the input images were taken 
by both models; they are same with the size of 224 × 224 × 3 pixels. In order 
to make the dataset images of this size, they are resized and then detection will 
be done. The main advantage CNN has over its forerunners is that it can identify 
crucial components without human interaction, making it the most well-liked. In the 
previous studies, they used machine learning and computer vision for detecting the 
disease which includes human intervention. For the improvement of the result, we 
used the MobileNetV2 model. Currently, in the field of diagnosis of skin cancer, 
the CNN model gives more accurate results. The model discussed above gives the 
major advantage for detecting the disease more accurately when compared to other 
techniques.
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1.1 Existing Models & Limitations 

Computer vision is the technique that allows computers to think like a human and be 
trained to distinguish objects based on images and audio files. In the center of non-
invasive diagnostics, computer vision is used. Computer vision can be used to differ-
entiate between benign melanoma and malignant melanoma. The methodologies and 
techniques which are used in computer vision and the convolutional neural networks 
will differ from each other. For the accurate classification of melanoma lesions, deep 
learning should be used. With the help of more training data, the classification is 
improved and it gives better accurate results. 

Drawbacks:

• With the help of two parameters manual feature determination and image segmen-
tation, there will be more possibility of getting errors, but deep learning does not 
rely on these two parameters. So, the possibility of getting stacked errors will also 
be very less. 

1.2 Contributions of Proposed System

• To analyze the existing problems that are in detecting melanoma.
• To build a CNN-based model to classify melanoma skin cancer.
• To develop a Web application that allows the user to upload the input image for 

detecting whether the disease is melanoma or not. 

2 Related Work 

Pereira et al. [1] proposed a melanoma detection model based on multiple instances 
of learning using 3D features. The model was created based on several new color 
features of dermoscopic images. Multiple instance learning (MIL) and DL has been 
used. The functionality of the two learnings differs from each other, MIL is used to 
perform 3D feature extraction on the dermoscopic images, and DL is used for the 
resorting classification of RGB data. Additionally, the combination of 2D and 3D 
characteristics should be used to identify more characteristics of the image. 

Yao et al. [2] proposed a deep learning model for skin categorization on unbalanced 
dataset. In this methodology, the classification of skin lesions can be done based 
upon the innovative single model approach strategy. The problem of overfitting can 
be resolved by using the dropout and drop block. To handle the uneven sample sized 
dataset, cumulative learning strategy will be used. This learning strategies will be 
used only for the small and imbalanced dataset. This will not be suitable for the large 
and balanced datasets.
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Nguyen et al. [3] proposed a sequential dermoscopic pictures for early melanoma 
diagnosis. Based upon the time points, the classification and detection of the disease 
will be performed. The lesion images will be given different time points for each 
and every individual images based upon the coordinates. Then, by identifying the 
pixel level differences between various images, the lesion can be extracted. They 
developed two-stream network model which is known as spatial–temporal features 
to extract the features. When the shapes of the images are of varying sizes, this model 
does not produce accurate results. 

Thurnhofer et al. [4] proposed a skin classification methodology by using the 
convolutional networks and regularly spaced shifting. In this methodology, multiple 
spaced shifted versions will be used for testing the input skin lesion image. Each of 
the image which was shifted will be allocated to one of the network ensembles. After 
shifting, this will be given to the Google Net for identifying the various transforma-
tions which are present in the input image. The processing time that is required to 
process the network is very high. 

Rastghalam et al. [5] proposed a skin melanoma detection method employing 
HMM-based asymmetric analysis and expectation maximization on microscopic 
pictures. The suggested system initially extracts the input image’s texture and statis-
tical histogram information. The assessment of the tumor can be categorized based 
on the asymmetric analysis and the derived features that have been extracted. The 
texture feature extraction can be done by using the LDP algorithm. Based upon 
the technique fusion-base HMM classifier the feature can be easily extracted and 
final results can be concluded. The drawback in it is it requires the highest efficient 
software for taking high resolution images as input. 

Zhang et al. [6] proposed a melanoma screening with novel to identify the short-
term lesion using a Siamese neural network. To identify the similarity between the 
two or more dermoscopic images the change detection is used in the proposed system. 
In order to avoid the image distortion and alignment problem the spatial transformer 
on the dermoscopic images, the ResNet model has been introduced. When the dermo-
scopic images contain more amount of noise or when they are integrated with the 
bubbles or hair, it is difficult to detect the dermoscopic image. 

Wang et al. [7] proposed skin disease image recognition by using the deep 
learning: A Review. The proposed system makes 45 efforts for identifying the skin 
lesion images. Image recognition, deep learning framework, and evaluation indica-
tors are various types of data augmentation techniques. This model suggests that 
deep learning is better than the computer aided technologies. The drawback of this 
approach is less utilization of deep learning frameworks. 

Albahli et al. [8] proposed a melanoma detection model by using the segmen-
tation with active contour and YOLOv4-DarkNet. In this methodology, the various 
dermoscopic images, artifacts such gel bubbles, hair, and other clinical signs will be 
eliminated. By using the various morphological operations, the image regions can 
be sharpened. By using the YOLOv4, we will get the less recall score and there will 
be chances to get more localization error.
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3 Proposed Model 

Designing and creating the methodology will help the person to identify whether 
the disease is melanoma or not. MobileNetV2 architecture is the main model in the 
methodology. In our suggested system diagram, the main modules are preprocessing 
data, dataset partitioning, training and testing of the data in the dataset, implemen-
tation of MobileNetV2 architecture model, and classification for the given input 
image. The data is preprocessed by using the resampling technique at the prepro-
cessing stage. Based on the number of images that have been taken, the dataset will 
be differentiated and prepared. Then, later training and testing of the images will be 
performed. In our project, we considered 80% for training and 20% for testing. After 
performing the training and testing, it will be given to the MobileNetV2 architecture 
model for classification. The classification results the output whether it is melanoma 
or not. 

A. Dataset Preparation 

The dataset used in this methodology is the HAM1000 dataset [10]. We collected 
various dermoscopic images from different populations from different modalities. 
The dataset also consists of various types of skin lesion images for classification. The 
attributes that contained in the dataset are lesion id, image id, dx, dx type, age, sex, 
and localization. Majorly, the lesion id, image id, age, and localization are majorly 
considered. Data preparation also involves the data cleaning technique that helps to 
clean or remove unwanted or duplicate data. Based on the data preparation, the final 
model analysis will be performed (Fig. 1).

B. Preprocessing 

The dataset entirely consists of various types of skewed images. The dataset is inher-
ently imbalanced. Preprocessing is a crucial phase in the deep learning model that 
determines our project’s input and output. Preprocessing converts the raw data into 
the format needed by the user. In this case, to match the given raw size input into the 
image of input layer, preprocessing is performed. We can also preprocess the data to 
improve the features of the data and to improve the performance of the model. 

C. MobileNetV2 

MobileNetV2 architecture is a convolutional neural network model. It consists of 53 
layers to perform the classification for the given input image. The performance of 
the algorithm gets improved because of its lightweight architecture. MobileNetV2 
has been developed by taking the reference from the MobileNetV1 for improving 
accuracy. The 2D convolution architecture filters the given inputs into just one output 
channel. For producing the output, it will be transferred into different channels. The 
stacked output channels are filtered by using only 1 × 1 convolution, which is known 
as point-wise convolution. By differentiating between the depth-wise and point-wise 
convolution, MobileNetV1 has 28 which is different from the MobileNetV2 archi-
tecture. The image size that has to be given for the MobileNetV1 and MobileNetV2
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Fig. 1 Methodology of the 
proposed model

is 224 × 224 × 3 pixels. MobileNetV2 architecture is used for both the classification 
and for detection of the object (Fig. 2).

D. Classification 

The classification is the major module for detecting the disease. In this system, along 
with the MobileNetV2 architecture, we added a convolution layer with activation 
type ReLU, max-pooling layer, and also set dropout to 0.4. The dataset contains 
10,015 images belonging to 7 classes and is partitioned into 6898 images for training 
1703 images for testing and 1414 images for validation. The images are preprocessed 
by setting the rescaling factor to 1. /255, rotation range to 10, and height shift range 
to 0.02. After the model is trained with the training images, the input image is 
classified to which type of skin disease. It results the output whether the given input 
image is melanoma or non-melanoma. By taking the global pooling results from the 
MobileNetV2 architecture model, the classification is performed. 

E. Flow of Model Execution 

Steps: 

Step 1: Collect the HAM10000 dataset and perform the data preparation.
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Fig. 2 Enhancement of MobileNetV2 from MobileNetV1 [9]

Step 2: After the preparation of the data, preprocessing will take place. In this stage, 
the dataset becomes balanced by converting the raw data into the required pixel image 
format. 

Step 3: Dataset partitioning will take place for classifying the different diseases that 
are present in the dataset. 

Step 4: Fixing or setting the pixel level values for the input image. Performing the 
re-sizing for the input images when their pixels are different. 

Step 5: Putting the model through testing and training. 20% for testing, 80% for 
training. 

Step 6: Implementation of MobileNetV2 architecture. 

Step 7: Classification will be performed from the global pooling layers. It results the 
output whether it is melanoma or non-melanoma. 

4 Results and Analysis 

A. Model Accuracy 

The statistic used to assess which model is most effective in finding connections 
and patterns between variables in a dataset is model accuracy, which is based on the 
input, or training, data. Model accuracy and model loss are the two parameters that 
are to be considered to improve the efficiency or accuracy of the model (Fig. 3).

train: The term Train represents the training of the model.
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Fig. 3 Model accuracy 
plotting

val: The term Val represents the validation for the model. 
As the n number of epochs is increased, the accuracy of the model is gradually 

increased and we achieved a val_accuracy of almost 85%. After each training phase, 
the val_accuracy variable shows how accurately a randomly divided validation set 
is predicted. It is also observed that the val_accuracy does not decrease and remains 
constant at about 85%. 

B. Model Loss 

Model loss is the discrepancy between the outcome generated by the machine learning 
model and the intended outcome (Fig. 4). 

C. Training Loss and Accuracy

Fig. 4 Model loss plotting 
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Fig. 5 Training loss and 
accuracy 

Training loss is used to check how a deep learning model fits the training data. 
Training accuracy is the accuracy that is measured when the images used for both 
training and testing are same (Fig. 5). 

train_loss: To determine whether a model matches the training set of data. The 
training loss on roughly 6898 training images reaches zero after 30 epochs. 

val_loss: Validation loss is a metric used to gauge how well a model is working. 
After 30 epochs, the validation loss is approximately 0.6. 

train_acc: Accuracy in training means that the same images are utilized for training 
and assessment. After 30 epochs and 6898 training photographs, the training accuracy 
is approximately 0.95. 

val_accuracy: Accuracy of validation denotes the ability to recognize independent 
images that were not utilized in training. After 30 epochs, the validation accuracy is 
approximately 0.85. 

D. Web Application Outputs 

Initially, the user will be prompted to upload the skin lesion image. Then, after the 
uploading image, the backend classification and object detection for the input image 
will be performed. The classification results will be displayed (Figs. 6 and 7).

5 Conclusion and Future Work 

In this work, a model is developed that will detect whether the input image is 
melanoma or non-melanoma. We used the MobileNetV2 architecture model for clas-
sifying and detecting disease. The accuracy for the current model is 85%. Our future 
work is to improve the algorithm accuracy and to develop the main Web application 
that will identify the percentage of melanoma that has affected the person. So that
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Fig. 6 Output image 
displaying the melanoma 
disease 

Fig. 7 Output image 
displaying the 
non-melanoma disease

the doctors can identify the type of disease and percentage of disease affected in very 
less time with lesser false results. 
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Abstract There is a tremendous demand for resources due to the different emerging 
IoT applications that must be fulfilled. The large-scale resource-constrained IoT 
ecosystem needs a novel and robust technique to manage resources. An optimal 
resource provisioning in IoT ecosystem has to handle the mapping of request-
resource and is hard to achieve as the IoT requests and resources are dynamic 
and heterogeneous. Therefore, artificial intelligence (AI) has a vital role in the 
IoT network. As changes are dynamic, global optimization cannot be achieved 
due to classifiers of the wireless signals and high interference. In this research, 
spectrum selection is integrated with spectrum access by the use of reinforcement 
learning with stochastic-based reward measures for efficient resource allocation in 
WSN-IoT applications. Here, state–action–reward–state–action approach with the 
Gittins index named SARSA-GI is involved. The role of the state–action–reward– 
state–action model is developed with an energy-efficient approach for optimizing 
the channel. Next, the Gittins index is designed to reduce the delay and enhance 
the accuracy of spectrum access. The simulation results are compared with two 
state-of-the-art methods which achieve 91.4% of reliability, 88.4% of transmission 
probability, 93.4% of throughput, 66.8% of collision performance, and 57.2% of 
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1 Introduction 

Recently, numerous Internet of Things (IoT) are associated with radio frequency (RF) 
platform with faster rates than before. An investigation made in [1] revealed that about 
50 billion IoT connections are available. In spite of the growing need for wireless IoT 
applications, the bandwidth of RF spectrum is a significant challenge for IoT devices 
due to the enormous volume of data they generate. Mostly, these devices are operated 
on medical, scientific, and industrial, RF bands [2]. Thus, sharing of channels causes 
serious collision and interference. To overcome these issues, and spectrum scarcity 
in the development of IoT applications, an efficient spectrum sensing and sharing 
approach is required. Sensing is the key role for secondary users (SUs) to share 
the spectrum, since it identifies the prime users (PUs) unused or vacant channel(s), 
also known as licensed users (LUs). Transmission performance when using a shared 
network of IoT devices requires careful planning of spectrum sensing to ensure 
the security of base-level IoT devices. Energy detection (ED) [3, 4], matched-filter 
detection [5, 6], and cyclic stationary-feature detection [7] are only a few of the spec-
trum sensing methods that have been studied and implemented in wireless devices 
as a result of the development of CR technology [8, 9]. This demands for better 
sensing quality which is possible by increasing the samples of signals received or the 
strengthening of the signal-to-noise ratio (SNR) received while sharing IoT devices 
or at secondary units. In contrary to the conventional WSNs, cognitive radio-enabled 
sensor networks (CRSNs) function with licensed bands [10], spectrum sensing is 
done periodically, and vacant channels are identified. To accomplish this, cognitive 
radio-enabled sensor devices (CRSNs) aim should be to sense the licensed channels 
often to determine the idle and active status of signal in PUs with severely limited 
interference to PUs. In contrast to CR networks [11], however, CRSNs adopt some 
of the fundamental constraints of traditional WSNs, such as a shorter network life-
time due to energy constraints. Moreover, SS is the key while designing CRSN with 
the consideration of energy consumption. When numerous SUs take part in spec-
trum sensing, more energy is consumed providing less lifetime [12]. Thus, boosting 
nodes’ participation in SS while guaranteeing the accuracy of spectrum sensing [13] 
is intended to maximize the network’s energy efficiency. Additionally, it is seen that 
CSS not only handles multipath fading and shadow effects, but also improves SS 
precision. The idea behind the introduction of CSS is to involve several SUs and 
then integrate their outcome at a fusion center (FC) [14]. Two available CSS strate-
gies are every node take part in CSS, and other is that few nodes perform spectrum 
sensing. The second option suits when both of their performance is similar. The 
growing number of wireless nodes, both licensed and unlicensed, is what prompted 
the research presented in this study. Conventional rigid spectrum allocation policies 
possibly provide no solution for spectrum scarcity. As a result, decision Support 
systems (DSS) are implemented to promote dynamic spectrum access and supply 
adaptable spectrum management for these licensed and unlicensed IoT users. Still, the 
three paramount considerations to be kept in mind while designing an IoT-based wire-
less networks are power, cost, and hardware complexity. Since the cost of acquiring
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a spectrum resource from the license-based wireless communication system is out 
of reach for most IoT users, this presents a significant barrier to their widespread 
adoption. The DSS model suggested in this research has wide applicability across a 
variety of Internet of Things (IoT) contexts, including “smart” settings like farms, 
hospitals, cities, power grids, and transportation networks. 

The rest of the paper is organized as follows: Sect. 2 reviews a library of existing 
approaches pertinent to this study. In Sect. 3, we present the proposed method and 
a brief theoretical overview. In Sect. 4, we discuss the work’s potential based on the 
results of the simulations. In the final section, we make some conclusions and discuss 
some potential directions for further research. 

2 Related Works 

Adjustments including traffic prioritization, clear channel evaluation, and the devel-
opment of a new DSS that does not account for the effects of IEEE 802.15.4 CSMA/ 
CA parameters are some of the many ways researchers have looked to boost spectrum 
sensing’s efficacy in WSN-IoT. In [15], Adaptive channel Access model for real-time 
operations (ACAMRO) was constructed to make the best use of channels by modi-
fying channel conditions. Throughput was increased compared to the standard IEEE 
802.15.4 configuration. The implementation’s low memory requirements (less than 
20 kB) were offset by the benefit of a very short sequence. In [16], a stochastic model 
(SM) was developed for unslotted operations of IEEE 802.15.4 networks using low-
power, low-data-rate wireless communications. Fading of signal is a common and 
significant aspect of mobile communications. Based on the fading level, signal-to-
noise ratio (SNR) obtains values that change dynamically. IEEE 802.15.4 uses the 
maximum data rate of successful transmissions between a pair of communication 
nodes in a mobile channel to estimate the size of the frame. In [17], a general resource 
allocation model was introduced in which channel allocation and power of SU were 
optimized when the location of SU were known. In [18], evolutionary algorithms were 
used to dynamically control intrusion in a cognitive radio network based on WSN-IoT 
in order to optimize the network’s performance by adjusting the level of interference 
between the primary user (PU) and the secondary user (SU). In [19], reinforcement 
learning (RL) strategy was suggested which had the ability to determine the closest 
route by utilizing opportunistic routing. In WSN, cooperative learning permits the 
sharing information among neighbor nodes such that the learning process is accel-
erated and thus obtains longer network lifetime. A multi-tasking learning (MTL) 
was suggested in [20] among the relational network (RN). Its general prediction 
method predicted the views of TV drama. In [21], congestion of backhaul network 
traffic was reduced by predicting the requests made by the user with the help of file 
popularity and its patterns. However, this method did not address problems associ-
ated with the placement of the secondary base station, which had a direct impact on 
interference between the primary and secondary systems and on the allocation of
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common channel resources. Moreover, another drawback is dynamicity, and ambi-
guity in modern operating platform; for instance, IoT ecosystem are not properly 
addressed. This study presents a new method for dealing with the aforementioned 
issues. 

3 System Model 

To model the entire scenario of resource management, an effective service arrival 
process is required and the desired scheduling policy has to be formed for efficient 
resource mapping based on the requests made. To collect information about the radio 
environment and store the gathered status/parameter, spectrum is shared with the help 
of several agents deployed in each node. The allocation of spectrum is performed with 
a novel method, and reinforcement learning supports the procedure incorporated in 
agents to properly decide based on the allocated resources and spectrum management. 
This proposed model comprises of several components at various stages, which 
includes service request interface, a repository with available resources, IoT resource 
pool, a decision support system SARSA-GI and optimized and prioritization unit. 
Figure 1 depicts the framework of the proposed model. 

3.1 Service Request Interface 

One server with multiple resources is synthesized from a pool of resources that 
includes a wide variety of types of servers. It is possible for a service request to stake 
a claim on any number of the pool’s available resources. A queue model is useful 
for representing these requests in an IoT ecosystem. A user’s request for a network

Fig. 1 Overall architecture of proposed model 
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Fig. 2 User request queue model 

service is mapped out in a queuing model to determine how scarcely those resources 
are distributed. The service requested is accomplished which equals the completion 
of the resource in queue model as shown in Fig. 2. 

Notations used are λ, s(t), c(t), β(t) which denotes requests, master server, 
computing server, and transmission server, respectively. 

For maintaining the stability of the queue, β(t) has to be less than < s(t). Schedule 
queue response time for the request is given as T (sing) = 1/s(t) 

1−β(t)/s(t) . As several 
computational queues follow the similar service procedure denoted by pi which is 
the request probability given to ith computational queue. Hence, β(t) = pi* β(t) and∑n 

i=1 pi = 1. At the computational queue, the service time is based on the assigned 
computational resource c(i) t and the size of the task F. 

According to the results of the preceding analysis, in the case of a single service, 
the equilibrium response time equals the sum of the times at which each of the three 
steps in the process takes place and is given by 

Ttot(t) = Tsch(t) + Tcomp(t) + Ttran(t) 

= 1/s(t) 
1 − β(t)/s(t) 

+ 
n∑

i=1 

p(i )F/c(t) 
1 − p(i )β(t)/c(t) 

+ d/b(t) 
1 − β(t).d/b(t) 

(1) 

The response time minimization is computed as, 

Minimize (s(t), c(t), . . . ,  cn(t),b(t) 
β(t) < s(t) 
Pi (t)F < c, ∈ i = 1, 2, 3 . . .  ,  n 
β(d) < b(t) 
z = [αs(t) + βBb(t)] t ≤ cmax
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The first three constraints represent the minimum requirements for resource in 
every queue, and hence z is the budget constraint. When more budget is assigned on 
computational resource, it will be less for bandwidth and schedule and hence leads 
to unbalanced allocation of resources. 

3.2 Repository with Available Resource 

The information gathered by a swarm agent from many channels or nodes is stored 
here, along with descriptive details about the sensed channel, to aid in subse-
quent decision-making. Assume that the IoT resource pool {RP} consists of n 
dissimilar elements, or types, as {RP1, RP2, RP3, …, RPn}e RP. Every request 
has its own unique resource requirements as SR(i)) = rp(i1), rp(i2), rp(i3), …, 
rp(ij) for(  j < n). The mapping of resource allocation is given by {RS}→ {rs(i)}. 
The aim here is to increase QoS(max(QoS(SRi))) and reduce energy consump-
tion(min(EC(SRi))) of every request. Hence, cumulative maximized QoS and 
minimized energy consumption is achieved. 

Resource (Sri ) = A(SR) ∗ (SR) (2) 

(SRi ) = max

(
∑

i 

qos(SRi ) +
∑

i 

1/EC(SRi ) (3) 

where A() is an allocation function for SRi according to the specified policy (SR(i)), 
and resource (SRi) is the resulting mapping of resources for request i. 

3.3 State–Action–Reward–State–Action–Gittins Index 
(SARSA-GI) Method 

The agents behavior is mapped from state space S to action space A according to the 
policy, which is written as π: st ∈ S → at ∈ A. Time for action A includes the power 
level and the spectrum sub-band. Moreover, action at A relates to the power level 
selection and spectrum for the links of IoT communication. To maximize expected 
future discounted rewards over the long term, an optimal policy is obtained through 
reinforcement learning techniques Gt. The value of the state for a given state and 
action (st, at), Q(st, at), of π is stated as Gt when an action is taken at ∈ A and 
thereafter at π. For a given state, this state value helps in measuring the quality of 
action. By simply estimating an action when given the state values Q(st, at), a better 
policy can be obtained.
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A(t) = arg max Q(st, a) (4) 

The optimum policy with Q-values Q ∗ is determined with no knowledge of 
system dynamics which is based on the update equation given as, 

Q(new)[st,at] = Qold(st,at) + α[r t  + 1 + βmax Qold(st,at) − Qold(st,at) (5) 

Loss (t) = 
n∑

(St,at)∈D 
(Y − q(st,at) (6) 

Loss (t) = r t  + max Qold(st,a,t) (7) 

The reward function is described as, 

R(t) = αc 
n∑

m=0 

cm + αd + 
n∑

k=i, j 

c(k, j)(To  − Ui  ) (8) 

By using the Gittin’s index, the reward function can be formulated as, 

V (i ) =
∑T −1 

t=0 μ
t R[z(t)]z(n) = i 

[∑T −1 
t=0 μ

t ]z(n) = i 
(9) 

where z(n) is a stochastic process, R[z(t)] is the reward associated to the discrete 
state i, μ is the probability that the stochastic process does not terminate. 

X (c) = 
n∑

k=x(n) 

x P
{
X = 

x 

c

}
(10) 

If the probability of survival β(i) is depends on the state I, then the maximum 
discounted total reward per chance of termination is given as,

Ω(I ) = 
R(i ) 
Q(i ) 

(11) 

where 

R(i ) = 
T −1∑

t=0 

R[z(t)] (12) 

Q(i ) = 1 − 
T−1∏

t=0 

γ [z(t)] (13)
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Fig. 3 Architecture of proposed SARSA-GI method 

At some point in the future, at time t, the agent performs actions such as deciding 
which messages and sub-channels will be broadcast. Each message’s action space 
has a dimension equal to NRB + 1. When an agent’s action starts at the first NRB, the 
message is quickly broadcast in the appropriate sub-channel. Otherwise, the message 
will not be sent at that time (Fig. 3). 

3.4 Optimized Resource and Prioritization 

The repository defined by an array of structures is denoted by the abbreviation RP. 
Each child script keeps track of information about its users in a separate data structure 
called Rs = {0, 1, 2, …,  m}, where m is the number of parameters. Data having high 
data rate for greatly demanded by users which means that lesser number of users 
are not allocated with channels of higher data rates. Unlike video or images, which 
require a higher data rate channel, textual data can be transmitted over a lower-rate 
channel. When higher capacity channel is allocated for text data, resources allocation 
strategy is poor as resources are wasted. This method always helps in assigning 
low-data-rate channel for users where less quality service is required. The channel 
estimation is misunderstood because the basic channel sensing algorithm is used 
to verify channel allocation. Data channels are allocated appropriately and on-time 
through the use of a priority-based reserved allocation algorithm and reinforcement 
learning.
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4 Performance Analysis 

Comparison of proposed state–action–reward–state–action with Gittin’s index 
(SARSA-GI) method is done with the existing methods such as adaptive channel 
access model for real-time operations (ACAMRO) [15] and stochastic model (SM) 
[16] using a wide range of parametric measures like reliability, throughput, collision 
performance, SINR, and transmission probability. 

• Reliability 

The network’s reliability is measured by how likely it is that a given source node will 
be disconnected from the rest of the network, given a link failure probability of p. 

Table 1 presents the comparison of existing ACAMRO and SM with proposed 
SARSA-GI method for reliability.

Figure 4 plots the reliability of the existing ACAMRO and SM with proposed 
SARSA-GI. The number of iterations is shown on the X-axis, while the percentages 
of reliability are shown on the Y-axis. When compared to the existing method, the 
proposed method outperforms ACAMRO by 14.6% and SM by 3%.
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Table 1 Analysis of 
reliability

Number of iterations ACAMRO SM SARSA-GI 

100 70 81 86 

200 74 85 90 

300 78 90 92 

400 80 92 94 

500 82 94 95

Fig. 4 Comparison of 
reliability of ACAMRO and 
SM with SARSA-GI 

• Transmission probability 

This is the total time slots that are busy occurring with probability P-busy and time 
clots that are idle occurring with probability P. 

Table 2 presents the comparison of existing ACAMRO and SM with proposed 
SARSA-GI method for transmission probability. 

Figure 5 plots the transmission probability of the existing ACAMRO and SM 
with proposed SARSA-GI. Transmission probabilities are plotted as a percentage 
against the number of iterations on the Y-axis. By contrast, the proposed method 
outperforms ACAMRO by 11.8% and SM by 1.2%, while the existing method only 
manages 76.6% and 87.2%.

Table 2 Analysis of payload 
transmission probability

Number of iterations ACAMRO SM SARSA-GI 

100 70 82 85 

200 74 85 85 

300 77 88 89 

400 80 90 91 

500 82 91 92 
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Fig. 5 Comparison of 
transmission probability of 
ACAMRO  and SM with  
SARSA-GI 

• Throughput 

Rate of success is defined as the percentage of a platoon that reaches its objective 
within a given time limit. To determine the productivity of a single platoon’s members, 
we will use the symbol Ti to denote the amount of time elapsed. Let us call the final 
determination of channel allocation xij, with xij = 1. Then, the maximum output can 
be represented as 

xi j  = max 
m∑

i=1 

Ti (14) 

Table 3 presents the comparison of existing ACAMRO and SM with proposed 
SARSA-GI method for throughput. 

Figure 6 compares the throughput of the existing ACAMRO and SM with proposed 
SARSA-GI. Throughput values, expressed as a percentage, are plotted against the 
number of cycles (represented by the X-axis) that they were calculated. The existing 
method has a 78.2% and 83.2% success rate, while the proposed method has a 15.2% 
higher success rate than ACAMRO and a 10.2% higher success rate than SM.

Table 3 Analysis of 
throughput

Number of iterations ACAMRO SM SARSA-GI 

100 71 77 87 

200 74 80 92 

300 80 82 94 

400 82 87 96 

500 84 90 98 
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Fig. 6 Comparison of 
throughput of ACAMRO and 
SM with SARSA-GI 

• Collision performance 

When a platoon member has a chance of communicating with someone else in 
the same platoon, with a probability of ps, the probability of communication with 
someone in a different platoon is 1, and the collision probability is po. Finally, we 
can express Pc, the probability of collision, as 

Pc = αps + (1 − α)po (15) 

Table 4 presents the comparison of existing ACAMRO and SM with proposed 
SARSA-GI method for collision performance. 

• SINR 

An individual platoon member’s signal-to-interference-and-noise ratio (SINR) is 
determined by subtracting the SINR at the transmitter vehicle, measured at its current 
power level, from the SINR at the receiver vehicle, measured at its target power level, 
as given by 

SINR = Pi j  
Pnoise + ∑

Pkj  
(16)

Table 4 Analysis of payload 
collision performance Number of iterations ACAMRO SM SARSA-GI 

100 75 70 60 

200 76 74 64 

300 78 76 68 

400 80 79 70 

500 82 80 72 
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Table 5 Analysis of SINR 
Number of iterations ACAMRO SM SARSA-GI 

100 65 60 50 

200 66 64 54 

300 68 66 58 

400 70 69 60 

500 72 70 64 

where Pnoise is the signal strength of the Gaussian noise, Pij is the received signal 
strength due to interference, and Pkj is the received signal strength due to fading. 

Table 5 presents the comparison of existing ACAMRO and SM with proposed 
SARSA-GI method for SINR (Fig. 8). 

Figure 7 plots the collision performance of existing ACAMRO and SM with 
proposed SARSA-GI. The X-axis represents the total number of cycles, while the 
Y-axis displays the percentage collision rate. Existing methods get 68.2% and 65.8%, 
respectively, while the proposed method gets 11% better results than ACAMRO and 
8.6% better results than SM. 

Table 6 provides an overview comparison of existing ACAMRO and SM with 
proposed SARSA-GI method.

Figure 9 displays a comparison of the parameter values. Parameters used in the 
analysis (X-axis) and numerical results (Y-axis) are presented as percentages.

Fig. 7 Comparison of 
collision performance of 
ACAMRO  and SM with  
SARSA-GI
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Fig.8 Comparison of 
signal-to-interference noise 
ratio (SINR) of ACAMRO  
and SM with SARSA-GI

Table 6 Overall comparative analysis 

Parameters ACAMRO (%) [15] SM (%) [16] SARSA-GI (%)[proposed] 

Reliability 76.8 88.4 91.4 

Transmission probability 76.6 87.2 88.4 

Throughput 78.2 83.2 93.4 

Collision performance 78.2 75.8 66.8 

SINR 68.2 65.8 57.2

Fig. 9 Overall analysis 
between ACAMRO and SM 
with SARSA-GI
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5 Conclusion 

By the use of allocation policies, IoT resources are managed based on the requests 
made by the user. A distributed algorithm is introduced in this paper which obtains 
the optimal location and channel for managing resource allocation and intrusions in 
IoT sensor networks. This proposed model enhances the secondary system’s capa-
bilities while maintaining the primary system’s efficiency. The platform’s potential 
for different resource allocation strategies was investigated using Gittins’ index and 
reinforcement learning, and the best approach for doing so was chosen. Based on 
the results of the simulations, it is clear that the proposed algorithm outperforms 
ACAMRO and SM significantly in terms of reliability (91.4%), transmission prob-
ability (88.4%), throughput (93.4%), collision performance (66.8%), and signal-to-
interference noise ratio (57.2%). The future work is to examine the effects of PHY 
and MAC layers with challenging channel conditions and different collision features 
by applying reinforcement learning. 

References 

1. Diro A, Chilamkurti N (2018) Distributed attack detection scheme using deep learning approach 
for internet of things. J Future Gener Comput Syst 82:1–11 

2. Diro A, Reda H, Chilamkurti N (2018) Differential flow space allocation scheme in SDN based 
fog computing for IoT applications. J Ambient Intell Human Comput 22:1–11 

3. Hossain E, Niyato D, Han Z (2009) Dynamic spectrum access and management in cognitive 
radio networks. Cambridge University Press, Cambridge 

4. Wang N, Gao Y, Zhang X (2013) Adaptive spectrum sensing algorithm under different primary 
user utilizations. IEEE Commun Lett 17(9):1838–1841 

5. Tandra R, Sahai A (2005) Fundamental limits on detection in low SNR under noise uncertainty. 
In: International conference on wireless networks, communications and mobile computing, pp 
464–469 

6. Rauniyar A, Shin SY (2015) Multiple antenna-aided cascaded energy and matched filter 
detector for cognitive radio networks. Int J Distrib Sens Netw 11(9):1–9 

7. Khambekar N, Dong L, Chaudhary V (2007) Utilizing OFDM guard interval for spectrum 
sensing. In: Proceedings of the IEEE wireless communication and networking conference, pp 
38–42 

8. Zeng Y, Liang YC, Hoang AT, Zhang R (2010) A review on spectrum sensing techniques for 
cognitive radio: challenges and solutions. EURASIP J Adv Signal Process, pp 1–15 

9. Liang YC, Chen K, Li GY, Mahonen P (2011) Cognitive radio networking and communications: 
an overview. IEEE Trans Veh Technol 60(7):3386–3407 

10. Cheng H, Su Z, Xiong N, Xiao Y (2016) Energy-efficient node scheduling algorithms for 
wireless sensor networks using Markov Random Field model. Inf Sci 329:461–477 

11. Larsson E, Skoglund M (2008) Cognitive radio in a frequency-planned environment: some 
basic limits. IEEE Trans Wireless Commun 7(12):4800–4806 

12. Axell E, Leus G, Larsson EG, Poor HV (2012) Spectrum sensing for cognitive radio: state-of-
the-art and recent advances, IEEE Signal Process Mag 29(3):101–116 

13. Noh G, Wang H, Jo J, Kim BH, Hong D (2011) Reporting order control for fast primary 
detection in cooperative spectrum sensing. IEEE Trans Veh Technol 60(8):4058–4063 

14. Vien QT, Stewart BG, Tianfield H, Nguyen HX (2013) Efficient cooperative spectrum sensing 
for three-hop cognitive wireless relay networks. IET Commun 7(2):119–127



120 J. V. N. R. Deepthi et al.

15. Gezer A , Okdem S (2020) Improving IEEE 802.15. 4 channel access performance for IoT and 
WSN devices. Comput Electr Eng 

16. Okdem S (2017) A real-time noise resilient data link layer mechanism for unslotted IEEE 
802.15. 4 networks. Int J Commun Syst 

17. Xue T, Dong X, Shi Y (2017) Resource-allocation strategy for multiuser cognitive radio 
systems: location-aware spectrum access. IEEE Trans Veh Technol 66(1):884–889 

18. Khan H, Yoo SJ (2015) Dynamic interference control in OFDM-based cognitive radio network 
using genetic algorithm. Taylor & Francis 

19. Bhorkar AA, Naghshvar M, Javidi T, Rao BD (2012) Adaptive opportunistic routing for wireless 
ad hoc networks. IEEE/ACM Trans Netw 

20. Trzcinski T, Rokita P (2017) Predicting popularity of online videos using support vector 
regression. IEEE Trans Multimedia 19(11):2561–2570 

21. Tang F, Fadlullah ZM, Mao B, Kato N (2018) An intelligent traffic load prediction based 
adaptive channel assignment algorithm in SDN-IoT: a deep learning approach, IEEE Internet 
Things J



Planning and Construction of a Quantum 
Model of the SHA-1 Algorithm 
Using IBM’s Qiskit 

Sandip Kanoo, Sumit Biswas, and Prodipto Das 

Abstract The hash produced by a cryptographic hash function is inherently impos-
sible to reverse-engineer or duplicate. You can protect yourself from hacking attempts 
more effectively with this. In a quantum environment, attacks on information systems 
would look significantly different, calling for a complete overhaul of current cryp-
tographic practices. For the purpose of constructing a quantum-based Secure Hash 
Algorithm (SHA-1) from the ground up, a complete guide is provided to the design 
of quantum addition along with the associated circuits of XOR, AND, NOT, OR, 
MOD, CARRY, and SUM. To boost the efficiency of the standard SHA-1 algorithm, 
the q-SHA-1 is created in a Qiskit-based quantum environment. Experimental results 
from a wide range of conditions will be compared to evaluate the relative efficacy of 
the classical and quantum SHA-1 algorithms. However, it has been discovered that 
the execution time is highly dependent on the particular CPU type that is being used. 
A more powerful processor ought to cut down on the amount of time needed for the 
overall execution. 

Keywords SHA · Hash · Data integrity · Massage authentication · Digital 
certificate · Quantum computing 

1 Introduction 

Hash functions include cryptographic hash functions. It accepts any size input string 
block and outputs a fixed-size bit of string. Different cryptographic hash values 
prevent any unintentional or deliberate alteration to the material. The hash value is 
frequently referred to as the message digest, and the data that need to be encoded as 
the message. The SHA algorithm is used for data integrity, message authentication,
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and digital certificates. SHA, a U.S. Federal Information Processing Standard (FIPS) 
developed by N.I.S.T. and used with digital signature applications, is a fingerprint that 
identifies the data [1]. A valid file needs to be downloaded from peer-to-peer (P2P) 
servers and networks in order to accommodate the growing number of people using 
the Internet. Since there are many files with the same name in different locations, it can 
be challenging to locate the original, and hence, message digests are crucial in these 
kinds of downloads. These kinds of files could be attached with data authentication 
codes that demonstrate that the source is authentic; otherwise, a warning that the 
origin of this is not valid is displayed. 

Hash function applications: 

• Message authentication: used to determine whether a message has been altered. 
• Digital signatures: using a private key to encrypt the digest. 
• Password storage: Hackers cannot obtain a password from storage after comparing 

the password’s digest to that in the storage. 
• Key generation: To avoid brute-force assaults, the key can be produced using the 

passphrase’s digest and made computationally expensive 
• Pseudo random number generation: Creating pseudorandom numbers by repeat-

edly hashing a seed value. 
• Intrusion detection and virus detection: maintain and verify the system’s file 

hashes. 

The cryptographic hash function known as SHA-1, which stands for Secure Hash 
Algorithm 1, produces a hash value that is 160 bits in length. The phrase “mes-
sage digests” means this hash value. Typically, this message digest yields a 40-digit 
hexadecimal number as the final output. This is a Federal Information Processing 
Standard in the United States, developed by the NSA. As of 2005, SHA-1 has 
been considered insecure. By 2017, major browsers from industry giants including 
Microsoft, Google, Apple, and Mozilla no longer supported SHA-1 SSL certificates. 

This work is organized such that the reader can gain the necessary context and 
intuition to grasp the core ideas. To begin, a conceptual introduction to classical and 
quantum cryptography is provided. The procedures and tests that were run are then 
outlined. Details of our experiments outcomes are provided after their methodologies 
are described. A descriptive analysis of the outcomes follows an examination of the 
experiments. Last but not least, the authors offer their final thoughts. 

2 Related Works 

Since 2005, the Secure Hash Algorithm 1 (SHA-1) has been discredited as an effective 
security measure against well-resourced adversaries, and as of 2010, various groups 
have advocated for its replacement [2]. 

In 2011, the National Institute of Standards and Technology (NIST) of the United 
States Government formally deprecated the usage of SHA-1, and in 2013, it barred
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its use for the creation of digital signatures. As of the year 2020, it will be possible 
to launch chosen prefix attacks against SHA-1 [3]. 

It is strongly suggested that SHA-1 be removed from goods quickly afterward 
feasible and that SHA-2 or SHA-3 be used in its place. It is imperative that SHA-1 
be replaced everywhere it is utilized for the creation of digital signatures [4]. 

In 2017, the acceptance of SHA-1 SSL certificates was discontinued by all of the 
main online browser vendors. In February of 2017, CWI Amsterdam and Google 
revealed that they have successfully conducted a collision attack on SHA-1 by 
uploading two PDF files that are very different from one another but produce the 
same SHA-1 hash [5]. 

The use of SHA-1 for HMAC is still safe [6]. Support for SHA-1 code signing 
will be removed from Windows Update on August 7, 2020, according to Microsoft 
[7]. 

A great number of works have been documented in the most recent advance-
ments in post-quantum cryptography (PQC). A variety of research projects, such as 
PQCrypto, SAFEcrypto, CryptoMathCREST, and PROMETHEUS, in addition to 
various standardization initiatives, have been addressing the topic of post-quantum 
cryptography, which is currently a popular research topic. These initiatives have 
been laid out at a variety of different levels. Above all else, the National Institute 
of Standards and Technology (NIST) of the United States Government is working 
on developing post-quantum public-key cryptosystems. To date, there have been 
two phases of this project, and it is anticipated that the first standard drafts will be 
delivered between the years 2022 and 2024 [8]. 

Despite the prevalence of quantum computers, traditional cryptographic algo-
rithms such as codes, hashes, lattices, and multivariate techniques remain secure; 
there were challenges in cryptography in the 1990s decade brought about by the 
invention of the Shor and Grover algorithm. These challenges allowed popular algo-
rithms such as RSA (1978), Diffie–Hellman (2002), and Elliptical curve (1985) to 
be cracked [9]. 

A network platform that is immune to quantum attacks is essential at this point 
in time. In this vein of thought, other than the work being undertaken by NIST, 
the Internet Engineering Task Force (IETF) has published a Request for Comment 
(RFC) that can give correction for quantum inertia to the Internet Key Exchange that 
is extensively used (IKE). In a similar vein, both the International Organization for 
Standardization (ISO) and the United States Federal Information Processing Stan-
dards (FIPS) have developed programs that check to see if cryptographic modules 
are used in a network in a way that is accurate and trustworthy. The International 
Organization for Standardization is participating in the Horizon 2020 project known 
as Post-Quantum Cryptography for Long-Term Security (PQCRYPTO). The Federal 
Information Processing Standards Organization (FIPS) has published a draft roadmap 
for post-quantum hardware/software module assessments [10]. 

PQC algorithms are currently the primary area of concentration for research 
groups working in the field of quantum cryptography. The post-quantum algo-
rithms use super singular isomorphy, ring learning with errors, and coding as its 
quantum-resistant cryptographic primitives [11].
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3 Cryptography 

Cryptography is the study of techniques for making private communications between 
two parties, where either may be completely confident that the other will not be 
able to intercept or change the message in transit. Some of the most fundamental 
tools in contemporary cryptography are those that ensure the integrity, authenticity, 
non-repudiation, and privacy of data. Online commerce, ATMs, and computer pass-
words are just a few of the many practical uses for both new and old cryptographic 
methods. Using a variety of machine learning methods, cryptography encrypts other-
wise intelligible material. Sender and recipient both have access to the same set of 
decryption keys [12]. Encryption, decryption, key generation, authentication, digital 
signatures, and other cryptographic procedures can all be described by cryptographic 
algorithms, which consist of a set of rules, actions, or procedures or a number of 
mathematical equations that have been established. There are two different kinds 
of cryptographic algorithms, i.e., classical cryptographic approaches and quantum 
cryptographic approaches. 

3.1 Classical Cryptography 

Mathematics is the foundation of classical cryptography, which exploits the compu-
tational difficulties of factoring huge numbers. The mathematical problem used in 
classical cryptography is very difficult, and this is what gives it its security (for 
instance, the factorization of large numbers). 

The goal of classical cryptography is to allow for the transmission of plaintext data 
through insecure channels by encoding it into a different format called cipher text. 
To regulate the encipherment process, a string of data called a “key” is utilized. In 
this method, trust in the key’s possession by the sole authorized recipient is assumed. 
Classical cryptography is of two types: 

• Symmetrical Cryptography: Because the same key is used for both encryption 
and decryption, it is the simplest form of cryptography (Fig. 1). 

Fig. 1 Symmetric key 
cryptography encryption and 
decryption procedure
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Fig. 2 Asymmetric key 
cryptography encryption and 
decryption procedure 

• Asymmetrical Cryptography: It is a somewhat intricate cryptographic approach, 
with separate encryption and decoding keys. Private keys are never exchanged 
between parties in asymmetric cryptography. In its place, they rely solely on public 
keys. This makes it more secure and private for users to have private conversations 
(Fig. 2). 

3.2 Quantum Cryptography 

Secure data transfer between sender and recipient is made possible by quantum 
cryptography, which is founded on quantum physics events. It is safe to say that 
quantum cryptography will have a profound impact on the future of network security 
[13]. 

The field of quantum cryptography represents the cutting edge of encryption. It 
is based on Heisenberg’s uncertainty principle and the idea behind polarization of 
photons, two tenets of quantum mechanics [13]. 

According to Heisenberg’s uncertainty principle, it is possible to prevent yourself 
from knowing two linked physical qualities by measuring just one of them. To be 
more specific, all subsequent measurements are affected by the initial decision of 
which direction to measure in. When light passes through a filter that is aligned 
vertically, some of it is absorbed, and the remaining light is polarized along the 
vertical axis. In the next step, a filter with an angle of tilt q absorbs some of the 
polarized light and lets the rest pass through, depolarizing the light. Polarization of 
light can be expressed in terms of a basis, which is a pair of orthogonal polarization 
states like horizontal and vertical [14]. 

4 Quantum Computing 

Quite simply, a quantum computer is any machine with the processing power to 
perform quantum calculation. A qubit, also known as a quantum bit, is the equivalent 
of a classical bit in the context of quantum physics. Qubits are used to store the 
information that is processed by quantum computing. The states of the qubits are
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represented as the binary digits |0⟩ and |1⟩, respectively. It is possible for the qubits 
to hold the values 0 and 1 at the same time. The following characteristics of quantum 
states are utilized in the construction of quantum computers: 

• Superposition:—Quantum systems are capable of coexisting in two distinct states 
at the same time. 

• Entanglement:—It is a phenomenon of quantum mechanics that allows one to 
characterize the state of entangled particles by making reference to the other 
particles. 

• Interference:—Controlling the likelihood of qubits transitioning into a given 
measurement condition is the core concept behind quantum computing. 

Quantum computing uses superposition, interference, and entanglement to 
perform computations. Quantum computers conduct these calculations (Table 1). 

The value of two bits can be stored in a single qubit. The values of up to four bits 
can be held by just two qubits. This transforms n qubits into 2n bits (Table 2). 

Table 1 Comparison between bits and qubits 

Bits Qubits 

Bits are either 0 or 1 Qubits can be 0, 1, or superposition of 0 and 1 

Bits are initialized as 0 or 1 Qubits are initialized to 0 

Representation of bits is either 0 or 1 Qubits are represented by vector of two dimensions 

In classical, bit state is deterministic In quantum, qubit state is probabilistic 

Table 2 Comparison of size 
between bits and qubits Number of qubits Number of bits Memory size 

1 2 2 bits  

2 4 4 bits  

3 8 1 bytes 

4 16 2 bytes 

5 32 4 bytes 

6 64 8 bytes 

7 128 16 bytes 

8 256 32 bytes 

9 512 64 bytes 

10 1024 128 bytes 

11 2048 256 bytes 

12 4096 512 bytes 

13 8192 1 kb
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Fig. 3 Representation of qubits 

4.1 Qubit Representation 

The qubit states can be represented in vector form. These vector forms are:

[
0 

1

]
= (read as Ket 1)

[
1 

0

]
= |0⟩(read as Ket 0) 

|1 > is also called spin up or qubit up state, and it is equivalent to classical bit 1. 
|0 > is also called spin down or qubit down state, and it is equivalent to classical 

bit 0 (Fig. 3). 
If we take the square magnitude of P and Q and sum up them, it will be always 

1, i.e., |P|2 + |Q|2 = 1. 

5 Implementation of Quantum SHA-1 

For the sake of dealing with quantum computers on the level of individual circuits, 
pulses, and algorithms, this article makes use of an open-source software develop-
ment kit called Qiskit. It’s designed to help developers create, edit, and test quantum 
programs that can be executed on IBM’s Quantum Experience prototype devices or 
locally on computer simulators. These programs can also be performed on IBM’s 
Quantum Experience. In order to implement the quantum SHA-1 algorithm on our 
local computer, we make use of the IBM QASM simulator. For scientific computing, 
Anaconda is used, and Jupyter is used for interfacing with Qiskit. 

The input taken for this algorithm consists of different combinations of text, 
numbers, and special characters of different lengths. The goal is to examine the 
difference in output time caused by variations in input length. The same input is 
executed multiple times to visualize the difference in execution time. 

The algorithm used for implementing quantum SHA-1 using QISKIT is given 
below:
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The SHA-1 algorithm that was discussed earlier is identical to the one that was just 
described. The only thing that is different is that rather of executing a straight forward 
classical addition, XOR, AND, NOT, OR, and MOD, quantum addition is employed 
along with the corresponding operations of XOR, AND, NOT, OR, and MOD. The 
process of doing quantum addition makes use of the idea of a “Full Adder,” in which 
two circuits were created, one for the purpose of computing CARRY and the other 
for the purpose of computing SUM. 

The QASM simulator that is included in QiskitAer is used in order to simulate 
the quantum circuit. It is necessary to execute the circuit a great number of times,
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Fig. 4 SUM Circuit 

Fig. 5 CARRY circuit 

Fig. 6 AND circuit 

so that a compilation of statistics regarding the distribution of the bit strings can be 
made. Through the use of the shots keyword, the execute function allows the user 
to choose the number of iterations that will be performed on the circuit. A 1024 
different pictures were taken for this piece of work. 

Quantum addition is the function that can be carried out by the SUM and CARRY 
circuits, as demonstrated in Figs. 4 and 5. In a similar fashion, the images in Figs. 6 
and 7 depict the AND and OR circuits that have been created to carry out the AND 
and OR operations, and the images in Figs. 8 and 9 depict the NOT and XOR circuits 
that have been constructed to carry out the particular operations.

6 Experimental Results and Analysis 

The execution time of the classic SHA-1 method is significantly faster than the 
execution time of the Qiskit-implemented algorithm, which is denoted by the notation 
q-SHA-1 in Table 3. It is probable that the execution of quantum circuits in a classical
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Fig. 7 OR circuit 

Fig. 8 NOT circuit 

Fig. 9 XOR circuit

computer is one of the reasons why quantum computers have a slower execution 
time. This hypothesis is based on the observation that classical computers are able 
to simulate quantum phenomena. There is also the potential that quantum computers 
address the problems that they encounter bit-by-bit, a process that requires a large 
amount of time and is another factor that contributes to the slower execution time 
of quantum computers. The possibility of operating an encryption on a quantum 
computer rather than a conventional computer, on the other hand, opens the door to 
future study into the improvement and invention of encryption algorithms that are 
both superior and more robust.

In Table 4 which can be found below, the execution time of a q-SHA-1 was 
measured on two separate processors. According to the findings, it appears that the 
duration of the execution is directly proportional to the type of processor that was 
employed. This means that a powerful processor should make the execution time 
shorter. Therefore, if the CPU is more powerful, the traditional computer may not 
be able to compete with it in terms of performance.

The execution time of the program implemented using Qiskit is slower when 
compared to that of the classical SHA-1 execution. This could be because all the oper-
ations in quantum computing are done bit-by-bit, which consumes a large amount of 
time, and we have executed the quantum circuits on a classical computer. There need
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Table 4 Comparing the execution time of Quantum SHA-1 in two different processors 

Sl. 
No. 

Message to be hashed Execution time in seconds of two different 
processors 

Intel®Core™ i3-5005U 
CPU @ 2.00GHz 

Intel®Core™ i5-8300H 
CPU @ 2.30GHz 

1 12dltvqp 67.27 35.43 

2 @12#Abc12.ndei*&% 67.71 35.14 

3 %$#$^$%*&%(^*^*&%$@&^$% 
*^*&#*(&)(+) 

67.75 35.99 

4 ABNYGFTRVVHGFGFGFGCGHD 
FDDDDGFDCCFDD 

67.05 35.47 

5 124894897465465468787897874687 
87987 

67.45 35.90 

6 Abbdcgufrhurfghvdnbvcfdsndcgsdgc 
hgs 

68.01 35.12 

7 Abbdcgufrhurfghvdnbvcfdsndcgsdgc 
hgsdcnvdbcmbdgbwdbnbvdv 

67.51 36.41 

8 155678712879860036471214953548 
787879455454784545787421164724 
4 

134.34 75.11 

9 ^^%$#^%(+_+)(&*(^$%@!$#!$%@ 
$^*&*)+*)(&)*^*^//–/*(^%$$%^$# 
$%@####$%#$^&%%%&*^^  ̂

134.58 75.98 

10 HGFDDRTHHJAQERYTUIJOPJOI 
YIUTJYGHVBGCFGSTWRDFNV 
BCGFDRETFHJGDETYRYUGG 
GJYGJHGHGGJGGUYFGFDRYU 
TTTIUITGUII 

134.22 77.28

to be certain libraries or functions built for basic qubit additions, XOR, AND, NOT, 
OR, and other operations that are currently available in a classical computer. But the 
possibility of executing an encryption technique on a quantum computer from a clas-
sical computer opens the possibility of future improvements and the development of 
better and stronger encryption techniques. When compared to classical computers, 
quantum computers have the potential to achieve quadratic or exponential gains in the 
speed at which they solve problems. This is made possible by a phenomenon paral-
lelism, which arises as a result of superposition. Quantum computing, on the other 
hand, does not offer such a boost in speed for each and every issue, and researchers 
are currently trying to figure out in what circumstances it can be deployed most 
effectively [15]. 

Figures 10, 11, 12, 13, and 14 demonstrate, in probabilities, the performance 
measurement of quantum circuits built to perform various operations. These quantum 
circuits are implemented in classical and quantum computers using Qiskit. In this 
instance, the plot histogram function is utilized in order to evaluate the effectiveness 
of the circuits that are intended to carry out the quantum SHA-1 algorithm. The
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Fig. 10 Performance measurement of OR circuit 

Fig. 11 Performance 
measurement of AND

measurements of qubits are plotted on a histogram in the order of their frequencies. 
Because of this, the histogram is a great option for visually representing the findings 
from the QASM simulator. Histogram visualization can be generated using the plot 
histogram () function of the qiskit.visualization package. The function accepts data 
for plotting histograms in the form of a Python dictionary. The various measurement 
values serve as keys in the dictionary, and the frequencies that correlate to those 
measurements serve as values. 

7 Conclusion and Future Work 

In this study, the comparison and contrast of SHA-1 with its quantum counterpart are 
shown. The IBM QASM simulator is used in order to carry out the implementation 
of the quantum SHA-1 algorithm on a local computer. For scientific computing, 
Anaconda is used, while Jupyter is used for interfacing with Qiskit. As a whole, 
the suggested algorithm takes between 35 and 67 s to complete a single run. The 
lengthy process is caused by the need to convert between classical and quantum 
states and back again. In the future, when the quantum computer is fully functional,
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Fig. 12 Performance 
measurement of XOR 

Fig. 13 Performance 
measurement of SUM 

Fig. 14 Performance 
measurement of NOT

this algorithm will run efficiently. Future research could focus on further optimizing 
the proposed algorithm to reduce the overall execution time.
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Deep Learning-Based Automatic Speaker 
Recognition Using Self-Organized 
Feature Mapping 

K. Preethi and C. V. P. R. Prasad 

Abstract Automatic speaker recognition (ASR) plays the major role in many 
applications including forensics, dictionary learning, voice verification, biometric 
systems, and so on. The performance of these application depends on efficiency 
of ASR system. However, the conventional ASR systems were developed using 
standard machine learning algorithms, which resulted in low recognition perfor-
mance. Therefore, this work is focused on development of deep learning-based ASR 
system. Initially, voice features are extracted using Mel-frequency cepstral coeffi-
cients (MFCC), which analyzed the spectral properties of various voice samples. 
Then, self-organized feature map (SOFM) is applied to reduce the number of avail-
able features, which selects the best features using Euclidian similarity between 
features. Further, deep learning convolutional neural network (DLCNN) model is 
used to train the features and forms the feature database. Finally, a test voice sample 
is applied to the trained DLCNN model, which recognizes the speaker detail. The 
simulations carried out on Anaconda (TensorFlow) showed that the proposed ASR-
Net system resulted in superior recognition performance as compared to conventional 
systems. 

Keywords Automatic speaker recognition · Deep learning convolutional neural 
network · Mel-frequency cepstral coefficients · Self-organized feature map 

1 Introduction 

The most expressive biometric trait is speech, which is used in a variety of auto-
mated applications in addition to being used as a communication tool. The frequent 
phenomena connected to speech processing include identity identification, emotion 
detection, attentiveness recognition, etc. [1]. Speech processing is adopted by many
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applications to achieve the globalized communication independent of the language 
restriction. Speech processing is applied as an integrated feature to various online and 
offline systems to verify the presence of the user. The instant feedback through auto-
matic answering machines also uses the speech processing methods to interact with 
customers or users. The categorization of all these applications can be summarized 
as the speech recognition, ASR or speech transition system. Each of these systems 
collectively comes under the pattern recognition in which speech signal is processed 
in different aspects to answer related queries. Any of speech processing systems [2] 
need to acquire and process the speech characteristics using the traditional as well 
as the scientific approach. The traditional phenomenon suggests dealing the speech 
as the dictations or word processing. The word separation, pause between words, 
and pitches of spoken words are the common features used by most of the speech 
processing system to take the adaptive decisions. 

The speech systems are also affected by the clarity of speaker pronunciation, 
vocabulary used by the speaker, speech-disturbing factors, and the environmental 
constraints. The acoustic methods influenced by the language [3] model is also used 
to predict the words and the speech itself. The technical concerns and factors are also 
applied to recognize the speech more appropriately and accurately. In this chapter, 
different kind of speech processing systems, various issues, and the standard feature 
generation methods are discussed. Each contributing factor that can influence the 
speech system is identified and discussed in this chapter along with its significance. 
The most critical mismatch regarding the data concern is the difference between the 
simulated and real data. Let a dataset is generated by the English native speakers, 
but in real time, the application is used by a non-native speaker. In such case, the 
speech accent and signal features will completely mismatch [4]. The cross-talk situ-
ation, noise vector, breathing sound, and fan noise can affect the quality of speech 
signal during real time. Such kind of interferences and noise increases the difference 
between the dataset speech signal and the real time captured speech signal [5]. Higher 
the mismatch between the ground truth data and noise signal data exists, more error 
in speech and ASR will occur. The major contributions of this work are as follows: 

• To implement MFCC for extracting the spectral properties from various voice 
samples. 

• To implement SOFM for reduce the number of available features, which selects 
the best features using Euclidian similarity between features. 

• To implement DLCNN for training and testing of features, which recognizes the 
speaker details. 

Rest of the article is organized as follows: Sect. 2 deals with literature survey, 
Sect. 3 deals with the proposed deep-ASR implementation, Sect. 4 deals with anal-
ysis of results with performance comparison, and Sect. 5 concludes the article with 
possible future directions.
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2 Literature Survey 

In [6], authors generated and trained a wider vocabulary set using DNN acoustic 
model to improve the adaptation of speech recognition. The unified model was inte-
grated by configuring the DNN under specification of wide vocabulary set to handle 
the intuitions to gain the architectural improvement. The uncertainty weight scheme 
using hybrid DNN-HMM method was proposed to improve the speech recognition 
while modeling the uncertainty variance. In [7], authors implemented the nonlinear 
activation function with approximation, which was applied to generate the loglikeli-
hood scores. The combined model reduced the computational cost and propagates the 
effective features for maximizing the accuracy of speech recognition [8]. The feature 
gap evaluation was applied to generate the uncertainty weight under multi-noise 
conditions. A Bayesian modeling framework with word segmentation in acoustic 
speech modeling was introduced to map the features to the sequence frames. In [9], 
authors used the larger vocabulary dataset driven from multi-speakers to improve 
the classification result. The unsupervised classifier was applied with ground truth 
measures to reduce the error rate. The speaker-dependent classifier was applied to 
improve the quality of cluster and word segmentation. The overall system outper-
forms in multi-speaker and genre-specific speech recognition. An improved HMM 
adaptation model was defined for adaptive speech recognition from reduced frame 
rate [10]. The connecting method was defined to achieve the state transition to avoid 
the probabilistic error in speech mapping. The combined model was defined to rectify 
the problem and to improve the effectiveness of the speech recognition system. The 
insertion-prone alignment method was introduced by the author to improve accuracy 
of the speech recognition system. 

In [11], authors had proposed the Highway Deep Neural Network (HDNN) for 
training the existing acoustic model to facilitate it through gate functions. The depth-
gated feed forward method flowed the information [12] between multiple layers with 
adaption of model parameters. The model was integrated with cross-entropy training 
to reduce the error and to generate more probabilistic results. The feature transfor-
mation and behavior adaptation were also included in information flow generation to 
improve the accuracy of a speech recognition system. In [12], authors implemented 
the speech accuracy estimation by estimating the error class. The substitution error, 
innervations error, and deflection errors were observed by the author to perform prob-
abilistic evaluation on inter-word detection [13]. The refined and accuracy measure 
on the conditional random field was implied to recognize the relevancy of recog-
nized words. The correlation coefficient-based root mean square error was analyzed 
to improve the efficiency and reliability of speech recognition. 

A very deep convolution neural network (CNN) architecture was configured with 
different filters, pooling and the input feature set to reduce the data dimension and to 
improve the accuracy of speech recognition [14]. The architecture was adaptive with 
pooling, padding, and feature selection methods to improve robustness of ASR. The 
convergence speed and noise robustness were achieved by this proposed architecture. 
In [15], authors implemented the graph-based semi-supervised learning method for
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speech recognition. The method used the weight constraints and labels for data point 
specification. The graph specific evaluation and its recording were integrated in two 
subsequent frameworks to extract most relevant features from neighborhood analysis 
[16]. The continuous feature-based frame-adaptive method improves the accuracy 
of phonetic classification. A filter bank learning-based unsupervised auditory was 
integrated with convolution restricted Boltzmann machine (RBM) method to improve 
the classification results [17]. The contrastive diverse (CD) was defined to improve 
the learning method and to improve the feature generation. The sub-band filter-based 
nonlinear filter was applied to reconstruct the speech and to reduce the residual 
error for effective speech recognition. A novel joint training framework [18] for  
speech separation and recognition was defined for corrupted speech. The deep neural 
network-based acoustic model was defined for weight assignment. The sequence 
training-based generated features were processed on the back-propagated network 
to improve the robustness and accuracy in noise integrated speech dataset. 

In [19], authors proposed a factor-aware framework for adaptation to neural 
network for improving the speech recognition. The computational deep model was 
defined with functional module to improve the classification accuracy. The factor-
aware training method [20] was defined to process the distant microphone-based 
system to generate the multi-factor-aware training of speech. The reduced feature 
processor improved the performance and complexity with low error rate in clas-
sification of speech. In [21], authors proposed a word recognition method based 
on language adaptation. The structures of the word with frequency and contextual 
measures were adapted to achieve the existence of speech aspects. The fine-grain 
context sharing with structural flexibility was analyzed to improve the reliability 
and accuracy of speech recognition. In [22], authors proposed the multitask learning 
(MTL) model for improving the speech recognition with low resource adaption. The 
additional language resource was utilized by the author for improving the perfor-
mance of a speech recognition system. The heuristic model was defined to generate 
the effective speech features for multiple languages to improve the mapping results. 

In [23], authors introduced the neural network architecture to perform multi-
channel filtering and to use oracle knowledge for speech recognition. The compu-
tation on frequency decomposition and adaptive variant was defined as the spatial 
filter to improve the classification rate [24, 25]. The speech processing in real time 
suffers from various impurities, noise, and interferences. The noise estimation adap-
tive methods were applied at preprocessing, feature processing, and classification 
stage improving the speech recognition. A hybrid model using hidden-Markov model 
(HMM)-based Bayesian feature enhancement (BFE) was proposed to achieve effec-
tive noise robust speech recognition [72]. The designed system was capable to handle 
the speech acquired from multi-microphones and in different noisy environments.
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3 Proposed Methodology 

Figure 1 shows the proposed deep learning-based ASR system. Initially, voice 
features are extracted using MFCC, which analyzed the spectral properties of various 
voice samples. Then, MFCC is applied to reduce the number of available features, 
which selects the best features using Euclidian similarity between features. Here, 
the features in each voice sample from a cluster that corresponds to the map neuron, 
especially the first feature from that cluster; blank gaps indicate the absence of a 
neuron in that place. This is predicted because sometimes, individual features vary 
enough from one another for the MFCC to assign them to distinct neurons. This 
may be decreased by either lowering the number of neurons or by determining the 
exact distance between individual values (which is partly obfuscated here since the 
map does not show the actual distances in order to display the voices properly). The 
U-matrix is a matrix representing the Euclidean distance between the weights of two 
nearby neurons. This enables to see the depth of the boundaries between various 
clusters in addition to their location and extracts the features. The dimensionality 
reduces with the use of SOFM, which is one of the machine learning techniques. 
For determining a projection of source data into the same count or lesser dimen-
sions, simple operations of matrices from the linear algebra and statistics have used. 
SOFM can represent the projection method in which the features or m-columns have 
projected into the subspace by m or lesser columns in addition to the preserving of 
source data. J is resulted for a source feature matrix I with a size of n*m, and J refers 
to the projection of I. In the initial step, the mean value computes for each column 
and these values are centered through the subtraction of mean value of column. 

Fig. 1 Proposed ASR-net 
system
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Then, the centered matrix covariance has determined. Finally, the eigenvalue 
decomposition computes for every covariance matrix which provides the list of eigen-
vectors or eigenvalues. For the reduced subspace of J, the eigenvectors contain the 
components or direction and their peak amplitudes represent using the eigenvectors. 
By making the descending order of eigenvalues, these vectors can be sorted out for 
ranking of elements of the new subspace for I. k eigenvectors have chosen in general 
that refer to the principal components or features. Further, DLCNN model is used to 
train the features and forms the feature database. 

3.1 MFCC Feature Extraction 

The performance of any classification process is strongly impacted by the features that 
are acquired from these procedures since feature extraction is regarded as a crucial 
phase in any sort of deep learning. Furthermore, the main step of any intelligent 
system is feature extraction, which eliminates redundant data and leaves just the 
inherent value of the real original material. The important information is therefore 
confirmed by feature extraction. A voice signal’s qualities in the frequency domain 
are described by its spectral feature set. To get this feature set, the DFT is applied 
to the signal. This is so that a voice signal may be represented in high-dimensional 
space with fine spectral characteristics using DFT of the signal. The produced DFT 
spectrum is then compressed into a smaller feature set that represents the voice signal 
and is used to tasks involving speech. These representations, which are employed in 
the synthesis recognition process, may take the shape of MFCCs, LPCs, etc. It helps 
provide the prosodic characteristics more information, which is extremely helpful. 

The earliest step of extraction is pre-emphasis. It is the process of increasing high-
frequency energy. The reason behind this is because lower frequencies in the vocal 
spectrum have more energy than higher frequencies. The nature of the glottal pulse 
is what causes this phenomenon, known as spectral tilt. Increasing high-frequency 
energy provides the acoustic model with additional information, which enhances 
phone recognition performance. Figure 2 shows the proposed MFCC block diagram 
for feature extraction. 

Fig. 2 MFCC operation diagram



Deep Learning-Based Automatic Speaker Recognition Using … 143

Following steps shows the MFCC feature extraction process. 

Step 1: Each frame of the supplied voice signal lasts for around 20 ms. The interval 
between each frame is normally 5–10 ms long. 
Step 2: To ensure the signal’s continuity, the aforementioned frames are multiplied 
using a Hamming window. The use of Hamming windows prevents the Gibbs 
phenomenon. To ensure continuity at the start and stop of each frame and to 
prevent rash changes at the end point, the Hamming window is multiplied to each 
frame of the signal. Additionally, each frame is given a Hamming window to 
group the nearest frequency components together. 
Step 3: Applying a Mel-scale filter bank to a DFT power spectrum produces 
the Mel spectrum. To get data values, Mel-filter focusses more on the important 
portion of the spectrum. A collection of triangular band pass filters called the Mel-
filter bank resembles the human-hearing system. There are overlapping filters in 
the filter bank. Each output of a filter represents the total energy of a set of 
frequency bands. This method simulates the human ear’s higher sensitivity to 
lower frequencies. Another crucial aspect to be gathered is the energy contained 
inside the frame. Calculate the logarithm of the square of the Mel-filter bank’s 
output. The way people react to signals is logarithmically. When energy levels are 
high, humans are less sensitive to modest energy shifts than when energy levels 
are low. The dynamic range of values is compressed by the logarithm. 
Step 4: Smoothing and Mel-scaling (pull to right). Below 1 kHz, the Mel scale is 
roughly linear, while beyond 1 kHz, it is logarithmic. 
Step 5: Calculate the logarithm of the square magnitude of Mel-filter bank’s 
output. 
Step 6: DCT is a further step in MFCC that transforms frequency domain signals 
into time domain signals and reduces data redundancy, which may ignore the 
signal’s minor temporal fluctuations. Mel-cepstrum is produced by doing DCT 
on the Mel-logarithm. spectrums. The number of feature dimensions is decreased 
by using DCT. It lessens the spectral correlation between the coefficients of the 
filter banks. For every statistical classifier, low dimensionality and 17 uncorrelated 
features are ideal. The energy is not captured by the cepstral coefficients. Adding 
an energy feature is thus required. As a result, one energy coefficient and twelve 
Mel frequency cepstral coefficients are retrieved. The term “basic features” often 
refers to these thirteen characteristics. 
Step 7: Acquire MFCC capabilities. Using the equation, the MFCC is created 
by transforming the frequency into the cepstral coefficients and the cepstral 
coefficients back into the frequency. 

mel( f ) = 2595 × log 10
(
1 + 

f 

700

)
(1) 

where f stands for frequency in hertz (Hz). The procedure used to calculate the 
MFCC. The following equation is used to estimate the MFCC characteristics.
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Cn = 
K∑

n=1 

(log Sk)

∣∣∣∣n(K − 
1 

2 
)

∣∣∣∣
K 

where, n = 1, 2, . . .  K (2) 

Since Cn indicates the mean value of the input speech signal, which contains no 
important speech-related information, it is not included in the DCT in this instance. 
Here, K stands for the number of Mel cepstral coefficients. An acoustic vector made 
up of MFCC is generated for each of the overlapping frames of speech (about 20 ms). 
The qualities of speech are both represented by and recognized by this collection of 
coefficients. 

3.2 Feature Selection with SOFM 

In speech technology, SOFM is a highly potent and well-liked approach for feature 
extraction. The fundamental strategy in this case is to forecast the current speech 
sample based on the linear combination of the previous speech samples. It is widely 
used in the field of voice research due to its ease of implementation, speedy calcu-
lation, and accuracy in mathematics. It is used to choose the vowels, consonants, 
syllables, phonemes, isolated words, etc., in speech. In this digital approach, an 
analog signal is encoded, and the specific signal value is predicted from the previous 
value with the use of a linear function. The fundamental reason the SOFM model is 
chosen is because a speech sample, S(n), may be created at any moment by linearly 
mixing the previous speech samples, i.e., 

s(n) ≈ a1s(n − 1) + a2s(n − 2) +  · · ·  +  ans(n − p) (3) 

where it is anticipated that the coefficients are a1, a2, a3, …, anwill not change 
during the course of the speech analysis frame. The aforementioned equation may 
thus be changed into an equality by including the excitation term Gu(n) as shown  
below: 

s(n) = Gu(n) +
∑
i=1 

ai s(n − 1) (4) 

The relationship shown below may be obtained by translating Eq. (4) into the Z 
domain: 

S(n) = Gu + 
p∑

i=1 

ai · z−1 s(z) (5) 

As demonstrated below, the relation may be changed into a transfer function.
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H(z) = 
s(z) 
Gu(z) 

= 1 

1 − ∑p 
i=1 ai z

−1 
= 1 

A(z) 
(6) 

In this study, SOFM-based feature vectors as well as other crucial metrics with 
phonetic data are employed. In order to extract a feature vector with cepstral weights, 
each frame of a continuous speech stream is processed. Then, sampling and quanti-
zation are performed using an analog-to-digital converter. Pre-emphasizing the voice 
signal results in spectrally flattening of the signal. A digital filter of the first order is 
used for this. The digital filter’s transfer function is provided by: 

H (z) = 1 − az−1 , for 0 ≤ a ≤ 1.0 (7)  

Here, a signal with continuous speech is regarded as one frame. The Hamming 
window is a feature of Windows that is used to get around Gibbs phenomenon’s 
shortcomings. This function multiplies the frames. It is calculated as: 

w(n) = 0.54 − 0.46cos
(

2πm 

N − 1

)
, f or  0 ≤ n ≤ N (8) 

Here, N stands for the total number of samples in the block. The signal’s frames are 
now all automatically linked to produce: 

r f (m) = 
N−m∑
n=0 

x̃ f (n) ̃x(n + m), m = 0, 1, 2, . . .  ,  p (9) 

The optimal auto-correlated value in this case is shown by rf (m). 

3.3 DLCNN Classification 

Figure 3 shows how the DLCNN architecture is used to identify the speaker. Convo-
lution and max-pooling were used three times each in this method; the results of 
the convolution and max-pooling layers were fused into a single feature layer. Final 
weight maps for the speech features may then be generated by using the SoftMax 
output layer and the focus map generation layer together. Each layer action of the 
proposed DLCNN architecture is described in the following manner:

Convolution layer: This type of layer is often utilized to estimate the yield of 
nerve cells in the input feature linked to a local region. The coefficients of weight are 
created using 64 filters in this case. Individual neuron conducts the operation of dot 
product betwixt the linked regions, pixels, or linked regions. The final dimension of 
layer CONV 1 is {20 × 8 × 64} where height and width of input is 256 and the filter 
proportion is 64 with kernels of 3 × 3 size.
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Fig. 3 Proposed DLCNN model

Table 1 Layer sizes of DLCNN model 

Layer Height Width Features Stride height Stride width Parameters (k) 

Conv1 20 8 64 1 3 10.2 

Conv2 10 4 64 1 1 164.8 

Lin – – 32 – – 65.5 

FC1 – – 128 – – 4.1 

SoftMax – – 5 – – 0.7 

Max-pooling Layer: This layer involves the operation of down-sampling opera-
tion subjected on input feature. Hence, the sampling by factor 2 is implied on both 
width and height of the feature, which yields a layer sized {1 × 3 × 128}, where 
width and height of feature are 128 and filter size 128, respectively. 

Linear layer: This layer is used to concatenate the input features. Therefore, the 
layer size remains similar {1 × 32 × 2} where 2 is representation of filter size, 
whereas height and width of feature is represented by 32. 

SoftMax output layer: The SoftMax output layer probability is employed, which 
reduces inefficiencies during the speaker recognition operation development. The 
error falls betwixt 1 and 0, as this function reduces speaker recognition inefficiencies. 
Finally, the SoftMax classifier results the recognized person. Table 1 presents the 
layers of SoftMax output layer. 

4 Results and Discussion 

This section gives the detailed analysis of simulation results. Further, the performance 
of proposed ASR system is compared with the state-of-the-art approaches using same 
dataset.
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4.1 Dataset 

The dataset contains the voice samples from five different persons. From each person, 
nine samples are collected with multiple phrases. Totally, 45 phrases are collected 
in entire dataset. Further, 80% of dataset is used for training, 20% of dataset is used 
for testing the ASR system. 

4.2 Subjective Performance 

Figure 4 shows the original audio with 2.5 s of time. Figure 5 shows the frequency of 
original audio, which is having the frequency of −3 k to  + 3 k. Figure 6 shows the 
spectrogram of MFCC. Figure 6 shows the spectral features of MFCC, which contain 
eighth-order feature, cepstral feature, and log-MFCC features. Figure 7 shows the 
recognized person details. 

Table 2 presents the performance of proposed ASR system with conventional 
approaches such as HDNN [62], CNN [64], and DBN [107]. The proposed DLCNN-
based ASR resulted in superior performance for all metrics.

Fig. 4 Original audio 

Fig. 5 Frequency spectrum
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Fig. 6 Spectrogram a original speech, b MFCC 

Fig. 7 Spectral features of MFCC
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Table 2 Performance comparison 

Metric HDNN CNN DBN Proposed ASR 

Accuracy (%) 92.550 94.750 94.200 99.98 

Sensitivity (%) 90.307 91.267 95.715 99.973 

Specificity (%) 94.770 94.104 95.669 99.83 

F-measure (%) 93.466 92.825 95.257 99.67 

Precision (%) 93.262 94.428 90.688 99.29 

MCC (%) 92.947 95.241 90.583 99.45 

Dice (%) 90.762 90.624 92.727 99.37 

Jaccard (%) 93.565 94.364 91.614 99.46 

5 Conclusion 

This work is mainly focused on implementation of DLCNN-based ASR system. 
Here, MFCC was initially used to extract voice features, which examined the spectral 
characteristics of various voice samples. Then, SOFM is applied to decrease the 
number of available features and choose the best features, using Euclidean similarity 
between features. The feature database is created using the DLCNN model, which is 
also used to train the features. The trained DLCNN model then processes a test voice 
sample to identify the speaker detail. The simulations run on Anaconda (TensorFlow) 
demonstrated that the proposed ASR system produced better recognition results than 
traditional systems. This work can be extended to implement with transfer learning-
based ASR approach. Here, advanced filters are suggested for preprocessing, which 
eliminates any unwanted noise elements or artifacts in speech signals. 
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Machine Learning-Based Path Loss 
Estimation Model for a 2.4 GHz ZigBee 
Network 

Prashanth Ragam, Guntha Karthik, B. N. Jagadesh, and Sankati Jyothi 

Abstract Wireless sensor networks (WSNs) and Internet of Things (IoT) have 
received remarkable attention from the past few years in various applications. 
Modeling of path loss (PL) for the deployment of a developed WSN system is a 
crucial task owing to the time-consuming and elegant operation. However, radiofre-
quency (RF) engineers adopted either deterministic or stochastic empirical models 
to estimate the PL. In general, empirical models utilize predefined influenced param-
eters including path loss (dB), path loss exponent (ϒ), and other significant parame-
ters. Although, empirical models differ significantly from original measurement due 
to consideration of different terrains. In this study, an endeavor has been made to 
develop a machine learning-based model to estimate the path loss for a standard 
ZigBee communication network operating on a 2.4 GHz carrier frequency deployed 
in an urban area. An experimental setup was designed and tested in line-of-sight 
(LOS) and non-line-of-sight (NLOS) conditions to collect the influence parameters 
such as received signal strength indicator (RSSI), frequency, distance, and trans-
mitter antenna gain. Besides that, environmental parameters such as temperature 
and humidity are also included. In this context, a three-layer, feed-forward back-
propagation multilayer perception neural network (BPNN) machine learning and 
Log-Distance empirical models were employed to estimate the PL. The obtained 
results reveal that the BPNN model noticeably enhanced the coefficient of determi-
nation (R2) and reduced root mean square error (RMSE) compared with the empirical
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model. The R2 and RMSE metrics were obtained as 0.97220 and 0.03630 in the NLOS 
scenario as well as 0.99820 and 0.00773 in the LOS environment, respectively. 

Keywords ZigBee · Path loss · BPNN · Log-distance · Average RSSI 

1 Introduction 

The technologies developed based on IoT and WSN felicitous are a viable choice for 
distributed monitoring using smart sensors that can function in specified locations 
and in a variety of geographical and physical situations. The main motto of WSN and 
IoT is to convey real-time data including air pollution, temperature, unwanted gases, 
atmospheric humidity, water quality, and pH values through sensor units. Most of 
the cases require a distinct radio frequency (RF) module such as Bluetooth, ZigBee, 
LoRa, and NB-IoT to convey the information accumulated by the sensor nodes. 
Consequently, RF modules play an important role in WSN and IoT-based applica-
tions. During wireless propagation, path loss represents the difference between trans-
mitted and received power that can be widely adopted to estimate signal attenuation. 
Currently, various researchers and scientists are working to enhance wireless network 
coverage range by improving path loss models depending on electromagnetic propa-
gation [1]. Usually, path loss (PL) has several models specific to particular scenarios. 
These models consist of three types such as empirical, semi-deterministic, and deter-
ministic models [2]. Among, empirical also known as conventional models are widely 
adopted because of simple implementation and legible mathematical expression over 
other PL models. However, empirical PL models including Log-Distance (LD), Cost-
231 Hata, Ericcson, and SUI models are restricted by environmental locations like 
semi-urban, rural, and urban. Hence, they may not suitable for all-terrain. Moreover, 
these models were considered few affected parameters only while predicting the PL. 
But, in ground reality, path loss is influenced by environmental parameters too. So 
that, it is essential to introduce advanced modeling methods to estimate the path loss 
accurately in a complex environment scenario. 

In most IoT applications such as agriculture, smart cities, opencast mines, when 
the wireless signal is propagated from the sensor node to the receiver node, it crosses 
via various obstacles (buildings, plants, dense crops). Therefore, an adequate clear-
ance location would not be ensured, which leads to signal attenuation, scattering, 
and signal reflection. In this instance, the strength of the communication link will 
be reduced, especially, during the signal transmitted via dense crops and high-rise 
buildings. Because of this reason, the quality of communication links and variables 
should be taken while IoT and WSN systems are deployed. The performance of 
the propagation signal of WSNs is dependent on the working environment directly. 
Henceforth, to evaluate the propagation behavior, a precise path loss model is needed 
in the wireless communication network to reduce minimal pocket loss between trans-
mitter and receiver node as well as enhance the long-lasting lifetime. For this reason, 
this challenge has inspired us to develop an intelligent machine learning-based path
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loss model between the ZigBee router node (varies with distance) and the coordinator 
node (constant on the ground). 

The contribution of this study can be summarized as follows: 

• An experimental setup (hardware) was designed with ZigBee technology. It was 
installed in the urban environment area to measure the RSSI. 

• From the collected RSSI values, two-path loss models such as Log-Distance and 
three-layer multilayer back-propagation neural network models were formulated 
by considering influenced parameters such as distance, antenna gain, frequency, 
humidity, temperature, and RSSI. 

• The evaluation metrics such as R2, RMSE, mean absolute difference (MAD), 
and mean square error (MSE) were obtained from the analysist to ensure the 
performance of developed models. 

2 Previous Works 

In general, RSSI coverage, coverage range, and the distance were considered to esti-
mate the required path loss. In 2017, Pan et al. [3] conducted a test using a 2.45 
GHz RF module in a cornfield environment and estimated the PL using a log-normal 
shadowing model (LNSM). The obtained results show that R2 between measured and 
predicted PL is 0.937 and 0.9888. Egi and Otero [4] were created a machine learning 
and 3D-point-cloud-based model to predict the signal power path loss (SPLL) by 
considering distance as an influencing parameter. The results ensure that the proposed 
model performed with 2.4% mean absolute percentage error (MAPE). Jawad et al. 
[2] were formulated hybrid models such as exponential-based particle swarm opti-
mization (EXP-PSO) and polynomial particle swarm optimization (POLY-PSO). The 
simulation results prove that the proposed model has a received signal level (RPL) of 
4.26%, whereas empirical models having errors within the range of 6.29–16.9%. Jo 
et al. [5] were developed a combined machine learning framework such as artificial 
neural network (ANN), Gaussian process, and principal component analysis (PCA) 
for modeling the path loss. They observed that the proposed combined machine 
learning model provides more accuracy over other conventional linear model. The 
author [6] tested the ZigBee WSN and IEEE 802.15.4 communication networks at 
2.4 GHz carrier frequency at distinct terrains to estimate the PL. The regression 
results provide a high R2 (in the range of 0.915–0.983) and the least RMSE of 2.5. 
From the previous literature review, multiple researchers were developed machine 
learning models as well as adopted conventional empirical models to estimate the 
path loss. However, they were considered limited influenced parameters such as 
distance and carrier frequency only. The path loss is affected by other parameters 
including environmental conditions too.



154 P. Ragam et al.

3 Evaluating Experiment 

Connectivity is a primary building component in WSN and IoT systems. The popular 
short-range communication protocols in IoT and WSN are ZigBee, Bluetooth, and 
EnOcean. In this section, an energy-efficient ZigBee module (XBee series 2 (S2C), 
DIGI) along with accessories was selected as an experimental setup (see Figs. 1 
and 2). Free software such as the X-CTU platform (DIGI) was used to configure 
the ZigBee modules. The coordinator (sink or transmitter) node was interfaced to 
a PC using the RS-232 USB cable; on the other side, the router (receiver) node 
was connected to a power supply (Intex power pack). Here, the X-CTU software 
tool is used to configure the modules as well as monitor packet loss and RSSI 
levels. A coverage range test was conducted in two significant use scenarios, namely 
LOS (outdoor-to-outdoor) and NLOS (indoor-to-outdoor) in an urban region near 
Bagath Nagar, Hyderabad metropolitan city, India, to understand the capability of the 
ZigBee communication network. The deployment region has a geographic coordi-
nate such as latitude of 17°46'46.14'' and longitude of 78°42'83.01''. The concerned 
area comprises high-rise dwellings, vegetations, and roadside trees on two sides of 
roads (see Fig. 3). In each scenario, the coordinator node was kept static (point A), 
while the receiver node was non-stationary. At every deployment case, ten readings 
were captured, and an average of the RSSI and pocket loss was performed for further 
analysis. During this measurement campaign test, sixty and hundred RSSI readings 
were recorded for both NLOS and LOS scenarios, respectively. The specifications 
of XBee S2C modules are depicted in Table 1. The relationship between distance 
and average received power at the receiver of different locations is carried out in a 
specified area as shown in Figs. 4 and 5, respectively. 

As stated earlier, the path loss is not only affected by traditional parameters such as 
distance and operating frequency but also influenced by other parameters including 
environmental conditions (temperature and humidity). Thus, recorded temperature 
and humidity values at each case during the measurement campaign are summarized 
in Table 2.

Fig. 1 XBee S2C router 
node
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Fig. 2 XBee S2C coordinator 

Fig. 3 Experiment coverage 
plan 

Fig. 4 Average RSSI versus 
distance in NLOS case
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Fig. 5 Average RSSI versus 
distance in LOS case 

Table 1 Hardware 
specification of the router and 
coordinator nodes 

Hardware module Specification 

Transmitted power 8 dBm  

Antenna gain 2.1 dBi 

Carrier frequency ISM 2.4 GHz 

Receiver sensitivity −102 dBm

Table 2 Recorded influenced parameters 

Parameter LOS NLOS 

Min. Max. Min. Max. 

Distance (m) 1 100 0.5 50 

Temperature (°C) 31 37 31 37.5 

Humidity (%) 17 28 17 30 

Average RSSI (dBm) −98 −10 −98 −10 

Note Min.—minimum value; Max.—maximum value 

4 Empirical Path Loss Modeling 

In this research work, an experimental model has been deployed as well as the path 
loss of ZigBee wireless signal operating at 2.4 GHz was determined experimentally 
at Bagath Nagar, Hyderabad. A notable word in estimating the wireless propagation 
coverage range is PL describes a signal attenuation in decibels (dB).Usually, the PL 
at varied locations from the transmitter and receiver nodes in any WSN is expressed 
as follows [7]:
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PLmeasured = Pt − Pr + G t + Gr. (1) 

Here, Pr is the power of the signal at various locations from the transmitter (dBm), 
Pt is the power of the transmitter (dBm), G t is a gain of transmitter antenna (dBi), and 
Gr is gain of receiver antenna (dBi). The defined values for G t and Gr are equal to 
2.1-dBi. In general, the wireless communication propagation models are categorized 
into three types such as free space model, two-ray-reflection ground model, as well 
as Log-Distance model. The Log-Distance propagation model can able to estimate 
the PL of a communication signal confronts within a building or densely populated 
areas over distance. Henceforth, this study carried out an experimental test in an 
urban region that comprises high-rise buildings and trees. Consequently, applied a 
first-order Log-Distance (LD) propagation model [8] to find the predicted path loss 
and formally expressed it as: 

PLpredicted = PL0 + 10ϒ log10
(
r 

r0

)
+ Xσ . (2) 

where r0 is the specified near-earth reference distance. X is a zero-mean Gaussian 
random variable (dB) and σ is the standard deviation. If the devices are kept static, 
ignore the effects of Xσ .ϒ is a path loss exponent that is based on the surrounding 
or propagation region. Here, it has been taken as three. PL0 is the path loss at a 
near-earth reference distance r0 and is defined as [9]: 

PL0 = 20 log 10( fMHz + 20 log 10(r0))−28. (3) 

To estimate the PL at a reference distance of 1 m (r0) using  Eq.  3 and plugging it 
into Eq. 2 results in: 

PLpredicted = 20 log 10( fMHz) + 10η log 10(r )−28 + Xσ . (4) 

where, fMHz is the operation frequency of propagation model. 

5 Machine Learning Modeling 

Machine learning (ML) has emerged with high-speed performance big data 
computing to provide new opportunities in various areas such as agriculture, mining, 
and healthcare. Usually, ML methodologies require a learning process using the 
objective to learn from “experience” to execute a specific function. ML consists of 
data that includes examples. Generally, an individual example is denoted by a set of 
attributes, also well-known as parameters, features, or variables. Here, feature may 
be nominal, numeric, binary, or ordinal. The designed ML algorithm’s performance 
can be evaluated by numerous performance metric which is useful for improving the 
ML model. The ML tasks can be classified into various categories based on learning



158 P. Ragam et al.

type (supervised/unsupervised), learning models such as regression, clustering, clas-
sification to implement the specified task. An artificial neural network (ANN) is 
a twig of artificial intelligence that can be originated from the neural system of the 
human brain. It has a powerful computing system comprised of interconnected adap-
tive simple processing elements (known as neurons). These neurons are associated 
with the weighted vector to compose the ANN architecture to do the massive parallel 
computation for data processing [10]. 

Usually, multi-layer perceptron (MLP) is the wide popular adopted algorithm. It 
is a class of feed-forward ANNs and consists of at least three layers (nodes) speci-
fied as input, hidden, and output layers. Every layer has a weight (w) matrix, a bias 
(b) vector, and an output vector. Except for input nodes, each layer can possess a 
various number of neurons that use a nonlinear activation function. Every interme-
diate layer’s response has been given as the input response of the subsequent layer. 
The fundamental purpose of the training process in a neural network is to suppress 
the measured error. In this study, considered a back-propagation (BP) training algo-
rithm to achieve accurate estimation. It consists of four stages such as initialization 
of weights, feed-forward, back-propagation of errors, and updating of weights and 
biases [11]. A MATLAB 2018b software was utilized to implement the BPNN model. 
A three-layer BPNN model was designed with fifteen hidden neurons in the middle 
layer. Here, the input node has six neurons (input parameters), and one output neuron 
(parameter) in the output layer. A Levenberg–Marquardt back-propagation-based 
training function was adopted. The database can be divided into 70% for training 
and 30% for testing in both scenarios (LOS & NLOS). The following algorithm was 
used to develop the BPNN model and as follows: 

Algorithm: Multi-Layer Back-Propagation network (BPNN) 

Input: Collected dataset 
Output: Predicted PL data set 

Step 1: Normalize and split the data for training and testing; 
Select the number of layers (m) and neurons (ni) 

Step 2: Initial values of weight vector W m i, j and bias vector b
m 
i, j 

Step 3: Determine neural network response using 

am i, j = ϕ
((

w1 
i, j

)
∗ Xk + bias

)

Step 4: Calculate neural output: Y j = ϕ
((

w2 
i, j

)
∗ am i, j + bias

)

Step 5: Determine the error between actual and predicted output: e j (n) = d(n) − Y j (n) 
Step 6: If obtained error is high, update the weights and bias: 

w1 
i, j (new) = w1 

i, j (old) + ηs1 J ; 

w2 
i, j (new) = w2 

i, j (old) + ηs2 J
(
am i, j

)
Repeat the aforementioned steps until reach desired error 

Note: i and j are number (1, 2, 3 … ni); ϕ is the transfer function; w1 
i, j —weight associated with 

the neuron; d(n) is actual output; S j is a sensitivity function



Machine Learning-Based Path Loss Estimation Model for a 2.4 GHz … 159

Table 3 List of performance 
metrics Name Equation 

MAD
∑n 

i=1|Ai−Pi | 
n 

MSE
∑n 

i=0|Ai−Pi |2 
n 

RMSE
/∑n 

i=0|Ai−Pi |2 
n 

Note Ai, Pi are measured and predicted values 

6 Model Performance 

Different applied ML algorithm performance can be evaluated by various standard 
statistical performance evaluation metrics. The widely adopted statistical metrics 
are coefficient of determination (R2), mean absolute deviation (MAD), mean square 
error (MSE), and root mean square error (RMSE). Table 3 depicts adopted statistical 
performance metrics. 

7 Outcomes and Discussion 

In this section, the PL estimation of ZigBee network can be done using the machine 
learning model (BPNN) and empirical model. The outcomes of both models are 
presented. Further, the observed R2 for Log-Distance model is 0.93401 and 0.90126 
in NLOS and LOS cases, respectively (See Figs. 6 and 7). Similarly, obtained R2 for 
the BPNN model is 0.97220 (NLOS) and 0.99820 (LOS), respectively, as depicted 
in Figs. 8 and 9. Tables 4 and 5 summarize the performance of developed models 
using evaluation metrics such as R2, MAD, MSE, and RMSE. Here, maximum R2 

and minimum RMSE were obtained for the BPNN model in both cases.
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Fig. 6 Measured PL versus 
predicted PL using LD 
model in LOS 

Fig. 7 Measured PL versus 
predicted PL using LD 
model in NLOS 

Fig. 8 Measured PL versus 
predicted PL using BPNN 
model in NLOS
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Fig. 9 Measured PL versus 
predicted PL using BPNN 
model in LOS 

Table 4 Performance of developed models in NLOS case 

Model R2 MAD MSE RMSE 

ANN 0.97220 0.02184 0.00131 0.03630 

Log-distance 0.93401 0.05183 0.00580 0.07622 

Table 5 Performance of developed models in LOS case 

Model R2 MAD MSE RMSE 

ANN 0.99820 0.00439 0.00005 0.00773 

Log-distance 0.90216 0.04901 0.00447 0.06688 

8 Conclusion 

In this article, a machine learning algorithm is included along with data measure-
ment, empirical, and regression analysis to estimate the path loss of the ZigBee 
network more precisely. To achieve this, a ZigBee-assisted test setup operating on 
2.4 GHz carrier frequency has been established, and a measurement campaign was 
performed for data collection in an urban area. In this context, two typical propagation 
scenarios such as NLOS and LOS were evaluated to employ their adversity to trans-
mission reception, and accordingly, their impact on the performance of the ZigBee 
network. During the experiment, recorded the average RSSI, distance, temperature, 
humidity, transmitter antenna gain, and carrier frequency at distinct locations. It is 
observed that the Log-Distance empirical model suits to represent the relationship 
between measured and predicted PL with allowable R2 of 0.93401 and 0.90216 and 
RMSE of 0.07622 and 0.6688 in both cases. However, the proposed machine learning
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model such as BPNN provides significant R2 (0.97220 and 0.99820) and less RMSE 
(0.03630 and 0.00773) for NLOS and LOS, respectively. Hence, the proposed BPNN 
ensures more accurate path loss estimation compared with empirical model. 
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Abstract Lung infections are the most frequently observed medical conditions that 
affect the respiratory system. These infections can have meager effects like cough and 
if ignored can lead to the cause of death. Hence, a classification model that helps in 
the early detection of lung infections can help in avoiding further complications. This 
paper focuses on techniques to classify lung infections based on different convolu-
tion neural network model architectures in comparison with advanced deep learning 
techniques like Vision Transformer trained on chest X-ray dataset. One of the most 
powerful imaging techniques for diagnosing lung infections is chest X-ray. So, our 
model is built on chest X-rays collected from 30,805 individuals that were classified 
into 15 labels (including no finding). The dataset consists of 112,120 samples of 
images that are utilized for developing the model for predicting and analyzing lung 
infections by using InceptionV3, ResNet50, VGG16, InceptionResNet, and Vision 
Transformer. Each model is evaluated on the basis of mean accuracy error (MAE), 
binary accuracy, and loss. Among all the models, InceptionResNet has obtained a 
best accuracy of 93.33%. This study signifies that Vision Transformers are yet to be 
developed in order to catch up with CNN models. 
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1 Introduction 

The COVID-19 had affected many people’s lives from the year 2019. It had affected 
about 570 million people worldwide. It was proven that due to the occurrence of 
COVID-19, there is a chance of getting many lung infections, which can in turn 
cause severe side effects for the people which might lead to death. It can be easy 
to cure these lung infections if they can be detected early. So, our aim is to predict 
the lung infections that can be caused to a person using chest X-rays as input with 
highest accuracy possible. This paper focuses on the comparison of different types 
CNN models with Vision Transformer for classifying the lung infections that can 
be caused to a person. Human diagnosis can be a difficult task for the doctors as 
it takes some time for them to categorize which infection it is and also there are 
some countries in which there are more population and less medical facilities. In 
this case, it might be an uphill task for a doctor to diagnose the disease. So, we 
developed a model that can classify the different lung infections based on the X-ray 
images of patients. Here, we proposed an automated system for classifying the lung 
infections using transfer learning of various CNN architectures. A deep learning 
technique called transfer learning makes use of the previously acquired knowledge 
and skills in solving a new problem; this is nothing but using an existing architecture 
to create new model by adding some new layers like dense layer, Global Pooling 
layer, etc. for achieving better accuracy for the model on a certain dataset by using a 
specific algorithm. Vision Transformer is a self-attention-based architecture, which 
is inspired from its applications in natural language processing (NLP) for replacing 
convolutional neural networks in the classification of computer vision problems. 

1.1 Advanced Technologies as a Solution 

Dosovitskiy et al. [1] stated that transformer is a technique that is generally being 
used in natural language processing. Vision Transformer (ViT) tries to replicate the 
transformers technique in NLP on computer vision problems. It is one of the best 
alternative approaches to convolution neural network. Initially, the input image is 
separated into patches of specified dimensions. The number of patches produced will 
depend on the image resolution, patch size, and specified stride. Once the patches 
are generated, each patch is encoded with its corresponding position, and then these 
patches will be flattened to pass as input to the state-of-the-art transform encoder. 
Then this model will be pretrained on the dataset. Vision Transformers are good in 
removing inductive bias that is generally observed in convolutional neural networks. 
It is observed that Vision Transformers perform equally with CNN on small datasets 
and give better performance than CNN on large datasets.
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1.2 Existing Models and Limitations 

There are many existing models available in convolution neural network (CNN) that 
uses transfer learning for training the model and can automatically learn and extract 
features from the images based on training. All these models are used to classify 
the lung infections based on a particular algorithm and specify the output (accu-
racy). Some of them also used various image segmentation techniques for increasing 
the accuracy of their defined model and compared both models with and without 
applying segmentation. Some of them used the Inf-Net for extracting the low-level 
features, and the CT scans are fed into the two-layered convolutional neural networks 
for improving the representation of the boundaries. Some of them also used the ultra-
sound imagery of patients for classifying pneumonia affected, COVID-19 infected, 
and healthy people. 

Drawbacks 

• The applications take only limited chest X-ray images to detect the diseases. 
• Only limited number of diseases are available in the models. 

1.3 Contributions of Proposed System 

• To analyze the existing problems that are in detecting the lung infections. 
• To build a CNN-based model that can classify lung infections. 
• To apply several variants of deep convolutional neural networks by using transfer 

learning and comparing them. 
• To perform comparative analysis on the ViT model in comparison with CNN 

models. 

2 Related Work 

Souid et al. [2] suggested a system called “Classification and Predictions of Lung 
Diseases from Chest X-rays Using MobileNetV2.” He researched that these days, 
the effective and widely used medical imaging procedure is the thoracic radiography, 
which is generally termed as the chest X-rays. On NIH Chest X-ray 14 database, a 
modified MobileNetV2 algorithm using transfer learning is applied, for the classi-
fication and prediction of the lung pathologies that were developed in the frontal 
thoracic. From 30,805 unique patients, about 112 front-to-back and back-to-front 
thoracic images were collected and placed in chest X-ray14 database. The metric that 
was used for evaluating the models is AUC, i.e., integral value of receiver operating 
characteristic curve. The accuracy that they have achieved is above 90% combined 
with 81% AUC score.



166 G. S. S. V. Badrish et al.

Rahman et al. [3] proposed a model named “Reliable Tuberculosis Detection 
Using Chest X-Ray with Deep Learning, Segmentation and Visualization.” He infer-
enced that tuberculosis is a chronic lung disease that might lead to death. Hence, it 
is necessary to detect the presence of tuberculosis in the early stage to avoid further 
complications. Using image processing, image segmentation, data augmentation, and 
deep learning classification techniques, a model is designed for diagnosing tubercu-
losis with chest X-ray as input. A new database is created for training the model, 
from the several existing databases. The database consists of about 3500 unaffected 
X-rays and 3500 TB-infected patients X-rays. Nine different types of deep convolu-
tional neural networks, namely Inception V3, VGG19, MobileNet, ResNet, ChexNet, 
DenseNet, and SqueezeNet are used with pretrained initial weights and tested for the 
binary classification of TB. Without using segmentation, the ChexNet had produced 
an overall accuracy of 96.47%, whereas with using segmentation, 98.6% accuracy 
is observed for DenseNet. 

Zuo et al. [4] suggested a model called “Multi-Resolution CNN and Knowledge 
Transfer for Candidate Classification in Lung Nodule Detection.” He proposed a 
system that can be used by doctors for diagnosing the lung cancer in the early stages 
by making use of lung nodule detection automation. As there can also exist the 
multiple nodules and also varying features of various resolutions of lung nodules, so 
a multi-resolution convolutional neural network (CNN) is used for feature extraction 
by using deep layers in the network for classification of lung nodule candidates. The 
suggested model consists of three stages for its execution. First, A CNN model which 
is capable of performing edge detection is taken, and its weights are transferred to 
build a new model capable of classifying images, i.e., multi-resolution model. After 
that, the knowledge is transformed to improvise the classification performance by 
taking side-outputs into consideration. Finally, for training and testing the classifier, 
the samples production as well as data enhancement is performed. The three different 
sizes of test samples are considered (26 * 26, 36 * 36, and 48 * 48) for testing the 
multi-resolution CNN and recorded an accuracy of over 92.81% by the three models. 

Fan et al. [5] suggested a model on “Inf-Net: Automatic COVID-19 Lung Infec-
tion Segmentation from CT Images.” He proposed that generally the difficulty in 
classification can be due to the fact that the infection characteristics contain high vari-
ance and due to the difference in intensities between infections. For this issue, a novel 
COVID-19 lung infection segmentation deep neural network (Inf-Net) is suggested to 
automatically locate infected regions from chest CT scan images. Based on the archi-
tecture of the Inf-Net, for the extraction of the low-level features, the CT images are 
passed into two-layered convolution neural network and added with a edge attention 
module for externally improving the representation of objective region boundaries. 

Ohata et al. [6] suggested a model called “Automatic Detection of COVID-19 
Infection Using Chest X-Ray Images Through Transfer Learning.” Here, they used 
the chest X-ray scans; they detected the COVID-19 infections by using the model 
that is developed by using the convolutional neural networks, which is trained on 
relatively small sample consisting of 194 X-ray images collected from patients. For 
extracting the most important features of images of CT scans, they used transfer
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learning technique which uses the transfer knowledge on the initial trained dataset 
developed by using convolution neural networks. 

Diaz-Escobar et al. [7] suggested a model called “Deep-learning based detection 
of COVID-19 using lung ultrasound imagery.” Here, for the detection of COVID-19 
and diagnosing pulmonary conditions of patients, a lung ultrasound imagery model 
using deep learning is adapted with some of the pretrained deep learning architectures 
like VGG, Inception, Xception, and ResNet. A publicly available POCUS dataset is 
used for training the model. It consists of about 3326 ultrasound imagery of patients 
who are infected with COVID-19, pneumonia, and also healthy people. 

Anthimopoulos et al. [8] suggested a model called “Lung Pattern Classification 
for Interstitial Lung Diseases Using a Deep Convolutional Neural Network.” He 
proposed that in the diagnosis of interstitial lung diseases using the aid of computers, 
automated tissue characterization is identified as the one of the most important 
components. Generally, CAD system consists of three stages for the lung CT scan 
assessment, namely segmentation of lungs, quantification of lung diseases, and differ-
ential diagnosis. Here, about 14,696 images which are derived from 120 CT scans are 
trained for evaluating the convolutional neural network. They used a convolutional 
neural network that consists of five activations which were then forwarded to average 
pooling layer, and finally, it was fed into three successive dense layers for achieving 
better accuracy. 

Jelodar et al. [9] made use of transformers and LSTM on textual data collected 
from social media to analyze how COVID-19 affected the mental health of individ-
uals. Although in this paper, the transformers are used on textual data which can be 
taken as inspiration for implementation of Vision Transformers. 

Yaseliani et al. [10] suggested an ensemble model consisting of support vector 
machine and linear regression for the classification of pneumonia. The model also 
made use of radial basis function and trained with chest X-rays over several epochs. 
This suggested model has achieved an accuracy of 98.55%. Although the model 
had provided a higher accuracy, it can be made more robust by making use of deep 
learning algorithms. 

Zhang et al. [11] had performed a comparative analysis for the classification of 
pneumonia using various CNN models. The findings suggested that EfficientNet 
model has given a better performance than any other model. The model made use 
of ultrasound lung imagery for training. The disadvantage in this study is that the 
model is trained on limited dataset. 

Boban et al. [12] had performed a comparative analysis for the classification of 
lung diseases using various ML models. The results show that SVM has given an 
accuracy of 70.45%, whereas accuracy provided by KNN is 99.2%. The model can 
be improved by making use of ensemble models and deep learning models.
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3 Proposed Model 

3.1 Dataset Description 

The dataset for the lung infections classification is taken from Kaggle, which is 
named as NIH Chest X-ray Dataset. This dataset comprises of 112,120 chest X-rays 
which were collected from 30,805 distinct patients and were labeled with 14 types 
of lung infections. The labels are extracted from raw text using NLP; hence, there 
might be some discrepancies, but the labels are determined to be more than 90% 
accurate. The label frequency of NIH Chest Dataset has been given in Fig. 1. 

Figure 2 describes about the different types of lung infections that are available 
in the dataset. This NIH dataset contains 15 classes (14 diseases, and one for “no 
findings”).

The proposed system architecture shown in Fig. 3 is used to predict the lung 
infections that are caused to a patient post the recovery from COVID-19. The data 
is pre-processed and is modeled by using the above algorithms like basic CNN, 
Inception V3, ResNet, and VGG16. The model with the high accuracy is applied on 
the post-COVID lung dataset and applied on the model, to achieve the result.

Fig. 1 NIH chest X-ray dataset labels frequency 
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Fig. 2 Different types of lung infections

Fig. 3 Proposed system architecture
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A. Pre-processing 

The performing of pre-processing the images with the help of keras data generator 
class was happened in this step. Input image is transformed into a default image size, 
later image directories are loaded, and every image is converted in to the array. The 
next step in image pre-processing is fit_transform of label binarize which is used on 
the label list. 

The dataset is segregated into training data and validation data in which the training 
data consists of both the input (chest X-rays) and its corresponding class labels and 
the validation data consists of images which are fed into the neural network as input 
and the output is compared against its corresponding label in validation data. 

The image data pre-processing techniques such as samplewise_center, sample-
wise_std_normalization, horizontal_flip, vertical_flip, width_shift_range, rotation_ 
range, shear_range, fill_mode, zoom_range are used. 

A. Building the Model 

1. Creating the Model 

Generally, there are many variant models for the convolutional neural networks, but 
one has to choose the model that suites the problem description and gives higher accu-
racy. Pretrained convolutional models can be obtained from the concept of transfer 
learning, and these can be used to train on our data by adding some additional 
trainable layers. 

2. Building the Architecture of Model 

The pretrained model is added with some other new layers such as Global Pooling 
layers, dropout layers, dense layers etc. to increase the accuracy of the model. Each 
layer is associated with an activation function such as relu, softmax, sigmoid based 
on necessity of problem. 

3. Training and Testing the Data 

The model is built on 89,696 images which are categorized into 15 labels, and the 
validation contains 22,424 images. During the training process, the optimization 
algorithm used is RMSprop which comes under adaptive learning rate method. The 
model is trained with 0.001 as learning rate. The activation functions used in the 
model are sigmoid and relu. The model is trained using Batch Gradient Descent with 
1000 epochs and 128 steps in each epoch. The metrics used for evaluating the model 
are accuracy, mean absolute error (MAE), and loss. Here, the loss function used is 
categorical cross-entropy. True positives (TP) are the cases that the model classified 
as true labels accurately. False negative (FN) corresponds to the instances that the 
model classified as false labels accurately. False positives (FP) represent the cases 
that the model classified as true labels inaccurately. True negatives (TN) represent 
are the cases that the model classified as false labels inaccurately. The equations for 
accuracy and MAE are presented on (1)–(2), respectively.
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Accuracy (%) = TP + TN 
TP + FN + FP + TN 

× 100 (1) 

MAE = (1/n) ∗
∑

|yi− xi |. (2) 

4. Saving the Model 

After training and testing, the model is evaluated with the accuracy of 93.33%. Later, 
the model is saved, and the model is dumped into the application using tensor flow 
very easily. 

Algorithm: CNN-based model 

Step-1: Take input dataset 
Step-2: Perform data pre-processing on datasets using keras 
Step-3: Divide the dataset into training and validation sets 
Step-4: Import a variant of CNN using Transfer learning 
Step-5: Add a Global Pooling layer 
Step-6: Add the Normalization layer to the model 
Step-7: Add the flatten layer to the model 
Step-8: Add the dense layer to the model 
Step-9: Add softmax & compilation function to the model 
Step-10: Fit the model with the dataset 
Step-11: Return the accuracy and roc curve as the output 
Step-12: End 

Algorithm: Vision Transformers 

Step-1: Take the input dataset 
Step-2: Perform data pre-processing on datasets using keras 
Step-3: Divide the dataset into training and validation sets 
Step-4: divide each image into patches 
Step-5: Flatten all the patches of an image 
Step-6: Add positional encodings to the patches 
Step-7: Feed this to the state-of-the-art transformer encoder as input 
Step-8: Add multilayer perceptron to the above architecture 
Step-9: Pre-train the model using the given dataset 
Step-10: Return accuracy and roc curves as the output 
Step-11: End 

Algorithm: Lung Infection detection 

Step-1: Take the Chest X-ray image 
Step-2: Convert the image into a numpy array 
Step-3: Input = numpy array of image 
Step-4: if (Input image infection is detected) 

Output = label of the detected infection 
Step-5: else 

Output = not detected 
Step-6: End
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4 Results and Analysis 

The detailed analysis of different models used for classifying the lung infections is 
given in Table 1. The metrics used for evaluating the model are loss, binary accuracy, 
and mean absolute error (MAE). 

From the shown table and graph (Fig. 4), the summary of the performance of the 
different models is analyzed. It is determined that the InceptionResNetV2 model is 
possessing high accuracy (93.33%) when compared to all the other models. Although 
Vision Transformer model is very promising as an alternative to convolutional neural 
network models, its performance on the given dataset (80.90%) is far from better, and 
it is outperformed by CNN models such as InceptionResNetV2, MobileNet, VGG16. 

Figure 5 shows the lung infection classification of an chest X-ray image. Here, 
the true labels for the above image are consolidation and infiltration which were 
correctly classified, i.e., true positives.

Table 1 Summary of models 
used Model Loss Binary_accuracy MAE 

InceptionResNetV2 0.298 93.33 0.1548 

MobileNet 0.342 87.55 0.1721 

VGG16 2.305 84.28 0.1572 

ResNet50 0.515 87.21 8.1572 

InceptionV3 5.886 63.18 0.3682 

Vision transformer 5.678 80.90 37.994 

Fig. 4 Accuracy scores of different models 
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Fig. 5 Classification output 

Figure 6 shows the lung infection classification of an chest X-ray image with false 
positive. Here, the true labels for the above image are atelectasis and cardiomegaly. 
But the model’s output is atelectasis, cardiomegaly, and infiltration in which 
atelectasis and cardiomegaly are true positives and infiltration is false positive. 

In Fig. 7, Dx and PDx describe the actual and predicted frequency percentages 
of corresponding labels. From the figure, we can observe that Dx and PDx values

Fig. 6 Classification output 
with false positive 
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Fig. 7 Actual and predicted frequency percentage of labels in InceptionResNet 

of atelectasis are 25% and 18.92%, respectively; as Dx value is greater than corre-
sponding PDx value, this label may constitute to true negatives. Similarly, the Dx and 
PDx values of infiltration are 33.89% and 56.01%, respectively; here, the Dx value 
is less than the PDx value. Hence, this label may constitute to false positives. For 
the labels such as pneumothorax, emphysema, and nodule, the Dx and PDx values 
are almost similar which represent that these labels constitute to lower true negatives 
and false positives in the model’s prediction. 

Figure 8 shows the actual and predicted percentage of labels in Vision Trans-
former. We can observe that the InceptionResNet has predicted more accurately 
when compared to the Vision Transformer. For instance, take a look at PDx values 
of atelectasis which are 18.0%, 16.0%, respectively, for InceptionResNet, ViT for a 
Dx value of 25.0%. Here, the PDx value of InceptionResNet is much closer to Dx 
value than that of ViT. Similarly, this trend can be observed for almost every label; 
i.e., for 12 out of 14 labels, InceptionResNet has much smaller gap between Dx and 
PDx than ViT.

Figure 9 describes about the comparison of the Dx-PDx differences between 
InceptionResnNet and ViT. The smaller the value of difference, the better the 
model performed. From the bar plot, we can clearly observe that the differ-
ence value is significantly smaller for InceptionResNet except for effusion and 
Pleural_Thickening. Hence, we can safely infer that InceptionResNet provides better 
diagnosis in classification than Vision Transformer.
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Fig. 8 Actual and predicted frequency percentage of labels in ViT

Fig. 9 Comparison of Dx-PDx differences between InceptionResNet and ViT
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Figure 10 describes about the ROC curve for the InceptionResNetV2. Generally, 
an ROC curve is used for plotting change in true positives against the change in false 
positives at different classification thresholds. It is observed that edema is having an 
higher AUC of 0.75, and cardiomegaly is having an AUC of 0.57. Hence, these two 
lung infections are more accurately classified by the convolutional neural network 
models while validation. 

Figure 11 shows the ROC curve for ViT in the classification of lung infections 
from the plot; it can be clearly observed that the highest AUC value is 0.58 for 
atelectasis, and the minimum AUC value is 0.43 for pneumothorax. These value are 
clearly much lesser than those that we have observed in InceptionResnetV2 model. 
Hence, we can easily infer that the ViT model has much higher false positive rate 
than InceptionResNet.

Fig. 10 ROC curve for InceptionResNetV2 
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Fig. 11 ROC curve for ViT 

5 Conclusion and Future Work 

Deep learning is a modern and sophisticated method in the realm of image pattern 
recognition and the detection of any kind of diseases. In this paper, the proposed 
model uses CNN as compared to Vision Transformer to effectively identify the 
different types of lung diseases based on frontal X-ray images of chest. The suggested 
model is evaluated on 22,424 frontal X-ray images of chest, i.e., 20% of total dataset, 
and based on the comparison of the CNN models and Vision Transformers, the 
InceptionResNetV2 achieved the highest accuracy score of 93.33%. In the future, 
the suggested model can be extended to predict and analyze the lung infections that 
are caused to a patient post the recovery from COVID-19, and a mobile application 
can also be developed using the model that facilitates the users to simply upload their 
chest X-ray for identifying lung infections.
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Classification of Alzheimer’s Disease 
Using Stacking-Based Ensemble 
and Transfer Learning 

T. Madhumitha, M. Nikitha, P. Chinmayi Supraja, and K. Sitakumari 

Abstract Dementia is collection of traits that are linked with a reduced memory 
power, thinking abilities or other cognition-related skills. Dementia exists in many 
different forms and can be caused by many different conditions. However, the most 
common cause of dementia is Alzheimer’s. Alzheimer’s can be described as one 
specific disease (Beer et al in The Merck manual of diagnosis and therapy. Merck 
Research Laboratories, 1999 [1]). In recent years, many deep learning approaches 
to classify brain images with respect to the Alzheimer’s disease are being proposed, 
and a tremendous amount of research is being done in this area. However, these 
approaches are still not being used actively in the medical field due to apprehensions 
about their accuracy and due to a general lack of appropriate medical data. This 
paper aims at introducing an approach to classify the Alzheimer’s MRI image data 
into four different stages. The approach produces efficient and accurate results and is 
designed to encourage the implementation of deep learning in day-to-day medicine 
without the need for much human involvement. In the proposed method, we use 
transfer learning to employ three pre-trained deep learning models to perform the 
task of classification and combine them through a stacked ensemble, which can then 
be used for the purpose of predictions. To carry out this approach, the Alzheimer’s 
data set (four classes of images) from Kaggle, containing MRI brain images, has 
been used, and the proposed methodology has produced an accuracy of 97.8%. The 
results have been visualized and presented in this paper. 
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1 Introduction 

Deep learning models have historically been well-established as supervised learning 
models. However, there is significant research into deep learning models that can 
compete using different types of machine learning techniques as well. One such type 
of deep learning model is an ensemble. Ensemble models can be powerful to solve 
some of the most grueling machine learning tasks. They provide a comprehensive 
architecture to tackle complex machine learning applications. They can especially 
be used in the healthcare sector as they have the capability to deal with large data 
sets with high efficiency. In this paper, we present how the capabilities of ensembles 
can be leveraged to classify the different stages of the Alzheimer’s disease. 

The Alzheimer’s disease is a neurodegenerative disease which primarily occurs 
in the brain when the brain cells are deprecating, which destroys the memory and 
thinking skills, causes memory loss and hinders brain functioning [2]. Alzheimer’s is 
the most common form of dementia, which mostly occurs in older people. This has 
no proper treatment and diagnosis. However, it has been identified that taking proper 
measures during the early stages of Alzheimer’s can greatly help with preventing the 
disease from worsening cognitive abilities. Using image pre-processing techniques 
on MRI scans can increase the chances of detecting the presence of the Alzheimer’s 
disease at an early stage. For early diagnosis, we must focus more on improving 
classification performances. Medical imaging is an important part of medicine. It is 
very useful in helping with diagnosis and treatment. 

Conventionally, deep neural networks have been used to work with medical 
imaging data. These methods have shown great accuracies where there is an abun-
dance of data. However, in cases where there is an imbalance of data classes, tradi-
tional CNNs show a great bias and produce inaccurate results. Using finely curated 
technologies can greatly increase accuracies. 

Ensembles leverage the powerful learning capabilities of traditional CNNs and 
combine this knowledge to form a cohesive meta-learning solution. 

Our proposed approach aims at identifying and classifying the Alzheimer’s disease 
into its four early stages—non-demented, very mildly demented, mildly demented 
and moderately demented classes, by making use of transfer learning and stacked 
ensemble. The motto behind the solution is to encourage the use of deep learning 
methodologies in everyday medicine and make them more accessible. The proposed 
work has achieved high accuracies and projects a great scope for practical imple-
mentation. The parameters and computational costs of the proposed neural network 
have been optimized with maximized efficiency. 

This paper showcases a study on the currently existing methodologies and intro-
duces an ensemble-based solution to classify the stages of the Alzheimer’s disease. 
The architecture and algorithms of the proposed solution have been presented, 
followed by an analysis of the results produced by our model.
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1.1 Field Study 

To obtain a better understanding of people with Alzheimer’s, we visited Pinnama-
neni Siddhartha Medical College and Hospital, interacted with the neurologists and 
radiologists, examined the MRI scans of Alzheimer’s patients and talked to older 
people about their memory loss condition and reduced cognitive abilities. 

2 Literature Study 

Toshkhujaev et al. [3] deduced that, in dealing with neuroimaging data, labeling the 
different magnetic resonance imaging (MRI) images accurately is crucial to produce 
practically useful and precise results. This was done by accurately segmenting the 
data and performing volume measurement. This work primarily focuses on the pre-
processing aspects and data preparation. 

Bae et al. [4] make use of convolutional neural networks (CNN) to perform image 
classification on T1-weighted MRI scans. This paper puts forth the idea that, in order 
to make a widely applicable classification model, the model must be trained with 
data obtained from various populations. This ensures that the model does not become 
overfit to a certain niche population due to the lack of variety in the data. 

The work of Yamanakkanavar et al. [5] strengthens the assertion that MRI images 
can be crucial in identifying changes cognitive capabilities. The paper provides 
an automated method to perform segmentation of MRI images. It points to the 
evidence that proper segmentation of the MRI data greatly improves the accuracy of 
Alzheimer’s disease classification. 

Zhang et al. [6] experimented with a 3D fully connected convolutional neural 
network (CNN) for the classification of AD. This CNN was used to obtain multi-
scale features of the MRI images. At each 3D layer, the features from the previous 
layers were combined to produce a comprehensive classification model. 

Tian et al. [7] utilized a multi-stage pipeline for determining the stage of the 
Alzheimer’s disease. The pipeline proposed in this paper includes selection of image 
quality, generating the vessel map of the data and finally predicting the AD stage. 

Our proposed solution leverages the understandings of the above-mentioned 
works to maximize the accuracy of prediction of the AD stage. 

3 Proposed Work 

The proposed system uses three base models, which are pre-trained deep learning 
models, namely InceptionV3, Xception and ResNet50. The concept of transfer 
learning has been used to employ the pre-trained models in our proposed network.
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Table 1 Data set structure 
Dementia stage No. of data samples 

No dementia 3200 

Very mild dementia 2240 

Mild dementia 896 

Moderate dementia 64 

These models are then combined to create a stacked ensemble, in order to maximize 
the accuracy. 

3.1 Data Set 

The proposed model was run on 6400 magnetic resonance images of the brain corre-
sponding to four different Alzheimer’s disease stages. The data set was collected 
from Kaggle [8] (Table 1). 

3.2 Pre-processing 

The images were pre-processed by applying image augmentation. The augmentation 
techniques applied are zooming, brightness change, horizontal flip and re-scaling. 
Synthetic Minority Over-sampling Technique (SMOTE) was performed to balance 
the data of the minority classes. 

A total of 12,800 images were obtained after the pre-processing stage (Fig. 1).

3.3 Design Methodology 

The three base models were selected based on the number of parameters and the 
accuracies they produced on the ImageNet data set. 

These models were initially trained individually on our data set in order to optimize 
their weights to fit the data. The following parameters were initialized in the training 
process: 

Activation function: sigmoid 
Optimizer: adam 
Learning Rate: 0.0001 
Loss: Categorical Cross Entropy. 

Each model was run for 25 epochs to obtain the measures below (Table 2).
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Fig. 1 Sample images from the data set

Table 2 Comparison of 
performances of base models InceptionV3 Xception ResNet50 

Testing accuracy 93.50 82.70 97.50 

Validation accuracy 94.05 92.81 97.70 

Training accuracy 98.88 99.44 99.90 

3.4 Transfer Learning 

A machine learning technique called transfer learning uses a model created for one 
task as the foundation for a model on another task [9]. In the proposed methodology, 
we used InceptionV3, Xception and ResNet50, three models which were pre-trained 
for the task of image classification on the ImageNet data set. The three models were 
then trained to fit our data set to classify the different stages of the Alzheimer’s 
disease. 

After fine-tuning of the base models is done by updating their weights, we used 
them to form a stacking-based ensemble. The main goal of using a stacking-based 
approach is to bring together a group of independently strong but diverse base learners
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[10]. Even though the base models produced commendable accuracies, the ensemble 
was used to give the accuracy a boost. 

Algorithm for Stacked Ensemble [11] 

Input: D = {(ai , bi )|ai ∈ A, bi ∈ B|}. 
Output: Ensemble H 

Step 1: Train the base classifiers 
For b ← 1 to  B do 

Train base-level classifier hb on data set D 
Step 2: Build fresh data set from D 

For i ← 1 to  m do 
Build new data set that has

{
anew i , bi

}
where 

anew i = {
h j (ai ) for j = 1 to  B

}

Step 3: Train the stacked ensemble hnew on the newly created data set 
Step 4: Return H (a) = hnew(h1(a), h2(a), . . . ,  hB (a)) 

The architecture diagram of the proposed ensemble model has been presented in 
Fig. 2. 

First, the three base classifiers were selected based on the number of parameters. 
These classifiers are diverse. Each classifier was then trained with the same data 
set. The weights of each classifier are updated with respect to the data set, and the 
network is fine-tuned. The outputs of all the base classifiers were recorded, and their 
performances were analyzed against each other. The predicted class label outputs of 
the first-level classifiers are seen as new features, and the original class labels are 
seen as the new data set labels. 

Then, a stacked generalizer with an additional dense layer was developed and was 
used as a classifier at the second level. Stacked generalization introduces a method 
for merging the knowledge of multiple models. It was used as it provides an efficient

Fig. 2 Proposed ensemble architecture 
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way for meta-learning by combining the base models nonlinearly, as opposed to 
the “winner-takes-all” approach [12]. The following parameters were initialized for 
training the ensemble model: 

Activation function: sigmoid 
Optimizer: adam 
Learning Rate: 0.001 
Loss: Categorical Cross Entropy 

The trained ensemble classifier produced an accuracy of 97.8%. 

4 Results and Observations 

The performances of all three base models and the ensemble are presented below. 

4.1 Inception V3 

The model InceptionV3 is observed to have the least starting point accuracy. But the 
model performs exceptionally well as the training progresses. The validation set loss 
is seen to fluctuate heavily during the entire training period (Fig. 3). 

The confusion matrix for InceptionV3 is as presented in Fig. 4. The model 
performs well in distinguishing the NonDemented and VeryMildDemented stages 
but performs poorly while distinguishing the ModerateDemented data from the 
MildDemented data.

Fig. 3 InceptionV3—plot showing accuracy, loss of training and validation sets 
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Fig. 4 InceptionV3—confusion matrix 

With a testing accuracy of 93.5%, it has a precision of 94%, recall of 93% and an 
F1 score of 0.93. 

4.2 Xception 

For the model Xception, the starting point of the accuracy is much higher than 
Inception. The training curve is a steep plateau. The validation loss does not seem to 
fluctuate as much as InceptionV3 (Fig. 5).

Figure 6 presents the confusion matrix of Xception. From the confusion matrix 
presented, we can deduce the fact that the model performs poorly in distinguishing 
between the MildDemented class and the ModerateDemented class. The performance 
of InceptionV3 seems to be better than the performance of the model Xception.

Xception performs well for the VeryMildDemented and MildDemented classes 
but fails to categorize the other two classes well. 

With a testing accuracy of 82.7%, it has a precision of 88%, recall of 83% and an 
F1 score of 0.83.
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Fig. 5 Xception—plot showing accuracy, loss of training and validation sets

Fig. 6 Xception—confusion matrix

4.3 ResNet50 

The performance curves of ResNet50 have been presented in Fig. 7.
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Fig. 7 ResNet50—plot showing accuracy, loss of training and validation sets 

For ResNet50, the validation loss fluctuates heavily throughout the training period. 
But the model performs extremely well toward the end of the training period. Figure 8 
presents the confusion matrix of the model ResNet50. 

The base model ResNet50 shows the best performance compared to InceptionV3 
and Xception. The model performs well at classifying all the classes in the data set.

Fig. 8 ResNet50—confusion matrix 
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Fig. 9 Proposed ensemble model—plot showing accuracy, loss of training and validation sets 

With a testing accuracy of 97.5%, the model has a precision of 96%, recall of 
96% and an F1 score of 0.96. 

4.4 Proposed Ensemble Model 

The learning curve of the ensemble is observed to be extremely steep, and there 
is barely any fluctuation in the training and validation accuracies and losses. The 
ensemble model performs extremely well with both the training and the validation 
data (Fig. 9). 

Figure 10 shows the confusion matrix of the proposed ensemble model.
The proposed ensemble model has been shown to give the best predictions when 

compared with each of the three base models. 
With a testing accuracy of 97.8%, precision of 98%, recall of 98% and an F1 score 

of 0.98, the ensemble model outperformed the base models. The proposed model also 
outperforms all the other existing models on the taken data set. 

Table 3 summarizes the performances of all the models.
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Fig. 10 Proposed ensemble model—confusion matrix

Table 3 Summary of performances of all models 

Metric InceptionV3 Xception ResNet50 Ensemble 

Precision 0.94 0.88 0.96 0.98 

Recall 0.93 0.83 0.96 0.98 

F1 score 0.93 0.83 0.96 0.98 

Testing accuracy 93.50 82.70 97.5 97.8 

Validation accuracy 94.05 92.81 97.70 98.24 

Training accuracy 98.88 99.44 99.90 99.00 

5 Conclusion 

The proposed deep learning ensemble model provides a precise and accurate solution 
to classify the different stages of the Alzheimer’s disease from magnetic resonance 
images of a person’s brain. Early detection of AD can be helpful to prevent the 
disease from further affecting cognitive brain functions. As a large part of the elderly 
population is affected by the Alzheimer’s disease, the proposed solution can serve 
its purpose and cater to a large demographic of people. The use of MRI images 
replaces the traditional way of Alzheimer’s disease detection which involves the use 
of cerebrospinal fluid, which can introduce hazardous health complications to the 
patients. The proposed model can be employed in the medical field for everyday 
usage as it is more cost effective. The model also produces highly accurate results
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and does not put the patient’s health at risk. It can be made more accessible to the 
elderly. In rural areas, where advanced medical equipment or radiologists are not 
available, the model can come to great use. 

The proposed model is also easy to implement as it only requires an MRI image 
of the brain of the person concerned, as opposed to traditional methods where retinal 
data or cerebrospinal fluid are required. It is also greatly efficient as it can easily 
identify and distinguish features in the MRI images which may not be visible to the 
human eye. 

The model can be integrated with web or mobile applications, which then lets users 
to directly use their MRI images for AD detection. Modern tools and technologies 
like cloud computing can be used to deploy the model at low costs. 

6 Future Work 

In the future, we are planning on integrating this model with an app that lets the user 
upload an image and immediately displays the stage of Alzheimer’s disease. We also 
would like to deploy the app at a low cost and make it more accessible to the people 
living in rural areas. 
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Heart Device for Expectation 
of Coronary Illness Utilizing Internet 
of Things 
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Abstract As of late, there has been a quick development of medical care administra-
tions for giving remote correspondence media among specialist and patient through 
wearable innovations, which is alluded to as “telemedicine.” The reason for the curio 
is to offer continuous checking of constant circumstances like cardiovascular break-
down, asthma, hypotension, hypertension, and so on that are situated a long way from 
clinical offices, like provincial areas or for a briefly not individual getting clinical 
consideration. Because of a change in way of life that influences all age gatherings, 
coronary illness turns into the primary driver of mortality in every single such case. 
Writing reports that practically 2.8 billion people overall pass away from coronary 
illness because of being overweight or corpulent, which ultimately influences circula-
tory strain swings, cholesterol levels, and in particular the effect of pressure chemicals 
on hidden heart sicknesses. Numerous wearable innovations screen commonplace 
heart working pointers like circulatory strain, glucose level, blood oxygen immer-
sion, and ECG. The proposed framework might gather the fundamental information 
while barring commotion unsettling influences by at the same time checking a few 
boundaries integrated into wearable gadgets utilizing a solitary chip. It endeavors to 
keep its precision by limiting human collaboration. A constant demonstrative gadget 
involves biomedical sensors to gauge different boundaries in heart-weak patients who 
are somewhat found. Doctors can hold and view various accumulated perceptions 
sometime in the future for a precise determination. Consequently, the proposed struc-
ture will lay out an emotionally supportive network that will permit the specialist to 
electronically screen the patients’ wellbeing boundaries while he is away. The actual 
impression of a specialist cardiologist would clearly be pivotal for approving the 
aftereffects of the determination. 

Keywords Telemedicine · Heart disease · Internet of Things · Machine learning ·
Health care

P. Kumar (B) · S. Vinod Kumar · L. Priya 
Rajalakshmi Engineering College, Chennai, India 
e-mail: kumar@rajalakshmi.edu.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
R. Malhotra et al. (eds.), High Performance Computing, Smart Devices 
and Networks, Lecture Notes in Electrical Engineering 1087, 
https://doi.org/10.1007/978-981-99-6690-5_14 

193

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6690-5_14&domain=pdf
mailto:kumar@rajalakshmi.edu.in
https://doi.org/10.1007/978-981-99-6690-5_14


194 P. Kumar et al.

1 Introduction 

Human prosperity is characterized by the World Health Organization (WHO) as 
a condition of by and large physical, mental, and social success [1]. The typical 
life expectancy of people has expanded because of advances in clinical and logical 
exploration and expanded consciousness of individual cleanliness and prosperity 
[2]. The consistently rising clinical expenses and consistently developing populace 
are creating a colossal clinical benefit unevenness regarding geological imperatives, 
monetary status, and way of life. Because of these distinctions, there is an enor-
mous disengage between the people who are needing clinical consideration and the 
individuals who will pay to support that consideration. 

We presently approach homes that have been extraordinarily improved to make our 
lives more helpful thanks to the expansion in web-associated gadgets. The Internet 
of Things (IoT) is a term used to depict this gathering of web-associated objects [1]. 
The Internet of Things is developing rapidly nowadays, and its impacts on day-to-day 
existence and conduct are turning out to be increasingly articulated. An organization 
interfaces truly genuine things, like vehicles, structures, and web-associated contrap-
tions, and it has actual science, programming, sensors, actuators, and organization 
properties worked in with the goal that the articles might assemble and share informa-
tion. It has been utilized in many fields, including those connected with conveyance 
and transportation, weather conditions determining, and individual and social circles 
[3]. It is right now very predictable that by 2030, the IoT will comprise of around one 
trillion articles [4]. Past examinations have shown how habitually coronary illness 
strikes the oddball as a result of his exhausting way of life and unhealthful eating 
routine. Each odd person needs to have their wellbeing status looked at something 
like once a year to know how their body parts, especially their hearts, are doing. This 
second needs a gadget or system by which we can essentially screen the key heart 
boundaries that are expected to know the situation with heart working on account 
of older individuals who are separated from everyone else at home and need steady 
consideration. It has been found that there are as of now a few contraptions that 
register or screen pulse, ECG, and different boundaries. A glucometer can likewise 
be utilized to quantify irregular sugar. These are one of a kind machines that figure 
different boundaries. In this way, we require a contraption that can quantify the 
heart’s important bodily functions at the same time, in one area, and that the patient 
and specialist can use in a crisis. The web of things is a worldwide innovation that 
is being utilized to give more prominent open doors and administrations to sickness 
survivors as the pervasiveness of persistent diseases ascends, as indicated by a 10,000 
foot perspective of the medical services industry. Immediately, IOT innovation offers 
a superior and more effective approach to remotely screen patients, utilizing a sensor 
network that assembles information on the cloud as well as preprocesses it utilizing 
AI. 

Because of various elements, the market for medical services remote observing 
frameworks has developed hugely. After some time, the number of inhabitants in
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older individuals has developed to the point that it is currently moderately consid-
ered normal in industrialized countries for old individuals to reside freely in their own 
homes. Furthermore, the Internet of Things [5], which is the possibility of a world that 
can be checked and changed and utilizes sensors and actuators on both living and non-
living things, makes these medical services remote observing frameworks in fact and 
financially useful. The populace is expected to be prepared to embrace these kinds of 
arrangements that catch individuals’ private and delicate information continuously, 
including temperature, blood glucose, heartbeat, and heartbeat oximetry sensors, to 
specify a couple, because of the inescapable utilization of brilliant portable inno-
vation. For instance, medical services individual analyzers, for example, shrewd 
beds consequently report who is dozing in them. Considerably more, they can give 
an account of the physiological conditions of different patients, which empowers 
genuine brilliant home prescription allocators to, for instance, consequently ready 
when medicine isn’t taken. There are a few medical services remote observing frame-
works that utilization different innovations to follow or potentially screen patients, 
biomedical hardware, as well as both inside emergency clinics and at their homes. 
Tragically, to the extent that we know, most of these frameworks are not right now 
adaptable enough to add new sensors while they are running. Moreover, it hasn’t 
permitted normal individuals to promptly assemble impromptu admonitions utilizing 
the new sensors. 

2 Related Work 

Utilizing an IOT design, Yeh et al. [6] presented a body sensor organization (BSN). 
For the development of two interchange components between brilliant items, the 
nearby handling unit, and the backend BSN server, they gave solid crypto-natives 
to ensure transmission privacy and give element validation. They have utilized the 
Raspberry Pi stage to show that the proposed approach is serviceable and plausible. 
They have set up testbeds for security parts in light of IOT. Here, a nearby handling 
unit or wise portable item reenactment of the Raspberry Pi stage is utilized (LPU). A 
coronary illness observing framework that can send patients’ substantial pointers to 
far off clinical applications continuously was established by Li et al. [7]. Pulse sensor 
hub examination utilizing implanted frameworks and the help of fitting designing was 
accentuated by Fouad et al. [8]. It put an accentuation on wellbeing, home recovery, 
appraisal of treatment viability, and early problem disclosure. 

A three-level IOT design with an AI calculation for coronary illness early 
discovery was accounted for by Kumar et al. [9]. To store and inspect the tremen-
dous volumes of data made by wearable development, they have proposed three-level 
plans. Level 1 is stressed over party data from various sensors. Level 2 uses Apache 
HBase to store huge proportions of data in the cloud, and Tier III uses Apache Mahout 
to make assumption models considering key backslide. To give a nodal assessment 
of cardiovascular sickness, it performs ROC assessment last. To watch the genuine 
earnestness level and decide patients in understanding to have the truth, Kumar et al.
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[10] made applications for adaptable clinical consideration that are cloud and IoT 
based. Wearable and embedded devices are examples of IoT contraptions. These 
contraptions are used to collect clinical information from distant districts. To quan-
tify the continuous condition, rehabilitative data accumulated by IoT devices associ-
ated with human bodies can be utilized. By predicting everyone, which has through 
and through influenced diabetes, related clinical information is made using the UCI 
Repository dataset and the medicinal sensors. Applying five wonderful steps of an 
actually proposed accumulating approach, similar to information amassing, informa-
tion recovery, information complete, information division, and information joining, 
can safely save the made information. 

Moreover driving sensible assessments on wearable clinical development is Haghi 
et al. [11]. These PDA applications and wearable advancement have now been really 
gotten together with telemedicine and telehealth to develop the clinical snare of 
things. In scholastic articles and exceptional activities, the author fundamentally 
pushes wearable advancement. Long-stretch prosperity checking is wanted to be 
given at a lower cost. 

Significantly more exploration was finished on wearable gadget innovation and 
its purposes in the mining area by Mardonova et al. [12]. A wearable wellbeing 
the executives framework for diggers is likewise proposed, alongside other expected 
applications. This can work on the wellbeing of mining tasks. The creator has accu-
rately ordered wearable advances as indicated by their elements, capabilities, and 
applications, including wearable cameras, wellness trackers, savvy garments, bril-
liant watches, and shrewd eyewear. Ecological sensors, biosensors, position-and-area 
following sensors, and other normal sensors have all been distinguished. 

Li [7] has made a coronary illness-checking framework that can possibly hand-
off patients’ substantial pointers to far off clinical applications continuously. Its two 
parts are information transmission and information catch. It was made in the wake of 
talking with clinical specialists. There are different actually taking a look at choices, 
for instance, blood lipids, ECG, SpO2, beat rate, and others. The three layers of the 
plan are the application layer, the vehicle layer, and the sensor layer. While actually 
looking at the patient’s limits, taking into account the testing repeat is critical. The 
best degrees of patients have been described for area in Modes I to IV, which rely upon 
network quality interest. With the guide of Cogent Engineering, the creator under-
scored pulse sensor hub examination utilizing inserted frameworks. They proposed 
and executed a pulse sensor hub in an implanted telemedicine framework intended 
for the medical care framework. It put an accentuation on security, home recovery, 
evaluation of treatment adequacy, and early issue revelation. The creator has likewise 
proposed different ZigBee, Wi-Fi, Bluetooth, and RFID correspondence conventions 
for use in remote sensor network applications. 

Utilizing Raspberry Pi, Jaiswal et al. [13] made an IoT-Cloud-based structure for 
gathering patient information in a shrewd medical care framework. The development 
of the Internet of Things can possibly save lives in the field of human administrations 
by get-together information from different gadgets, seeing patient information, and 
constantly diagnosing. As well as furnishing specialists and heads with admittance 
to an extensive variety of data sources, involving IoT innovation in clinical benefits
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likewise presents hindrances in getting heterogeneous IoT data, especially in the 
versatile organization district of continuous IoT application structures. 

The proposed approach by Umer et al. [20] investigates profound learning calcu-
lations for sorting cardiovascular breakdown patients as alive or dead. The system 
utilizes Internet of Things (IoT) sensors to gather flags and communicate them to 
a cloud web server for handling. Profound learning calculations further cycle these 
signs to discover the soundness of the patients. A clinical expert who will give crisis 
help on the off chance that vital approaches patients’ wellbeing records and can 
handle results. The Heart Failure Clinical Records vault at UCI gave the dataset to 
this review, which has 13 qualities. The Internet of Things was utilized by Ancy 
et al. [21] to foster an edge-based heart sickness expectation gadget. Temperature, 
beat rate, and accelerometer sensors were joined with a Raspberry Pi to make the 
model. The deliberate worth is tried utilizing a prepared AI model to grasp the 
patient’s condition. 

Free old enough, a new review uncovers a sensational expansion in those with 
clinical issues. Then again, in such conditions, specialists likewise expect help to 
follow a persistent number of patients rapidly. There is consistently a requirement 
for brilliant gadgets and shrewd innovation to assist clinical experts and even people 
with better therapies of such ongoing sorts of sicknesses since there aren’t generally 
clinical offices accessible in a crisis. The writing shows numerous techniques for 
wellbeing checking set forth by different writers. Nonetheless, it has been found 
that AI is essentially a technique by which people can help machines to do what we 
believe they should do. Thus, the customized machines acted such that assisted the 
framework with accomplishing its planned reason. 

3 Proposed Work 

The proposed framework might gather the fundamental information while barring 
commotion unsettling influences by at the same time checking a few boundaries 
consolidated onto wearable gadgets utilizing a solitary chip. It endeavors to keep its 
precision by limiting human cooperation. An ongoing symptomatic gadget involves 
biomedical sensors to gauge various boundaries in heart-weak patients who are 
somewhat found. Doctors can hold and view n number of accumulated perceptions 
sometime in the not too distant future for exact conclusion. 

The preparation information will be sharpened and broken down utilizing an AI 
way to deal with work on heart capability. The data will be moved between the 
specialist and patient through two fundamental points of interaction. To save the 
patient’s life, this structure perceives basic heart issues progressively and creates 
cautions by SMS, Email, and so on in view of high and low edge esteems that lay 
out an ideal for specialists as well concerning capable enlisted relatives. This will 
improve the framework by adding a feeling of care and consideration that esteems 
the patient’s wellbeing.



198 P. Kumar et al.

This strategy intends to impel the patient-expert data affiliation. This advancement 
helps with cutting down the cost by clearing out the need to buy various gadgets 
at various sticker costs. As this is a one-time adventure, hospitalization costs will 
moreover be cut down consequently. By growing minimal expense, easy-to-utilize 
apparatuses for deciding and assessing heart capability, the proposed exertion plans 
to apply designing skills to social issues. To make and pick appropriate sensors, 
especially for cholesterol, heart maturing, and stress chemicals. To forestall any 
damage to human existence and to oversee coronary illness for poor individuals in a 
protected environment, it is important to make a calculation that will set off a caution 
in the event of chance. The focal point of the recommended work starts with the 
consideration and observation of the patient who demands the assistance of clinical 
experts during the conclusion interaction. 

The expected methodology has been isolated into two particular stages: preparing 
and testing, as displayed in Fig. 1. Preparing will gather certifiable review data as 
well as fictitious data like that saw as on the web. Concerning used to remove data, 
for example, data preprocessing, data cleanup, data assortment, exception finding, 
and data control. Background data, which is required during time testing, was once 
held as a record of the total stage data. Anyplace we apply unobtrusive quantities of 
wearable sensors as medical services gadgets, essential plans foster the IoT-based 
medical care conspire climate. Then, subsequent to interfacing every sensor to the 
Raspberry Pi, we started assembling information from the sensors utilizing a liberal 
methodology. Each one accumulated has developed into a worldwide record thanks 
to affiliation situated plan. We get ready realities for testing while likewise reading 
up for each test. By utilizing various classifiers, one may likewise anticipate expected 
results. Give the assessment exactness with both genuine and counterfeit framework 
excitement toward the end. 

Fig. 1 Proposed system architecture
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3.1 Proposed Modules Admin/Patient 

Patients’ data is required all through framework activity as well as authoritative 
information. The program will show the range of likely info values when the client 
dispatches it. During the main stage, the head fosters a couple of foundation strategies 
that are utilized to check the info streaming information delivered by the IoT climate. 
The background knowledge (BK) checks the ongoing occasion of the data set and 
works, when in doubt, establishment strategy. 

3.2 Patient Profile 

The patient modules give the manufactured information from profile data to the 
framework; it will initially make the patient profile with every essential boundary. 
For the stress level calculation, system asks a few questions to each profiler, these 
questions shown in Tables 1 and 2 describe the stress level with category for achieved 
score. 

Table 1 Stress-level parameters 

No. Questions Yes/ 
No 

1 If the vehicle in front of me appears to be moving too slowly, I get upset or angry. I 
also get quite impatient when I have to wait in a line 

2 I have erratic moods, trouble making judgments, poor concentration, and poor recall 

3 Muscle aches and pains, especially in the neck, head, lower back, and shoulders, 
have increased 

4 My appetite has altered; I now either want to overeat or feel nauseous, and I may 
also skip meals 

5 My confidence and self-esteem aren’t as high as I’d like them to be 

6 I lack motivation when I begin any new work. I don’t feel well when I begin, and I 
don’t want to complete any new tasks 

7 In any case, I’m not in a good mood 

8 Have trouble falling asleep, staying asleep, or both 

9 I can’t make judgments quickly 

10 Fluctuations in blood pressure and heart rate 

Total 

Table 2 Stress level 

Stress 
level 

0 1 2 3 4 5 6 7 8 9 10 

Type No Slight Reasonable Severe Very severe Poorest
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Patients answer each question with a yes or no according to the question table 
above. Each yes received a mark, and each no received a zero. 

In the prosperity report for a specific patient, the strain regard is displayed 
according to the patient’s continuous degree of tension. The strain values can move 
dependent upon the second and the incorporating conditions. 

3.3 Vital Selection 

A client or patient can pick the measurements that are fundamental in a given 
circumstance through a system called essential choice. The patient should choose the 
subtleties from the rundown of the multitude of boundaries. Pulse, pulse, cholesterol 
including LDL, HDL, and serum, stress pointer (mood), ECG including QT span 
and PR stretch, hemoglobin, oxygen immersion, and irregular sugar are among the 
indispensable signs that are given to the client. 

3.4 I-Heart Calculation 

The proposed technique offers an IoT forecast procedure in view of the machine 
learning (ML) system. The I-Heart calculation shows the qualities for the absolute 
body boundaries that still up in the air by a few AI methods. As indicated by the mix 
total rule forecast approach, the patient wellbeing report was produced utilizing the 
calculation underneath. 

Input: Input values for all boundaries FullRecord < Double Value, String class> 
which contains all ascribed values like {BP, Heartrate, Cholesterol, Stress, Sugar, 
ECG, Oxygen immersion, Hemoglobin, CI} and so on. Strategy designs {P1, P2, 
Pn} 

Output: Produce a sample report for a specific patient. 

1. for every read Fullrecord, MinedElement[i][ j]
∑n 

i=o, j=0

(
a[i], a[ j] . . . .a[n]

)
. 

2. if MinedElement[j] similar to P[1], StandardLoc = +1. 
MainGrade1. Add ← (StandardLoc). 

3. if MinedElement[j] similar to P[2], TotLoc = +1. 
MainGrade2. Add ← (TotLoc). 

4. if MinedElement[j] similar to P[n] ComLoc = +1. 
MainGrade3. Add ← (ComLoc). 

5. for next. 
6. Applying the formula below for the entire class list, compute the fitness factor 

for each class.
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Table 3 CI grade calculation 
No. CI (L/min/m2) Gender Class 

1 If (CI < 4.2 OR CI > 2.5) Both Normal 

2 If (CI < 2.4 OR CI > 4.3) Below normal 

f = 
n∑

k=0 

F(x) 

SumF(x) 

Load_ PresentGrade [w] =  
MainGrade(i ) 

Sumtest 
∗ 100 

9. Arrange PresentGrade[w] in descending order 
10. Mention PresentGrade[0] for last class for patient summary. 
11. exit process. 

3.5 Cardiac Index (CI) 

In light of the patient’s size, the cardiovascular record assesses the heart yield esteem 
displayed in Table 3. To find the cardiac index, divide the cardiac output by the 
person’s body surface area (BSA). 2.5 to 4.2 L/min/m2 is the typical reach for CI. The 
genuine model for the cardiovascular file (CI) and heart yield is displayed underneath 
(CO). 

Pulse ∗ 70) = CO 
(CO/BSA) = CI. 

A patient’s CI would be 3.6 L/min/m2 on the off chance that his cardiovascular 
result was 4.5 L/min and his BSA was 1.25 m2. Another patient’s CI would be 1.8 L/ 
min/m2 on the off chance that he had a cardiovascular result of 4.5 L/min yet a BSA 
of 2.5 m2. Varieties might happen in both male and female sexual orientations. 

3.6 Vascular Age Heart (VA) 

Vascular Age Heart (VA) is the indicator suitable for patients with CVR factors 
is vascular age (VA), also known as heart age or CVR age. The age at which an 
individual of a similar sex as our patient would be assuming that individual had a 
similar outright gamble yet controlled risk factors is known as the VA of a patient with 
CVR factors. With this technique, the outright gamble is changed into an alternate 
thought that patients might grasp. 

Various sensors are expected to catch the client’s data to uncover the medicine’s 
action and clinical side effects. As far as type, these sensors are too little to possibly
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be worn. In view of the disclosures of hemoglobin and deoxyhemoglobin, a heartbeat 
oximeter sensor decides how much oxygen broke down in the client’s blood. Such 
a sensor is valuable when the client’s oxygenation is out of equilibrium and they 
need extra oxygen notwithstanding their escalated treatment. An electrocardiogram 
(ECG) sensor is utilized to get further cardiovascular information, including the 
pulse’s and thump, any uncommon examples of invigorating action that might incline 
a patient toward sporadic heart thump conditions, and the area of the heart inside 
the chest area pit. Also, the ECG sensor shows signs of harm to different heart 
muscle tissues, including improved profundity of the heart muscle and essentially 
debilitated bloodstream to the heart muscle. The client’s breathing rate is determined 
utilizing a nasal/oral wind current sensor to decide if the client needs respiratory 
help. A temperature sensor is utilized to decide the temperature of a specific body 
part. It might likewise be invigorating essentially to be put over the body part where 
temperature estimation is wanted. Alongside the over-exam sensors, which record the 
client’s state of being, fall location and light sensors are likewise utilized. The light 
sensor gives the client the data to help the person in question control the encompassing 
light, permitting them to effectively explore around. For example, an estimation from 
this sensor could be utilized to turn on additional lights as the encompassing light 
level drops. An accelerometer is utilized by the fall revelation sensor to decide if a 
client has fallen out of the blue with the goal that an admonition sign can be shipped 
off raise the ideal concern. 

As a rule, manual examination is utilized in most of medical clinics to assemble 
patient condition records. Persistent and standard patient observing is essential 
relying upon the patient’s wellbeing. Outcomes incorporate manual pulse estima-
tion; a long estimation time; low screen accuracy; trouble with programmed patient 
observing; a tedious method of interfacing various bits of gear; and trouble utilizing 
a thermometer to really look at a patient’s internal heat level. The current body 
sensor organization, which offers completely mechanized and remote patient body 
checking, has been set up to dispose of every such restriction. Notwithstanding 
clinics, the medical services community can profit from the plan framework. The 
patient’s body boundaries ought to be resolved utilizing the temperature, circulatory 
strain, and heartbeat rate sensors. The Raspberry Pi is independently connected to 
every sensor, which sends information about the body attributes to the thing talking. 
The client can see the body boundary information as a chart utilizing an internet 
browser on both a PC and a cell phone. At the point when BP and Pr ascend past 
the limit esteem, the signal will blare. It’s attainable for the specialist to get mail 
containing patient body boundary data utilizing their discourse. 

We expected numerous sensors to accumulate client information that addresses 
their action and clinical markers. For these sensors to be worn, they should be 
lightweight. In light of the estimation of hemoglobin and deoxyhemoglobin, a heart-
beat oximeter sensor is utilized to compute how much oxygen broke down in the 
client’s blood. Such a sensor is useful when the client’s oxygenation is shaky, and 
they require extra oxygen or maybe escalated care. A few fundamental qualities are 
utilized for FGA10 and MAX30100. An electrocardiogram (ECG) sensor is utilized 
to assemble extra cardiovascular information, including the pulse’s and beat, any
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examples of unusual electrical action that could seriously jeopardize an individual 
for encountering strange heart cadence unsettling influences, and the place of the heart 
inside the chest pit. Furthermore, the ECG sensor gives indications of heart muscle 
injury in different regions, basically diminished blood supply to the heart muscle and 
thickening of the heart muscle. To assess whether a client needs respiratory help, a 
nasal/oral wind stream sensor is utilized to recognize the client’s breathing rate. Any 
piece of the body can have its temperature estimated utilizing a temperature sensor, 
which is versatile and can be helpfully put over the area to be estimated. Light and 
fall discovery sensors are likewise utilized, notwithstanding the clinical sensor refer-
enced over that screens the client’s important bodily functions. The light sensor gives 
the client the data expected to change the surrounding lighting, making it simpler 
for them to move around. For example, data from this sensor can be utilized to turn 
on extra lights when the encompassing light level drops. To make advance notice 
signals and give the fundamental consideration, the fall discovery sensor, which is 
an accelerometer, is used to survey whether the client has fallen abruptly. 

4 Performance of Proposed System 

4.1 Cloud Database Administration and Online Service 
Deployment 

The client data that has been assembled is shipped off a cloud server, which is respon-
sible for permitting the openness of such data from any area over the Internet. Along-
side executing a reasonable application program interface (API) and programming 
instruments that take into consideration admittance to and control of the informa-
tion, the cloud server likewise carries out a wide scope of information the executives 
administrations, for example, information capacity, information investigation, and 
information representation. The center part of a cloud server is a sizable data set with 
sufficient space to hold huge volumes of information from a wide range of sensors 
over an extensive timeframe to follow framework client history. An enormous assort-
ment of information examination instruments and APIs, including Google Sheets 
for information representation, is communicated with the data set. Both our planned 
Android applications utilizing information streams and dynamic website pages can 
be utilized to get information over the Internet. 

The six existing AI calculations that are joined in the proposed I-Heart calculation 
are portrayed. To survey the general viability of the calculations used and displayed 
in Table 4, the accompanying boundaries were utilized:
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Table 4 Testing parameters for the algorithm 

S. No. Properties/parameter 

1 Data set 

2 Size of dataset 

3 Number of records for preparing and testing 

4 Number of segments/attributes 

5 Kind of dataset 

6 Least threshold (lower) 

7 Least threshold (upper) 

8 Least selection rate for computing the accurately ordered results 

9 Exactness of calculation 

10 Mistake rate of algorithm 

11 Running time of proposed calculation 

4.2 Performance Analysis of Algorithm 

The writing of a couple of current procedures has been utilized to break down calcu-
lations effectively while considering fleeting intricacy in contrast with the proposed 
approach. The exhibition evaluation of all calculations in a given climate is displayed 
in Table 5. 

Table 5 Comparative analysis of system 

Comparative 
factor 

I-Heart 
(proposed) 

NB RF ANN Q-learning 

Trustworthiness Maximum Moderate Minimum Moderate Moderate 

Safety Moderate Minimum Moderate Minimum Moderate 

Performance Maximum Maximum Minimum Moderate Minimum 

Portability Indeed No Indeed Indeed Indeed (only a few 
conditions) 

Configuration Moderate Minimum Moderate Minimum Moderate 

Compatibility Profoundly 
compatible new 
working 
conditions 

Moderate Minimum Minimum Maximum
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Table 6 Performance analysis 

No. Algorithm details Accuracy in % False ratio 

1 Q-Learning [14] 93.7 7.32 

2 Random forest [15] 94.2 3.99 

3 Probabilistic fuzzy rule [16] 92.1 5.97 

4 Naïve Bayes [17] 91.2 5.11 

5 Linear regression [18] 93.21 9.03 

6 Artificial neural network [19] 92.9 5.02 

7 I-Heart algorithm (proposed) 98.11 1.98 

4.3 Overall Performance Analysis 

Table 6 outlines the general precision, everything being equal, including proposed 
I-Heart. It gives around 98.11% precision. The calculation Naïve Bayes gives the 
base precision than different calculations at 91.2%. 

5 Conclusion and Future Scope 

A brilliant gadget that tracks a few real vitals, for example, circulatory strain or sugar 
levels, is depicted ever. As per the situation, society should accomplish other things 
to safeguard individuals’ lives and wellbeing in case of heart anomalies. Then, a 
moment reaction from a specialist, like a specialist, may assist with deflecting any 
troublesome results. This is a work made on the side of the people who live alone, 
are unattended, and need progressing oversight to make due. So the recommended 
I-Heart structure benefits society by offering a modest device to control the condition 
of coronary illness now. Furthermore, it makes a really inviting environment for them 
to handle the crisis issue effortlessly. Heart has been established for a wide friendly 
reason with the goal that those in need will actually want to get help with their earnest 
conditions. With a one-time venture, it considers long-lasting disease the board and 
treatment, cost decrease in medical problems, and constant remote observing. It 
likewise gives a mark of care to patients out of luck and makes a caution if there 
should be an occurrence of a crisis. Be that as it may, there is still opportunity to get 
better in the exploration on the grounds that the vast majority of the boundaries— 
including expansion file, blood vessel firmness, expansion tension, and others—are 
not considered while deciding the solidness of the heart corridors.
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Parallel Programming in the Hybrid 
Model on the HPC Clusters 

Tomasz Rak 

Abstract Support for an ever-expanding range of distributed and parallel strategies 
and support for performance analysis are constantly evolving. We propose message 
passing interface (MPI) and open multi-processing (OpenMP) standards that provide 
various software development tools covering a wide range of techniques not strictly 
limited to shared memory. The theoretical part focuses on a general overview of the 
current capabilities of MPI and OpenMP as application programming interfaces. The 
authors researched the high-performance computing (HPC) cluster environment, and 
this work provides results and representative examples. Also, in this study, it has been 
proven that to obtain favorable processing efficiency and write the code correctly— 
regardless of the programming paradigm used—it is necessary to know the basic 
concepts related to a given distributed and parallel architecture. Additionally, in this 
study, we investigated the need to adapt the tools used to solve a specific problem 
regarding improving processing efficiency. Finally, we presented that failure to apply 
a critical section may result in unpredictable results. 

Keywords Performance engineering · High-performance computing · Cluster ·
MPI · OpenMP 

1 Introduction 

Parallel and distributed computing allow us to reduce the processing time of data. 
Dividing the program into separate parts makes it possible to process them on dif-
ferent machines or in different threads. The operation results always end in the main 
machine. Theoretically, the maximum acceleration is linear. However, it is not possi-
ble to achieve optimal acceleration. Amdahl’s law [ 1] operates under the assumption 
that every large computing system consists of many separate parts. There are those 
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that can be paralleled, and there are others that cannot be paralleled. Fragments 
mentioned last limit the achievable acceleration of the whole program. Additionally, 
thanks to the use of distributed computing, you could avoid any failure rate of the 
equipment. In this case, damage to one or more nodes does not stop the computa-
tion, but only extends the task processing time. High-performance computing (HPC) 
clusters are used for distributed computing [ 2, 3]. There are many different tools 
that could be used for cluster computing. Most recognizable being—the message 
passing interface (MPI) library and the open multi-processing (OpenMP) interface. 
These tools could be used together or separately, depending on the problem required 
for future solution. MPI and OpenMP could be used in well-known programming 
languages. The MPICH2 library was used, which implements the MPI protocol, and 
the GOMP library, which implements the OpenMP interface. MPI is the industry 
standard for distributed memory systems. OpenMP is the standard for parallel pro-
gramming in shared memory systems. There are existing and discussed quantitative 
features for each of these solutions, and quantitative performance indicators are the 
best method to understand which tool to use for a specific application. As exam-
ples of problems for discussing these structures, the following were selected: matrix 
multiplication, shortest path search with the use of permutations, determination of. π
number with the Monte Carlo method, and a program for searching prime numbers. 
The results of simulations performed on a cluster of computers are presented. The 
tools used were analyzed, indicating which are appropriate for the group of tasks, 
and analyzing the characteristics and performance of the paradigms. We presented 
with the issues of performance engineering (PE), which covers techniques used in 
creating the architecture of the solution and the code. A distinction is made between 
system PE [ 4] and software PE [ 5]. 

1.1 Related Work 

Parallel processing is not a new concept. This type of work is carried out in large 
computing centers [ 6]. Also, there are local data centers, usually with few resources. 
They serve the local needs of the unit in the field of research and are not available 
to external recipients. Today, no significant progress has been made in the building 
of efficient and optimal software for the use of contemporary architectures [ 7, 8]. 
Parallel computing is much more efficient and costs less. One of the possible solutions 
is the cluster with implemented, distributed, and parallel programming mechanisms 
[ 9]. Research work on the optimization of hybrid applications could be divided into 
three categories [ 10]. The first task is to improve existing standards and to determine 
how to implement the standards. The second one is responsible for most of the 
research on optimizing runtime environment functions to improve the performance 
of hybrid applications or improve handling in the context of MPI [ 11– 13]. The 
third approach is to design resource managers and tools to facilitate and optimize 
the performance of hybrid applications. Complex problems often arise or problems 
that require processing large amounts of data. Therefore, on the one hand, effective
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algorithms are being developed [ 14, 15]. On the other hand, as a result of continuous 
advances in parallel and distributed computing hardware and technology, it is possible 
to leverage the efficiency of computing resources to support them. The technology of 
HPC focuses on maximum use of the existing parallelism [16] using multi-core/multi-
threaded processors and the use of network resources [ 17]. Various technologies have 
been developed to take advantage of hardware capabilities and successfully create 
distributed and parallel applications [ 18]. 

1.2 General Overview 

This paper provides information of the performance about two parallel program-
ming approaches: MPI and OpenMP. Studies have been conducted for several sets 
of problems in order to compare the two methods. Parallel programs were devel-
oped for each problem, and performance was also analyzed. The rest of the paper is 
structured as follows: Sect. 2 provides a brief overview of parallel computing mod-
els and architectures, and Sect. 3 provides a detailed overview of selected parallel 
programming frameworks. In Sect. 4, the parallel programs concerning the identified 
problems are discussed and the performance analysis is performed. Lastly, Sect. 5 
provides a summary. 

2 Parallel and Distributed HPC 

Processing means that multiple threads or processes are executed concurrently if a 
single-core processor is available, otherwise they are executed simultaneously if a 
multi-core processor is available. Alternating execution happens when threads are 
switched in a quick succession, giving the impression that they are executed in a 
parallel way. There are two basic concepts associated with parallel and distributed 
computing: process and thread. Each time a computer program is launched, the 
operating system uses at least one process. The operating system assigns to each 
processor a unique process identifier (PID), memory, processing time, and access 
to input/output devices. Thread is part of a program that runs concurrently within a 
single process. The process can have multiple threads. Parallelism is a subset of con-
currency, so a single-cored program, single-threaded processor, could be concurrent, 
but not parallel. The differences between process and thread are as follows: Threads 
are called by the system faster than the process and require less resources to run, 
and threads have a common address space in memory, which makes data exchange 
between them quicker, using pointers. Parallel calculations could be divided into the 
following: 

– bits—they consist of increasing the length of the machine word, i.e., the basic unit 
of information processed by the processor in one cycle,
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– instructions—it consists of grouping instructions and changing their execution 
order in such a way that they could be executed in parallels without changing the 
program result, 

– data—it consists of iterative processing and focuses on the distribution of data 
between different computational units to minimize their interdependencies, 

– tasks—it consists of assigning tasks between different processors, which shortens 
the program execution time. 

Due to the equipment on which parallel calculations are performed, the following 
could be distinguished: 

– single-processor multi-core computers—these are computers that contain one pro-
cessor with many cores. These computers are commonly used in homes and offices. 

– symmetric multiprocessor computers—these are computers that have many pro-
cessors, which are the same, and each of them has many cores. Most of the time, 
such computers are used on servers or supercomputers. The servers use Intel Xeon 
or AMD Opteron processors. In high-speed, high-performance computing clusters 
(supercomputers), Intel Xeon, AMD Opteron, and high-speed hardware acceler-
ators (GP/GPU) are predominantly used. Also, various server technologies are 
used (Intel, AMD, ARM, CPU, GPU), management systems data (disk, tape, flash 
memory), and network systems (Ethernet, low-latency Ethernet, Infiniband, Fiber 
Channel). 

Parallel computations could be divided in terms of systems consisting of many 
machines into: clusters and grids. Appropriate hardware is not enough for parallel 
computing. Additionally, there is a need for appropriate algorithms. Parallel com-
puting introduces additional issues, such as concurrent access to the resource and 
synchronization, which must be taken into account when designing the program. 

2.1 Clusters 

Cluster is a group of computers connected to each other for the purpose of performing 
a common task. The computers involved in the cluster are called nodes. The cluster 
has the following features: availability—node failure does not affect the operation of 
the entire cluster; scalability—it is possible to add another node at any time to obtain 
given computing power; performance—a cluster could consist of thousands of nodes; 
favorable price–performance ratio. There are three basic types of clusters: clusters of 
computers with high computing power (HPC)—the purpose of their operation is to 
increase the computing power. Computers perform subtasks that create one large task 
at the end; High-availability clusters—the purpose of these clusters is to ensure task 
continuity in case of node failure. Computers perform tasks that create one big task at 
the end; load balancing clusters—computers perform tasks from the available pool of 
tasks that have been sent to the cluster. One computer executes the entire task or may 
participate in the compounding subtask. Also, clusters could be divided based on
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Table 1 Comparison of Ethernet, Myrinet, and InfiniBand 

Ethernet InfiniBand RoCE 

Performance [Gbps] 100 100 100 

Delay [. µs] 5–50 . <0.5 1–5 

architecture: Single System Image (SSI)—the cluster is seen as a “single computer” 
by the user. Examples of such systems include: TruCluster, OpenSSI, MOSIX, and 
openMosix; Beowulf—Multiple Instruction, Multiple Data (MIMD)—this is a type 
of cluster that assumes obtaining the maximum computing power at the lowest cost. 
In this architecture, a cluster is a representative of HPC clusters. The cluster consists 
of particular elements: computing node—it is a computer that performs computing 
functions. This kind of computer may not have a hard disk, DVDROM, etc., which 
is not needed for the proper functioning of the operating system. The operating sys-
tem could be loaded directly from the network or from ROM; managing node—this 
is the computer that starts tasks that are performed in the future; the node servic-
ing the file system—this is a computer that has mass memories used by the other 
nodes; network—ensures communication between nodes. Typical networks such as 
Gigabit Ethernet or special networks such as Infiniband or RDMA over Converged 
Ethernet (RoCE) are used for this. In addition, RoCE offers the opportunity to use 
this technology in HPC systems by offering native support for both remote direct 
memory access (RDMA) computing applications and service applications. Table 1 
compares Gigabit Ethernet, InfiniBand, and RoCE. Currently, there is a division into 
intra-cluster networks (e.g., OmniPath, Infiniband) and general-purpose networks 
(e.g., Ethernet) so it is necessary to build isolated network environments. The use of 
the RoCE protocol makes it possible to use applications using RDMA (most HPC 
applications) with an Ethernet network without the need for deep interference in the 
code of libraries or applications. 

2.2 Grids 

Grid technology is advanced enough to enable working infrastructure for scientific 
and commercial applications. The parallel programming paradigm for grids is an 
alternative to the well-known messaging paradigm in HPC clusters. However, imple-
menting high-performance computing applications in grid infrastructures requires 
effective mapping, replication, scheduling, and commissioning, which could be an 
additional problem.
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3 MPI Library and OpenMP Interface 

On the control node, programs are launched, for example, by means of MPI, which 
distributes tasks to computing nodes. On each of the computational nodes, the task 
could be additionally divided into threads, e.g., using the OpenMP interface. Compute 
nodes could use a node that has disk space to read or write data. The computation that 
the cluster performs is distributed as tasks are allocated to different nodes. In addition, 
the computations the cluster performs are in parallel, since many instructions are 
executed at the same time. In addition, it is possible to transfer the calculations to 
the grid. There are pre-made MPI implementations for grids. 

3.1 Message Passing Interface 

MPI is a communication protocol between processes of parallel programs running 
on one or more computers. The first version of the protocol appeared in 1994. This 
standard is most often implemented in the form of libraries that could be used in 
various programming languages like Fortran, C, C++, Ada, Python, and Java. MPI 
is the dominant model currently used in clusters and supercomputers. There are 
three different versions: MPI 1, MPI 2, MPI 3. MPI 1 emphasizes messaging and 
has a static runtime environment. MPI 2 is better equipped with dynamic process 
management, memory operations management, and parallel I/O operations. MPI 3 
introduces new collective operations that use non-blocking communication. 

3.2 OpenMP 

OpenMP is a cross-platform programming interface that allows to create parallel 
programs for multiprocessor systems with shared memory. OpenMP could be used in 
the programming languages C, C++, and Fortran. The interface consists of compiler 
directives, libraries, and environmental variables that affect the way the program 
runs. OpenMP implements multithreading where the main program is divided into 
several threads and performs a specific task with all those parts. Code fragments are 
tagged with appropriate preprocessor directives that branch the code into several new 
threads. Each thread has its own unique identifier. After finishing parallel processing, 
the threads return back to the main thread, which always has the identifier. 0. Threads 
are allocated to the processor using special algorithms that take into account the load 
of individual processes of the entire machine. OpenMP is currently implemented in 
many commercial compilers.
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4 Performance Study 

The research was carried out on the performance cluster (HPC). The cluster con-
sists of computing nodes connected to each other by a Gigabit Ethernet network 
(The cluster is located in the Department of Computer and Control Engineering of 
the Rzeszow University of Technology.). It runs on the Beowulf architecture with 
one master node. In addition to the operating system, software was also installed to 
prepare and run parallel and distributed applications. The following is the techni-
cal specification of the nodes: operating system: openSUSE 12.2 (Mantis x86_64); 
RAM: 1GB; CPU: Intel Core 2 CPU 64 bit, 2.13 GHz. A program has been written to 
perform the automated tests in the Python programming language, which automati-
cally runs the specified number of times the given program in such a way that it starts 
the program, waits for its end, and then starts again (https://github.com/trak2023z/ 
MPIcode). Each of the programs was written in the C++ programming language. 
Four applications were prepared for the study (The matrix multiplication program, 
the Monte Carlo determination of . π number, and the prime lookup were written in 
such a way that it is easy to change the input data and test the effect of their size. 
The permutation shortest pathfinder program was written in a slightly different way 
than the others to not transfer too much data between processes. A matrix with the 
costs of connections between nodes has been permanently entered into the program 
code. The repository (https://github.com/trak2023z/MPIcode) contains the source 
code for all programs): 

– matrix multiplication (P1), 
– finding the shortest path using permutation (P2), 
– determination of . π number by the Monte Carlo method (P3), 
– search for prime numbers (P4). 

Each of the programs was compiled in two versions: MPI, and MPI from OpenMP. 
100 repetitions were performed for the specified number of processes. {2, 3, 4, 5, 6, 7,
8, 9, 10, 25, 50, 100, 150, 200} and .{1, 2, 3} nodes for MPI alone and MPI with 
OpenMP. By default, OpenMP runs as many threads as the CPU has cores (2). 
Detailed results are presented for the first two applications. For the next two, the 
results of the analysis were discussed. 

4.1 Matrix Multiplication Program 

Matrix operations, presented in a field of mathematics called matrix algebra, are 
commonly used in a wide range of cases, including computer graphics. One of the 
basic activities among many others, often affecting their speed, is multiplication. 
The program was tested on matrices with.300× 300 elements. The diagram (Fig. 1a) 
shows the minimum program execution time. As can be seen, the MPI’s best time to 
execute is almost twice as good as the MPI from OpenMP. The MPIs with OpenMP

https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
https://github.com/trak2023z/MPIcode
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Fig. 1 Execution times of the matrix multiplication program (P1): a minimum, b maximum 

Fig. 2 Execution time for the matrix multiplication program (P1): a median, b standard deviation 

were expected to have better results. The difference between the expected results 
and those obtained as a result of the test is due to the fact that the nodes in the 
cluster have only dual-core processors, which makes OpenMP not that effective. 
Synchronization between OpenMP threads resulted in increased computation time. 
Moreover, the computation time increases quite dramatically after exceeding 25 
processes. This is due to the fact that the nodes have only one dual-core processor 
which must switch between processes in order to execute them in parallel. The graph 
(Fig. 1b) shows the maximum execution time of the program. It can be observed that 
the maximum execution times are many times greater than the minimum execution 
times. This happens because the cluster nodes used swap memory while the program 
was running. 

The diagram (Fig. 2a) shows the median of program execution. The median is close 
to the values obtained in Fig. 1a. The graph (Fig. 2b) shows the standard deviation of 
the program execution time. The standard deviations are large in some cases. This 
may occur because the cluster nodes use swap memory. Also, the large standard 
deviation is influenced by delays in the transmission of messages related to a large 
number of messages. It can observe (the arithmetic mean) how MPI time on 3 nodes 
is approximately twice as fast as the time for 3 nodes using MPI and OpenMP.
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4.2 Shortest Path Search Program with Permutation 

The program was designed to find the shortest possible path between 10 points. The 
costs of connections between points have been presented using a matrix and have 
been permanently entered into the program to limit the amount of data transferred. 
The computational processes are given an initial permutation number and how many 
permutations to check. The permutation can be calculated knowing only the permu-
tation index and what elements it consists of. It is known that the permutation of 
n elements is . n!. The index passed to the algorithm takes the range .(0, n! − 1). All  
tables show the best time for each column, it has been bolded for more transparent 
view. Table 2 shows the minimum execution time of the program. As you can see, 
MPI together with OpenMP gives better results when fewer processes are running. 
As the number of processes running increases, MPI alone produces better results. 
Table 3 shows the maximum duration of program execution. The differences between 
the maximum and minimum times are not that big, which confirms the efficiency 
of the cluster. The program did not need such a large amount of memory to oper-
ate; therefore, the obtained results are similar. It can be seen that MPI and OpenMP 
always have better times where the number of processes is smaller. The difference 
between the median and the arithmetic mean is very small, which shows that the HPC 
cluster achieves the highest efficiency in this case. In some cases, standard deviations 
are large, which was caused by the use of swap memory during the operation of a 
specific case of the program. 

Table 2 Minimum execution times for P2 program 

Number of 
processes 

MPI MPI and 
OpenMP 

MPI MPI and 
OpenMP 

MPI MPI and 
OpenMP 

1 node 1 node 2 nodes 2 nodes 3 nodes 3 nodes 

2 26.4476 22.7472 26.376 16.7828 26.4428 17.1245 

3 18.7914 18.7109 13.2671 11.6007 13.2384 8.2419 

4 17.7829 17.5746 9.4545 12.4316 8.875 8.2584 

5 16.4546 16.9309 10.0503 9.4164 6.9449 9.2266 

6 15.966 16.6181 10.5533 10.4606 7.6183 7.4251 

7 15.4859 16.3859 8.8691 8.8622 6.5101 6.3152 

8 15.3416 16.1473 9.2337 9.5807 6.0509 7.3654 

9 14.9933 16.089 8.2811 8.5099 6.6342 6.5814 

10 14.8345 15.998 8.9073 9.192 5.9183 5.9102 

25 13.8875 15.495 7.299 7.9241 5.0377 5.4017 

50 13.7873 15.3953 7.1239 7.9197 4.952 5.4502 

100 13.8269 15.5632 6.9976 7.9105 4.7475 5.3412 

150 13.6046 15.6275 7.0498 8.067 4.7645 5.4541 

200 14.1202 16.3559 7.3483 8.4284 4.8542 5.5921
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Table 3 Maximum execution times for P2 program 

Number of 
processes 

MPI MPI and 
OpenMP 

MPI MPI and 
OpenMP 

MPI MPI and 
OpenMP 

1 node 1 node 2 nodes 2 nodes 3 nodes 3 nodes 

2 27.8059 27.7805 26.8726 30.2247 35.4596 30.0826 

3 26.2236 20.5182 13.4854 15.0807 13.7389 15.1038 

4 18.266 18.3491 17.917 13.7096 9.2769 10.1046 

5 17.8391 17.6732 13.4173 10.3809 13.4315 10.3121 

6 16.1335 17.7954 10.8353 11.0585 10.8695 8.3371 

7 16.3168 16.7009 9.2242 9.3075 9.0798 6.9155 

8 15.624 16.5525 10.2406 10.1536 7.7937 13.0066 

9 15.5481 16.4052 9.0637 8.8926 16.7568 17.646 

10 15.0558 16.2958 9.1566 9.567 16.2937 16.8387 

25 14.0705 15.6823 7.4671 8.0533 5.2715 5.5471 

50 13.935 15.5591 7.3174 8.0511 5.154 5.5592 

100 18.8326 19.0882 7.2188 8.1414 4.9264 5.5222 

150 16.7958 17.4389 7.3776 8.3622 5.0088 5.7241 

200 26.5847 38.2608 12.376 16.2739 5.1402 5.8769 

4.3 Program for Determining . π Number Using the Monte 
Carlo Method 

The program was designed to determine the number. π number using the Monte Carlo 
method. The program randomly picked 100,000,000 points and checked whether 
they belonged to the circle or not. To calculate the value of . π number, all randomly 
selected points as well as those that belonged to the circle were selected. It can be seen 
that the minimum program execution times are much longer for MPI with OpenMP 
than with the implemented MPI library. The difference between the maximum and 
minimum times is not large. The program execution time decreases along with the 
number of nodes. The arithmetic mean and the median do not differ. It is similar for 
the standard deviation. 

4.4 Program for Finding Prime Numbers 

The program was designed to check whether or not numbers from 0 to 149,999 are 
prime numbers. It can be verified by the observation of minimum and maximum 
times, and the MPI with OpenMP gives better results than the MPI itself. The differ-
ence between the minimum and maximum time is even twice as large in some cases. 
The arithmetic mean is very close to the median. Standard deviations are not large 
in all cases.
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4.5 Summary 

Based on the analysis of the results of the programs’ operation, several conclusions 
could be drawn. If the problem is “small” enough to be solved, and the computer 
resources such as cores and memory are sufficient, OpenMP is a good choice. When 
the data size is moderate and the problem is computationally intensive, MPI would 
be better. Also, MPI is a good choice when a program needs to run in parallel on 
a distributed structure with complex process coordination. OpenMP is the easiest 
to use because you only need to put a few directives in sequential code. MPI is 
relatively a bit more advanced to use when we can extract parts of the algorithm in 
the application that may be spread over many nodes. 

5 Conclusions 

In recent years, quantum computers have started to appear, but depending on the type 
of computation, they are either faster than traditional silicon computers or slower [19]. 
Therefore, the use of distributed and parallel methods continues to increase at all lev-
els of processing, and with the development of accelerators such as GPUs, FPGAs, 
and other coprocessors, we are moving from desktops to clusters. MPI and OpenMP 
[ 17] are the most recognizable distributed and parallel programming solutions. Each 
of them is standard. MPI is a communication protocol between parallel program 
processes running on one or more computers. MPI is the dominant model currently 
used in clusters and supercomputers. The program must be specially prepared to use 
MPI. OpenMP is a cross-platform programming interface that allows you to create 
parallel programs for shared memory multiprocessor systems. OpenMP easily mod-
ifies a single-threaded program by using preprocessor directives so that the modified 
program will have fewer errors. OpenMP could be used together with MPI. To assess 
their performance in various configurations, several programs were implemented in 
the prepared server cluster. The performance of each of them was measured in terms 
of execution time. The aim was to adequately comprehend the usefulness of solutions 
in various situations. The presented are part of the performance engineering mecha-
nisms. It is mainly about optimizing the performance of various types of applications 
and their verification. Most problems could be divided into . n parts. The presented 
programs split the task into smaller parts and sent it to running processes. If the 
program was compiled with the OpenMP flag, then additionally, loops responsible 
for calculations in processes were paralleled in order to speed up the program. Note, 
however, that when applying multithreading, you need to apply a critical section to 
variables shared between threads to which you are writing. Failure to apply a critical 
section may result in unpredictable results. More complex programs that have a lot 
of read-only common data will give better results if we run fewer MPI processes with 
OpenMP because you will not have to transfer a lot of data over the network and 
there will be less memory consumption. The MPI solution from OpenMP only gave
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better results for two programs: P2 and P4. For the other two programs (P1 and P3), 
MPI with OpenMP gave much worse results, even twice as long as the MPI itself. 
MPI from OpenMP works better for more advanced calculations or more complex 
algorithms. Parallelizing the for loop in OpenMP produces better results if the loop 
has fewer critical sections and fewer common variables to write data to. Parallel for 
loops, which have more lines of code, also produce better results. As the presented 
analyses show, there is a need to adapt the tools used to solve a specific problem with 
regard to improving processing efficiency. As part of the work, conclusions were pre-
sented that can be applied to other applications of this type on a local HPC cluster, 
as well as in relation to grid computing using various MPI implementations. Future 
research will focus on the MPI implementations for grids (MPICH-G2). MPICH-G2 
allows us to connect multiple machines, potentially with different architectures, to 
run applications with the MPI library. 
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An Extensive Study of Frequent Mining 
Algorithms for Colossal Patterns 

T. Sreenivasula Reddy and R. Sathya 

Abstract During the last decade of research, a lot of focus has been placed on the 
subject of frequent pattern mining (FPM). A profitable data set with a large sum 
of transactions and only a few items in each transaction has been used to develop 
numerous FPM algorithms. Because of the rise of bioinformatics, a new sort of 
data set called a high-dimensional data set has emerged, with fewer transactions 
but a greater sum of elements in each. The execution time of classical algorithms 
grows with deal length. High-dimensional data sets can’t be processed by existing 
algorithms. But when applied to large data sets with a lot of dimensions, mining 
algorithms generate a huge amount of data, much of which is useless to scientists 
because of the little and medium-sized patterns they include. As a way to lessen the 
number of output patterns for mining patterns, colossal pattern mining is discussed. 
Since small and mid-sized patterns aren’t mined, mining algorithms for enormous 
patterns run faster. In this work, an extensive study of colossal patterns, existing 
mining algorithms with its drawback is mentioned. The definitions of FPM, high 
utility mining and relation of colossal patterns with others are also explained. Pattern-
Fusion is the first algorithm, which is developed for colossal patterns that is described 
briefly in this work. 
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1 Introduction 

There are numerous applications for data mining, including the extraction of health 
computational biology, [1] detection of malicious online attacks, [2] web mining, 
[3] sentiment analysis and opinion mining in big data, [4] recommendation systems, 
[5] data warehousing, and [6] the use of data in decision-making. It is one of the 
most important practices for extracting from a data set that have occurred more than 
a user least threshold sum of transactions in the data set, and rule construction is 
the process of creating association rules using the patterns that have been extracted 
from the data set. A significant portion of research in association rule mining has 
been devoted to the FPM phase because of the enormous volume of computations, 
the lengthy execution time, and the enormous sum of memory it requires. 

Various FPM algorithms in the literature have retrieved a variety of patterns. 
Patterns such as itemsets [7], sequences [8], and graphs [9] have been discovered 
from a variety of data sets. Novel approaches with humbler data constructions and 
more effective pruning algorithms have gradually superseded the initial motives of 
employing growth-based FP-based itemset mining methods due to their increasing 
complexity and vast number of created projected trees. 

For efficient frequent itemset mining, several distributed tactics have been used 
[10]. Frequent itemset mining is an exponential problem, which means that mining 
methods produce a large number of extracted frequent itemsets as the outcome. The 
mining process may become less efficient as a result of the increased production. 
Research in the literature found that the best solutions to this problem were algorithms 
for closed pattern mining [11], maximum design mining [12], and colossal pattern 
mining [13]. The difficulty in mining frequent patterns is compounded by the fact that 
each pattern has an infinite number of sub-patterns, resulting in an enormous number 
of frequent patterns. Closed frequent pattern mining [14] and maximal frequent 
pattern mining (max-pattern) [15] have both been presented as solutions to this issue. 

There are a limited number of common patterns in the whole pattern set, hence 
the term “closed pattern set” applies. A pattern is dubbed closed frequent if it occurs 
frequently in a data set but there is no super-pattern with the same support as it. 
There are fewer pattern super patterns than there are regular patterns in a database. 
In contrast to the more compact set of maximal frequent patterns, closed pattern 
mining tends to condense the set of frequently occurring patterns. As a result, maxi-
mally frequent patterns may not always include the full supporting material for their 
equivalent often occurring patterns. 

The pattern mining challenge is space intensive for large data sets, even though 
closed pattern mining dramatically abridged the sum of processing and output 
capacity. Small and medium-sized patterns are frequently generated by mining algo-
rithms, yet this data is often useless in many applications. Finding methods for mining 
that only extract huge patterns and ignore tiny and medium-sized patterns makes 
sense because many applications benefit from only large patterns. This difficulty can 
be approached in a new way by mining large patterns instead of little ones.
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A bottom-up strategy to finding patterns is used by all previous techniques of 
pattern mining. These techniques begin with little designs and work their way up to 
larger ones. Small and medium-sized patterns, however, often lack useful information 
and can only be obtained from large-sized patterns, known as colossal patterns, in 
specific applications. It was in 2007 when the core Pattern-Fusion (core-fusion) 
technique, the first real approach for mining enormous patterns, was published [16]. 

1.1 Motivation 

In the case of huge and very large data sets, the solutions to pattern mining prob-
lems [17] take a long time and are completely inefficient when trying to solve more 
complex problems. Many optimization and high-performance figuring practices have 
been industrialised to increase the performance of the pattern mining systems [18– 
21]. However, when working with large databases, these solutions are ineffective 
since only a small number of useful patterns are showed to the end user. 

1.2 Problem Scope 

In general, the sub-patterns that make up a colossal pattern are expected to appear 
at about the same frequency as the main pattern, therefore they can be identified by 
counting the number of supporters for each sub-pattern. There would be ncr number 
of common sub-patterns of size r for a colossal pattern of size n. As a result, in 
order to get to the massive patterns, we must first study an immense number of 
smaller patterns. In order to swiftly find large patterns, a strategy has been proposed 
to traverse the search area in jumps, ignoring most of the mid-sized patterns. 

1.3 Structure of the Paper 

It gives an introduction to FPM and talks about the problem of a huge pattern in 
Sect. 1. Pattern mining and colossal pattern relationships are explained in Sect. 2; 
this is the beginning of the text. Section 3 gives an impression of the algorithms for 
colossal patterns. Section 4 explains how to do colossal pattern mining from a list of 
frequently used items. It comes to an end in Sect. 5.
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2 Pattern Mining Problems 

A general definition of pattern mining is initially presented in this part, followed by 
an explanation of the connections between large-scale patterns and smaller ones. 

Definition 1 (pattern) Reflect I = 1, 2, . . . ,  n as a set of items, and T = 
t1, t2, . . . ,  m as a set of transactions with the sum of transactions. We create the 
function a, which reads p = for the item I in transaction t j. (i, j). 

Definition 2 (pattern mining) A pattern mining task involves discovering all of the 
patterns L that are relevant to a given problem 

L = {p|Interestingness(T , I, p) ≥ γ } (1) 

To analyse a pattern p among a set and a set of items I, the measure of Interesting-
ness(T, I, p) is used. Existing pattern mining issues can be summarised using these 
two definitions. 

Definition 3 (frequent itemset mining (FIM)) As an postponement of the pattern 
mining issue, we create a FIM problem (Def. 2) 

L = {p|Support(T , I, p) ≥ γ } (2) 

As described in Def. 1, the collection of transactions in a Boolean database, T, 
I, and p are all defined as a Boolean database, and Support (T, I, p) is the  sum of  
transactions in T covering the pattern _(T.I)/(|T|). 

Definition 4 (weighted folder) A weighted database is defined by defining the 
function 

σ (i, j ) =
{

wij i f  i  ∈ t j 
0 otherwise 

(3) 

W ij refers to the weight of Item I, which is part of the transaction Tj. 

Definition 5 (weighted itemset mining (WIM)) WIM problems are an expansion 
of the pattern mining problems (see Def. 2) by extending the 

L = {p|WS(T, I, p) ≥ γ } (4) 

It is possible to have WS (T, I) = WS (T, I) p ( j = 1)(|T |)W (tj, Ip). W (t j, I, p) 
is the least weight of the elements of the pattern p in the transaction t j, and is a least 
weighted threshold for the weighted database established in Def. 3. 

Definition 6 (uncertain database) Setting the function (see Def. 2) as is how an 
uncertain database is defined.
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σ (i, j ) =
{
Probi, j if i ∈ t j 
0 otherwise 

(5) 

Note that the transaction t j’s uncertainty value for I is Prob (i, j). 

Definition 7 (uncertain itemset mining (UIM)) A UIM problem is defined as an 
postponement of the pattern mining problem (see Def. 2) by 

L = {p|US(T , I, p) ≥ γ } (6) 

With US(T , I, p) = 
|T |∑
j=1

∏
i∈p 

Probij. In the indeterminate database specified by Def. 

5. 

Definition 8 (utility database) Utility databases are defined by setting the function 
(Def. 2) 

σ (i, j ) =
{
iuij if i ∈ t j 
0 otherwise 

(7) 

It is important to keep in mind that eu denotes the item’s external utility; this is 
the value of i’s internal utility in the transaction (i). 

Definition 9 (high utility itemset mining (HUIM)) The pattern mining problem 
(Def. 2) is an extension of this problem, which is called a “HUIM problem.” 

L = {p|U (T , I, p) ≥ γ }, with U (T , I, p) 

= 
|T |∑
j=1

∑
i∈p 

iuij × eu(i ) (8) 

According to Definition 7, T is the set of transactions that can be found in the 
database defined by Def. 7. 

Definition 10 (sequence database) Shoulder that there is a total order on things, 
such as 1 > 2 > 3 > n… Sequences are an ordered list of s = [I 1, I 2, . . .  ,  I _(|s|)], 
where s is an itemet. The function (see Definition 2) is defined as (i, j) = i, if  I t  j  for 
each itemet Ii. 

Definition 11 (sequential pattern mining (SPM)) Mining is extended to include 
the SPM problem (see definition 2) by: 

L = {p|support(T , I, p) ≥ γ } (9) 

If the sequence database’s total transaction count (T ) is less than the minimum 
support criterion (), then the answer is.
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2.1 Relationship of Colossal Patterns to Other Patterns 

Figure 1 shows how a colossal pattern develops over time. Minimum support should 
be 50. A and B are combined, and the frequency of AB lowers to 198 when AB is 
extended. As a result, pattern A appears 198 times, with pattern B appearing only 
once. Closed, but not massive, is the pattern AB. It is impossible to stop the pattern’s 
growth at C, since the addition of D provides the same level of support as the original 
design. Closed but not enormous ABCD pattern. The smaller pattern will not be 
called a monstrous pattern until there is a considerable difference in frequency when 
it is extended. When G is added to ABCDF, the frequency drops from 193 to 190, 
and we no longer regard ABCDF to be a huge pattern, but rather ABCDFG. There 
is a considerable decrease in the frequency of ABCDFG when it is extended with Q, 
therefore this extension is not regarded as massive. (Seen in the figure marked with 
a cross.2) Because of this, ABCDFG and ABCDFGQ are classified as enormous 
patterns, respectively. As a result, a maximum pattern does not always have to be 
huge. Large-scale patterns are depicted in Fig. 1 ABCDEH and ABCDFG. The 
following observations can be made, based on the case above: 

• There is no requirement that every closed frequent itemset is also a huge pattern, 
however this is not always the case. 

• A gargantuan pattern does not always have to be an itemset with the highest 
frequency possible.

Fig. 1 Pattern tree growth 
process 
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3 Brief Explanation of Existing Techniques 

3.1 Colossal Pattern Miner (CPM) Overview 

Step-Wise Method 

• There is an initial pool of 1 or 2 itemsets that we begin with (can be obtained 
using any frequent mining algorithm). 

• We use any standard clustering algorithm to divide the patterns in the initial pool 
into groups based on their frequency. Frequency bands is what we call them. 

• Choose a random seed pattern from the greatest frequency band and create a 
neighbourhood of -core seed patterns (depending on distance), startin–g with the 
present band and moving down through the other bands in declining order of their 
size. 

• To remove a -core pattern () from its parent frequency band if its frequency is less 
than 1-, use the following procedure. 

• Steps 3 and 4 should be repeated until all patterns have been picked or the desired 
number of neighbourhoods has been reached. 

• To create one or more super patterns, we merge the patterns in each neighbourhood 
(colossal patterns). 

• The new pool of super patterns is now the new initial pool, and the process repeats 
itself until we reach colossal patterns. 

3.2 Bit-Wise Vertical Bottom-Up Colossal (BVBUC) 

The enormous mining algorithm shown in Algorithm 1 is bit-wise vertical bottom-
up. To begin with, it takes as input m, which is an index of the first row in the parent 
rowset, as well as the maximum number of rows in the bitmatrix, l, the level of 
processing a tree is now at, as well as S, the input rowset for the method. 

This is a recursive algorithm with two major components. The algorithm initially 
determines if it has reached level minsup in the main if block. The method stops 
expanding the current branch if the level of three is the minimum level. This node’s 
pattern and its support are written to the output file if the new gargantuan pattern is 
calculated and does not already exist in it. It is a basic function called pattern (S) that 
calculates the appropriate pattern of the rowset S by performing a “AND” operation 
on the bit vectors of the row-ids t–here are in S and selecting the items that have a
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value of 1 in the result “AND” vector. The support of pattern (S) provided by function 
support is the sum of row ids in rowset S (S). 

To begin, m is added to the S rowset, and then the else block builds the node’s 
matching rowset. The algorithm will stop increasing this third branch if the pattern 
does not reach a user-specified threshold if it is not massive. Mining can continue only 
if the pattern (S) is large. This child node’s rowsets will be generated by extending 
this node and creating its children for each row-id in the range of m + 1 to max  if  
the branch of consistent child reaches the minsup level. If p + m−a p is less than 
or equal to min sup, an algorithmic loop is in place. As a result of the closeness 
requirement method, we can now define a novel version of BVBUC that searches 
for closed, gigantic frequent patterns in data sets. BVBUC’s closed version will be 
depicted in the algorithm’s first component (the main if-block): 

If(l = min sup)then 

Begin 

If (Pattern(S)is colossal)then 

If(pattern(S)is not in file)then 

If(pattern(S)is closed)then 

Output(File, (Pattern(S), support(S))); 
End 

Only one condition has changed between the closed and primary versions of 
BVBUC, and that is the condition that tests for pattern proximity before adding it to 
output file. Since the algorithm has been altered, it can now mine closed, massively 
recurring patterns. 

Algorithm 1. BVBUC Algorithm
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3.3 LCCP: A Length Constraints with Algorithm for Mining 
Colossal Patterns 

Here, two theorems are presented to establish the theoretical foundation of the 
suggested approach, which is cost effective in mining enormous patterns with length 
limits. Candidate patterns that do not meet the min-length restriction can be swiftly 
discarded using Theorem 1. For candidates with a max-length restriction, Theorem 2 
has been found to be a time-saving tool. 

Theorem 1 Nodes in the CP-tree that do not meet the min-length restriction are not 
allowed to have any children that do meet the constraint. 

Theorem 1 states that if a node does not meet the least length requirement, it does 
not need to be expanded. As a result, mining operations can reduce the size of the 
exploration zone.
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Theorem 2 Each child node in the CP-tree that meets the max-length criteria is 
considered to be a member of the parent node. 

Rapid extraction of enormous patterns with length limits is made possible by the 
effective method LCCP (min-length and max-length). In order to produce and prune 
enormous pattern candidates, LCCP relies on PCP-Miner [22]. Using Theorems 1 
and 2, it is possible to reject candidates who do not meet the min-length constraint 
and those who do not require the max-length condition to be tested. 

4 From Frequent Itemset Mining to Colossal Itemset 
Mining 

Itemsets that don’t fulfil the minimum support are pruned from the search space. 
These prior row-enumeration algorithms, even using the support measure, failed to 
uncover many interesting closed patterns. Since the support-based strategy filters out 
patterns with low support but high confidence, this is the case. Support-based algo-
rithms are discussed as alternatives in this part, which also examines approximately 
of the existing approaches. 

4.1 Alternative User-Defined Threshold 

MAXCONF [23] presents an algorithm for discovering interesting gene interac-
tions from microarray data sets. In order to successfully narrow the search field, 
minsup is a measure of confidence rather than a requirement. For perturbation 
microarray data, which includes both common and rare (infrequent) correlations, 
this strategy was inspired by the view that support-based trimming is inappropriate. 
Multiple microarray data sets were used to evaluate MAXCONF and RERII [24], 
two improved versions of CARPENTER. For the purposes of categorising genes 
according to their molecular function, biological activity, and cell component, the 
extracted rules were subjected to the Gene Ontology’s international standard for gene 
annotation (GO). In order for a rule to be considered biologically relevant, it needs be 
annotated with GO annotations. Support pruning is not ideal for mining gene expres-
sion data sets, according to this study, which found that MAXCONF rules are more 
biologically relevant than those identified by RERII. Though research has shown 
support-based algorithms remove many intriguing rules, the authors did not recog-
nise the importance of pattern size. In association mining tasks, longer sequences 
are generally more essential than shorter sequences [25, 26].



An Extensive Study of Frequent Mining Algorithms for Colossal Patterns 231

4.2 Current Colossal Pattern Mining Process 

First developed in an algorithm called Pattern-Fusion, the notion of colossal pattern 
was used to find an efficient approximation to gigantic patterns. In order to find the 
enormous pattern, Pattern-Fusion fused all of the smaller patterns into one, saving 
time and effort compared to manually traversing the pattern tree level by level. The 
Pattern-Fusion algorithm has been shown to be able to approximate large patterns in 
real data sets in several investigations. 

Randomly picked sub-patterns are fused to form the enormous pattern, then the 
support is counted utilising individual database scans in Pattern-Fusion. However, 
Colossal Pattern Miner (CPM) [27] proposed a more intelligent technique to combine 
and separate the sub-patterns, which avoided the vast number of mid-sized patterns. 
To further reduce the number of database scans, vertical data format is used. 
Unfortunately, this technique has not been compared to Pattern-Fusion in terms of 
performance. 

The data set is represented and compressed using a bit matrix by the BVBUC 
algorithm [28]. A bottom-up row list search tree is developed up to the minsup 
level since the greatest pattern of each branch is formed there. As a result, the time 
and memory requirements of most pattern mining algorithms are increased while 
searching for patterns with low minsup values. This is not the case in BVBUC, 
where when minsup drops, it also reduces the number of levels in the tree, removing 
branches that don’t meet the minimum. However, as we’ll see in a moment, this 
approach resulted in fewer purportedly mined itemsets. Another pruning strategy 
is to cease extending a node when the pattern has less elements than the minimum 
allowable quantity in a huge pattern. BVBUC beats both CPM and Pattern-Fusion 
in real data sets and microarray data sets, according to the authors. 

DisClose [29] is an algorithm that first enumerates high cardinality itemsets 
and then constructs smaller itemsets to extract enormous closed itemsets. The row-
enumeration tree is searched from the bottom-up like in BVBUC. Starting with a 
table that is transposed, the algorithm creates a compact row tree to hold the trans-
posed table’s itemsets. The CR-Tree is used during the search phase. Many rowset 
values are shared by a single node, making the suggested data structure compact 
and able to express itemsets with a minimum cardinality (mincard). Other methods 
employing a tree-based data structure, on the other hand, require a large amount of 
memory because of the length of the itemsets as well as the number of transactions 
that take place. 

Colossal pattern mining using the -core ratio has been proposed using the newly 
presented algorithms CP-Miner and its upgraded counterpart, PCP-Miner [30], the 
pattern is a -core pattern. If there are no supersets in the database, then a -core pattern is 
considered gigantic. Instead of requiring the usage of a -core ratio, BVBUC proposes 
an acceptable minimum threshold and an acceptable minimum sum of itemsets in an 
itemset. However, in terms of runtime, they’ve outperformed BVBUC. 

Using biological data sets, DPMine [13] proposes a new method for identi-
fying enormous Colossal Pattern Sequences (CPS). In the DPT + tree, a vector
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intersection operator is used to build enormous pattern sequences by identifying 
Doubleton Patterns. DPMine uses a new integrated data structure called “D-struct,” 
which combines a doubleton data matrix with a one-dimensional array pair set to 
dynamically discover Doubleton Patterns from Biological data sets. DPT + trees 
are constructed using a bit-wise Top down Column enumeration tree. Constrained 
and predictable, D-main struct’s memory can execute at a phenomenally high rate 
if memory is limited. It simply takes one scan of the database to detect enormous 
colossal pattern sequences thanks to the algorithm’s construction. DPMine surpasses 
Colossal Pattern Miner (CPM) and BVBUC in a variety of biological data sets, 
according to an empirical investigation. 

The decision-making process will be hampered because not all of the association’s 
regulations will be generated. Most BVBUC enormous closed itemset support infor-
mation is incorrect. This generates inaccurate association rules and has an impact on 
the decision-making process. Large cardinality itemsets, also known as enormous 
itemsets, are of particular interest to ARM because they may be used in applications 
using High-Dimensional Biological Data sets (HDBD) [31]. Colossal itemsets are 
significantly relevant and influential in many applications [32]. Naulaerts et al. [33] 
and Alves et al. [34] proved the importance of mining enormous item collections 
from high dimensional. 

Since the time required to extract short and average-sized itemsets is exponential, 
[35] are inefficient for extracting FCCI from HDBD. The Pattern-Fusion approach 
was the first algorithm to come up with a large number of things [16]. In the Pattern-
Fusion approach, the approximation of gigantic closed itemsets aids in the mining of 
big cardinality itemset. This bottleneck prevents the Pattern-Fusion approach from 
extracting a high number of FCCI. As a result of an insufficient collection of associa-
tion rules, making decisions become more complicated. Even though HDBD contains 
a significant number of FCCI and frequently enormous itemsets, the BVBUC algo-
rithm is unable to extract any significant number of these. Association rules influence 
decision-making in part because they are created. Even for the vast majority of mined 
FCCI, the BVBUC delivers incorrect support info. As a result, incorrect association 
rules are formed, which has a negative effect on decision-making. 

The DisClose algorithm described by Zulkurnain et al. [36] mines FCCI from 
HDBD using a CompactRowtree (CR-tree). Before beginning the process of 
extracting FCCI from HDBD, the existing works do not have the ability to remove 
all unimportant characteristics and rows. As the number of rows enumerated in the 
mining search space grows exponentially, the algorithm becomes less efficient in 
mining FCCI. An efficient trimming methodology to minimise the row enumer-
ated search space and an well-organised rowset testing mechanism are missing from 
current FCCI mining methods. The best way to extract the FCCI from HDBD is to 
traverse the row enumerated tree. There is an inherent imbalance in the row enumer-
ated tree since the number of nodes in each row enumerated tree branch varies. Row 
enumerated trees must be distributed evenly across compute nodes in order to mine 
the FCCI efficiently. The compute nodes should be equally burdened when it comes 
to traversing.
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Recently, a technique known as LCCP for mining massive patterns has been devel-
oped [25]. To begin, the issue of mining enormous patterns while enforcing length 
restrictions was raised. To swiftly determine if a huge pattern satisfies the length 
limitations, two new theorems were presented. Theorems based on these were used 
to develop a real algorithm for mining huge patterns with length limitations, elimi-
nating those patterns that do not meet the length constraints in order to reduce mining 
durations. The min- and max-length limitations for mining gargantuan patterns were 
the focus of this paper. However, in order to mine the huge patterns, which necessitate 
the ideal selection of threshold values, it takes a long time to train the system. 

According to this assessment, the greatest patterns may be found in the rowset, 
which has a support of 1. A criterion for mining large itemsets from high-dimensional 
data involving the item’s support value is therefore unnecessary. As an alternative, a 
minimal permissible number of elements in a collection is known as the minimum 
cardinality of a collection. 

5 Conclusion 

To mine patterns in databases with a great number of characteristics and values, 
mining enormous patterns is utilised, although the number of occurrences in each 
database is limited. It is possible to extract gigantic patterns using efficient methods, 
but these methods cannot be applied to the case of constraint-based colossal pattern 
mining. It is the goal of this survey to investigate the extraction of enormous itemsets 
from biological data sets with high dimensionality. Massive mined itemsets of an 
average length do not include sufficient and useful info for making decisions. As 
a result, an enormous sum of time is spent mining a large number of short and 
medium-sized itemsets. The high-dimensional data set was created because of the 
increased interest in bioinformatics research and the abundance of data from a range 
of sources. These data sets have a great sum of features and a short number of rows. 
Bioinformatic applications, e.g. rely heavily on colossal pattern itemsets, which have 
a major impact on decision-making. From the enormous amount of information and 
knowledge that can be extracted, it is not an easy task. A high-dimensional data 
set’s sequential and computationally expensive sequential mining algorithms include 
gigantic closed itemsets (CCI). 
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Abstract Processes/tasks are scheduled in order to finish the task on time. CPU 
Scheduling is a technique that permits one process to utilize the CPU while other 
is delayed (on standby) due to a lack of resources such as I/O allowing the CPU to 
be fully utilized. The goal of CPU scheduling is to improve the system’s efficiency, 
speed, and fairness. When the CPU is not being used, the operating system chooses 
one of the processes in the queue to start. A temporary CPU scheduler performs 
the selecting process. The scheduler chooses one of the memory processes that are 
ready to run and assigns CPU to it. Every system software must have scheduling, 
and practically, all virtual machines are scheduled over before use. To enhance CPU 
efficiency, CPU utilization, delay, and CPU cycles is the primary objective of all 
presently available CPU scheduling techniques. There are various ways to tackle 
this, for example, algorithms like FCFS, SJN, priority scheduling, and many more, 
but in this paper, we chose to work with Round Robin (RR) Scheduling algorithm. 
RR algorithm solves the stated challenges as it’s method’s reasoning is significantly 
influenced by the length of the timeslot. In comparison, time slices should be huge 
than of the context switch time, as it enhances the performance by lowering the load on 
CPU. In this study, we review an existing technique to reduce context switching and 
break the fixed. With optimization, the range of the time quantum is utilized through 
the RR scheduling algorithm. This paper is researching mainly on the employment 
of context switching, and RR scheduling. Scheduling is discussing about how time 
slice of one process is completed, processor is allocated to next process, and saving 
of the state of process is needed because for the next time, it can run the process from 
the place it was halted. The review of this paper signifies the comparison of context 
switching based on different scheduling algorithm and the past work significance of 
study. 
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1 Introduction 

Various processes run constantly in a multi-programmed operating system to boost 
CPU usage [2]. Many of the processes are kept in memory at the same point in 
time. For the duration of single process, the operating system shifts the CPU from 
the CPU to an alternative process in its place. This [6] logic persists and repeats. 
Another process has the option to take over CPU usage whenever one process is 
forced to wait. Some operating systems use first come first serve (FCFS), shortest 
job first (SJF), priority, and Round Robin (RR) algorithms to complete this task more 
successfully [3]. These formulas make decisions and choose when and how long each 
process takes, taking into account sensitivity, response time, processing time, and 
latency. 

The Round Robin scheduling method, which itself is regarded as the very 
commonly prevalent microprocessor scheduling algorithm, has significant problems 
with adding a supplementary matter size. The procedure features are constrained if 
the quantum’s period is too great [5]. Context flipping will be increasingly prevalent 
because quantum is too tiny due to extra CPU overhead as a result. In order to increase 
CPU performance, the suggested technique would violate the current constant quant 
dimension of duration in this way. 

Some sessions in an OS with several programs operate continually to use the 
CPU intensively [9]. Multiple processes are accumulated at the moment within the 
memory. As a few of the processes have to wait, operating system is getting away 
that CPU’s process and delivers this one to an additional process [8]. The pattern 
gets repetitive. Whenever one process must wait, other processes can wait excessive 
CPU usage. Several virtual machines use the first come first serve (FCFS), shortest 
job first (SJF), priority, and Round Robin (RR) kind of scheduling processes to do 
this more quickly [1]. In terms of responsiveness, computation, congestion, reaction 
period, and other process parameters, these techniques decide when and how long 
each process operates. The RR scheduling method, which is thought to be the most 
frequently used CPU scheduling mechanism, has significant quantum size issues [4]. 
The subatomic element will reduce the application’s nature if the duration is too long. 
Context switching is equal to enhancing the CPU workload when the time fraction 
is less [10]. 

Essentially, starvation-free execution of processes is not possible using conven-
tional approaches, but the Round Robin algorithm allows you to predict the worst-
case turnaround time for a given process provided you know how many processes 
are currently in the execution queue. Contrary to the Round Robin algorithm, which 
is considered to be a detriment in most systems, the first come first serve method 
(FCFS) approach shows to be non-pre-emptive. The shortest job first (SJF) approach 
also results in starvation or extraordinarily slow turnaround time. These elements 
highlight how Round Robin is superior to adjusting the intended average waiting 
time.
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2 Related Works 

“Comparative Analysis of CPU Scheduling Algorithms and Their Optimal Solu-
tions” [1]. This paper refers to a set of guidelines and techniques for managing the 
sequence in which a computer system will carry out its tasks. The CPU is surely 
the highly vital aspect of a computer system. Because computations are increasingly 
distributed and parallel, recent advancements in software and system architecture 
have increased processing complexity. In this setting, job scheduling is challenging. 
The partition queue model, which a virtual machine (VM) may perhaps utilize, is 
a distinct virtual CPU (VCPU) operational queue for each physical CPU (PQM) 
[1]. The CPU scheduling mechanism known as sharing queue model (SQM) is an 
alternative. Using CloudSim, this study examines and assesses the effectiveness of 
various CPU scheduling methods in a cloud context. 

“Performance Evaluation of Dynamic Round Robin Algorithms for CPU 
Scheduling” [2]. This paper includes four diverse RR methodologies: “Dynamic 
RR, CPU efficient time nanoscale RR, ideal RR using the Manhattan distance tech-
nique, as well as the improved Round Robin scheduling algorithm the average latency 
(AWT), estimated completion time, and turnaround time, which are the four systems 
of measuring that the authors use to estimate the effectiveness of the above classifiers. 
The outcomes appear that adaptive RR and optimal RR scheduling with Manhattan 
distance procedures function further logically when combined since they identified 
the operational elements with the lowest values. 

“Improved Round Robin Scheduling using Dynamic Time Quantum” [3]. By 
adopting a unique weight modification for tasks which are stalled for I/O and incur 
some computational power, Tarek Helmy and Abdelkader Dekdouk tried to reconcile 
the minimal scheduling cost of Round Robin techniques and favor the quickest tasks 
in an effort to ensure proportionate balance. The outcomes of the study demonstrated 
that removing the fastest procedures quickly improves timeframe, long waits, and 
reaction time. 

“Response Time Analysis of Lazy Round Robin” [4]. This study employs a Round 
Robin version that is naiver to construct and has subordinate runtime burden than 
standard RR. The turnaround time of the planner to recently released process occur-
rences is the main distinction among RR and Lazy RR. The Lazy RR administrator 
is believed to postpone responding to any task deployments until the existing round 
is complete, while the RR scheduler analyzes if a recently publicized assignment 
illustration may run for residual part of the current cycle. 

“Predicting academic success in higher education: Literature review and best 
practices” [5]. It determines a figure that is neither overly big nor too little, each 
operation has a fair reaction time, and the system’s efficiency is not reduced by 
needless context changes. To determine the appropriate temporal quantum, a novel 
active quantum employing the actual annual Round Robin (AN RR) is developed. 

“Self-Adjustment Time Quantum in Round Robin Algorithm Depending on Burst 
Time of the Now Running Processes” [6]. This paper has proposed an algorithm 
called Self Editing Round Robin that can iteratively adjust the time of the quantum
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to match the current time batch execution process. Experiments and computations 
are incorporated to solve fixed quantum time problems. 

“Finding time quantum of round robin CPU scheduling algorithm in general 
computing systems using integer programming” [7]. This study suggests a variable 
time segment that specifies values that are neither absurdly high nor low, each process 
has a significant reaction time, and system throughput isn’t really adversely affected 
by unnecessary memory management. 

“A New Round Robin Based Scheduling Algorithm for Operating Systems: 
Dynamic Quantum Using the Mean Average” [8]. This research proposes a novel 
strategy known as the dynamic microscopic point in time. The idea underlying 
scheduling is to alter the virtual machine time slice proportionate to the collective 
amount of time that certain operations have been queuing in the priority state. 

“Burst Round Robin as a Proportional-Share Scheduling Algorithm” [9]. In this 
paper, the proportional scheduling algorithm is a way to merge a Round Robin 
scheduling algorithm with the shortest tasks with low overhead, using new weight 
adjustments for processes with I/O locked and wasting CPU time to ensure propor-
tional fairness. Experimental results quickly demonstrated this by eliminating the 
shortest processes and achieving the best throughput, latency, and response times. 

“A New Approach to CPU Scheduling Algorithm: Genetic Round Robin” [10]. In 
this paper, self-adjusting Round Robin is a technique used to permanently change 
time slices based on the timestamp of the currently active process. Fixed-time 
quantum problems are solved through experimentation and computation. 

“An Improved Round Robin Scheduling Algorithm for CPU Scheduling” [11]. In 
this paper, in order to increase CPU usage, they proposed an integrating Round Robin 
using genetic algorithm. They coordinated the tasks corresponding to their minimum 
burst times and handed each one an ultimate time quantum. As an alternative of 
highlighting mean waiting time, this method focuses on standard response time. The 
maximum peak frequency of a process in the priority state, together with the median 
of the timestamp, is how the authors expected to determine the duration leap. The 
time constraint was explicitly determined once for each iteration of the program.
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3 Comparison Table 

Sr 
no. 

Authors Year Title Algorithms Conclusion 

1 Reddy et al. 
[1] 

2019 Comparative 
analysis of CPU 
scheduling 
algorithms and 
their optimal 
solutions [1] 

FCFS, SJF, RR This paper makes reference 
to a set of guidelines and 
techniques for managing the 
sequence in which a 
computer system will get out 
its tasks. The CPU is a 
software system’s most 
crucial component. 
Computational intricacy has 
grown due to recent advances 
in both software and design 
as calculations become more 
dispersed and simultaneous 

2 Alsulami 
et al. [2] 

2019 Performance 
evaluation of 
dynamic round 
robin algorithms 
for CPU 
scheduling [2] 

Adaptive RR, 
Optimal RR, 
Manhattan 

This paper includes four 
diverse RR methodologies: 
“Dynamic RR, CPU efficient 
time nanoscale RR, ideal RR 
using the Manhattan distance 
technique, as well as the 
improved Round Robin 
scheduling algorithm the 
average latency (AWT), 
estimated completion time, 
and turnaround time, which 
are the four systems of 
measuring that the authors 
use to estimate the 
effectiveness of the above 
classifiers 

3 Debashree 
Nayak et al. 
[3] 

2012 Improved round 
robin scheduling 
using dynamic 
time quantum [3] 

Improved 
round robin 

By adopting a unique weight 
modification for tasks which 
are stalled for I/O and incur 
some Computational power, 
Tarek Helmy and Abdelkader 
Dekdouk tried to reconcile 
the minimal scheduling cost 
of Round Robin techniques 
and favor the quickest tasks 
in an effort to ensure 
proportionate balance. The 
outcomes of the study 
demonstrated that removing 
the fastest procedures quickly 
improves timeframe, long 
waits, and reaction time

(continued)
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(continued)

Sr
no.

Authors Year Title Algorithms Conclusion

4 Tang et al. 
[4] 

2021 Response time 
analysis of lazy 
round robin [4] 

Response time 
analysis of 
lazy round 
robin 

This study employs a Round 
Robin version that is naiver to 
construct and has subordinate 
runtime burden than standard 
RR. The turnaround time of 
the planner to recently 
released process occurrences 
is the main distinction among 
RR and Lazy RR. The Lazy 
RR administrator is believed 
to postpone responding to 
any task deployments until 
the existing round is 
complete, while the RR 
scheduler analyzes if a 
recently publicized 
assignment illustration may 
run for residual part of the 
current cycle 

5 Alyhyan and 
Düştegör [5] 

2020 Predicting 
academic success 
in higher 
education: 
Literature review 
and best practices 
[5] 

A N Round 
Robin 

This paper suggested a 
varying time quantum. It 
determines a figure that is 
neither overly big nor too 
little, each operation has a 
fair reaction time, and the 
system’s efficiency is not 
reduced by needless context 
changes. In order to 
determine the appropriate 
temporal quantum, a novel 
active quantum employing 
the actual annual Round 
Robin (AN RR) is developed 

6 Matarneh [6] 2009 Self-Adjustment 
time quantum in 
round robin 
algorithm 
depending on 
burst time of the 
now running 
processes [6] 

Time quantum, 
robin round 

This paper has proposed an 
algorithm called Self Editing 
Round Robin that can 
iteratively adjust the time of 
the quantum to match the 
current time batch execution 
process. Trials and 
computations are integrated 
to work out fixed quantum 
time challenges

(continued)
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(continued)

Sr
no.

Authors Year Title Algorithms Conclusion

7 Mostafa 
et al. [7] 

2010 Finding time 
quantum of 
Round Robin 
CPU scheduling 
algorithm in 
general 
computing 
systems using 
integer 
programming [7] 

Improved 
Round Robin, 
Integer 
programming 

This study suggests a variable 
time segment that specifies 
values that are neither 
absurdly high nor low, each 
process has a significant 
reaction time, and system 
throughput isn’t really 
adversely affected by 
unnecessary memory 
management 

8 Abbas Noon 
et al. [8] 

2011 A new round 
robin based 
scheduling 
algorithm for 
operating 
systems: dynamic 
quantum [8] 

Dynamic 
quantum, new 
round robin 

This research proposes a 
novel strategy referred to as 
dynamic microscopic 
point-in-time analysis. In 
order to adjust the virtual 
machine clock cycle 
proportional to the group 
session of chosen operations 
awaiting in the priority state 

9 Maria Ulfah 
[9] 

2012 A new approach 
to cpu scheduling 
algorithm: genetic 
round robin [9] 

Genetic round 
robin, time 
quantum 

In this paper, self-adjusting 
Round Robin is a technique 
used to permanently change 
time slices based on the 
timestamp of the currently 
active process. Fixed-time 
quantum problems are solved 
through experimentation and 
computation 

3.1 Graph of Comparison 

The comparative study reviews the operations with names X1, X2, X3, X4, and X5 to 
compare standing and response times after putting the reviewed model into practice. 

(a) Comparison for Waiting Time 

Table 1 shows waiting time before the optimization methods (WTBOM) and 
waiting time after the optimization methods (WTAOM). Graphical representation is 
shown in Figure  1. The graph below shows the significant rise and decline in latency 
for a given procedure after enabling this method.

(b) Comparison of Turnaround Time
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Table 1 Comparison of 
waiting time Process WTBOM WTAOM 

X1 9 9 

X2 1 2 

X3 5 3 

X4 3 5 

X5 9 10 

Fig. 1 Comparison of waiting time

The contrast outcome of waiting point in time of five processes is shown in 
Table 2—turnaround time before optimization methods (TATBOM) and turnaround 
time after optimization methods (TATAOT). Graphical representation is shown in 
Fig. 2. The graph below shows the significant increase and decrease in processing 
time for a given process after enabling this method. 

(c) Comparison of Existing Systems 

S1—Improved Round Robin Scheduling using Dynamic Time Quantum [3] 
System using Round Robin with quantum time- 1ms 
S2—A New Approach to CPU Scheduling Algorithm: Genetic Round

Table 2 Comparison of 
turnaround time Process TATBOM TATAOM 

X1 19 19 

X2 2 3 

X3 7 5 

X4 4 6 

X5 14 15
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Fig. 2 Comparison of turnaround time

Robin [10] 
System using Round Robin with quantum time- 2 ms 
We have compared two existing systems based on their waiting time, turnaround 

time, and the number of context switches. From this comparison graph, we observe 
that system S2 which uses Round Robin with 2ms quantum size has the least number 
of context switches as shown in Figure 2. So from this, we can infer that in Round 
Robin algorithm, the context switching decreases when the quantum time is increased 
(Fig. 3). 

Burst time is the time criteria for Round Robin algorithm. In the reviewed paper, 
the burst time for the process was X1=0, X2=1, X3=2, X4=1, X5=5, respectively, for 
five processes. Figure 4 shows the Gantt chart of System S1 which has Time Quantum 
1 ms. Figure 5 shows the Gantt chart of system S2 which has time Quantum 2 ms. 
From both Gantt charts, we conclude that the context switching between two process 
is less in system s2.

Fig. 3 Comparisons of existing systems 
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Fig. 4 Gantt chart for S1 System 

Fig. 5 Gantt chart for S2 System 

4 Scope of Implementation 

It was incorporated into this review study the context switching methodology and its 
future impact for the CPU scheduling algorithm Round Robin, which is an essential 
concept for implementing different scheduling algorithms. This review study shows 
that the technique not only allows the process to keep maintaining its current state so 
that it can restart processing later but also allows it to run faster processes and handle 
multiple process executions together without increasing the time limit. The study 
explains how Round Robin algorithm’s enlargement is affected by the length of the 
clock cycle and the consequence of context switching among the numerous processes 
and that in the Round Robin traditional paradigm, the size of both the quantum is 
constant on all occasions [3]. If the quantum length has become too short, the context 
switch strengthens as a measure of each application’s time consumed and latency 
has also been illustrated in this review study.
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5 Limitations 

The constraints of RR include longer waiting times, undesired overhead, and longer 
turnaround times for operations with varying CPU bursts due to the usage of static 
time quantum, among other things. All previous works based on Round Robin alter 
the method of taking time slices. However, each method had their own set of restric-
tions. When the time slice is too large, the processes in the ready queue are starved. 
The context switching time is long when it is very little. Time quantum can bypass 
these limits over time by changing time quantum in a gradual way at various states 
of the ready queue and minimizes context switching by a limited number. The algo-
rithms can be improved in terms of context switching performance by additional 
research. Furthermore, by combining all of the scheduling algorithms, more adaptive 
algorithms that may be employed in any situation can be constructed. 

6 Conclusion 

This review study explains how context switching is an essential segment of OS. 
As devoid of context switching, there is no application of distinct scheduling set 
of rules. We also learn that, if concept of context switch is not implemented, then 
forcibly we must use FCFS scheduling. It has been discussed in this study how 
RR and additional scheduling algorithms are not feasible to execute not including 
switching. This research also stands by the fact that in FCFS, there is no need of 
context switching as once the process enters it gets executed. A better explanation of 
how large value of quantum RR will behave like FCFS has been shown in this study. 
So, we conclude from this research that to show context switching in better way, RR 
with small quantum value is preferred. 
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Syn Flood DDoS Attack Detection 
with Different Multilayer Perceptron 
Optimization Techniques Using 
Uncorrelated Feature Subsets Selected 
by Different Correlation Methods 

Nagaraju Devarakonda and Kishorebabu Dasari 

Abstract Cyber attackers widely used Distributed Denial of Service (DDoS) attacks 
to saturate servers with network traffic, preventing authorized clients to access 
network resources and ensuing massive losses in all aspects of the organizations. 
With the use of ADAM, SGD, and LBFGS optimization techniques, this paper eval-
uates a Multilayer Perceptron (MLP) classification algorithm for Syn flood DDoS 
attack detection using various uncorrelated features chosen with Pearson, Spearman, 
and Kendall correlation methods. Dataset for a Syn flood DDoS attack was taken 
from the CIC-DDoS2019 dataset. Experiment results conclude that among optimiza-
tion techniques, ADAM optimization gives better results and among uncorrelation 
feature sets and Pearson uncorrelated feature subset produce the best results. Multi-
layer Perceptron produces the best classification results with ADAM optimization 
and Pearson uncorrelation subset on Syn flood DDoS attack. 

Keywords Syn flood DDoS attack · MLP classification algorithm · Correlation 
methods 

1 Introduction 

Confidentiality, Integrity, and Availability are primary principles of information secu-
rity. Availability principle attacked by Distributed Denial of Service (DDoS) attacks 
[1] to intercept authorized clients using a system or application resources by shut-
ting down the host. These attacks exploit a number of sources, some of which are
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compromised or under their control, to generate the attack. The target system is over-
loaded with these requests, which lowers its performance and renders it unavailable 
to unauthorized users. 

DDoS attacks are broadly classified into Volume-based, Protocol-based, and 
Application layer based attacks. Volume-based attacks are the classical type of DDoS 
attacks to create a huge amount of traffic to saturate the network bandwidth to deny 
the services to the legitimate clients. Protocol attacks exhaust the processing capabil-
ities of network resources in order to target the Layer 3 and Layer 4 protocols of OSI 
ISO models with fake communication requests. Application attacks exploit weak-
nesses of Application layer or Layer 7 of the OSI ISO model in order to consume 
network resources. 

Syn flood [2, 3] DDoS attack is protocol attack that employ the TCP connec-
tion’s handshake phase to their advantage in order to completely consume a server’s 
resources and prevent legitimate users from accessing it. TCP connection typically 
goes through three separate procedures before it is established. For establishing 
connection, first client sends a SYN request packet. Then server replies with a SYN/ 
ACK packet to the client. Finally, client officially acknowledges ACK packet to 
the server. After sending and receiving this series of packets, the TCP connection 
is open and ready to send and receive data. A denial-of-service attack is launched 
by exploiting these sequences of handshaking activities. The attacker bombards the 
targeted server with many SYN messages by using spoof IP addresses. The server 
accepts requests for connections and watches open port to check response. Attacker 
continues to send SYN packets, while the server waits for ACK of the last packet 
that never arrives. A server is considered useless if all open ports are in use. 

The DDoS attack and Syn flood DDoS attack are discussed in this section. Related 
work discussed in next section. The methodology of this research, including the 
pre-processing, correlation methods, Multilayer Perceptron classification algorithm, 
and its optimization strategies, is described in Sect. 3. In part 4 of this study, the 
experimental findings are used to explain the results and discussion. Section 5 of this 
paper contains the findings of this study and a feature enhancement. 

2 Related Work 

Various DDoS detection methods have been proposed by researchers. Saied et al. [4] 
proposed known and unknown DDoS attacks DDoS attacks detection method with 
MLP using specific characteristic features. Chang et al. [5] proposed DDoS attacks 
detection with MLP using Spark. Perakovic et al. [6] proposed DDoS attacks detec-
tion with artificial neural network. Xiao et al. [7] proposed DDoS attacks detection 
with KNN using correlation analysis. Dasari et al. [8] proposed exploitation-based 
DDoS attacks detection with machine learning algorithms using uncorrelated feature 
subsets selected by different correlation methods. Dasari et al. [9] proposed Syn flood 
DDoS attack detection with Support Vector Machine kernel functions using uncorre-
lated feature subsets selected by different correlation methods. Dimolianis et al. [10]
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proposed Syn flood DDoS attacks detection and mitigation with machine learning 
classification models using programmable data plane filtering. 

Researchers using different feature selection methods to detect DDoS attacks 
with machine learning models. This research using Pearson, Spearman, and Kendall 
correlation methods to select uncorrelated features for detect Syn flood DDoS attacks 
with multilayer perceptron classification algorithm. 

3 Methodology 

The Syn flood DDoS attack dataset was obtained from the CIC-DDoS2019 datasets 
and processed. Data preparation is the name given to a group of procedures used 
to get the data ready for machine learning algorithms. Remove features that differ 
from network to network first. After that, purge the data of any items with infinite or 
missing values. Using 0 and 1 to represent the benign and Syn attack target classes, 
respectively. To improve the efficiency of data classification algorithms, standardize 
feature values. 

In order to speed up model training and data computation, feature selection [11] 
is a crucial stage in machine learning classification methods. Feature selection [12] 
is carried out in this study using filter-based feature selection [13] approaches such 
variance threshold and correlation methods [7]. Features that vary below a predeter-
mined threshold are eliminated using the variance threshold. The variance threshold 
considers how the feature is related across all data collecting records. The associa-
tion between the feature and the target label is disregarded. The relationship between 
features is described by correlation. The correlation coefficient values, which range 
from −1 to  +1, show how closely related the traits are to one another. The features 
are highly uncorrelated when the coefficient value is zero. Uncorrelation features 
selected this study with Pearson, Spearman, and Kendall correlation approaches 
[2, 14]. 

The correlation coefficient calculated by Pearson is 

r =
∑(

Xi − X
)(
Yi − Y

)

/
∑(

Xi − X
)2 ∑(

Yi − Y
)2 

(1) 

Here r indicates a coefficient of Pearson’s correlation 

Xi indicates X-feature sample value. 
X indicates X-feature mean value. 
Yi indiates Y-feature sample value. 
Y indicates Y-feature mean value. 

Correlation coefficient calculated by Spearman is
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ρ = 1 − 
6
∑

d2 
i 

n
(
n2 − 1

) (2) 

Here ρ indicates a coefficient of Spearman’s rank correlation 

di indicates difference value of two ranks of each observation. 
n indicates total observations. 

Correlation coefficient calculated by Kendall is 

τ = 
Nc − Nd 
n(n−1) 

2 

(3) 

Here τ indicates a coefficient of Kendall rank correlation 

Nc indicates concords count. 
Nd indicates discords count. 

Multilayer perceptron (MLP) is a feed-forward neural network [15, 16]. The 
neurons are stacked in layers, with a predetermined number of identical neurons 
in each layer. All neurons of the each layer are connected to all adjacent layer’s 
neurons. The first layer is called input layer, and its neurons gather information 
about the features of the dataset. The final layer is the output layer contains one 
neuron for every outcome value. The output layer contains single neuron, in the case 
of regression and binary classification, while output layer contains N-neurons in the 
case of N-class classification. All the layers in between input and output layers are 
called hidden layers because we don’t know what these units should calculate ahead 
of time and have to figure it out while learning. 

Optimization [17] is the process of minimizing or maximizing any mathematical 
expression. By minimizing the function used to change the attributes of the neural 
networks, optimization methods are used to solve optimization problems. This study 
evaluates the sgd, lbfgs, and adam optimization methods with a multilayer perceptron 
classification algorithm for DDoS attack detection. 

Adaptive Moment Estimation (ADAM) optimization method is combination of 
momentum and Root Mean Squared Propagation (RMSP). This method is conver-
gence rapidly and very fast. It rectifies the vanishing learning rate and high variance. It 
is a default optimization method for MLP classification algorithm. Computationally, 
it is more expensive. 

An effective method of optimization for fitting linear classifiers under convex 
loss functions is Stochastic Gradient Descent (SGD). SGD is used to apply large 
scale machine learning problems. The advantages of SGD are efficiency and ease 
of implementation. SGD needs a certain amount of hyperparameters and iterations. 
Scaling of features affects it adversely. 

Limited Memory Broyden Fletcher Goldfarb Shanno algorithm (LBFGS) is a 
memory-constrained optimization method of the quasi-Newton family of methods. 
It is more suitable for solving problems having large number of features. It does not
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Fig. 1 Proposed framework for Syn flood DDoS attack detection with Pearson, spearman, and 
Kendall uncorrelated feature subsets with the MLP classification algorithm 

require extensive hyperparameter tuning. Compare to SGD, it requires more memory 
and more iterations. 

Carry out the experiments in this study with the Python programming language 
using sklearn, pandas, and numpy libraries for SVM classification algorithm 
processing and matplotlib and seaborn libraries for visualization of ROC-AUC curve 
on a Google Collab with 25 GB of RAM and a TPU environment. CICFlowMeter 
is network traffic flow generator tool used in this study to generate CSV files from 
extracted pcap files which are network traffic packet capture files (Fig. 1). 

4 Results and Discussion 

In this study, experiments are carried out using a dataset of Syn flood DDoS attacks. 
Apply the pre-processing on dataset to remove missing value records. Features which 
have variance threshold is 0 is called constant features. Quasi-constant features are 
those whose variance threshold is 0.01. Syn flood dataset contains a number of
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constant and quasi-constant features are 12 and 7, respectively. Number of corre-
lation features detected based on correlation threshold value > = 80 with Pearson, 
Spearman, and Kendall correlation methods are 38, 44, and 46, respectively. Select 
uncorrelation feature subsets of correlation methods by removing correlation feature 
subsets of the feature set of Syn flood dataset. 22, 16, and 19 numbers of uncor-
related features identified by Pearson, Spearman, and Kendall correlation methods, 
respectively, in Syn flood dataset (Table 1). 

This study evaluates Syn flood DDoS attack detection with three proposed uncor-
related feature subsets using accuracy, specificity, log-loss, K-fold cross-validation, 
and ROC-AUC score valuation metrics. 

Accuracy = TP + TN 
TP + FP + TN + FN 

(4)

Table 1 List of un-correlated feature subsets of Syn DDoS attack 

Pearson uncorrelated feature 
subset 

Spearman uncorrelated feature 
subset 

Kendall uncorrelated feature 
subset 

Protocol Protocol Protocol 

Active mean Active mean Flow duration 

Flow duration Flow duration Total fwd packets 

Active min Active min Down/Up ratio 

Total backward packets Total fwd packets Total backward packets 

Flow packets/s Flow packets/s Init_Win_bytes_forward 

Total length of fwd packets Total backward packets Total length of fwd packets 

Fwd packet length max Down/Up ratio Min_seg_size_forward 

Flow IAT mean Total length of fwd packets Fwd packet length std 

Fwd packet length min Fwd packet length std Idle min 

Flow IAT min Bwd packet length std Bwd packet length std 

Bwd packet length max Flow IAT min Active min 

Fwd IAT min Bwd IAT std Flow packets/s 

Bwd packet length min Init_Win_bytes_forward Bwd IAT min 

Down/Up ratio Idle min Flow IAT std 

Bwd IAT total Min_seg_size_forward Bwd IAT std 

Init_Win_bytes_forward Flow IAT max 

Bwd IAT min Flow IAT min 

Act_data_pkt_fwd Active mean 

Bwd packets/s 

Init_Win_bytes_backward 

Min_seg_size_forward 
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Precision = TP 

TP + FP 
(5) 

Recall = TP 

TP + FN 
(6) 

F1 - score = 
2 ∗ Precision ∗ Recall 
Precision + Recall 

(7) 

Speci  f  i ci t y  = T N  

T N  + FP  
(8) 

Here, TP indicates TRUE POSITIVE, FP indicates FALSE POSITIVE, TN indicates 
TRUE NEGATIVE, and FN indicates FALSE NEGATIVE. 

Log − loss = −  
1 

N 

N∑

i=1 

[Yi ln Pi + (1 − Yi )ln(1 − Pi )] (9) 

Here, ‘P’ indicates prediction probability, ‘N’ indicates total observations, and ‘Y ’ 
indicates actual value. 

K-fold cross (KFC)-validation dataset is divided into K folds, onefold is chosen 
as a test, the other folds are used for training, and finally the model is assessed. This 
procedure is repeated until a test fold has already been chosen from each fold. 

To assess the effectiveness of classification models by mapping True Positive 
Rate with the False Positive Rate at various threshold levels is called Area Under the 
Receiver Operating Characteristic Curve (AUC-ROC). 

Accuracy results of Syn flood DDoS attack Detection utilizing MLP classifica-
tion algorithm with various optimization methods using various uncorrelation feature 
subsets are given in Table 2. MLP with ADAM optimization produces best accu-
racy with Pearson uncorrelation feature subset. Among three MLP three optimiza-
tion methods, ADM produces better accuracy with all uncorrelated feature subsets. 
Among uncorrelated feature subsets, Pearson feature subset produces better accuracy 
values with all MLP optimization techniques. 

Table 3 gives the accuracy results of various machine learning models with 
Pearson, Spearman, and Kendall uncorrelated feature subsets. Gradient Boost and 
Support Vector Machine algorithms give better accuracy values than other machine 
learning models. Proposed MLP with ADAM optimization using Pearson uncor-
related feature subset gives better value than Gradient Boost and Support Vector

Table 2 Overall model 
accuracy of the MLP 
classification algorithm on 
Syn flood attack 

Optimization techniques Pearson Spearman Kendall 

ADAM 99.96 99.92 99.92 

SGD 99.94 99.88 99.87 

LBFGS 99.94 99.87 99.93 
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Table 3 Overall model 
accuracy of other ML 
classification algorithms on 
Syn flood attack 

Classification algorithms Pearson Spearman Kendall 

Logistic regression 99.94 84.28 84.50 

Decision tree 99.89 99.86 99.88 

Random forest 99.94 99.87 99.83 

Naïve Bayes 99.44 99.60 99.61 

Gradient boost 99.95 99.95 99.89 

Support vector machine 99.94 99.94 99.94 

Machine algorithms. MLP with ADAM optimization method using Spearman uncor-
related subset gives nearly equal results compared to Gradient Boost and Support 
Vector Machine algorithms results using Spearman uncorrelated feature subset. MLP 
with ADAM optimization method using Kendall uncorrelated subset gives nearly 
equal results compared Support Vector Machine algorithms results using Spearman 
uncorrelated feature subset. 

Table 4 gives the MLP with LBFGS optimization with a Pearson uncorrelation 
feature subset is produced the best K-fold cross-validation accuracy. Among opti-
mization methods, ADAM optimization and among uncorrelated feature subsets, 
Pearson feature subset with MLP produces best K-fold cross-validation accuracy 
values than others. 

Table 5 gives the specificity results of the Syn flood DDoS attack detection with 
MLP classification algorithm with different optimization techniques using different 
uncorrelation feature subsets. MLP with ADAM optimization produces best speci-
ficity value with Pearson uncorrelation feature subset. Among three MLP three opti-
mization methods, ADM produces better specificity results with all uncorrelated 
feature subsets. Among uncorrelated feature subsets, Pearson feature subset produces 
better specificity results with all MLP optimization techniques. 

Table 4 MLP classification algorithm’s accuracy scores for K-fold cross-validation on a Syn flood 
attack 

Optimization techniques Pearson Spearman Kendall 

ADAM 99.9527 (0.0140) 99.9086 (0.0147) 99.9054 (0.0149) 

SGD 99.9415 (0.0097) 99.8982 (0.0164) 99.8966 (0.0167) 

LBFGS 99.9615 (0.0155) 99.9030 (0.0147) 99.9078 (0.0105) 

Table 5 Specificity values of 
the MLP classification 
algorithm on Syn flood attack 

Optimization techniques Pearson Spearman Kendall 

ADAM 0.92 0.82 0.86 

SGD 0.85 0.59 0.62 

LBFGS 0.87 0.80 0.87
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Table 6 gives the log-loss values of the Syn flood DDoS attack detection with 
MLP classification algorithm with different optimization techniques using different 
uncorrelation feature subsets. MLP with ADAM optimization produces best log-loss 
value with Pearson uncorrelation feature subset. With all uncorrelated feature subsets, 
ADM generates superior log-loss values than the other three MLP optimization 
techniques. With all MLP optimizations, the Pearson feature subset outperforms the 
other uncorrelated feature subsets in terms of log-loss values. 

Table 6 Log-loss value of the MLP classification algorithm on Syn flood attack 

Optimization techniques Pearson Spearman Kendall 

ADAM 0.01550976 0.02880388 0.02880380 

SGD 0.02215686 0.04099041 0.04320601 

LBFGS 0.01994115 0.04542134 0.02548029 

Table 7 gives the ROC-AUC scores of the Syn flood DDoS attack detection with 
MLP classification algorithm with different optimization techniques using different 
uncorrelation feature subsets. MLP with SGD optimization produces best ROC-AUC 
score value with Kendall uncorrelation feature subset. The MLP ADAM optimization 
method produces better ROC-AUC scores with Pearson and Spearman uncorrelation 
feature subsets, while SGD and LBFGS optimization methods produce better ROC-
AUC score values with Kendall uncorrelated feature subset. The ROC-AUC curves 
of MLP utilizing three optimization techniques—Pearson, Spearman, and Kendall 
correlation—are shown in Figs. 2, 3 and 4, which are used to detect Syn flood DDoS 
attacks. 

Table 7 ROC-AUC values of the MLP classification algorithm on Syn flood attack 

Optimization techniques Pearson Spearman Kendall 

ADAM 0.97169062 0.98552292 0.94947445 

SGD 0.98452295 0.97891490 0.99409244 

LBFGS 0.97787982 0.95259236 0.97765161
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Fig. 2 ROC curves of the MLP algorithm on the Syn attack using the Pearson uncorrelated feature 
subset 

Fig. 3 ROC curves of the MLP algorithm on the Syn attack using the Spearman uncorrelated 
feature subset
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Fig. 4 ROC curves of the MLP algorithm on the Syn attack using the Kendall uncorrelated feature 
subset 

5 Conclusion 

This study evaluated classification of Syn flood DDoS attack and benign label classes 
with Multilayer Perceptron classifier with ADAM, SGD, and LBFGS optimization 
methods. This study proposed using a feature selection method for classifying that 
select a common uncorrelated feature subset by Pearson, Spearman, and Kendall 
correlation methods. MLP classifier with ADAM optimization method gives better 
results on the Syn DDoS attack dataset. MLP classifier with Pearson uncorrelation 
feature subset gives better results. MLP classifier gives best results with the ADAM 
optimization method using Pearson uncorrelation feature subset of the Syn DDoS 
attack dataset. These proposed experimental results are compared with other machine 
learning models. MLP classifier with ADAM optimization method using Pearson 
uncorrelated feature subset gives the best results than other machine learning models. 
The extent of research on DDoS attack detection using MLP classification algorithm 
with features selected by KPCA [8] dimensionality reduction. 
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Ensemble Model Detection of COVID-19 
from Chest X-Ray Images 

Lavanya Bagadi, B. Srinivas, D. Raja Ramesh, and P. Suryaprasad 

Abstract The rapid advancement of deep learning techniques usage in treating 
several medical issues and search for innovative methods in predicting COVID-
19 is the leading cause for this finding. Feature-level ensemble model is proposed to 
distinguish COVID-19 cases from other similar lung infections. Three different pre-
trained CNN models, namely VGG16, DenseNet201, and EfficientNetB7 are tested 
and finally combined to form the proposed ensemble model. Ensemble approach 
synergizes the features extracted by deep CNN models to deliver accurate predic-
tions and further improve classification. This approach not only enhances the model 
performance but also reduces generalization error as compared to a single model. 
To show the efficacy of this proposed model, it has been compared with the existing 
pre-trained models and tested for 3-class, 4-class, and 5-class on public available 
datasets. The proposed models’ performance is estimated in terms of accuracy, preci-
sion, recall, and f1-score parameters and achieved better results for detection purpose. 
Hence, the proposed model is a promising diagnostic tool for accurate screening of 
COVID-19 disease. 
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1 Introduction 

COVID-19 has infected millions of individuals and claimed thousands of lives all 
over the world with an exponential growth in both infections and deaths. So, there is a 
need to distinguish COVID-19 infected patients from other similar lung infections for 
saving human lives at an early stage. The common diagnosing techniques available 
are chest X-ray scan, computed tomography (CT) scan or reverse transcription-
polymerase chain reaction (RT-PCR) test [1]. RT-PCR test is the most effective one 
but cannot be handled with the increasing number of infected people due to its time-
consuming or delay process and includes intense lab work to get the result, after 
collecting nose or throat samples. CT scan is conducted faster but costly and, in most 
cases, CT scan dataset is not publicly available. To overcome these issues, the early 
detection method used which is low cost and time effective is chest X-ray images. 
Hence, analysis of chest X-ray images is considered in this paper. 

Majority of radiologists face real difficulty in distinguishing COVID-19 from 
other similar cases on radiographic images. Because, several viral pneumonia images 
seem to be like other infectious and inflammatory lung diseases and overlap with 
them. Therefore, to provide a precise solution to support the clinical diagnosis of 
COVID-19 in a quick and inexpensive way is involving artificial intelligence with 
deep learning [2]. 

Deep learning has evolved to be one of the emerging techniques and found to 
produce considerable results in various fields like medicine, agriculture and remote 
sensing applications. It is used in medical field for the detection and classification 
of different diseases like skin and lung cancer, pneumonia, and Alzheimer’s [3], etc. 
These deep learning techniques improve the diagnosing efficiency and help doctors to 
significantly save patient’s life by early diagnosis. The use of deep learning techniques 
can avoid human errors in detecting different diseases and avoid manual selection 
of parameters. It uses convolutional neural network (CNN) as one of the popular 
methods among which AlexNet, ResNet, Inception, DenseNet, and VGG are few of 
them. 

Worldwide experience is gained by researchers in the classification of X-ray or/ 
and CT scan images. The author Shankar et al. [4] gathered a dataset containing 219 
COVID-19 positive X-ray images, 220 healthy lung images, and 220 pneumonia 
images. The models used in this case are VGG19, ResNet50, MobileNet, and user-
defined model. The user-defined model is made of max pooling, same padding and 
batch normalization layers. ReLu and softmax activation functions have been applied 
to model after each layer. The classifier classifies the images into COVID-19 and 
non-COVID-19 in binary classification task, whereas for multi-class, it classifies 
images into 3 classes, namely COVID-19, pneumonia or healthy. VGG19 showed 
an accuracy of 100% and user-defined model with 95.33% accuracy for binary class. 
For triple class, VGG19 provided an accuracy of 98.67% and user-defined model 
offered 93.33% accuracy [4]. 

Rashid et al. [5] have worked on the same issue based on transfer learning method. 
The model has trained X-ray images of 408 COVID-19, 1590 normal lung images,
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and 4273 pneumonia images. Model architecture used InceptionV3 followed by data 
augmentation, and along with classification layers like GAP, ReLu, dropout, and 
softmax layers. For training 40 epochs, a batch size of 32 is used. The model was 
trained for each of the 5 folds of data and tested on 3-class test set of each fold. It is 
observed that binary class accuracy of 99.39% is achieved by the model for 2 folds 
and 3-class accuracy of 98.37% for 5 folds. 

Kanakaprabha et al. [6] analyzed detection of COVID-19 and pneumonia using 
deep learning on chest X-ray images. The dataset contains 219 COVID-19 chest X-
ray images, 1341 normal, and pneumonia images of 1345. Image is initially classified 
as infected and normal. Further, the infected images are classified into COVID-19 
and pneumonia. Finally, the pneumonia cases are classified into bacterial and viral 
pneumonia. The model attains 95% accuracy for COVID-19 detection with subtype 
as viral or bacterial pneumonia identification accuracies of 91.46% and 80%. 

Chaudhary et al. [7] developed a model that detects COVID-19 and CAP using 
chest CT scan images. The dataset used is SPGC dataset which contains 171 COVID-
19 chest CT scans, 60 CAP, and 76 normal images. Each CT scan has 25 slices. In 
stage 1 of the model, slice label prediction is done using DenseNet-121 architecture 
in which the binary classification [COVID-19 and CAP] is done. EfficientnetB6 
architecture is used in stage-2 classification for diagnosis. In this stage, model is 
further classified into 3 classes (COVID-19, CAP, and Normal). Stage-1 has 94% 
accuracy and stage-2 has 89.3% accuracy. 

Hilmizen et al. [8] used chest CT scan and X-ray images for diagnosing COVID-
19 pneumonia from deep learning multimodal. The combined models used are 
ResNet50 with VGG16, DenseNet-121 with MobileNet and Xception with Incep-
tion. DenseNet-121 with MobileNet showed maximum accuracy of 99.87% and 
faster compared to all models. 

The contributions of this paper include:

• Three different pre-trained CNN models, namely VGG16, DenseNet201, and 
EfficientNetB7 models are implemented and evaluated on lung X-ray image 
dataset.

• To improve the classification accuracy further and achieve optimum performance, 
ensemble model is proposed and considered.

• The comparison of accuracy for pre-trained models with proposed ensemble 
model for 3-class, 4-class and 5-class datasets is performed. 

The organization of rest of the paper into different sections is as follows. Section 2 
provides with the data collection of images from various datasets used along with 
the pre-processing of images. The details of the proposed ensemble model are also 
discussed in this Sect. 2. Result analysis part is presented in Sect. 3. Lastly, conclusion 
is given in Sect. 4.
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Fig. 1 Sample images of 5-class labeled dataset 

2 Methodology 

2.1 Data Collection 

Three publicly available datasets of chest X-ray images with different classes are 
considered for testing the pre-trained models and evaluating the proposed model.

• 3-Class dataset (COVID-19, Normal, Pneumonia)—Total 519 chest X-ray 
images of COVID-19 infected patients are taken, of which 403 images for training 
and 116 for testing are used. Out of 1425 healthy patient images, 1108images for 
training, and 317 for testing purposes are used. Total 3845 pneumonia patient 
images, 2991 are used for training, and 855 for testing [9].

• 4-Class dataset (COVID-19, Lung Opacity, Normal, Viral) —Chest X-ray 
images of 1600 are collected for each class of COVID-19, Normal, and Lung 
Opacity. Out of which, each class used 1000 training images and 400 testing 
images. For viral pneumonia class, 1000 training images, and 345 testing images 
are used[10].

• 5-Class dataset (COVID-19, Lung Opacity, Normal, Viral and Bacterial)—A 
balanced dataset of 611 images of chest X-ray for each class is collected from 
COVID-19 infected subjects. Such as, Healthy, Lung Opacity, Viral, and Bacterial 
Pneumonia cases. From each class, 404 images for training, and 207 for testing 
are used [11]. 

Few sample images for the above mentioned dataset is shown below in Fig. 1. 

2.2 Pre-processing 

The three chest X-ray datasets with different classes considered for experimenta-
tion contains images of different size and resolutions. Pre-processing step involves 
resizing and normalization. So, to ensure consistency across the datasets, all input 
images are resized to 224 × 224 pixels that speeds up the training model convergence 
[12] and normalized to the interval [0, 1].
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2.3 Proposed Model 

The proposed work employs ensemble of three pre-trained models like VGG16, 
DenseNet201, and EfficientNetB7. Ensembling is termed as method of combining 
different models to make better predictions resulting in consistent model. The pre-
trained models are trained images on high resolution ImageNet database to classify 
into 1000 different classes. So, while using these models for a new different dataset, 
the initial layers are freezed to extract the common features and the last few layers 
are modified to extract specific features in the network. 

The pre-trained models used for this work are, namely VGG16, DenseNet201, 
and EfficientNetB7 are initially trained on the collected datasets individually as 
mentioned in Sec. 2.1 and their weights are saved. The models are then combined 
using feature-level ensemble model to produce optimal prediction algorithm. The 
ensemble model is implemented using without and with dropout, as ensemble 
learning increases the performance of prediction. Each model is trained and combined 
to improvise stability and better prediction of the model. The final prediction is made 
based on the combined results of all the base models used for training purpose. The 
workflow of the proposed ensemble model is shown in Fig. 2. 

The concatenation block produces the extracted features of the neural network 
from three different transfer learning models [13] and then connected to final output 
layer for classification. Before classification, the concatenation block combines the 
initial features collected from the three deep CNN models after they are trained with 
pre-trained weights. This improves the identification of different classes.

Ensemble model 
Prediction 

Final Classification Output 

Input Image 

Preprocessing 

VGG16 EfficientNetB7DenseNet201 

Concatenation 

Fully connected layer 
(SoftMax) 

Fig. 2 Proposed ensemble model 
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The convolutional feature maps generated from different models after global 
average pooling layer are concatenated before passing them through the fully 
connected layers for combined optimization. The fully connected layer uses acti-
vation function as ReLu and output layer is softmax with variable classes. After 
concatenation, to ensure further training, a softmax activated fully connected layer 
is added to adapt to the required number of classes. 

3 Result Analysis 

The images resized to 224 × 224 × 3 which is given as input to the considered deep 
learning models. The train: test split of datasets is 80: 20 ratio for different class 
classification. The training images are fed to the pre-trained model layers to extract 
their features. The three different datasets discussed are implemented on pre-trained 
and evaluated on ensemble model. Various metrics like accuracy, recall, precision, 
and f1-score are calculated from the confusion matrix. 

The confusion matrix of proposed model for 3-class is given in Table 1. This  
table gives COVID-19 images correctly classified as COVID-19 for 111 images out 
of 116 test images and normal images as normal for 294 images out of 317 total 
images of normal, and pneumonia patients are correctly classified as pneumonia for 
820 images out of 855 images in total. 

The comparison plot for 3-class models accuracy for the proposed model along 
with pre-trained models is shown in Fig. 3. For 3-class dataset, the pre-trained models 
DenseNet201, EfficientNetB7, and VGG16 show an accuracy of 94.64%, 60.7%, and 
89.6%, respectively. The accuracy for ensemble learning without dropout is 84.94% 
and with dropout is 95.11%.

The confusion matrix of 4-class dataset for the proposed model is given in Table 2. 
This table classified COVID-19 images correctly as COVID-19 for 361 images, lung 
opacity images correctly as lung opacity for 360 images, and normal images as 
normal for 351 images out of 400 total test images of each class mentioned above, 
and viral pneumonia patients are correctly classified as viral for 322 images out of 
345 images in total.

For 4-class, DenseNet201, EfficientNetB7, VGG16 show an accuracy of 90%, 
78.5%, and 87.63%, respectively. The accuracy for ensemble learning without 
dropout is 25.12% and with dropout is 90.81%. The comparison plot for 4-class 
models accuracy for the proposed model along with pre-trained models is shown in 
Fig. 4.

Table 1 Confusion matrix of 
proposed model for 3-class 
dataset 

True/Predicted COVID-19 Normal Pneumonia 

COVID-19 111 1 4 

Normal 7 294 16 

Pneumonia 3 32 820 
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Fig. 3 Comparison of 3-class models accuracy for proposed model

Table 2 Confusion matrix of proposed model for 4-class dataset 

True/predicted COVID-19 Lung opacity Normal Viral 

COVID-19 361 36 1 2 

Lung opacity 26 369 3 2 

Normal 11 6 351 32 

Viral 12 3 8 322
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Fig. 4 Comparison of 4-class models accuracy for proposed model
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The confusion matrix of 5-class dataset for the proposed model is given in Table 3. 
This table classified COVID-19 images correctly as COVID-19 for 199 images, lung 
opacity images correctly as lung opacity for 200 images, and normal images as 
normal for 64 images, viral and bacterial pneumonia patient images are correctly 
classified as viral and bacterial for 167 and 86 images, respectively, in total of 207 
test images of each class mentioned below. Table 3 gives the confusion matrix with 
5-class dataset for the proposed model. 

For 5-class dataset, DenseNet201, EfficientNetB7, VGG16 show an accuracy of 
58.74%, 56.43%, 62.66%, respectively. The accuracy for ensemble learning without 
dropout is 47.03% and with dropout is 69.17%.The comparison plot for 5-class 
models accuracy for the proposed model along with pre-trained models is shown in 
Fig. 5. 

Table 4 gives the ensemble learning model comparison with pre-trained models 
like VGG16, DenseNet201, and EfficientNetB7. The proposed model results in better 
values as highlighted in bold when compared to other models presented in the table. 
In all the cases, ensemble with dropout has shown better results and high accuracy.

Table 3 Confusion matrix of proposed model for 5-class dataset 

True/predicted Bacterial COVID-19 Lung opacity Normal Viral 

Bacterial 86 4 4 14 99 

COVID-19 0 199 5 3 0 

Lung opacity 1 2 200 3 1 

Normal 2 18 121 64 2 

Viral 17 8 2 13 167 
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Fig. 5 Comparison of 5-cass models accuracy for proposed model 
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For 3-xlass, DenseNet201, EfficientNetB7, VGG16 show an accuracy of 94.64%, 
60.7%, 89.60%, respectively. The accuracy for ensemble learning without dropout 
is 84.94% and with dropout is 95.11%. 

Further, in Table 5, the performance parameters like recall, precision, and f1-
score are measured along with accuracy values for 3-class, 4-class and 5-class for 
ensemble learning model with dropout (proposed and better) case only. A dropout 
of 0.2 is used. For 3-class, precision, recall, and f1-score are 95.78%, 95.08%, and 
95.92%, respectively. For 4-class, precision is 90.89%, recall is 90.95%, and f1-score 
is 90.91%. For 5-class, precision, recall, and f1-score are 69.87, 71.11%, and 70.12%, 
respectively. 

Figure 6 shows the comparison of performance parameters of accuracy, precision, 
recall, and f1-score for the proposed model with three different class datasets like 
3-class, 4-class, and 5-class. The proposed model showed better accuracy for all the 
parameters taken.

For 3 and 4-class classification, ensemble learning with dropout has shown better 
accuracy and loss when compared to pre-trained models. The reason for decrease

Table 4 Comparison of proposed model with pre-trained models 

No. of classes Models Accuracy 

3-class DenseNet201 0.9464 

EfficientNetB7 0.6070 

VGG16 0.8960 

Ensemble layer without dropout 0.8494 

Ensemble layer with dropout (Proposed) 0.9511 

4-class DenseNet201 0.9000 

EfficientNetB7 0.7850 

VGG16 0.8763 

Ensemble layer without dropout 0.2512 

Ensemble layer with dropout (Proposed) 0.9081 

5-class DenseNet201 0.5874 

EfficientNetB7 0.5643 

VGG16 0.6766 

Ensemble layer without dropout 0.4703 

Ensemble layer with dropout (Proposed) 0.6917 

Table 5 Performance parameters of proposed model 

True/Predicted Accuracy (%) Precision (%) Recall (%) F1-score (%) 

3-class 95.11 95.78 95.08 95.92 

4-class 90.81 90.89 90.95 90.91 

5-class 69.17 69.87 71.11 70.12 
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Fig. 6 Comparison of performance parameters for proposed ensemble model

in accuracy for 5-class is, as seen from confusion matrix (Table 3) the model is 
confusing for viral and bacterial cases. So, when the number of classes increases, the 
performance of ensemble learning is decreasing but can be improved if the dataset 
collected is properly able to discriminate within the various classes incorporated in 
it. The challenging task faced with 5-class is to clearly differentiate between viral 
and bacterial pneumonia cases as they look almost similar and is the cause for fall 
in accuracy that needs to be improved further. This can be achieved with proper 
collection of different classes for a particular dataset. 

4 Conclusion 

This paper implemented three models like VGG16, DenseNet201, and Efficient-
NetB7 for the detection of COVID-19. The ensemble learning model proposed by 
combining these models showed better performance compared to individual pre-
trained models. The proposed ensemble model with dropout has shown better accu-
racies of 95.11% for 3-class, 90.81% for 4-class and 69.17% for 5-class. The model 
achieved consistent accuracy for less than 10 epochs only means the model converges 
faster on all different class classification problems. Hence, the proposed model helps 
in assisting clinicians for detecting COVID-19 disease and providing treatment at an 
early stage to save human lives from this deadly disease.
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Transfer Learning-Based Effective Facial 
Emotion Recognition Using Contrast 
Limited Adaptive Histogram 
Equalization (CLAHE) 

D. Anjani Suputri Devi, D. Sasi Rekha, Mudugu Kishore Kumar, 
P. Rama Mohana Rao, and G. Naga Vallika 

Abstract Recognition of facial emotions are the recent research area computer 
vision’s field and human computer interactions. Profound models of deep learning 
are being widely employed to study the rate of acknowledging facial feelings. For 
images with noise and poor visibility, deep learning models may perform poorly. 
The field of emotion recognition faces challenges because to things like facial deco-
rations, unlevel lighting, different stances, etc. Feature extraction and classification 
are the key drawbacks of emotion detection using conventional methods. A new 
method called Transfer Learning-based Effective Facial Emotion Recognition Using 
Contrast limited adaptive histogram equalization has been developed to address this 
issue (CLAHE). The obtained dataset is initially sent through a combined trilat-
eral filter to remove noise. To improve image visibility, the filtered images are next 
treated to CLAHE. Jobs requiring classification require the use of techniques of deep 
learning. Transfer learning techniques are employed in this study to address emotion 
recognition. This research is related to one of the important networks pre-trained 
Resnet50, and Inception V3 networks are used. It removes the complete associ-
ated layer’s from the pre-trained ConvNet’s and replaces them with fully associated 
layers that are appropriate for the guidance count of the proposed assignment. Here, 
technique was carried out using CK+ database, and it recognizes emotions. 

Keywords CK+ · Transfer learning of deep CNN · Pre-trained Resnet50 ·
Pre-trained InceptionV3
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1 Introduction 

As artificial intelligence advances, it is predicted that robot’s eventually be able to 
understand human emotions [1]. The efficient recognition of emotions, however, is 
the definition of an ill-posed problem [2]. There are many methods that can be used 
to recognize the human emotions [3]. Numerous emotion identification systems have 
been developed and used in the literature to identify human emotions [4]. Many more 
networks are available for to train the networks but still have performance degradation 
problem recognization system [5]. FER uses two techniques like traditional and deep 
learning models [6]. Because of this, it first obtains face data before describing an 
emotion [7]. Major networks are developed for CNN and RNN [8]. 

Traditional methods are also available for recognizing face expressions but they 
have least classification accuracy so we better to go and use deep learning methods to 
organize the FER system [9, 10]. The max size of the dataset’s are important for deep 
learning’s architectures; larger datasets produce higher performance. To increase the 
amount of data available, researchers are using techniques such data augmentation 
[11], translation, standardization, cropping, noise addition, and scaling methodolo-
gies [12]. CNN is the most effective methods for segmentation and classification 
applications. The automatic feature extraction offered by this convolution neural 
network is one of its main advantages. Transfer learning is the most well-known 
network in the area of deep learning. It is one of the reusable networks. First one 
model is developed for one task and the same one is used for another different kind of 
model to train the network [13]. By using transfer learning, it achieves very high speed 
and dynamic in concatenate and coordinate the upper bound of the networks [14]. 
Shamoilet al. [15] discussed a method for transferring learning using a SVM classi-
fier. CNNs are used successfully by the authors of [16] to identify facial emotions. 
The experiment was conducted using a variety of models, including VGG 19, VGG 
16, and ResNet50, utilizing the FER’2013 dataset. With a result of 72.18%, VGG16 
have the good accuracy of the three models. Despite the fact that these algorithms 
yield good results, the overfitting issue is a concern. Additionally, these models 
struggle with photographs that are noisy and have poor visibility. The overfitting 
issue was resolved in the proposed work by utilizing the transfer learning technique. 

The following are this paper’s main contributions: 

1. A new technology for recognizing facial emotions based on deep learning is 
suggested. 

2. On the collected dataset, the joint trilateral filter is used to eliminate noise, and 
to make images more visible, CLAHE is added to the filtered photos. 

3. The Nadam optimizer is used to optimize the cost function. 
4. Finally, facial emotion recognition employs a transfer learning strategy. 
5. The dataset and competing FER’s are used to consider experiments. 
6. The following are the remaining arrangements of the paper: The related work is 

discussed in Sect. 2. The proposed model is mathematically described in Sect. 3. 
Comparative outcomes are talked about in Sect. 4. In Sect. 5, concluding remarks 
are offered.
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2 Related Work 

The process of creating machines that can recognize and mimic human emotions 
is known as affective computing [17]. In order to interact with people, affective 
computing tries to offer computers more intelligence. Only a few applications of 
emotional computing can be found in the fields of distance learning, banking of 
Internet, assistants, medical, and security [18]. Identification of human emotions 
through voice signals, body language, or facial expressions is the first stage of affec-
tive computing [19]. An artificial neural network (ANN) model for recognizing 
facial emotions was put out by Li and Deng [20]. The neural network of spatial– 
temporal recurrent was created by Zhang et al. [21] to identify facial emotions. In 
order to obtain better outcomes, Kims et al. [22] applied hiera rchical’s deep learning’s 
networks to identify adaptive facial features (HDL). Human emotion recognition 
is frequently performed using Support Vector Machine [23, 24], Random Forest 
[25, 26], and ANNs [20]. Jain’s et al. [27] developed deep neural networks using 
deep residual blocks. Wang discussed [28] RNN combined CNN and to catego-
rize human emotions (CCNNRNN). A ResNet and attention block (CRAB)-based 
human emotion recognition model was created by Arpita et al. in 2020 [20]. The 
features were extracted by Lakshmi’s [29] using a histograms of oriented gradient’s 
and LBPs or HOGLBP. An emotion’s recognition system based on the LeNet archi-
tecture was proposed by Ozdemir et al. [30]. Some datasets from JAFFE, KDEF, 
and the author’s own bespoke data. The ResNet50 and VGG16 architectures were 
presented by Dhankhar et al. [31] for the aim of recognizing facial expressions. The 
majority of the algorithms now in use, according to linked studies, perform well 
overall but have trouble with the overfitting issue. Additionally, images with noise 
and poor visibility don’t work well with the existing models. 

3 Proposed Work 

Here, deep CNN is built to identify emotions of humans taken from facial 
photographs. The recommended network might dramatically focus on the key 
elements of the photographs occurring in the training phase. To lessen noise, the 
obtained dataset is initially treated using a combined trilateral filter. 

3.1 Modified-Joint-Trilateralfilter 

To lessen image noisyness, an novel modified-joint-trilateral-filter is recommended. 
Edge’s preservation refers to the fact that no additional artifacts of any type are added 
to the filtered images when employing this filter. The first consideration is the guided 
picture Gd, or the images one kit self. Assume that Ival’s and Gval’s, respectively,
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represent the illumination levels at pixel q and the guided picture. Operating at k [32, 
33] is the bilateral filter-dependent kernel window Wr. The modified joint trilateral 
filter is described as follows: 

Jt f  (Iκ ) = 1
∑

q∈kr M pq θ 
(Gd ) 

⎛ 

⎝
∑

q∈kr 
M pq θ (Gd ) × Iq × σ 2

(
Iq , Gd

)
⎞ 

⎠ (1) 

Next the kernel weight function is rewrited as. 

M pq θ (Gd ) = 
1 

n2
∑

n;pq∈kr

(

1 +
(
Gdp  − μn

)(
Gdq − μn

)

σ 2 
n + ∈

)

(2) 

Here, pixels numbers are n presented window and σ 2 n displays variance’s of Gd in 
the localized window kr . 

3.2 CLA Histogram Equalization 

The accuracy of emotion identification is often poor if the face’s visibility changes. 
The traditional histogram equalization-based solutions, however, are useless for 
uneven lighting conditions because they result in overly improved pictures [34]. 
CLAHE can combat the noise overamplification by lowering the contrast. This is 
how it can be put into practice: 

f (D) = (1 − ωy)((1 − ωx)ful(D) + ωx f  bl(D)) 
+ ωy((1 − ωx)fur(D) + ωx f  br  (D)) (3) 

To identify the best results, each pixel should be assigned four consecutive 
cumulative-distribution-function (CDF) of the histogram. 

3.3 The Proposed Models’ Training Process 

Today, the extraction of human emotions plays a significant role of computing affec-
tive. Emotion process of recognition utilizing trained Convnets is shown in Fig. 1. 
CK+ dataset of sample images are shown in Fig. 2. The initial process of step is 
image scaling. The inputs must be scaled to every image is therefore resized to fit 
the input dimensions of previously trained Convnets. The layers of the pre-trained 
Convnets are then all frozen, with the exception of the layers that are fully coupled. To 
summarize, only weight updates can be trained on the fully connected layers. Count 
classes in a totally connected layer are the basis for classifying emotions. ResNet 50
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and Inception V3 are used in this work. Many more pre-trained networks are utilized 
to train the TL techniques. All of these pre-trained networks are optimized using the 
Adam optimizer. 

Fig. 1 Process of emotion detection 

Fig. 2 Sample images from CK+ dataset
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3.3.1 Proposed Transfer Learning Technique 

The term “transfer learning” refers to a method of adapting a model created for one 
industry to another. Transfer learning’s central idea is to use a model that have been 
developed upon complex dataset’s and have been applied it to a smallest dataset. 
The creation of a convolutional brain network without any prior training, which 
takes more information and is more expensive, is computationally inefficient and 
requires more information than transfer learning. All models go through a similar 
training approach to that of the emotion dataset. The weights chosen for the ImageNet 
database before the models are trained. Pre-trained classification output layer is 
subsequently swapped out with a new layer formed from the transfer learning benefit. 

Adam Optimizer 

Adam is an improvement calculation that can be utilized to iteratively update network 
loads in light of preparing information rather than the ordinary stochastic slope 
plummet strategy. By applying three proposed methodologies, Adam optimizer is 
used for optimization purpose. In below algorithm β is moment vector and m is 
moment estimate. 

Algorithm 1 

Step1: Initialize the step size value. 
Step2: Calculate exponential decay rates for the moment estimates. 
Step3: Calculate object function of stochastic parameters with respect to θ. 
Step4: Initialize parameter vector θ0 
Step5: Initialize the first moment vector. 
Step6: Initialize timestep function. 
Step7: Estimate biased first moment. 
Step8: Compute bias corrected second raw moment. 
Step9: Update the parameters. 
Step10: Resulting the parameters. 

3.3.2 Resnet50 

50 layers are used in resnet50. Here the number 50 indicates the number of layers. It 
is also one of the CNN technique. The residual block very notable building blocks 
are the Resnet’s architecture, with the residual’s block’s objective being to create 
connections between real inputs and projections represented in Fig. 3.

Prediction x and residual F(x) in the diagram above. When x equals the actual 
input, F(x) has a value of zero. The same x value is then copied by the identity 
connection. The basic components of the ResNet50’s architecture are ‘5’ phases with 
convolution of identity blocks. The ResNet50 has three channels and a 224*224 input 
size. It starts out with a max-pooling layer with a kernel size of 3*3 and a convolution 
layer with a kernel size of 7*7. In this architectural design, each identity block and 
for each convolution block each have ‘3’ convolution’s.



Transfer Learning-Based Effective Facial Emotion Recognition Using … 279

Fig. 3 Residual block

Fig. 4 ResNet50’s architecture 

layers. The average pooling layer comes after the first five stages, and the fully 
linked layer with 1000 neurons comes last. Figure 4 depicts the resnet50’s architec-
ture. According to our research, we used the ResNet50 model as the foundation and 
then built it. 

3.3.3 Inception V3 

Convolution neural network models include Inception V3. The 48 layer deep network 
used by Inception V3 has an input size of 299*299 pixels. The foundational Incep-
tion V3 module is seen in Fig. 5. To minimize dimensionality, the prior to the larger 
convolutions, and the same is done after the pooling layer as well. The two 3*3 layers 
are formed by splitting the 5*5 convolutions in half to improve the architecture’s 
performance. N*N convolutions may also be factorized into N*1 and N*N convo-
lutions. The classification of our task, rearranging the last layers of the InceptionV3 
architecture’.

3.3.4 Implementation 

A piece of each of the three models’ execution bounds that were employed in this 
work. The information shapes for the two organizations and ResNet 50 are similar, 
however Inception V3 is exceptional. Adam is the optimizer, Softmax is the classifier,
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Fig. 5 Block diagram of 
the Inception V3 module

and categorical cross entropy is the loss function used in the models. Loads are 
implemented from ImageNet for all organizations. The coordinate technique used 
in every models is batch specification. Additionally, a few parameters—including 
Batch size, Epoch size, Dropout—are the same for all three models. The execution 
settings of Resnet 50 and Inception V3, Softmax classifier, and Adam optimizer are 
employed. 

4 Results and Discussions 

The experiment outcomes for the variety models utilized in this process are shown 
below. 

4.1 The ResNet 50 Test Data Results 

Table 1 shows that the model performs best at predicting the emotions of melancholy 
and less well at predicting the emotions of happiness. The suggested model’s perfor-
mance metrics are shown in the table below utilizing Resnet50 as a feature extractor. 
The proposed ResNet 50 achieves highest specificity, sensitivity, and accuracy than 
existing prevailing methods.



Transfer Learning-Based Effective Facial Emotion Recognition Using … 281

Ta
bl
e 
1 

R
es
N
et
50
 m

od
el
 p
er
fo
rm

an
ce
 m

ea
su
re
s 

T
P’
s 
va
lu
e

T
N
’s
 v
al
ue

FP
’s
 v
al
ue

FN
’s
 v
al
ue

Se
ns
iti
vi
ty
’s
 

va
lu
e 

Sp
ec
ifi
ci
ty
’s
 

va
lu
e 

Pr
ec
is
io
n’
s 

va
lu
e 

F1
sc
or
e’
s 
va
lu
e

A
cc
ur
ac
y’
s 

va
lu
e 

A
ng
ry

20
13
0

2
2

0.
90

0.
98

0.
90

0.
9

0.
97
 

C
on

te
m
pt
ne
ss

7
12
9

1
2

0.
77

0.
98

0.
77

0.
76

0.
97
 

D
is
gu
st
ne
ss

32
10
5

2
1

0.
96

0.
98

0.
94

0.
94

0.
98
 

Fe
ar
ne
ss

9
13
9

2
1

0.
9

0.
98

0.
81

0.
84

0.
98
 

H
ap
py

23
12
5

6
3

0.
88

0.
95

0.
79

0.
83

0.
93
 

Sa
dn
es
s

9
13
7

1
2

0.
81

0.
99

0.
9

0.
84

0.
97
 

Su
rp
ri
se

49
10
7

1
3

0.
94

0.
99

0.
98

0.
95

0.
97
 

R
es
ul
ts

0.
88

0.
97

0.
87

0.
86

0.
96



282 D. A. S. Devi et al.

4.2 The Inception V3 Test Data Results 

Table 2 gives that the model is quite good at predicting surprise emotions but less 
good at predicting pleasant emotions. Using Inception’s V3 as a feature extractor, 
the table below gives the suggested model’s performance metrics. According to 
the calculations above, the model’s accuracy when, and the F1 score is 0.75. Using 
Inception V3, the following Figs. 6 and 7 demonstrate the suggested model’s accuracy 
and loss.

Proposed Methods Comparison 

In order to recognize emotions the proposed two methods attained highest accuracy 
than existing prevailing methods is displayed Tables 3 and 4.

Discussion 

The existing works Saravanan et al. [35], Gan et al. [36], Orozco [37], Liliana [16], 
Zadeh et al. [34] average accuracies are 60%, 64.2%, 90%, 92.81%, 97.1%. But 
the proposed ResNet 50 and Inception V3 achieves highest accuracy 96% and 97%, 
respectively. 

5 Conclusion 

The proposed work presented transfer learning-based effective facial emotion recog-
nition using CLAHE, and a method for recognizing facial expressions of emotion 
is provided. In this study, facial emotion recognition is performed using pre-trained 
that were trained on the ImageNet database. The CK+ database was used to validate 
the studies. ResNet50 accuracy is 9%, Inception V3 accuracy is 97%.
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Fig. 6 Performance of Inception V3’s accuracy 

Fig. 7 Performance of InceptionV3’s loss

Table 3 Comparison of 
proposed ResNet 50 and 
inception V3 networks 

Performance metrics Resnet50 InceptionV3 

Sensitivity 0.88 0.89 

Specificity 0.97 0.98 

Precision value 0.87 0.88 

F1-score value 0.86 0.88 

Value of accuracy 0.96 0.97 

Table 4 Existing works 
comparision Work Accuracy (%) 

Saravanan et al. [35] 60 

Gan et al. [36] 64.2 

Orozco [37] 90 

Liliana [16] 92.81 

Zadeh et al. [34] 97.1 

Proposed Resnet50, inception V3 96, 97
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Transformer Model for Human Activity 
Recognition Using IoT Wearables 

S. Sowmiya and D. Menaka 

Abstract Human activity recognition plays a vital role in the modern life of its 
immense applications in medical care, sports, detection and prediction of unpredicted 
events and in biometrics field. HAR is the field of study for recognizing human 
activities from time-series data collected from video, images or from multimodal 
sensors equipped with smartphone, IoT wearables. A wide area of research in the 
field of HAR has been presented till now from machine learning and deep learning. 
Deep learning methods utilize the temporal view of the data, while shallow methods 
utilize the handcrafted features, statistical view. Most of the deep learning methods 
utilized CNN, LSTM architecture. Now its time to use the power of transformers in 
this area. For sequence analysis tasks, transformers were shown to outperform the 
deep learning methods. Transformers are proved to be best in finding relevant time 
steps and has the potential to model long term dependencies. In this work proposed, 
a novel method that employs a transformer-based model to classify human activities 
from data collected using Intertial measurement Units (IMU). This approach works 
by leveraging self-attention mechanisms in transformers to explore complex patterns 
from time-series data. In this paper, a transformer-based approach is experimented 
for HAR and its evaluation parameters are presented for two data sets USCHAD and 
WISDM. From the results, we can analyse the improvement in performance matrix 
and efficiency of the transformer-based model. 
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1 Introduction 

Because of the advancement in deep learning, computational power and progress in 
sensor development and its availability in the daily using gadgets like smartphones 
and smartwatches, HAR using IoT wearables is of prime focus in the research field. 
Also IoT wearable sensors are small in size, high in sensitivity and have robust anti-
interference ability, so the sensor-based identification method is more appropriate for 
practical circumstances. And when considering the privacy of the subjects, sensors 
have a significant weightage over other video monitoring methods. Moreover, sensor-
based behaviour recognition is not limited by time or scene, and can well portray the 
nature of human activities. As the percentage of elderly population has a significant 
increase, HAR has a prominent role in ambient assistant living. The research for 
HAR started with machine learning techniques with manual feature engineering. 
The next era is the deep learning techniques with a wide variety and combination of 
deep models. With the introduction of transformers, its more easy to build an efficient 
model exploiting its memory capacity of self-attention. 

The advanced research area for human activity recognition is especially concen-
trated on IMU-based recognition. The principal reasons for this inclination are (i) 
Recent advances in sensor technology which is powered by high speed and low 
cost electronic circuits (ii) Reduction in the power consumption of the electronic 
devices. (iii) The sensors are wearable and they are portable as well as more user 
friendly. (iv) A smaller amount invasion in privacy (iv) Modern sensors give more 
accurate and reliable output. (v) Sensors like gyroscope, accelerometer, ambient 
light sensor, proximity sensor, motion sensor and magnetometer are used in modern 
smartphones. These elements are vital for human activity recognition. An effica-
cious and fast classification using sensor data is easily possible due to the advances 
in data science for collecting, analysing and interpreting huge amount of data using 
deep neural networks. The progress in IoT technology, based on copious sensors 
and sensor networks, has also resulted in an escalation in the research field of HAR. 
HAR plays an important role and is widely applied in fields such as ambient assistive 
living (AAL), context-aware computing, surveillance-based security and assembly 
tasks analysis in industries. Also, personal biometrics and behavioural interpretation 
are other essential applications of human activity recognition. While considering the 
medical field, HAR is used to increase the pace of recovery by monitoring the patients, 
and thereby aiding the process of medical diagnosis. It is also useful in assisting the 
elderly and chronic patients along with their helpers. HAR has its significance in 
applications like game console, sports monitoring and fitness workouts. Most of 
the earlier attempts for the activity classification employed machine learning (ML) 
algorithms and have achieved pretty good accuracy rate of 80% or higher. ML and 
its signal-processing techniques are based on shallow architecture, which contain a 
single layer utilizing nonlinear functions to learn complex feature and relationships 
from the data. Even though these techniques are non-adaptive, ML is empowered 
with sophisticated learning algorithms and efficient pre-processing techniques. ML 
algorithm gives effective results in controlled or lab environments, where there are
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minimal labelled data or where less domain knowledge is required. The drawback 
of ML algorithms is, they heavily depends on domain experts since they rely on 
heuristic handcrafted feature extraction [1]. From some statistical values, shallow 
features can only be learned by machine learning techniques [2] which results in 
an undermined performance. The disadvantage of this approach for HAR is that it 
capable to recognize only low level or basic human activities. 

Deep learning (DL) refers to a subset of ML techniques, implemented by stacking 
layers of neural networks used hierarchically for the refinement of accuracy and opti-
mized prediction through better pattern classification and top level feature learning. 
Four key reasons for the popularity of deep learning methods are (i) advances in GPU 
processing proficiencies and the diverse service offerings by cloud computing, (ii) 
automatical feature extraction and classification from huge data, (iii) recent advances 
in DL models (hybrid) and signal/information processing research, and the model 
using transfer learning (iv) exploit attention mechanism inherent in transformers for 
time series classification. The DL techniques have two key properties: the generative 
or unsupervised nature of the model, which entails including a top layer to accom-
plish discriminative tasks, which can be used as pre-processing steps for supervised 
algorithm, and an unsupervised deep learning process that uses a large amount of 
unlabelled data to uncover hidden features and representations in the data at a deeper 
level. Another remarkable advantage of this approach is, the procedure of feature 
extraction and model building techniques is performed simultaneously which speed 
ups the learning process. Human arbitration is not at all needed and the features 
can be learned automatically via the deep network. By extracting high level features 
using deep layers, complex and minute activities can be recognized. 

Several research works are investigated using CNN, RNN-LSTM, stacked auto-
encoders, DBN and various hybrid networks [3–7]. Another research work in deep 
learning method proposed to use a hybrid method combining gated recurrent units 
(GRU) [8], and recurrent neural networks (RNN) with a gating system, for the 
recognition of human activities. The purpose of this study is to examine whether 
the proposed hybrid architecture can be used to effectually infer pairwise similar 
activities using sensor data. 

Now, most of the research works in activity recognition tasks use the transformer 
architecture which uses the mechanism of attention to derive dependencies between 
input and output. The attention mechanism is very effective in finding the modal 
dependencies for a sequential data. The model in this study uses a transformer-
based architecture which utilizes self-attention mechanism, input empowered with 
sensor-based attention and CNN layer. 

The key contributions and intuitions of this paper are synopsized as follows:

• This study proposed a transformer model based on attention mechanism for 
processing sparse and irregularly sampled multivariate clinical time-series data.

• Based on the multi-head attention mechanism inherent in transformers [9], a 
self-attention model unit is designed for time-series data from different sensor 
readings.
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• The study proposed to comprise temporal order into the sequence representation 
of time-series data using the mechanism of positional encoding to inject input 
position information and a sensor attention module is placed at the input.

• The proposed model is assessed using two publically available ADL data sets; 
USCHAD and WISDM, and achieved state-of-the-art prediction performance. 

The remainder of this paper is structured as follows. In Sect. 2, the process of 
HAR is presented. In Sect. 3, a description about transformers and its variants are 
described. In Sect. 4, we present a review of prevailing work in this area of research. 
In Sect. 5, we present our proposed approach followed by providing the relevant 
evaluation parameters in Sect. 6, Results and Discussions in Sect. 7, and Conclusion 
in Sect. 8. 

2 Related Work 

In 2019, Sun et al. [10] proposed an attention-based model with LSTM for activity 
recognition from wearables. In the [11] study, the transformer model was proposed 
for a time series analysis of signals from IMU. The transformer architecture features 
a self-attention mechanism that allows the model to process the input sequence 
contextually by encoding the dependencies between the elements in the sequence, 
can match the performance of state-of-the-art CNN with LSTM model and obtained 
an outstanding average accuracy of 99.2% with a large data set. Conformer is a 
hybrid network structure which exploit the power of both CNN and transformers. 
It takes advantage of convolutional operations and self-attention mechanisms for 
superior representational learning. The architecture consists of a concurrent structure, 
in which local representations and global features are hold on to the maximum level. 
It is proved from the experiments that Conformer, under the comparable parameter 
complexity, outpaces the visual transformer -DeiT-B by 2.3% on ImageNet. Studies 
are made by Yeon-Wook et al. [12] on HAR based on IMU using conformer. Using 
two data sets, they proved that the model outperforms transformer-based model and 
CNN. Pan et al. [13] used a method of GRU with temporal and channel attention for 
sensor-based HAR showed that the model outperforms the current methods in terms 
of classification accuracy on data sets without Independent Identical Distribution. The 
method has reduced number of model parameters and resources consumption, which 
has applications in low-resource embedded devices. A similar study was done by Jian 
et al. for real-time applications [14]. Attention-based CNN is used for the modelling 
of HAR with weak labels [15]. The research study shows the utilization of weakly 
labelled data without manual annotation. Attention mechanism is used to utilize 
compatibility score and convert it into density to determine the specific location of a 
labelled activity. Sharma et al. [16] studied the effectiveness of CNN-based feature 
embedding with transformers. 2D-CNN is used for short-term Fourier transformation 
of the data obtained from accelerometer. 1D-CNN is used for the heart rate, and post 
fusion feature is given to the input of transformer. The experiments showed that
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the discriminative capability of the feature-fusion on transformer combined with the 
power of CNN outperforms the existing methods by 3.7%. 

Utilizing the self-attention mechanism which contextually encodes individual 
dependencies between signal values in time-series data, another recent research work 
is proposed based on transformers [17]. This model boosts up performance state-of-
the-art CNN in terms of computational speed and memory requirement. The model 
is evaluated using 3 publically available data set and achieved a F1-Score 19.04% 
higher than that of existing methods. 

Liu et al. [18] combined representation learning with transformers and obtained 
good time series classification and they obtained an increase in accuracy rate of about 
5%. 

3 HAR Method 

The algorithm for human activity recognition comprises the following steps. Step 1: 
Acquire the raw input signals from various sensors. Step II: Data pre-processing: In 
this step, the noise is removed and segmentation of the data is done with overlap-
ping/non-overlapping window. Step III: Data set is categorized into train, test and 
validation sets. Step IV: Features are manually or automatically extracted through 
the dense stacked layers of neural network or attention base mechanism. Step V: 
Classify and make inference in human activity recognition tasks. Figure 1 repre-
sents the process of HAR. The data obtained from sensors are to be pre-processes, 
cleaned before extracting the features. Also the data set has to be split into train, 
validation and test data sets. Using DL, the features can be extracted automatically. 
What activities are aimed to be recognized, Simple or Complex? Is it hand-oriented 
activities or ambulation related activities ? The answer to this question depends on 
the sensor selection, the number of sensors used, sensor placements and the setting 
of data acquisition environment. The more number of sensors provide more infor-
mation about the activity, and thus more complex activities can be identified. The 
sensors must be placed optimally in waist, pockets, head or wrist depending on the 
kind of activity to be recognized.

4 Transformers 

Transformers provide an easy way to pre-train models with its API. The pre-trained 
model has several advantages like reduce computing cost, carbon footprint and time 
saving. The transformers provide a platform for training which is of very helpful for 
the community including researchers. More than 100 different models of transformers 
have been released for different applications like NLP, image recognition, etc. In 
transformer, the self-attention mechanism is used to state individual dependencies
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Fig. 1 HAR process

amid signal values within a time-series sensor data, commonly from accelerometer 
and gyroscope. 

4.1 Architecture 

Transformer consists of encoders and decoders, the number varies according to the 
model. Encoder comprises two parts, self-attention layer followed by feed forward 
neural network, whereas decoder is build using three main components, decoder 
attention layer, self-attention layer and the feed forward layer. Figure 2 represents 
the architecture of transformer. Architecture of transformers is based on attention-
driven mechanism for sequential data analysis. Transformers are meant to aggregate 
information from the sequential data. It will also generate a position and context-
aware representations. The performance of transformers is proved to be better than 
the deep learning models RNN and LSTM for various sequence-based problems 
like NLG, CV, etc. In this paper, an approach based on transformer is used for the 
recognition of inertial-based activity recognition tasks. In transformers, positional 
encoders are used to maintain the order of the sequence in data.

4.2 Multi-headed Attention 

Attention is a costly mechanism since it need to compute a value for each combination 
of output and input. In the transformer, encoder-decoder architecture with attention 
mechanism idea is outspread to learn intra output and intra input dependencies also. 
Figure 3 shows the structure of multi-headed attention. The attention mechanism used 
is multi-head attention, where the weights are calculated in parallel which accelerate 
the training. It has multiple layers of self-attention, in which the values, keys and 
queries are generated from the input sequence. In multi-head attention mechanism, 
the output is the result of combining different representations of the values by taking 
a weighted sum. The weighting is based on the similarity between the query and
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Fig. 2 Transformer model 
architecture

each of the keys, which is determined by the dot product between them. The output 
obtained from multiplicative attention weighed sums is a linear conversion of the 
input representation. 

Fig. 3 Multi-head attention
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The role of the decoder is to identify the association between sequences by 
utilizing the attention mechanism. Tokenizer is used for pre-processing of the data 
prior to training and model building and can be called easily via single string. 

4.3 Why Transformers? 

The popularity of transformers are increasing due to the reasons (i) A standard API 
can be used for pre-trained model. (ii) Can reuse trained models and hence the 
computation cost can be reduced. (iii) Can easily choose the right framework for 
training, evaluation and production at any part of product’s lifetime. 

5 Proposed Model 

In this paper, a transformer model is proposed for the recognition of inertial-based 
HAR. Two data sets USCHAD and WISDM are used for evaluation of this model. The 
number of heads employed in multi-head attention block of this model is 6. A total 
of 3 encoder blocks are implemented in the entire model and Adam is the optimizer 
used during training. Figure 4 shows the model architecture for the proposed method. 
In the input section, a sensor attention layer and a 1D convolutional layer is provided 
followed by encoder blocks. The output of encoder is driven by attention with context 
layers which is then passed on to the final shaping and drop out layers (Table 1). 

For the proposed model, 3 blocks are used for self-attention. For self-attention, 
fixed size input is required and so, the dimension was fixed to 128. The number of 
components in position-wise feed forward layer was set to 4 times the dimension, 
which is 512.The model used Adam optimizer and a learning rate of 0.001 for training.

Fig. 4 Architecture of the proposed model
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Table 1 Evaluation matrix USCHAD 

Activity Precision Recall F1-score Support 

Walking forward 0.90 0.89 0.90 189,300 

Walking left 0.90 0.89 0.90 168,000 

Walking right 0.86 0.94 0.90 185,600 

Walking up-stairs 0.90 0.88 0.89 160,800 

Walking down-stairs 0.92 0.83 0.88 151,200 

Running forward 0.97 0.94 0.95 105,300 

Jumping up 0.90 0.89 0.90 64,700 

Sitting 0.88 0.95 0.91 159,500 

Standing 0.80 0.88 0.84 148,031 

Sleeping 1.00 1.00 1.00 249,969 

Micro-avg 0.91 0.92 0.91 1,582,400 

Macro-avg 0.90 0.91 0.91 1,582,400 

Weighted-avg 0.91 0.92 0.91 1,582,400

5.1 Experimental Set-Up 

The proposed model consists of a convolutional base and a classifier head. The convo-
lutional encoder includes two 1D-CNN with RELU nonlinearity function followed 
by Dropout layer and maxpooling layer. The classifier head consists of two fully 
connected layers with RELU for nonlinearity. Softmax is applied at the output of the 
final fully connected layer. Data set is split into 3 groups train, validation and test set 
in the ratio of 8:1:1,while ensuring all the classes are represented in the three sections. 
The value of weight decay chosen is 0.0001 and a batch size of 256 is employed in the 
experiment. A learning rate of value 0.0001 is selected at the beginning of training 
process and further reduced using ReduceLROnPlateau from Keras. The model is 
trained for 50 epochs. 

5.2 Data Set 

Two publically available data set using inertial measurement units are used for this 
study. USCHAD [19] is USC human activity data set consists of low level activi-
ties based on wearable sensors in daily life which is meant to recognize activities 
especially in healthcare. The data set includes information such as the individual’s 
acceleration, angular velocity and magnetic field measurements, as well as labels 
indicating the type of activity being performed. The data is collected from a variety 
of individuals and in various environments, making it a diverse and rich data set 
for research on human activity recognition. Data set used three axis accelerometer 
and three axis gyroscope as sensing hardware and is attached to subject’s front right



296 S. Sowmiya and D. Menaka

hip. WISDM data set [20] includes data set for observing ADL recorded using a 
smartphone and a smartwatch. The data set was created using 51 subjects and each 
of them wore an LGG smartwatch with Android Wear 1.5 on their left wrist hand 
and had a smart phone Samsung Galaxy S5 or Google Nexus mobile phone in their 
right pocket. The phone was placed right-side up with screen side facing outwards 
from the body. 18 distinct activities were performed by each of the contributors with 
smartphone a and smartwatch for a time duration, 3 successive minutes each. In the 
proposed work, a sampling rate of 20 per second with a sliding window approach 
is used. The activities include stationary activities, dynamic activities, ambulation 
related activities, hand-oriented activities including eating and non-eating activities. 
The sensor data for activity recognition is taken from readings of gyroscope and 
accelerometer from both the devices. Activity code is the target variable used and 6 
predictor variables used are the sensor readings in x, y and z dimension of both the 
gyroscope and accelerometer. To conduct the analysis of the activities effectively, 
the 18 different activities in the WISDM data set is categorized into three groups (1) 
Ambulation-related activities that are the basic activities performed independently 
(2) Hand-oriented activities-non-eating, that comprises non-eating activities using 
hand (3) Hand-oriented activities-eating, that is formed of the activities that include 
eating. 

6 Evaluation Parameters 

Evaluating a model is an essential step in the model development process as it 
helps to determine the model’s performance and identify any potential issues. The 
most frequently used evaluation metric for classification is accuracy. But along with 
accuracy, other key classification metrics like Recall, Precision and F1-Score are 
equally important. Confusion matrix is used for a multiclass classification problem 
to calculate the classification performance. From confusion matrix, Recall (Sensi-
tivity), Accuracy, Specificity, Precision and AUC-ROC curve can be calculated. To 
get an optimal blend of Precision and Recall, F1-score is used, which is efficient for 
uneven class distribution. In this research work, the confusion matrix is plotted. Also 
the evaluation parameters Precision, Recall and F1-Score are presented. 

7 Results and Discussions 

The parameters Recall, Precision and F1-Score are given in the results. It shows that 
the transformer model shows outstanding performance with other DL counterparts or 
with hybrid models like CNN-GRU, CNN-BiLSTM. In Figs. 5 and 6, the confusion 
matrix is given and from the picture it is clear that the diagonal elements are with good 
proposition than the other one which highlights a better model for human activity 
recognition.
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Fig. 5 WISDM confusion matrix 

Fig. 6 USCHAD confusion matrix
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Table 2 Comparison among 
various models for USCHAD 
and WISDM data set 

USCHAD Smartphone WISDM 

Method Accuracy Method Accuracy 

CNN-LSTM 90.6 CNN-LSTM 88.7 

CNN-BiLSTM 91.8 CNN-BiLSTM 89.2 

CNN-GRU 89.1 CNN-GRU 89.6 

CNN-BiGRU 90.2 CNN-BiGRU 90.2 

Proposed method 91.2 Proposed method 90.8 

Table 2 gives the evaluation of the model and its comparison with various hybrid 
models [21] for two data sets, USCHAD and Smartphone WISDM. It can be shown 
that the proposed model shows an improvement in accuracy of about 91.2% and 
90.8%, respectively. The various hybrid neural network models are experimented 
and the results are compared with the transformer model which utilizes the attention 
mechanism for time-series data classification. 

8 Conclusion and Future Scope 

The modified transformer model proposed in this manuscript is studied to exhibit its 
relevance as a revolutionary alternative to various deep learning models including 
RNN or CNN. This model showed a better representation than existing DL models. 
The transformer can scale reasonably to more than one million parameters depends on 
the number of classes and can also be used on low power real-time applications. There 
is no need for pre-transformation of the time-series data and can fed it to the neural 
network after normalization. Moreover, the transformer model is fit parallelized to 
execute on GPU [13]. Confusion matrix is presented in Figs. 5 and 6. It is clear 
from the matrix that the maximum counts lie up in the diagonal elements indicating 
that match between predicted labels and the true labels are more. Table 1. gives  the  
statistical evaluation of the USCHAD data set. Values of Precision, Recall, F1-Score 
and support are given in Table 1 for each of the activities. The support is the number 
of samples of the true response that lie in the activity. Its value range lies in the range 
10 × 104 to 15 × 105, which are practically enormous support sets. 

The results of this study showed the effectiveness of the transformer model in 
classifying human activities. The data set selected for the evaluation of this model 
is the publicly available data set for smartphone motion sensor data, WISDM and 
USCHAD comprising an extensive range of activities in daily life. The adapted 
transformer model proposed in the present paper demonstrated an appreciate level of 
accuracy and precision, indicating that it is a promising method and has a potential 
to be considered among other cutting-edge technologies for HAR. 

In future, it would be beneficial to test the adapted transformer model on a larger 
data set, incorporating a wider range of sensor data. This will allow for a more
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thorough evaluation of the model’s performance and provide insights on how well 
it generalizes to new data. Also various models of transformers from hugging face 
should be evaluated using different data sets. The pre-training efficiency should be 
utilized for real-time applications using IoT wearables, and it could lead to new and 
innovative applications, such as providing direct support for humans. 
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Abstract Technology now plays a more significant role in our everyday lives, 
impacting how students learn and gain knowledge. The use of artificial intelli-
gence allows educators to provide students with a personalized learning environment. 
Systematically detecting whether or not students are grasping the material has been 
created. Based on the feedback, we can also determine the student’s starting point. 
Conversational agents or chatbots could be used to supplement teacher instruction 
and reduce the costs of informal education. The development and training of an 
intelligent conversational agent have long been a goal of humanity and a significant 
challenge for scientists and programmers. It was still just a dream until recently. 
On the other hand, language teachers have a new hope thanks to cutting-edge tech-
nologies like deep learning and neural networks, which provide intelligent chatbots 
that can learn through communication just like humans. His research aims to create 
an emotionally realistic chatbot system using artificial intelligence to improve the 
chatbot’s believability. This study aims to create a chatbot that can be integrated 
into a personalized teaching–learning process. The goal of the study is to determine 
the efficacy of the developed chatbot in personalized learning. Its developed system 
enables it to provide a suitable personalized learning solution. 
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1 Introduction 

Personalized learning is an approach in which specific elements, such as a student’s 
abilities, strengths, needs, interests, and other factors, are considered when designing 
their learning experience. The main goal of this strategy is to help students do better 
in school. AI (artificial intelligence) is advancing rapidly and improving how various 
industries, such as healthcare, banking, energy, and retail, carry out their business. 
One sector in particular where AI technologies could have a significant impact is 
education. Culture shifts are among the fundamental challenges that colleges and 
universities are facing today, including disengaged students, high dropout rates, and 
the inability to apply a “one-size-fits-all” model to education. Every student would 
enjoy a unique educational approach tailored to their abilities and needs, which is 
only possible through personalized learning [2]. Increasing motivation could directly 
affect student persistence and reduce the likelihood of them dropping out. As a result, 
professors might be able to teach better students based on their unique learning 
methods. As new research becomes available, educators all over the country adopt 
new teaching methods, techniques, and practices. The education system has evolved 
into a learning experience in which both students and teachers can have a hands-on 
approach. Every student has different learning styles, so teachers must be willing to 
adapt their teaching methods to meet the needs of each of their students. Another 
positive aspect of NLP is how well it fits into modern learning methods, and this is 
why so many teachers use it in their classrooms. We examine NLP, particularly as it 
relates to learning and education. Students must realize that over time, increasingly 
routine and repetitive tasks will be automated, performed by robots, or automated. 
Cognitive, emotional, and creative roles will exist as long as positions require each of 
these qualities. Many universities across the globe are failing to adequately prepare 
students for the future jobs that they will have. The best results will combine AI and 
human abilities as artificial intelligence is applied to education. We will never be able 
to perform these tasks without the use of humans. While we cannot underestimate the 
value of human interaction and critical thinking in education, teachers play a crucial 
role in our society. We must never underestimate the importance of such interac-
tion and reflection in education [3]. AI and chatbots have the potential to transform 
certain practices in teaching and learning. The application of artificial intelligence 
and chatbots has the potential to revolutionize particular teaching and learning prac-
tices. As AI-related technologies, for example, can support hybrid courses that mix 
face-to-face classroom experiences with self-directed student learning in the online 
environment, they can aid in the education of the hybridized course. Personalized 
learning made possible by artificial intelligence uses data analysis to produce individ-
ualized learning experiences that best suit each learner’s unique needs and learning 
style. Programs that utilize artificial intelligence can help guide an undergraduate 
student with difficulty with a concept or lesson and help her locate additional educa-
tional resources [11]. As AI frees up professors to focus on more essential tasks, this is 
one of several ways it can happen. Faculty can use class time to shore up knowledge, 
connect the lessons to bigger concepts, or focus on collaborative peer learning by
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having students learn outside of the classroom using artificial intelligence tools. AI 
applications in class can also carry out other administrative functions. Several orga-
nizations have started to utilize AI to assist with tests and even grade assignments 
for students [12]. 

2 Related Work 

When it comes to evaluating the effectiveness of a chatbot based on its interaction 
with a user, the results are often highly subjective. Depending on the interaction’s 
context, domain, and nature, a different measure may be used in different situations. 
As a result, benchmarks or specific standards must be developed to evaluate chatbots 
consistently [21]. These technologies must work together seamlessly behind the 
facade of the chatbot to provide such a natural flow of messaging conversation that 
the user truly does not realize they are talking to a machine [22]. Naive Bayes is a 
reasonable classifier in this sense because it requires little storage and is quick to 
train. It is often used in time-sensitive applications such as automatically classifying 
web pages into types and spam filtering, which need minimal storage and training 
time [6]. 

2.1 Chatbot in Education and Their Importance 

Using AI-based chatbots in educational institutions offers many apparent benefits. 
Some of them are as follows: 

(a) Tutoring made easy: Today’s most remarkable thing in the education industry 
is Intelligent Tutoring Systems’ content. Personalized learning is here today. 
They are assessing student progress and responses and looking at their learning 
process to help to personalize learning. A good example is when teachers use 
chatbots to build conversation by breaking up long lectures into short chains 
of messages. Chatbots can assess the learning level of students, as well as the 
rate of advancement. In the history of teaching, technology has never made it 
this simple [6]. 

(b) Students can get instant help: We live in a world where the pace never stops. 
Students are now able to obtain anything instantly because of technology. Any 
of these can be done in a few simple clicks: sending an email, posting a picture, 
searching a place, or even finding assignment help. To increase the likelihood 
of drawing this generation’s attention, educational institutions must ensure they 
can talk to students quickly [5]. 

(c) Engaging students effectively: In academic assignments, students prefer social 
media channels such as Facebook and Twitter to communicate, research topics, 
and search for relevant solutions. As a result, learning does not have to be limited
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to the classroom. Finding out about lectures, assignments, and other important 
events is a great way to save time. Alumni groups and activity clubs can even 
be established for sharing information. 

(d) Engagement of students: Today’s students are already used to messaging 
platforms like WhatsApp and Facebook Messenger. They use platforms like 
these to research topics, contact each other, or ask for assistance in getting 
assignments done. It could be utilized to enhance student engagement and 
overall understanding of a subject [7]. 

(e) Simple Access to Information: Educational bots provide simple mechanisms 
fochers. It helps strengthen your online presence. Students can search your 
website, ask any question, and receive an immediate answer. In that case, 
chatbots help learners obtain instant access to information. In the education 
industry, access to the correct data is critical. Students must acquire proper 
learning and knowledge, both of which are necessary. Chatbots help targets 
their customers and provides accurate information at the most suitable time. 
Even people contacting administrators for solutions cannot reach that quick 
[2]. 

(f) Teaching Assistants who are efficient: Students often put “do my assignment 
requests” over the internet to find someone to assist them in completing the 
assignments and clearing their doubts. Similarly, our modern-day teachers also 
require assistance to simplify the hectic schedules. Nowadays, bots are being 
used as virtual teaching assistants to do the repetitive tasks of the teachers. 

(g) Learning through chatbots: An intelligent tutoring system provides a dedi-
cated learning environment. Students dedicate more time to studying and 
form close connections with their peers in an environment like this. For 
teaching, chatbots use a library of training messages and in-depth conver-
sations. To analyze information, assess a student’s understanding level, and 
provide lectures, chatbots analyze every piece of information, consider the 
student’s personal needs, and go over concepts and concepts in detail [8]. 

(h) Smart and secure feedback: It is crucial to provide feedback to students to 
improve their learning. By analyzing feedback from students, teachers can 
identify areas where they need to improve. Giving feedback on teachers’ areas 
of instruction helps students identify areas where they need to put in more effort. 
Assignments, assessments, and tests are quickly supplied to the students and 
excellent feedback from the teachers. The majority of educational institutions 
have online to printed forms to collect student feedback [20]. 

(i) Learning with spaced intervals: With the help of different assumptions, you 
have developed an online course for a specific group of people. Here are the 
men and women who look after their personal and professional lives. Instead of 
working hard to pass the course, they attempt to complete it however they can, 
which is good enough to earn the credits hours and pass the course. Concentra-
tion is fostered when learning breaks lengthy periods into smaller chunks. It is 
used to assist learners with recalling what is taught in the system. Learners can 
memorize classes for a longer time when they use spaced interval learning. As 
a result, more engaged learners [10].
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(j) Proctoring: It comes with its benefits and pitfalls when it comes to online 
education. It’s an interactive and fun way of learning for some students. Some 
people, however, do not even think twice about cheating the system. It tends 
to happen when you are learning on your own. Frauds in the examinations 
are detected and stopped by the use of AI-based online proctoring facili-
ties. Students are no longer allowed to attempt any form of cheating when 
administering examinations. To earn points, they have to make them properly 
[19]. 

(k) Test Scoring: Tutors can use chatbots to practice tests and check answers. 
Results are turned into points as soon as they are turned into results. Teachers 
do not have to worry about plagiarism and grammar as well because of modern 
technology. This bot can also do that. It corrects grammar, typos, and image 
duplication, as well as a lack of proper referencing. 

(l) It allows the teacher to reduce the time: The time required to organize and 
execute tasks has been reduced since chatbots provide immediate answers to 
students’ frequently asked questions. By saving time, students can devote it to 
research or projects pending for the course and the supervision and motivation 
of their peers [17]. 

(m) Store and analyze data effectively: When conducting a review of students’ 
evaluation and progress. Due to the utilization of AI, students can allocate 
their time effectively and apply it to the things they need to accomplish in an 
accessible manner. 

(n) Improves access to education: It is designed to help students develop and 
interact without considering various resources, like textbooks, equipment, etc., 
the language, or the student’s location. The movement is very much in line with 
the idea of democratizing learning [18]. 

(o) Personalization in education: Victor Garcia Hoz popularized the concept of 
personalization in 1970. Since then, the word has acquired a wide range of 
definitions. Some teachers try to tailor their lessons to the individual needs 
of their students. In other words, others emphasize the students’ most signifi-
cant potential for development. According to Sir Ken Robinson, a guru in the 
education world, personalized learning is the process of tailoring learning to 
individuals based on their unique strengths, weaknesses, interests, and learning 
styles. Individualization and differentiation are not the same things as person-
alization. It may be the case that the current lack of a consistent definition 
for personalization is behind the fact that today no widely accepted theory of 
personalization exists [9]. 

3 Future of Chatbot 

Essentially, AI promises to help humanity more deeply think and reason and increase 
the pace of discovery by leveraging technology. According to some experts, AI will 
play a similar role in the information age as the industrial revolution did in the
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manufacturing industry. AI analysis will enhance the search for student success and 
the growth of more advanced business intelligence and operational processes in the 
near term. AI may eventually do more. The use of artificial assistants in the design 
of textbooks, delivery of course content, development of test questions, evaluation 
of answers to them, and monitoring of online discussions are all conceivable ways 
of employing this kind of technology. Although universities will design educational 
programs to ensure their graduates can compete in a rapidly changing workplace, AI 
is also likely to drive the design of new courses and even majors in the future [18]. 

3.1 Types of Chatbots 

(a) Scripted chatbots: Chatbots that behave according to rules are considered to 
be bots. There are predefined paths that conversations with this kind of chatbot 
must follow. When using a chatbot, the user must choose from explicit options 
to find the next step at each conversion step. It will depend on the features of the 
chat platform that the user is using and the design of the bot whether the user 
will be required to choose between text, voice, or touch to communicate [4]. 

(b) Intelligent chatbots: A chatbot is built using artificial intelligence techniques. 
Artificial intelligence is more flexible in terms of what it can take from the user. 
You can enter free-form text or voice input into the form (but of course, they 
are not limited to other forms of information if that makes sense). With AI, 
they can constantly get better as more times they are used. For simple, one-time 
tasks, artificial intelligence works very well. On the other hand, though, the 
actual intelligence of the bot is minimal. Bots cannot “understand” context or 
ambiguity, and they cannot remember over time. 

(c) Application chatbots: Depending on the nature of the chatbot, users may be 
exposed to graphical user interfaces (GUIs) in scripted and intelligent chatbots. 
The two main categories of chatbots are intellectual and scripted. There is no 
such thing as application bots as a separate category of bots. An essential concept 
for chatbot developers is that bots can be interacted with using a GUI. The bot 
should display a GUI to complete the task efficiently via a graphical interface 
[16]. 

4 Proposed System 

Conversational interfaces have evolved out of the “chat robot” idea, known as chat-
bots. They allow for highly engaging, personal interactions, whether in voice and text 
conversations on smartphones, browsers, or popular chat platforms such as Facebook 
Messenger or Slack. The usage of voice recognition and natural language processing 
for chatbots like personal assistants and assistants in call centers are made possible 
by advances in deep learning technologies such as text-to-speech, automatic speech
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Fig. 1 Workflow of the developed system 

recognition, and natural language processing. Programs of this type are called “bots.” 
A chatbot is programmed with artificial intelligence to simulate conversation with 
a user through speech or text. Virtual assistants like Amazon’s Alexa and Apple’s 
Siri are notable examples. There are two other hypothetical examples, and one is 
an automated chat that directs customers to the products on a website. Conversa-
tional bots have improved at answering user questions by programmatically preparing 
predefined responses and enhancing responsiveness [13]. 

AI holds the potential to improve and streamline many back-office processes, 
including human resources, IT, business operations, research, and records manage-
ment. Customer service can improve when AI chatbots field routine questions around 
the clock, freeing employees for other tasks. AI is being used in educational facil-
ities to improve operational effectiveness and operational efficiency. To process 
volumes of data, discover operational efficiencies, maximize the use of space, main-
tain security, and optimize facility maintenance, HVAC and lighting systems linked 
through the Internet of Things have a high capacity for data processing. At UT 
Austin, AI controls the university’s sprinkler system, saving both water and money. 
Santa Clara University employs artificial intelligence to aid in the management of 
campus parking. On Michigan’s campus, numerous universities are conducting tests 
on driverless cars (Fig. 1) [14]. 

4.1 AI Techniques to Train the Chatbot 

(a) When training a chatbot, it is usual practice to start with a wish list of things 
that you would like your bot to be able to do. However, it is vital to start with
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a specific business problem that your bot will be created to tackle. This should 
be the starting point. 

(b) Create very specific intents that only serve one specific goal in order to prevent 
the user experience from becoming annoying and to correctly understand how 
to teach a chatbot. 

(c) An ability to make your AI chatbot usable is directly proportional to how accu-
rately the sample utterances resemble how language is actually used in the real 
world. 

(d) Use a wide variety of expressions to activate each intent while you are developing 
and testing the application. 

(e) It is more likely that a diverse team will ask questions in a variety of different 
ways. This is an essential part in training chatbots. 

(f) After you have composed a number of utterances, you should make a note of 
the words or phrases that represent key information about the variable. These 
are going to turn into the entities. 

4.2 Features of a Chatbot 

(a) Automation leads to efficiency: Chatbots can assist in simplifying processes 
by automating steps within complex procedures through a few simple voices 
or text requests, which cuts the time it takes to complete processes and boosts 
business efficiency. 

(b) It is flexible: Both voice and text chatbots can be built to respond to the user’s 
language of choice. Chatbots can be embedded in workflows to communicate 
with employees and consumers. 

(c) Broader Customer Engagement: A superior customer experience can distin-
guish a business from the competition. The great thing about chatbots is that they 
can be installed in channels where your customers and prospects are already 
engaged, like Facebook Messenger, where you can reach them more quickly 
and fulfill their needs [18]. 

(d) Well-trained FAQs: Chatbots can become more powerful through consis-
tent training, which also enables them to more easily handle questions and 
interactions with users. 

(e) Saves Time: Chatbots enable businesses to become more efficient and save time 
by providing answers to fundamental questions. This is one of the many benefits 
of using chatbots. The members of the support team who are executives are only 
notified of the most difficult questions that require human intervention.
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5 Result and Discussion 

See Figs. 2, 3 and 4. 
We have designed a chatbot so that the user has to log in to the system first. Users 

can select the subject based on their preference. After that, a short quiz will be given 
to discover the level of knowledge of the issue. Depending on the user’s story, the 
content will be delivered. The user will be categorized into three groups. Beginners, 
intermediates, and experts make up these levels. Each student must choose the module 
of the selected subject based on their level. Students have to complete the module 
after choosing it. In the end, they can decide whether to go on to the next module or 
to repeat the module. Ultimately, students will be able to learn at their own pace and 
according to their interests. 

5.1 Limitations and Future Enhancements 

The developed chatbot needs a proper training. If it is trained in wrong way, it is 
difficult to train. The training requires sufficient time and efforts. The present chatbot

Fig. 2 Developed chatbot for a customized learning Initial screen
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Fig. 3 Developed chatbot for customized learning with only keywords

deals with queries related to FAQs of Shivaji University, Kolhapur, as it is designed 
based on their problems. But, the same can be modified to provide solutions to all 
the problems of any university in India. Also it can be used to provide solutions in 
school education system as well.
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Fig. 4 Developed chatbot for customized learning with sentences

6 Conclusion 

While personalization of learning has been embraced as a significant effort and 
strategy across the modern education system, its widespread use has been limited. 
It seems that governments and policymakers favor personalized learning models 
over educators and researchers. To encourage teachers and researchers to share their 
concerns and seek solutions, we must consider the lack of interest. The present paper 
focuses on advanced chatbot helps in personalized learning. Using such a chatbot, 
the student can get the data based on their previous knowledge. The ultimate aim of 
this chatbot is to provide content as per their interest and prior knowledge. A person-
alized learning environment tailors instruction according to each student’s readiness, 
strengths, needs, and interests. Individualized learning environments contain a range 
of teaching methods such as competency-based progression, performance-based 
assessments, and individualized learning plans.
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Performance Evaluation of Concentric 
Hexagonal Array for Smart Antenna 
Applications 

Sridevi Kadiyam and A. Jhansi Rani 

Abstract Many of the antenna array geometries considered so far are linear and 
circular arrays. In this paper, a different geometrical array, Concentric Hexagonal 
Array (CHA) is reported for the beamforming of Smart Antenna applications. The 
advantage of this array over other geometrical configurations is it gives less side lobe 
level (SLL) and also it achieves pattern symmetry for the non-uniform amplitude exci-
tation. Since the radiation pattern becomes symmetric, and the element’s amplitude 
carry even symmetry about the array’s center, the computing time and the number 
of attenuators turn to be halved for the amplitude—only synthesis which in turn 
reduces the cost of the system. Using the 12-element hexagonal array, a 24-element 
and 36-element concentric hexagonal array is constructed and their performances 
are evaluated. The 24-element CHA allows less side lobe level as with 36-element. 
The performance of 24-element is also analyzed with circular and hexagonal arrays 
with same elements. Firefly algorithm is used for beamforming and also to obtain 
the excitation coefficients. 

Keywords Side lobe level · Concentric hexagonal array · Firefly algorithm 

1 Introduction 

In antenna arrays to determine the unique radiation pattern, there are five important 
factors to consider. They are as follows: 

• The array geometry 
• Element distance
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• The individual element’s amplitude excitation 
• The individual element’s phase excitation 
• The individual element’s relative pattern. 

The array geometries which were considered previously are uniform linear arrays 
(ULA) [1–8], uniform rectangular array (URA) [4, 9], and uniform circular array 
(UCA) [5, 6, 10–13]. As the circular array has high side lobe level, a uniform hexag-
onal array (UHA) [10, 11, 14, 17] were designed. The concept of hexagonal antenna 
array is introduced in [15]. Concentric arrays are also used to overcome high side 
lobe level [16]. Concentric arrays such as planar uniform circular arrays (PUCA) 
[10, 12, 16] and concentric hexagonal array (CHA) [11, 12] are implemented for SA 
applications. 

Using the UHA configuration, CHA is constructed with 24 isotropic elements. 
The investigation reveals that CHA gives less SLL and also achieves symmetry in 
the radiation pattern as compared to the circular and hexagonal array. 

2 Methodology 

2.1 Concentric Hexagonal Array (CHA) 

CHA is depicted in Fig. 1. It is developed in [18, 21, 22]. 

Fig. 1 CHA with 12 
elements on each hexagon 
arrangement
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r21 

r22 

r11 

d1 

X 

Y
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2.2 Firefly Algorithm 

Firefly algorithm (FFA) [19, 20] is a novel nature-encouraged algorithm. From the 
bioluminescence process, flashing light of fireflies is produced upon which FFA is 
based. The basic stepladders of FFA are the following: 

Step I. Initialization of populace is the first step which initializes ‘m’ number of 
fireflies in N-dimensional space within the boundary [19, 20]. 

Step II. The brightness of each firefly can be calculated by the cost function at their 
current location. 

Step III. Update firefly’s locations based on Eqs. (6) and (7) [19, 20] 

xm = xm + β0e
−ϒr2 m,n (xm−xn ) + α

(
rand − 

1 

2

)
(1) 

rmn = xm − xn = 

[||| d∑
k=1

(
xm,k − xn,k

)2 
(2) 

Step IV. Rank all fireflies and estimate the current global best. 
Step V. Terminate the condition when the desired cost function is reached. 

2.3 Objective Function 

It is given by the Eq. (3) [6, 10, 11, 21, 22]. 

Objective function = 
N∑
i=1 

ai G(θi ) − 
M∑
j=1 

b j G(θ j ) (3) 

Notice that the objective function of Eq. (8) does not make a constraint on side 
lobe level as well as null depth. 

3 Results and Discussions 

The populace= 20 and light absorption coefficient, (U)= 1, randomization parameter 
(∝) = 0.2, and attractiveness (β) = 0.2 for maximum number of 100 iterations. For 
24-element CHA, the SOI is at 0° and two SNOIs at 50° and 55°. It is compared with 
the UCA and hexagonal array of the same number of elements. 

Figures 2 and 3, respectively, describe the radiation patterns of CHA, UHA, and 
UCA of 24 elements at the interferences 50° and 55°. It is concluded from the figures 
that the radiation pattern of CHA becomes symmetric, because of the element ampli-
tudes carry even regularity about the array’s center; the number of attenuators and the
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Fig. 2 The three configuration’s radiation pattern for intended user is 0° and interference is 50°

computing time became halved. The excitation amplitudes are shown in Tables 1 and 
2 for the interferences of 50° and 55°, respectively. From the Table.3, it is concluded 
that CHA gives less SLL of −19.36 dB at 50° and −13.61 dB at 55° interferences, 
respectively, which is less as compared to UCA and UHA.

In Eq. (2), if M = 3, then CHA becomes 36-element array as shown in Fig. 4. 
The Fig. 5 shows the radiation pattern of 36-element CHA at interference of 40° in 
which SLL obtained is−11.56dB and HPBW is 4.6°. Figure 6 illustrates the radiation 
pattern of 36-element CHA at an interference of 65° in which SLL obtained is − 
11.56dB and HPBW is 5°. Table 4 shows the excitation coefficients at 65° and 40° 

of interferences. It is concluded that among the 24-element and 36- element CHA, 
24-element CHA gives better SLL.

4 Conclusions 

UCA, UHA, and CHA are examined, and the prime issue related to the SA for 
beamforming is explored with the equal number of elements using the FFA. CHA 
gives a better side lobe level range of −13.61 dB and −19.36 dB at 55° and 50° 

interferences, respectively, as compared to UCA and UHA, with satisfactory null 
depths and good directional pattern has been obtained. For CHA, radiation pattern 
becomes symmetric, and the element amplitudes carry even regularity at array’s 
center, and the number of attenuators and the computing time becomes halved. 24-
element CHA gives better SLL as compared to 36-element CHA.
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Fig. 3 The three configuration’s radiation pattern for intended user is 0° and interference is 55°
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Table 1 24 element’s amplitude excitation coefficients of different array types at an interference 
of 50° 

Element No. UCA UHA PUHA 

#1 0.4399 0.2259 ±0.8841 

#2 1.000 0.9094 ±0.8589 

#3 0.3457 0.6428 ±0.663 

#4 0.0743 0.6148 ±0.1015 

#5 0.0963 0.7792 ±0.0572 

#6 0.444 0.5826 ±1.000 

#7 0.057 0.1802 ±0.4357 

#8 0.1661 0.5149 ±0.9148 

#9 0.0022 0.398 ±0.2132 

#10 0.1528 0.1425 ±0.2056 

#11 0.7241 0.9371 ±0.998 

#12 0.6806 0.9949 ±0.1631 

#13 0.2924 0.2662 Because of the symmetry, excitation 
coefficients are existed for only 12 
elements 

#14 0.7916 0.8454 

#15 0.4723 0.5011 

#16 0.0023 0.074 

#17 0.7896 0.4069 

#18 0.6202 0.0409 

#19 1.000 0.0118 

#20 0.1416 0.0667 

#21 1.000 0.423 

#22 0.9594 0.0072 

#23 0.9713 0.9946 

#24 0.8713 0.0247
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Table 2 24 element’s amplitude excitation coefficients of different array types at an interference 
of 55° 

Element no. UCA UHA PUHA 

#1 0.9986 0.4601 ± 0.7362 
#2 0.788 0.7249 ± 0.1302 
#3 0.6101 0.1865 ± 0.4844 
#4 0.9478 0.2451 ± 0.2119 
#5 0.191 0.1486 ± 0.8366 
#6 0.5299 0.1686 ± 0.4898 
#7 0.121 0.2247 ± 0.8921 
#8 0.0187 0.1435 ± 0.3909 
#9 0.856 0.0076 ± 0.9311 
#10 0.3083 0.4819 ± 0.4546 
#11 0.4261 0.3716 ± 0.2962 
#12 0.2605 0.6446 ± 0.2269 
#13 0.7032 0.5741 Because of the symmetry, excitation 

coefficients are existed for only 12 
elements 

#14 0.5764 0.3372 

#15 0.3942 0.4475 

#16 0.1898 0.7786 

#17 0.9938 0.0472 

#18 0.0165 0.3965 

#19 0.0527 0.1764 

#20 0.2132 0.0583 

#21 0.6259 0.0687 

#22 0.2703 0.2893 

#23 0.9941 0.2073 

#24 0.8713 0.0247 

Table 3 SLL, Null depth and HPBW comparison of three configurations 

Parameter UCA UHA CHA 

SNOI at 55° SNOI at 50° SNOI at 55° SNOI at 50° SNOI at 55° SNOI at 50° 

SLL in dB −7.6 −10.87 −11 −12.29 −13.61 −19.36 

Null 
depth in 
dB 

−59.74 −57.12 −61.74 −63.47 −65.35 −56 

HPBW in 
degree 

10.7 11.4 11.5 12.9 8.5 9.7



320 S. Kadiyam and A. J. Rani

Fig. 4 PUHA of 36 element
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Fig. 5 36-element radiation pattern for intended user is 0° and interference is 40°
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Fig. 6 36-element radiation pattern for intended user is 0° and SNOI is 65° 

Table 4 Excitation 
coefficients of 36-element 
CHA at an interference at 65° 

and 40° 

Element No. At 65° interference At 40° of interference 

1 ±0.5968 ±0.502 

2 ±0.434 ±0.8871 

3 ±0.0753 ±0.6796 

4 ±0.7145 ±0.373 

5 ±0.348 ±0.918 

6 ±0.4713 ±0.8072 

7 ±0.725 ±0.7861 

8 ±0.9093 ±0.9703 

9 ±0.6508 ±0.66 

10 0.7971 0.000 

11 ±0.558 ±0.45 

12 ±0.6914 ±0.6644 

13 ±1.000 ±0.221 

14 ±0.533 ±0.873 

15 ±0.297 ±0.2644 

16 ±0.3807 ±0.6635 

17 ±0.6635 ±0.1791 

18 ±0.1791 ±0.8677
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A Comprehensive Study on Bridge 
Detection and Extraction Techniques 

P. Rishitha, U. Venkata Sai, S. Dyutik Chaudhary, and G. Anuradha 

Abstract Identification of bridges had a major role in providing the status of 
constructions. Generally, satellite images include information about geographical 
capabilities including bridges and those capabilities are very beneficial for mili-
tary and civilian people. The identity of bridges in main infrastructure works is 
critical to offer data approximately the fame of those structures and guide feasible 
decision-making processes. Typically, this identity is achieved with the aid of using 
human marketers that need to hit upon the bridges into large-scale datasets, reading 
pictures with the aid of using pictures, a time-eating task. Bridge scrutinizing is vital 
to reducing the safety concerns caused by aging and deterioration of the bridges. 
Usually, there are traditional methods for the inspection and identification of bridges 
by using IOT sensors and lasers, but these can be identified only if the object is within 
the medium range of distance and at a minimum time, this can only detect them in 
succession. This identification can be done by using convolution neural networks 
and deep learning techniques. Also, the Geographic Information System helps to 
analyze, gather, capture, and manage geographical features. GIS is used to control 
and combine disparate assets of spatial and characteristic records for tracking bridge 
health. 
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1 Introduction 

Bridges are one of the best ways of transportation. Bridges are divided into water 
bridges and avenue bridges. Bridges spanning rivers are typical man-made objects, 
and their automated recognition is critical for both military and civilian applications. 
Automatically recognizing bridges in high-resolution satellite images are used for 
storing geographical databases up to date, automatically identify the imaging satellite 
at a low cost, easily and quickly assessing the volume of harm with inside the occasion 
of herbal screw ups consisting of flooding or earthquakes. Most of the bridges are 
being detected using the segmentation techniques and they are broadly divided into 
several types, such as gray change-based [1, 2], differential image recognition-based 
[3, 4], and river centerline-based [5]. Normally, the progress of a building project is 
observed in person. But growing access to the latest technologies for aerial imaging 
has made large-scale remote data analysis possible. 

Human agents are used to do bridge identification, which is a time-consuming 
activity that requires them to visually identify bridges in large collections by exam-
ining each image. Automatically extracting bridges is helpful in several crucial 
applications, including controlling an Unmanned Aerial Vehicle (UAV), retaining 
the geographic information, attacking a sure object, etc. Many resources have been 
used recently for the automatic extraction of artificial objects from aerial pictures, 
satellite pictures, and SAR pictures. To identify and assess the regular operation of 
roads and bridges in real time, an intelligent system for real-time bridge inspection 
must be established. The bridge’s primary structure’s bearing capacity, readiness for 
use, and durability are all important factors throughout the operation. 

Yu and Nishio [6] proposed the multilevel structural components using the types 
of bridges and components of bridges and parts of bridges using CV Technology and 
CNN. This proposed method uses techniques like CNN model, ResNet-50, YOLOv3 
model, and Mask R-CNN model. Yang et al. [7] proposes a Bridge on land Extraction 
Algorithm Using Deep Learning Techniques. The key to efficiently detecting road 
bridge targets from remote sensing images is to extract bridge features from remote 
sensing images [8]. The extraction of the road bridges is done by comparing the 
methods like Sobel, Roberts [9], LoG, and Canny edge detection. 

The organization of the article is as follows: Sect. 2 briefs about an overview of 
bridge detection techniques over water, Sect. 3 briefs about an overview of bridge 
detection techniques on land, Sect. 4 briefs about discussion, and Sect. 5 concludes 
the article.
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2 An Overview of Bridge Detection Techniques Water 

Tang and Dong [10] proposed a methodology used for the detection of bridges 
on water using the modulated deformable convolution and attention mechanisms. 
As the bridges have different aspect ratios in remote sensing images, it is diffi-
cult to find small bridges accurately in remote sensing images. Usually, to find the 
small bridges, they proposed a methodology of selective attention usage strategy 
that improved detection performance. Here spatial decision rules are applied to find 
bridges. Correlation, homogeneity, and entropy features are used for distinguishing 
rivers. Hough transformation is utilized for the extraction of bridges. Deep network 
stack convolution layers are used to obtain the different features of each level such 
as ResNet [11] and DarkNet [12]. The last four steps are then processed by other 
constructs of the DL-based detector. At the end of the last four stages, the atten-
tion mechanism is employed. The rotations and OBBs of the bridges were calcu-
lated using BBCM containing filtering, clustering, and spatial domain operations in 
the frequency domain. In the verification part, mostly DarkNet-53 in YOLOv3 and 
ResNet-50 inR-CNN  with  FPN  are used [13]. And selective channel-spatial attention 
usage is further implemented to erase redundancies and evade inferences. 

Guo et al. [14] proposed a methodology useful for accurately detecting bridges in 
aerial images even if there is a waterbody constraint. Here, the deep learning model 
is used to detect the bridges in optical aerial images, where both the waterbody 
segmentation and the bridge detection can be performed simultaneously. Two-stage 
detectors, such as Faster R-CNN [15], Cascade R-CNN [16], and DetectoRS [17], 
create predictions based on region recommendations. First, a model for oriented 
bridge recognition with waterbody segmentation as an additional task serves as a 
direction for bridge localization. Second, a waterbody segmentation map was built 
as the waterbody constraint, which adds the prior knowledge of bridge distribution 
to sharpen the network predictions by using the semantic properties of the waterbody 
as spatial attention to separate bridges from crowded backdrops. 

Chen et al. [18] proposed a methodology, i.e., deep learning is used for the auto 
bridge detection of SAR images that are based on adaptively effective feature vision. 
The background of the SAR images is complex [19]. For target detection, SSD uses 
multi-scale feature maps [20]. Since SSD produces a huge number of candidate boxes 
while training, if it is well classified, then a small gradient will produce. The input 
SAR dataset contains all the SAR images of size 500∗500, and their corresponding 
labels. TerraSAR images (3-m resolution) are used as the experiment dataset and 
contain 1560 samples. SSD-AEFF can efficiently extract river bridge features and 
reduce background interference, and other features such as false alarms and missing 
detection have been reduced. The bridges can also be classified based on their length 
as large, medium, or small. SSD-AEFF module is used for multi-scale feature map 
enhancement with an effective squeeze excitation module to reduce background 
information noise. 

Malini and Moni [21] proposed detailed information about the earth’s geograph-
ical characteristics, including highways, rivers, bridges, and buildings can be found
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in satellite images. Both military and civilian applications need these features. These 
features must be automatically detected for maps of the landscape and Geographic 
Information Systems (GIS). ADC is used for digitally storing the image. Unevenly 
spaced Fourier transform (USFFT) or principally based on the wrapping of spatially 
selected Fourier data are 2 techniques for performing the fast discrete curvelet 
transform (FDCT). Consequently, before performing feature detection, appropriate 
denoising methods must be introduced into the pictures. The image is saved in digital 
form using an ADC to transform the analog sensor current fluctuation to digital form 
[22]. Although there are other techniques for denoising images, the curvelet trans-
form (CT)-based method is used because it can detect long edges, which is necessary 
for bridge identification [23]. 

Gu et al. [24] proposed a method that deals with hierarchy algorithms for extracting 
the bridge over water in optical images which are taken as input. They extract the 
river regions that the bridges are included to decrease the omission of bridge image by 
identifying the edge [25]. The coarse water bodies are first extracted from the optical 
picture using an iterative threshold, followed by the removal of the noise regions and 
the inclusion of the lacking areas the application of k-means clustering with spatial 
integrity and texture data. Segment the image using an iterative threshold that has 
been amplified. In the aerial photograph, the sea is often darker than the land, and the 
level of gray is less than a positive degree [26]. Moreover, the bridges stand out in the 
removed river areas. Finally, geometric data and the frequency of bridges over rivers 
are used to validate the bridges. The outcomes demonstrate how well this method 
performs in both aerial optical pictures captured by unmanned aerial vehicles and 
satellite images from Google Earth for the extraction of bridges. 

Fu et al. [27] proposed a methodology to create bridge knowledge models. The 
hypothesis and test phases of the stream are based on top-down knowledge. Using 
techniques such as water segmentation, ROI extraction with morphological operators 
and connectivity signatures, and identification of candidate regions, hypothesis [4] 
was approximated. Gray characteristics are used in the testing procedure to authenti-
cate potential bridges, and parameters like the bridge’s coordinates and azimuth may 
be retrieved. For the pre-treatment, fuzzy threshold segmentation is used [28]. Hough 
transform, the morphological opening operation, is used to eliminate the pseudo-
waters, and smooth water’s edge does not affect positioning accuracy because the 
positioning is just done roughly. For reducing target detection uncertainty by utilizing 
multi-band picture information from several spectral ranges. 

Using multispectral pictures, Chaudhuri and Samal [25] suggested a system for 
detecting bridges over aquatic bodies. An eight-type classification of land cover 
is initially performed on a multispectral picture using a majority must be granted 
reasoning based on the multi-seed supervised classification method. The identified 
image is then divided into three categories: background, water, and concrete. Then, 
using a knowledge-based technique that employs a five-step process to utilize the 
spatial arrangement of bridges and their surroundings, bridges are identified in this 
tri-level picture. With the use of geometric restrictions and a recursive scanning 
approach, a river extraction module locates the rivers. We determine the potential 
bridge pixels by using a neighborhood operator and the spatial dimension of a typical
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bridge. Based on their connection and physical characteristics, these prospective 
bridge pixels are then categorized into potential bridge segments. 

Han et al. [29] proposed a method for bridges over a river. It proposes a rapid detec-
tion algorithm by using satellite imagery. Usually, the river has high reflectivity and 
its gray value is greater than that of a background which is called histogram thresh-
olding. The gray mean variant distinguishes water from land. The texture analysis is 
about the gray level co-occurrence matrix (GLCM) method. Feature extraction uses 
the histogram-fitted curve of both object and background. Here, the feature selection 
presents with the assigned seeds and is used by merging a pixel into the nearest 
neighboring seed region [30] presents an automatic seed region algorithm used in 
the color image segmentation. As the river land is found by using GLCM, then the 
detection is based on edges that are parallel and the sides relate to the land. The river 
image is processed using morphological methods [31], and parallel line detection 
and the recognized lines are detected using Hough transformation [32]. The main 
features extracted from bridges have long, parallel edges, and the bridge over the 
river has two sides that are next to the river and two sides that are connected to the 
land. 

3 An Overview of Bridge Detection Techniques on Land 

Yu and Nishio [6] proposed a methodology that uses long-distance datasets to iden-
tify the type of bridges using the ResNet-50 network. Multi-level bridge inspection 
consists of three levels of inspection that are types of bridges, components of bridges, 
and parts of bridges. Images for the dataset have been taken from the drone. These 
images are trained by using computer vision technology. The model uses the convo-
lution neural network architecture. The type of bridge is classified using ResNet-50, 
and the part of the bridge is detected by object detection using YOLOv3; then, the 
instance segmentation is done by using Mask R-CNN. The accuracy of the model 
is tested by the evaluation metrics, and performance is calculated by using accu-
racy, recall, precision, and AUC [33]. After training the dataset, there is a conclusion 
that the indexes of the suspension bridges were slightly lower than the cable-stayed 
bridges. This model easily finds out the arched and cable-stayed bridges and some 
difficulty in suspension bridges. The bridge parts are detected by using a bounding 
box using the LabelMe program. 

Yang et al. [7] proposed a method that describing the imaging characteristics. 
The road tracking is done by the Roberts [9], Sobel, LoG, and Canny edge detection 
algorithm; then the edge vectorization is developed by binarization images and it 
continues to remove the invalid line segment removal. In the edge extraction, there 
will be some other issues like billboards, traffic signals, and vehicles; these all are 
removed by the invalid line segment removal. In this line detentions, if any parallel 
lines are detected, then these are bridges in this way bridges are detected. Using the 
detected edges, the unwanted vector lines are removed and only the parallel edges 
are detected. In this proposed method, edge detection is the feature that has been
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recognized first and the outer edge-by-edge detection [34]. Edge vectorization is 
detected using the edge binarization, and then the removal of invalid lines is detected 
and removed. If any parallel lines are detected, then these lines are described as the 
bridges. The length of the bridge is detected as the point in the plane by the distance 
of the two object calculations. We can easily find out the distance between the two 
points. The proposed method uses the VS2008 + ArcGIS Engine environment. 

Nogueira et al. [35] proposed a method that offers information regarding the 
status of these constructions and support potential decision-making processes; it is 
essential to identify bridges in large infrastructure projects. Typically, human agents 
must find the bridges into large-scale datasets by examining each image, which is a 
laborious and time-consuming operation. In You Only Look Once (YOLO) method 
[36], a multi-objective feature that accepts an input picture and returns bounding 
packing containers and their respective instructions is employed to teach the network. 
YOLO basically turns every image into a rectangular shape of dimension S∗S. For 
each grid location, the team creates N boundary containers and the related private 
chats, which are utilized to filter the detection concepts. This uses the faster R-
CNN (regions with CNN features), a cutting-edge deep learning-based technique for 
numerous object cognizance and identification applications [37]. Two components 
make up the framework of this method. The first one is made up of a VGG16 that has 
been pre-trained using the ImageNet dataset and is in charge of producing location 
suggestions. The second module consists of region proposal network (RPN), which 
creates bounding container predictions using the previously proposed areas. 

Sithole and Vosselman [38] proposed a method based on the principle of Light 
Detection and Ranging (Lidar). Automated filtering has been used in air-borne laser 
scanning. The algorithm is intended to find bridges in point clouds that have had 
all of their objects removed, or bare earth point clouds. Buildings, grass, auto-
mobiles, lampposts, and electricity wires are among the eliminated objects. The 
created bare earth point cloud is eventually utilized to create digital terrain models 
(DTMs). At first, segmentation is used then detection is done, later preprocessing 
is done, then selecting seed points, and then the identification of points in a bridge. 
Then, different tests are done like simulated data, Nijmegen 1, Kruithuis, Reineveld, 
Geerweg, Nijmegen 2, and Stuttgart all done on the dataset and will detect the output 
of that resultant image. 

There is a detailed analysis of algorithms and mathematical models used in 
research articles which are described in Table 1.

4 Discussions 

In general, this paper proposes extraction techniques like water body extraction and 
separating the water bodies and land using the Canny edge detection. And also bridge 
detection can be done using different algorithms like fast R-CNN, denoising tech-
niques, feature extraction, and also by using parallel line detection for the detection 
of the parallel bridges. Here, the differentiation between two types of bridges are
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Table 1 Analysis of Algorithms and Mathematical Models 

Research 
work–year 

Mathematical model/ 
Algorithm 

Purpose of 
usage 

Formula Limitation 

Yu and 
Nishio 
[6]—2022 

ResNet-50 network It is a 
pre-trained 
network to 
classify images 

Accuracy, 
precision, recall, 
F1–score, and AUC 

Few Types of 
bridges and 
bridge 
components are 
classifiedYOLOv3 Identifies the 

objects in the 
images 

Mask R-CNN Used for image 
segmentation 

Tang and 
Dong 
[10]—2022 

ResNet and DarkNet To obtain low/ 
mid/high-level 
features 

Attention 
mechanism, 
frequency 

Small bridges 
detection is 
difficult when 
there are different 
environments 

YOLOv3 Identifies the 
objects in 
images 

Faster R-CNN with 
FPN 

To reduce the 
overall 
detection time 

Guo et al. 
[14]—2021 

Faster R-CNN To accurately 
and quickly 
predict the 
location 

Multitask loss 
function, 
segmentation 
XLoss, inclination, 
fusion mask, 
precision, recall 

It detects only 
with the aerial 
image dataset 

Cascade R-CNN For multi-stage 
object detection 

DetectoRS To detect 
objects using a 
Switchable 
Atrous 
Convolution, a 
recursive 
feature pyramid 

Yang et al. 
[7]—2021 

Canny edge detection Identify a broad 
variety of edges 

Threshold Only parallel 
brides are 
detected correctly 
but not 
ring-shaped and 
irregular bridges 

Sobel edge detection Calculate the 
gradient of 
image intensity 
at each pixel 

Robert edge detection Computes an 
image’s 2-D 
spatial gradient 
measurement 

Laplacian of 
Gaussian (LoG) 

Useful for 
finding edges

(continued)
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Table 1 (continued)

Research
work–year

Mathematical model/
Algorithm

Purpose of
usage

Formula Limitation

Chen et al. 
[18]—2021 

Adaptively spatial 
feature fusion 

Increases the 
prominence of 
features while 
decreasing the 
impact of 
background 
features 

Feature map, 
feature vector, 
weighted vector, 
SoftMax function, 
gradient density, 
entropy loss 
function 

Limited range of 
object detection 

Gradient 
harmonizing 
mechanism 

To solve the 
problem of 
sample 
imbalance 

Single shot detector For target 
detection 

Non-maximum 
suppression 

Remove 
redundant 
candidate boxes 

Nogueira 
et al. 
[35]—2019 

YOLO Identifies the 
objects in the 
images 

— Only few deep 
learning models 
are used 

Faster R-CNN Used for image 
segmentation 

VGG16 Deep learning 
model 

Region proposal 
network (RPN) 

Bridge region 
extraction 

Malini and 
Moni 
[21]—2015 

Geographic 
information systems 
(GIS) 

Automatically 
detected for 
terrain mapping 

MATLAB, First, 
denoising, 
multiscale 
transform, namely 
curvelets, curvelet 
coefficients 

Noise 
interruption can’t 
produce perfect 
bridge detectionFast discrete curvelet 

transform (FDCT) 
Scale for 
translation 

Unequally spaced 
Fourier transform 
(USFFT) 

Scale for 
translation 

Curvelet transform 
(CT)-based method 

Bridge region 
extraction 

Gu et al. 
[24]—2011 

k-means clustering Removal of the 
noise regions 

Mathematical 
morphology, local 
binary patterns 
(LBP) 

Bridges are 
detected when 
there is more 
region of water 

The RGB value To distinguish 
the bridge 
pixels 

Edge mending 
algorithm 

Extract water 
regions

(continued)
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Table 1 (continued)

Research
work–year

Mathematical model/
Algorithm

Purpose of
usage

Formula Limitation

Fu et al. 
[27]—2009 

Fuzzy threshold 
segmentation 

It is used for 
pre-treatment, 
i.e., 
segmentation 

Gray threshold It does not detect 
the bridges near 
mountain region 

Connectivity sign It is used for 
eliminating 
discrete noises 

Improved Hough 
transform 

For the 
geometric 
feature 
extraction 

Chaudhuri 
and Samal 
[25]—2008 

Seed point detection Removes 
outliers from 
training 
samples 

Elongatedness, 
directional and 
percentages of 
water index, search 
radius 

Only parallel 
bridges with few 
meters of height 
are detected 

Statistical parameter 
extraction algorithm 

To find the 
major 
subclusters in 
each class and 
calculate their 
first-order 
statistics 

Minimum-distance 
logical-based 
classifier 

To categorize 
an image’s 
unknown pixels 

Han et al. 
[29]—2007 

Knowledge base 
algorithm 

Used to cluster 
input objects 

Histogram 
thresholding, 
angular second 
moment, 
correlation, 
entropy, contrast, 
homogeneity 

Consider only 
some features of 
water body bridge 
detection 

Rapid cluster 
detection algorithm 

Used for 
grouping 
objects based 
on similarities 

Gray level 
co-occurrence matrix 

It examines the 
spatial 
relationship 
among pixels 

Seeded region 
growing algorithm 

Used for color 
image 
segmentation 

Sithole and 
Vosselman 
[38]—2006 

Segmentation-based 
filtering 

To detect 
ground 
segments 

— This is applicable 
for the variety and 
different bridges
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discussed: bridges over water and bridges on land. By comparing these two, bridges 
on land is giving some less efficiency as it has more noise when compared to bridges 
over water and it has light disturbance to find the curved and different shaped bridges 
while compared to parallel bridge. We have summarized, in this paper, the best tech-
niques of detecting and extraction of bridges and described several methods that 
can be applied for the Google Earth Images including using object detection algo-
rithms and convolutional neural networks like YOLOv3 and YOLOv5 algorithms. 
We proposed to perform in two steps: (A) Gathering the dataset images from Google 
Earth (B) Detection of the bridges. As YOLOv5 has higher detection quality (mAP) 
and training is a single stage, we can expect better results. 

5 Conclusion 

Bridges have a significant influence on individuals who travel, commute to work, 
and so on. Bridges must be built securely and correctly to serve their purpose of 
providing a convenient method for people to travel from one location to another. 
Each article is designed for detecting bridges over land and water using different 
types of deep learning and machine learning techniques. Different types of extrac-
tion techniques like water extraction tasks, convolution neural networks, and deep 
learning techniques are used. The study aids in the selection of the algorithm to be 
utilized for detecting bridge extraction. 
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Abstract Change Detection is depicted to compare the spatial representation of two 
points in time, with variations in the variables of interest causing changes. Remote 
sensed data of Landsat 8 satellite imagery can be used to detect changes in multi-
spectral images. Vegetation change detection plays a prominent role in tracking 
the alteration of vegetation in selective areas. The vegetation change analysis of a 
specific area for a given time period involves a lot of information that can be used 
for predicting the impact of change over years. Multispectral images for vegetation 
change of Landsat 8 satellite for a specific location can be obtained by stacking 
selective bands together. Over the years, due to urbanization, the vegetative index of 
cities dropped drastically. To take necessary measures, the impact must be analyzed. 
To overcome this problem, we are using vegetation change detection analysis. The 
image stacking is performed using QGIS (Quantum Geographic Information System) 
software which is facilitated using various image enhancement options. The loca-
tion Vijayawada is tracked for detecting change over a time period of eight years 
using the NDTS (Normalized Difference Between Time Series) algorithm followed 
by comparison with the PCA and K-means algorithm. This paper gives a detailed 
visualization of the results acquired in this project using metrics like RMSE and 
PSNR. 
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1 Introduction 

Satellites gather an enormous amount of data every day. This data comes into use 
when the data is processed to gain useful insights. The essence of satellite imagery 
is that it gives the benefit of accessing remotely sensed data [1]. Remote sensed data 
is the relevant land cover data that is accessed anywhere irrespective of time and 
location. There is no requirement of visiting a particular location to explore the data. 
The data which is gathered in such a way can be used for analyzing the vegetation 
cover over a period of time. This information gives us the insights to predict cases like 
the increase or depletion of vegetation. The scenarios where depletion of vegetation 
cover is observed can be used for researching the drastic impacts on nature as a result. 

Change detection techniques are not limited to land cover changes. The selective 
bands give us the detail of what is being detected. A few other observations that can 
be explored using change detection techniques are changes in land cover, and water 
bodies like rivers, lakes, and oceans. Predicting the differences using computer-based 
algorithms makes the process of finding the change faster and more efficient with 
improvements and enhancements that can be accommodated easily. The ecosystem 
stays balanced when there is a significant index of vegetation and forest cover. 

Over 26% of the vegetation area was lost to habitation between the years 2005 
and 2020. It is clear that the approaching era will be undesirable if these patterns of 
land use change persist. The majority of the land is covered by built-up areas (indus-
tries, commercial areas), as opposed to agricultural areas, however, agricultural areas 
shouldn’t be thought for conversion to built-up areas [2]. Digital agricultural applica-
tions are crucial for tracking remote harvest and assessing the state of farmlands. As 
a result of their effectiveness in identifying land cover components, high-resolution 
pictures have drawn much more attention [3]. This estimate can be applied mainly to 
urban areas where the vegetation index decreases due to the increase in population. 
But it is not limited to any region. 

The NDVI approach is commonly used to detect changes in the amount and distri-
bution of vegetation, as well as in land use and land cover. Thanks to advancements 
in the spatial and spectral (from broadband range to small range) resolution of remote 
sensing data, it is now possible to work at the micro level [4]. 

1.1 Literature Study 

According to Sumanta Bid, it is observed that NDVI technique with specific thresh-
olds can detect changes in the vegetation of a place using remote sensing [4]. You 
Y, Cao J, Zhou W produced research article focused on different kinds of change 
detection techniques that can be used for urban change detection [5]. Song A, Choi 
J, Han Y, Kim Y research paper included change detection in hyperspectral imagery 
by using convolutional neural networks [6, 7]. Previous research on change detection
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for vegetation on multispectral images is either primarily focused on a single algo-
rithm like NDVI or focused on urban changes and hyperspectral images. But there 
is a need to detect vegetation change accurately using satellite images and compare 
it to other techniques to identify the best technique. 

Our proposed study provides extended research by comparison study of K-means 
and NDVI for vegetation change detection on multispectral satellite images and deter-
mines the performance of both algorithms primarily for detecting accurate changes 
in vegetation over years. 

2 Proposed Work 

Change detection identifies the spatial changes induced by man-made or natural 
processes in multi-temporal satellite images. Remote sensing for change detection 
can help with urban planning and expansion by considerably improving land utiliza-
tion. The objective of the project is to gather Landsat 8 satellite images and apply 
NDVI and compare results with PCA and K-means between 2 timestamps of the 
Vijayawada area. 

2.1 Datasets 

The dataset is taken from earth explorer [8] with USGS credentials. The images are 
located with a specified coordinate set enclosed in circular shape. The image radius 
considered for this project is 250 m near Vijayawada which can be observed in Fig. 1. 
The datasets that are available are displayed as search results. There are alternative 
variations for each dataset which include the year, cloud cover, area covered, and 
temperature constraints.

The selected dataset can be viewed with a footprint market on the map which 
can be observed in Fig. 2 and the specification can be viewed in Table 1. The image 
is displayed as a tile on the map. When the dataset is downloaded, the bands that 
are available for the Landsat 8 satellite are displayed [9]. To download the data, 
USGS account credentials are necessary. The data collected is Landsat Collection 2 
with Level-2 data including Landsat 8–9 OLI (Operational Land Imager)/TIRS C2 
L2 as specifications. The image data with feature class as vegetation features with 
minimum cloud cover is selected to acquire accurate results.

2.2 Data Extraction and Pre-processing 

QGIS acts as GIS (Geographic Information System) software which allows different 
users to explore and edit spatial data. Beyond that, it allows composing and exporting
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Fig. 1 Image location view in earth explorer

Fig. 2 Image location tile view in earth explorer 

Table 1 Feature details of 
the dataset Feature Value 

Geocoding method Feature (GNIS) 

Name Vijayawada 

Country India 

Center longitude 80.5991 

Radius 250 m
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various kinds of maps. The images are selected and pre-processed using QGIS Semi-
automatic Classification Plugin (SCP) [10]. The images are cropped according to 
required coordinates to map a specific location. 

2.3 Design Methodology 

The multispectral images that are collected in the area of Vijayawada with times-
tamps 2013 and 2021 are collected as eleven different bands individually as Landsat 
Collection 2 Level 1 data which can be viewed in Fig. 3. The specification for level 
1 data is considered as Landsat 8–9 OLI/TIRS C2L1. The bands that correspond to 
different change detection are listed in Table 2. 

For vegetation analysis, bands 4, 5, 6 are considered. These image bands are 
stacked using QGIS software and pre-processed to remove noise. Our first change 
detection approach is calculating NDVI, and second approach is PCA and K-means.

Fig. 3 Image bands of two timestamps
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Table 2 Landsat 8 band 
designations Sr. no. Bands Wavelength (µm) 

1 Coastal aerosol 0.43–0.45 

2 Blue 0.45–0.51 

3 Green 0.53–0.59 

4 Red 0.64–0.67 

5 Near Infrared 0.85–0.88 

6 SWIR1 1.57–1.65 

7 SWIR2 2.11–2.29 

8 Panchromatic 0.50–0.68 

9 Cirrus 1.36–1.38 

10 TIRS1 10.60–11.19 

11 TIRS2 11.50–12.51

2.4 Procedure 

NDTS 

First step is importing libraries that are needed to open Geo TIFF format images. The 
libraries required are osgeo, gdalconst, NumPy, SciPy, IPython, matplotlib which are 
built-in libraries in python. Load the datasets after pre-processing using QGIS SCP 
plugin. The datasets used here are the stacked images. The images are loaded, and 
the files are named to apply the functions that are available in the libraries. Editing 
spatial data in QGIS can be enabled using digitized tools [11]. 

Plot the histograms for both bands. By taking multiple data points and organizing 
them into logical ranges or bins for the pixel values, the histogram condenses the 
given picture data series into an easily understood visual. NDTS can be computed in 
vegetation as NDVI with 0.1 as threshold value. 

NDTS = 
(It2 − It1) 
(It2 + It1) 

(1) 

Here, I t2 represents Image at timestamp t1 (2013) with red reflectance and It2 
represents Image at timestamp t2 (2021) with near infrared reflectance. 

The NDVI approach is a straightforward arithmetical indicator that may be applied 
to remote sensing readings to determine whether or not the target or object being 
examined has significant vegetation. The array values of two images are used to 
find NDVI by using 0.1 as threshold value to identify the best satellite image differ-
entiating using the algorithm which is specifically applied to calculate Normalized 
Difference Vegetation Index in the images. The connection between fluctuations in 
vegetation growth and spectral variations rate has been extensively studied using 
the NDVI (Normalized Difference in Vegetation Index). Determining the growth of 
green vegetation and spotting changes in the vegetation are both useful [12].
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The image files are obtained as an output after calculation of NDTS. The square 
of values is calculated for comparison with the original image. The square of NDTS 
is calculated to increase scope of detecting change between marginal values that are 
estimated during NDTS calculation and remove noise using 3 × 3 mode filter. This 
improves the image accuracy and resolution to display changes. 

Display the changes along with the detected output graph. The output is displayed 
in the form of a histogram and change map. The change map indicates the change 
using two colors. The black color signifies no change, and the white color indicates 
change observed. NDVI signifies vegetation change detection in two images. 

Principal Component Analysis (PCA) 

The primary purpose of PCA is to reduce dimensionality. A high number of variables 
are condensed into a smaller number in order to minimize the dimensionality of large 
data sets while retaining the majority of data. 

PCA includes the following operations: 

The first action is standardization. This stage involves normalizing the range of 
continuous beginning variables such that each one contributes equally to the analysis. 
Mathematically, the mean for each value of each variable may be subtracted, and it 
can be divided by standard deviation. 

Z = value − mean 

standard deviation 
(2) 

Computation of the covariance matrix. In this stage, we try to figure out how the 
variables in the given input dataset vary from mean about each other, or if there is 
any link between them. 

⎛ 

⎝ 
cov(a, a) cov(a, b) cov(a, c) 
cov(b, a) cov(b, b) cov(b, c) 
cov(c, a) cov(c, b) cov(c, c) 

⎞ 

⎠ (3) 

Calculate the eigenvectors and eigenvalues of the covariance matrix to find the 
primary components. By linearly integrating the initial variables, principal compo-
nents are formed as completely new variables. n major components are given from 
n-dimensional data. The ten main components are thus provided by 10-dimensional 
data. The second component, however, has less information than the first component, 
since PCA concentrates the most information on to the first component. 

The last step is to select the feature vector. The major components of this feature 
vector are quite important. Low-importance principal elements may be discarded. 
We can determine the primary components in terms of importance by computing the 
eigenvectors and sorting them by their eigenvalues in descending order.
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K-Means Clustering 

By using the K-Means clustering method, an informative index is divided into K 
unique, non-covering groups and it can be used for change detection [13]. Charac-
terize the number of bunches you require (K) before using K-Means grouping. The 
K-implies calculation will then assign each perception to one of the K groups [14]. 

The K-Means uses a centroid that minimizes the idleness between the points. It 
can be represented by below equation 

n∑
i=0 

min
(∣∣∣∣xi − µ j

∣∣∣∣)(∣∣∣∣xi − µ j
∣∣∣∣) (4) 

Determine the number of clusters (K) and then randomly assign K different 
centroid locations. Finding the Euclidean distance across each point and the centroid 
is the following step. Each point should be assigned to the closest cluster before the 
cluster mean is determined as the new centroid. After the new point is assigned, the 
new centroid’s position (X, Y ) is:  

X = (x1 + x2 + x3 + x4 +  · · ·  +  xn−1 + xn) 
n 

(5) 

Y = (y1 + y2 + y3 + y4 +  · · ·  +  yn−1 + yn) 
n 

(6) 

2.5 System Architecture 

The architecture of the entire change detection system can be seen in Fig. 4.

3 Results and Observations 

Different band combinations can be observed in Table 3. The bands selected for 
vegetation change detection are Red, Near Infrared, and Short-wave Infrared 1. The 
wavelength required for the detection of change ranges from 0.64 to 1.65 µm. The 
image resolution is around 30 for every image band of Landsat 8 [15].

The image features are displayed in the form of a dense peak with values from 
negative value range to positive value range. A change map indicates the change 
between two images at different timestamps. From the analysis of the vegetation 
index in the area of Vijayawada, there is a significant decrease in the vegetation of the 
city. The reports suggest that this decrease in vegetation index is due to urbanization 
and the development of cities due to the increase in population over the past few years.
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Fig. 4 System architecture diagram

Table 3 Bands associated 
with landscape Property Bands 

Natural color band 4, 3, 2 

False color (urban) band 7, 6, 4 

Color infrared (vegetation) band 5, 4, 3 

Agriculture band 6, 5, 2 

Atmospheric penetration band 7, 6, 5 

Healthy vegetation band 5, 6, 2 

Land/water band 5, 6, 4 

Natural with atmospheric removal band 7, 5, 3 

Short-wave infrared band 7, 5, 4 

Vegetation analysis band 6, 5, 4
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This caused a hike in agricultural area removal and deforestation which decreased 
the vegetation index to a lower rate. The change map and associated graph results 
convey where the exact change is observed which gives the estimate of the vegetative 
index between the past few years. 

RMSE is very helpful to measure a model’s performance, during training, cross-
validation, or even monitoring after deployment. The root mean square error is popu-
larly used metrics for this. It is a reasonable rating scale that adheres to some of 
the most popular statistical hypotheses and is simple to understand. y(i) is the  ith 
measurement, y^(i) is its corresponding forecast, and N is the total number of data 
points. 

RMSE =
/∑N 

i=1||y(i) − y ∧ (i )||2 
N 

(7) 

Image compression quality is also contrasted by the mean square error (MSE) 
and peak signal-to-noise ratio PSNR. PSNR indicates a measure of the peak error, 
whereas the MSE represents the cumulative squared error among original and 
compressed images. The error is inversely correlated with the value of MSE. 

PSNR = 10 log10
(

R2 

MSE

)
(8) 

The histogram presented in Fig. 5 shows how the images are differentiated with 
each other. Blue curve indicates stacked image 1 and orange curve indicates stacked 
image 2. The change maps in Figs. 6 and 7 indicate particulary where the change 
is detected. White indicates change observed and black area indicates no change. 
The evaluation metrics obtained by calculating RMSE (Root Mean Square Error) 
is 0.0043071182 for NDTS and 0.0151108205 for K-means. It is used to calcu-
late the variation between source image and obtained image. The metrics obtained 
by calculating PSNR (Peak Signal–Noise Ratio) can be seen in Table 4, which is 
47.31626752546268 for NDTS and 36.41423705747562 for K-means. If PSNR is 
higher, then the image is of higher quality. If RMSE is higher, the produced image will 
be of lesser quality. Hence NDTS shows best change results compared to K-means.

4 Conclusion 

The project mainly deals with the change of vegetation. The analysis is done using 
remote sensing techniques with the aid of satellite imagery which gives accurate 
results in less amount of time. The extended and depleted vegetation gives the idea 
of how the land cover is being used over the years. As the estimation of change 
using change detection algorithms overcomes the problem of identifying the location 
where the plantation is required, it helps various organizations to take steps toward
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Fig. 5 Histogram depicting 
change between two images 

Fig. 6 Change map 
obtained by NDTS

growth and control over vegetation. The project mainly dealt with vegetation change 
detection in multispectral images, and it can be concluded that NDTS performs better 
than PCA k-means for vegetation change detection. 

The future study of this project can be extended for land cover change detection and 
water body change detection. Research using change detection algorithms can help to 
assess the situation of increase in water level over the years through global warming. 
But the process can be more perspicuous if the work is extended to hyperspectral 
images. The algorithms that are newly employed using complex deep neural networks 
can give a presumable spike in accuracy and decrease the time taken for the process.
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Fig. 7 Change map 
obtained by PCA K-means 

Table 4 Metrics obtained 

Algorithm/metrics RMSE PSNR 

NDTS 0.0043071182 47.31626752546268 

PCA and K-means 0.0151108205 36.41423705747562
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Performance Evaluation of Neural 
Networks-Based Virtual Machine 
Placement Algorithm for Server 
Consolidation in Cloud Data Centres 

C. Pandiselvi and S. Sivakumar 

Abstract Cloud computing, an on-demand model that provides IT services as a 
utility, has become increasingly popular in recent years. To the contrary, the cloud’s 
resources are housed in data centres that have a major impact on the environment 
due to their high energy consumption. As a result, consolidating servers into fewer 
physical locations is a significant method for increasing data centre efficiency and 
reducing energy waste. In this work, we propose a technique for selecting and 
deploying servers and virtual machines using artificial neural networks. It forecasts 
user demand, evenly distributes work if the server is overloaded, trains a feed forward 
neural network with back propagation learning, uses a selection algorithm to deter-
mine which virtual machine to use, and finally uses a cross-validation algorithm 
to ensure that the placement was accurate. Cloud computing providers like Amazon 
(EC2), Microsoft Azure, and Google Cloud Storage provide the data used to measure 
the efficacy of server consolidation efforts. The algorithm’s experimental results are 
compared to those of other algorithms published by the same author, both in exact 
and heuristic optimization methods, that aim to achieve the same goals. 
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1 Introduction 

Cloud computing is a rapidly expanding technology that enables the delivery of IT 
services to end users on a utility basis. Those services are provided by massive, virtu-
alized data centres. For a cloud data centre to meet the demands of its customers, 
it must allocate its limited physical machines (PM) to accommodate as many 
virtual machines (VM) as the customers request, taking into consideration resources 
like processing power, random access memory, and storage space. Furthermore, 
increasing user demand has led to a rise in energy consumption in cloud data centres, 
which is becoming an increasingly pressing issue [1]. The studies have looked 
into ways to reduce data centre energy consumption by enhancing the data centres 
underlying hardware technology’s performance. 

Server consolidation is a method used by data centre energy management to lessen 
the amount of PM and, ultimately, the number of idle servers that must be powered 
down [2]. Choosing the consolidated target server for deploying the VM necessitates 
the use of energy management strategies. By employing server consolidation to 
minimize the necessary number of physical machines, it is possible to decrease the 
number of virtual machines. In order to determine the difficulty of assigning VMs to 
the optimal PM, the server consolidation algorithm (SCA) [3] can be used. 

By monitoring whether the PM is overloaded, SCA in the cloud data centre can 
determine whether or not virtual machines (VMs) should be moved away from the 
PM in question and into the hands of a less taxed one. In any other case, all VMs 
must be migrated off it before the PM can be put into a power-saving, low-power, 
or idle mode. In order to decide which virtual machines (VMs) on the overworked 
host should be moved, the VM selection algorithm can be used. To optimize resource 
utilization and energy consumption, assign the chosen VM to the active PMs using 
the VM placement algorithm [4]. 

Several problems, including performance degradation, unanticipated fluctuations, 
time-outs, longer response times, and VM failures, can be brought on by the SCA 
approach [5]. The three phases of server overloaded/under loaded detection, virtual 
machine selection, and virtual machine placement in SCA must be optimized in order 
to ensure the service is of a high quality whilst lowering energy consumption and 
increasing resource utilization [6]. Therefore, a new idea is proposed to hybrid the 
neural network in SCA. In this chapter, an enhanced server consolidation algorithm 
(ESCA) based on a neural network (NN) is proposed, the back propagation algorithm 
used to train NN such that, it predicts the users demand, equally distributes the 
workload across all the nodes to train feed forward NN. If there exists under loaded 
server, it will be put in idle else, the overloaded server is taken as a training data, and 
mean square error (MSE) value is calculated. By using the minimum MSE value, 
an intelligent decision-making selection algorithm is used to select the VM, and a 
placement algorithm is then used to place and cross-validate the placement of VM, 
resulting in efficient optimization [7]. 

ESCA algorithm performance is assessed using datasets from Amazon EC2, 
Microsoft Azure, and Google Cloud. A variety of instance types, geared to match
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various use cases, are available through Amazon EC2. In Microsoft Azure, there is 
an instance type that offers one or more scalable instance sizes to accommodate the 
demands of various workloads. The infrastructure of Google is present in Google 
Cloud, and it is utilized to create and run virtual computers. The experimental find-
ings unmistakably show that the suggested ESCA algorithm places VM effectively 
by meeting the optimization goals. 

To address the inefficient usage of server resources, reduce execution time, and 
manage resources efficiently, the following are some of the key contributions of this 
work: 

1. A selection algorithm based on neural networks is presented to choose a VM 
from a server that is overloaded. 

2. A placement algorithm based on neural networks is suggested to deploy and 
cross-validate the VM for effectiveness. 

3. A new idea is proposed to hybrid the neural network selection and placement 
algorithm for enhanced server consolidation in cloud data centres. 

4. The ESCA algorithm is compared to the algorithms with same objectives and 
showed that the VM placed effectively in proposed algorithm. 

2 Related Works 

Although many researchers have previously studied the server consolidation problem 
of virtual machine mapping, this work draws attention to some of the closest research 
in the context of server consolidation from a neural network perspective. In cloud 
data centres, some servers are overloaded for processing the user request services, 
some are under loaded, and some are totally idle. Turning off these idle servers and 
efficiently selecting and placing servers, transferring them from overloaded server to 
under loaded server, can also significantly reduce energy consumption. The work will 
not only save energy, it also utilizes the resources. But the problem lies in managing 
these idle servers, overloaded servers, and under loaded servers efficiently. 

Abohamama et al. [8] have a server consolidation with migration and selection 
system that has decreased the number of migrations. Heuristics-based linear program-
ming (LP) is developed to control migrations by including a constraint. A stable 
workload prevents a VM from migrating; instead, VMs with variable capacity are 
moved to lessen the need for real selection of servers. This will directly reduce the 
amount of electricity used. 

Pandiselvi and Sivakumar [9], a migration control strategy is suggested along with 
the three VM selection methods. These methods use a migration control mechanism 
to optimize performance by reducing the migrations for virtual machines and energy 
usage. It performs better than previous heuristic methods and further reduces network 
traffic. Ferreto et al. [10], Fuzzy logic has been used in a VM selection method. The 
author advised using the fuzzy VM selection with migration control technique to 
make an informed choice based on changing workload. The suggested fuzzy logic 
algorithms offer a variety of benefits that help with handling uncertainty in the real
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world and getting the best outcome through wise decision-making. The proposed 
technology saves energy whilst preserving QoS and has fewer SLA violations than 
existing methods. 

Beloglazov et al. [11], a linear technique was described for forecasting CPU 
usage. The linear regression function predicts both an under loaded host and future 
CPU use, which is useful for overload detection. The suggested method is used in 
Cloud Sim, and the outcomes show a substantial decrease in energy costs and the 
achievement of a high degree of QoS. In [12], Beloglazov et al., the same authors 
suggest lowering the active set of physical servers based on workload needs by using 
a reinforcement learning-based server consolidation method. This approach uses an 
agent to identify the optimum response. Based on the required resources at the time, 
it decides which host should be put in active mode or sleep mode. When compared to 
alternative dynamic consolidation methods already in use, the suggested technique 
effectively lowers energy use and the number of SLA violations. 

3 Materials and Methods 

The NN operate based on the learning principle, which means that they must first 
undergo training before they can process input to produce the intended output. These 
networks are skilled to process any job by modifying the weights, the value of link 
between the processing parts. After training, NN can be utilized to simulate different 
nonlinear applications and forecast any new situation [13]. The anticipated output 
will then be produced at the productivity layer at the conclusion of the learning 
process. As a result, it produces superior results when a prediction and validation are 
made appropriately. This section discusses the validation-based placement algorithm 
for VM and the prediction-based selection method for VM that is used in the ESCA 
algorithm.
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3.1 NN-Based Selection Algorithm 

A proposed NN-based selection technique aids in making intelligent decisions whilst 
choosing a VM from a loaded PM [14]. The server overload PM, which was obtained 
from the preceding server overload detection phase, is provided as an input. 

To choose the required VM from a loaded PM, training is done using feed forward 
and back propagation techniques. The information is initially transmitted from one 
end to the other using the feed forward technique, and then the back propagation 
learning algorithm trains the NN by propagating information backward to the hidden 
layer and subsequently to the input layer. The correlation coefficient and standard 
deviation are calculated repeatedly until the goal output is not met with the lowest 
possible error rate. Then, again it feed forwards to the productivity layer to select the 
VM. It helps in the increase in the performance of the system, as shown in Fig. 1. 

Fig. 1 Sequence diagram 
for neural network-based 
selection Algorithm
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Algorithm 1. Neural network based selection algorithm 

Input: Overloaded PMi(x) 
Output: Selected Vmi to be migration in VMi(m) 
1. Input overloaded PMi(x); 
2. VMi(m) = GetMigratableVMi(m); 
3. UMatrix (VMi) = UtilizationMatrix (VMi); 
4. Metric(ni) = Cor-Co (UMatrix (VMi)); 
5. For each VMi(j) of Metric(ni) 
6. CPUhisi( ) = GetCPUHist(j); 
7. SD(i) = SD (CPUhist) by equ (1); 
8. COR(i) = Cor-Coeff(i); 
9. Outputneural = trainingdata (SD(i), COR(i)); 
10. If the mse of Outputneural is minimum then VMi(s) = j; 
11. End; 
12. Return VM(s); 

The selection algorithm is illustrated in Algorithm 1. The overloaded PM serves 
as the algorithm’s sole input. The earlier phase detects the overloaded PM: detection 
of overload. The GetMigratableVMi(m) function pulls all the VMs that are currently 
placed on that PM after having the PM(x) at step-1 and step-2 (x). The usage matrix of 
the VM is calculated by the UMatrix (VMi)function at step 3. Step 4 of the function 
calculates the correlation coefficient, which states that the likelihood of a server 
being overloaded increases with the correlation between the resource demands of 
the applications running on it. The correlation coefficient is based on the UMatrix 
(VMi) and is stored at Metric (n). 

At steps 5 and 6, the function CpuHistory is used to retrieve the CPU usage history 
of I for each VMi(j). Using the standard deviation, SD Eq. (1) from CPUhist, SD(i), or 
standard deviation, is determined at step 7. Correlation for this VM will be retrieved 
at step 8. At step 9, the neural network will receive the training data and use the 
feed forward and back propagation learning approach to produce a VM output with 
the lowest possible MSE value. For migration, the VM with the lowest mean square 
error will be chosen. The chosen VM is finally returned in step 13 for placement. 

Correlation 

The possibility of a server being overloaded increases with the correlation between 
the resource usage of the apps operating on it. From step 4, the VM that can cause 
the server to get overwhelmed is described. A VM that has a low correlation with 
another VM should be moved. 

Standard Deviation 

If the SD is high in dynamic server consolidation, it means the CPU request varies 
frequently, whereas if it is low, it means the VM is consistently utilizing resources. 

SD = 
√
1/n 

n∑

i=1

(
CPUid − CPUavg

)2 
(1)
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CPUi represents the ith CPU capacity, CPUavg represents the average CPU 
capacity, and n represents the number of CPU capacity resources used. Equation (1) 
can be used to calculate the SD of CPU utilization for a certain VM. 

3.2 NN-Based Placement Algorithm 

NN-based placement algorithm is utilized to fit the most VM into the fewest PM [15]. 
The fundamental goal of placement is to conserve energy and fully avoid resource 
use possible. The neural network back propagation training algorithm is executed 
to cross-validate the placed VM using false placement. The placement method uses 
the best-fit strategy, which places the elements in the order they came. The next 
item should be put where its capacity is closest. The placement algorithm is used 
to distribute the most VM into a limited number of PM after determining whether 
the item does not meet the capacity of the current PM [16]. For effective resource 
usage and energy efficiency in cloud data centres, the NN is used to cross-validate 
the placement of virtual machines to determine whether they are suited for the PM 
or not, as depicted in Fig. 2. 

Fig. 2 Sequence diagram for neural network-based placement algorithm
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Algorithm 2 Neural network based placement algorithm 

Input: PMList, VMList 
Output: Efficient placement of VM 
1. for each PM in PMList do 
2. Sort VMList of cpu for utilizing in decreasingorder; 
3. for each VM in virtualmachineList do 
4. minEnergy←∞; 
5. placed PM ← Null; 
6. for each PM in physicalmachineList do 
7. if PM has adequate resources for VM then 
8. if PM is postponed then 
9. Energy ← estimate Increase in Energy (PM, VM (cpu)) by equ (4); 
10. if energy <minEnergy then 
11. place the VM in PM 
12.Input Energyconsumed 
13. Updated_Weight= Createweightiness Linear ax+b and Quadratic ax2+bx+c 
14. Epoch_Counter_value =n; Propagation_Counter_value=0; 
15. While Epoch_value<Propagation_value || Gradient_Value<Updated_Weight 
16. If the mse_value is minimum then 
17. place the VM in PM; 
18. End if; 
19. Test_Set= energyConsumption; 
20. Simulate (Test_Set, MSE, Placed VM, False Placement ); 
21. Evaluate Execution time of the algorithm; 

The algorithm 2 shows how the placement algorithm-based NN operates by 
arranging the incoming virtual machine list entries according to CPU capacity utiliza-
tion in ascending order. The PM checks for resource availability; if resources are not 
available, the PM is placed on a virtual machine (VM); this works as a best-fit method. 
The PM then determines the increase in energy usage following the deployment of 
the present VM. The PM with the smallest increase in energy use is subsequently 
assigned the VM. As indicated in Fig. 2, the input layer of the NN receives the energy 
used by each VM as input from I1 to In. The energy usage of every VM that has 
been put is then taken as raw data by a hidden layer that has been generated. The 
quadratic equation ax2 + bx + c and the linear equation ax + b are used to calculate 
the weight of the energy that has been consumed. Data processing occurs on the 
hidden layer between H1 and Hn. The neural network uses the energy consumed as 
training data. After that, the energy consumption of all the VM is added, and the 
mean of that number is used to calculate the gradient’s value. It is then multiplied 
by the bias value, which is the network random number, to propagate the data in the 
feed forward NN. 

The MSE is used as the performance metrics to determine error, and the linear 
and quadratic weights are then changed in accordance with the MSE in order to 
reduce error to the absolute minimum. Every VM constantly propagates this energy 
consumption with different uninformed constants (a, b, and c) in order to calculate 
the mean square error, which is then utilized to update weights.
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It uses all available energy consumption using Eq.(4) data from all virtual 
machines to train the network until gradient and epoch requirements are not met. The 
one advancing pass in this three-layer feed forward NN is called the epoch. There 
have been 50 epochs taken. When the slope is satisfied or the specified number of 
epochs has been used, data propagation will halt. 

The training of the neural network is finished when the gradient is satisfied. 
Consumed energy is passed during the initial iteration and will serve as a previous 
weight during the subsequent repetition. 

The circulated energy consumption at the output layer is calculated by adding each 
time’s new value to the preceding value. Epochs are terminated and the gradient will 
satisfy when the charge of the final element is greater than or equal to the slope value. 
The neural network training is carried out to determine the viability of the discovered 
solution and to cross-validate the inserted VM using false placement Eq. (3). There 
are two sub problems within the placement problem for energy efficiency. The first 
is to put the requested VM on the PM using Eq.(2), and the second is to make the 
current placement as effective as possible. However, in our NN-based placement 
approach, these issues are solved simply positioning the VM. 

VM Placed 

The logarithmic meaning of experimental output xi divided by MSE_value is 10 
times multiplied by the placed VM. This parameter assists in keeping the correctly 
placed VM from turning false in the subsequent iterations, as indicated in Eq. (2) 

VM = 10 ∗ log(xi  )/MSE_Value (2) 

False Placement 

False placement is any placement that the execution algorithm does not expect, as well 
as any placement that does not take place because resources are not used effectively 
[17]. The outcomes of the ESCA are described by this parameter. The threshold value 
is used to find the false placement as described in Eq. (3). 

Threshold value = nweig
[
tweig

]
X/100 (3) 

nweig (new weight) = Energy consumption in NN 
tweig (total weight) = Total consumed Energy. 
X is the percentage of threshold value like 25, 50, 75, 100%. 

Energy Consumption 

The energy consumption (ECP) by servers can be accurately described by a linear 
relationship between the energy consumption and CPU utilization [18]. In general, 
given a CPU utilization v ∈ [0,1], let utilization of CPU v(t) be the function of time 
t, the energy consumed by the server can be denoted as: 

ECP(v(t)) = Estatic + Edynamic.v(t) (4)
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where, v is the percentage of CPU utilization based on time (t), Estatic refers to 
static energy consumption which is independent of workload. Edynamic refers to 
the dynamic energy consumption based on time (t). 

3.3 Enhanced Server Consolidation Algorithm (ESCA) 

The proposed ESCA, based on NN, is mainly categorized into two sub problems, 
i.e., VM selection and VM placement. VM selecting and deploying servers on virtual 
machines, if the server is overloaded, trains a feed forward neural network with back 
propagation learning, uses a selection algorithm to determine which virtual machine 
to use, and finally uses a cross-validation algorithm to ensure the placement was 
accurate. 

The dataset considered are the VM instance type provided by the Amazon EC2 
[19], Microsoft Azure [20] and Google Cloud [21], as shown in Table 1. In this work, 
four different numbers of VM instance types have been chosen, including 25 VM, 
50 VM, 75 VM, and 100 VM. 

In ESCA, the input data is initialized and distributes the workload dynamically. 
Training is done in feed forward propagation. Depending upon the MSE error, the 
user request for resources is placed in PM. 

If the error is not minimized, indicating that the server is overloaded, it selects the 
VM using a selection algorithm and allocates resources according to its demand using 
a placement algorithm. Thus, it always cross-validates the placement and replaces 
the VM, according to the current demand of resources, resulting in lower energy 
consumption and improved resource utilization, as shown in Fig. 3.

Table 1 Virtual machine instance type dataset 

Cloud service 
provider 

VM instances type Number of VM 
instance types 

CPU Capacity Memory in GB 

Microsoft 
Azure 

1/H1V2 25 1 3.5 

2/H2V2 50 2 7 

3/H3V2 75 4 14 

4/H4V2 100 8 28 

Google Cloud 1-C1-STD 25 1 3.75 

2-C1-STD 50 2 7 

3-C1-STD 75 4 15 

4-C1-STD 100 8 30 

Amazon EC2 AEC2.small.1 25 1 2 

AEC2.large.2 50 2 8 

AEC2.xlarge.3 75 4 16 

AEC2.2xlarge.4 100 8 32 
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Fig. 3 Sequence diagram of 
an enhanced server 
consolidation algorithm 

Algorithm 3 Enhanced Server Consolidation Algorithm 

Input: PMList, VMList 
Output: Energy usage, Resource utilization and execution time 
1.Training network starts (network, epoch) 
2.For epoch in search range 
3.Forward propagate(network) 
4. error ← estimated error; 
5. if error <minError then 
6. allocate the VMList in PMList; 
7. else 
8. select VMList using algorithm.1; 
9. place VMList using algorithm.2; 
10. backward propagate the VMList placement; 
11. Training success; 
12. allocate the VMList in PMList; 
13. End; 

The algorithm 3, which is provided, explains the fundamental idea of the increased 
server consolidation strategy. At first, servers are formed, virtual machines are 
assigned to the available servers, and virtual machines are given CPU capacity. 
Check for underload at each defined time period, identify the server that is being 
used less, put that server in sleep mode, and move the virtual machine to another 
active server. Locate the overloaded detection, choose the VM that will be migrated 
using Algorithm 1, and put the VM that will be placed on the available servers using 
Algorithm 2. Calculate the resource usage, energy use, and algorithm execution time 
at the conclusion of the simulation experiment.
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4 Results and Discussion 

Cloud computing enhances its performance by using an efficient server consolida-
tion algorithm based on performance metrics. The metrics include execution time, 
energy consumption, resource utilization, reliability, scalability, and many others. 
The ESCA algorithm intends to attain the consolidation of servers with minimum 
energy consumption, execution time, and maximum resources utilization. To illus-
trate the feasibility and efficiency of the ESCA, the performance results of the 
algorithm are analysed and presented in this section. 

The experiments have been conducted to evaluate the performance of the ESCA 
in Python-Spider IDE simulator. In ESCA algorithm, the MSE value is calculated for 
VM selection algorithm and VM placement algorithm. To optimize the propagation 
error in ESCA, Mean Square Error (MSE) value using Eq. (5) is taken as a parameter. 

It is calculated as follows: 

MSE = 1/n 
n∑

i=1 

(pv − ov)2 (5) 

MSE is a measure to quantify the difference between pv predicted values and ov 
observed values of the quantity being calculated and n is the size of the sample set. 
Data passes across the neurons from the input layer to the hidden layer and then to 
the output layer as the neural network learns from a specific dataset. The NN will 
then be trained using a back propagation technique to reduce error rates and reach 
the desired value. It is regarded as a supervised learning method as a result. The 
experiment uses the epoch value of 50. The term “epoch” refers to how many times 
the algorithm has seen the whole training dataset. Therefore, one epoch is finished 
each time the algorithm encounters the dataset to compute the output. 

According to Fig. 4, it has taken six epochs to get the necessary output after 
the data has been passed through the algorithm both forward and backward. Figure 
illustrates the performance evaluation of minimum MSE value graph, which shows 
how the mean square error rate decreases gradually as the network learns. To identify 
the optimal selection of VM using NN model, the minimum value of MSE was 
employed.

The training process was conducted using a back propagation algorithm as the 
optimization procedure. The optimal MSE value is calculated as 201.02 using Eq. (5). 
The minimum MSE value of the VM is selected and migrated using a selection 
algorithm and cross-validation of placement in a placement algorithm. Minimizing 
MSE is a key criterion in selecting VM and placing VM. The number of resources 
utilized and energy consumed by the resources are calculated in ESCA algorithm, 
as shown in Table 2.

The number of VM instance types is taken as 25, 50, 75, and 100 VMs. The three 
datasets are implemented individually in ESCA algorithm, the resource utilization 
in numbers and energy consumption in KHW is obtained. Therefore, for ESCA
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Fig. 4 Minimum mean 
square value

Table 2 Simulation result of enhanced server consolidation algorithm 

Number 
of VM 
instance 
types 

Amazon EC2 Google Cloud Microsoft Azure 

Resource 
Utilization 

Energy 
Consumption 

Resource 
Utilization 

Energy 
Consumption 

Resource 
Utilization 

Energy 
Consumption 

25 3 150.45 2 55.89 5 53.11 

50 5 148.89 4 102.67 3 110.32 

75 4 135.89 2 120.88 6 137.97 

100 2 128.70 3 150.23 1 185.12 

Total 14 563.93 11 429.67 15 486.52

algorithm, the maximum resource utilization is obtained in Microsoft Azure dataset 
and the minimum energy consumption is obtained as 429.67 in Google cloud dataset. 

To determine the time complexity for a trained neural network with three layers, 
i, j, and k, where I stands for the number of input nodes, j for the number of hidden 
nodes, and k for the number of output nodes. The t training with n epochs, the 
result of the duration of network depends on the structure and numbers of layers in a 
neural network is O(nt*(ij + jk + ki). Big O formula in the ESCA algorithm is used 
for faster and more efficient memory and timewise. The Big O is a mathematical 
operation that expresses the number of training and number of epochs increases the 
number of steps increase in algorithm. In ESCA algorithm, the time complexity for 
Amazon EC2 is 1.0 s, for Google Cloud is 2.0 s, and for Microsoft Azure is 1.0 s, 
hence the time complexity is less and same for Amazon EC2 and Microsoft Azure 
dataset. Experiments are carried out to compare the performance of ESCA with 
BFRU algorithm in [22] and VMBP algorithm in [23]. All three algorithms share the 
same objectives; therefore, they are compared to three different metrics namely the 
resource utilization in numbers and the energy consumption in KWH (Kilowatt per 
hour) and execution time in seconds.
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In Best-fit resource utilization algorithm (BFRU), the constraint programming 
technique is applied for virtual machine placement in cloud environments. It is bene-
ficial for combinatorial search problem, where solution must satisfy the constraints 
on relation between variables. The constraints are applied to allocate VM to PM. 
The goal of the BFRU algorithm is to lessen the amount of PM and energy use. The 
virtual machine bin packing (VMBP) algorithm is used to find actual mapping of 
VM to PM. It is possible to maximize the resource utilization by tightly packing the 
VM required to be running on to the least number of possible PM. The ESCA-based 
NN is used to improve resource utilization and lower data centre energy demand. 
The resource utilization required for placement of VM and the energy consumption 
in KWH and execution time of the ESCA, BFRU, and VMBP algorithms are given 
in Table 3. The comparison is done with Amazon EC2 datasets having 25,50,75 and 
100 VMs. 

Figure 5 shows the simulation outcome of the resource use of ESCA, BFRU, and 
VMBP for the Amazon EC2 dataset. The findings demonstrate that, in comparison to 
BFRU and VMBP, ESCA boosts resource consumption. The horizontal axis shows 
the various sets of VMs with various instance types that were taken into consideration 
for the trials. The vertical axis displays the actual resource usage as determined by 
algorithms for ESCA, BFRU, and VMBP. 

Figure 6 shows the energy simulation results for the ESCA, BFRU, and VMBP 
for the Amazon EC2 dataset. It is discovered that the proposed ESCA algorithm 
consumes much less energy when compared to BFRU and VMBP. Since ESCA uses 
only 429.67 Kwh of energy at a minimum, the research’s goal is met with this low 
energy usage.

Table 3 Results of resource utilization and energy consumption results for Amazon EC2 

Cloud 
service 
provider 

Number 
of VM 
instance 
types 

Resource utilization Energy consumption in 
KWH 

Execution time in Sec 

BFRU VMBP ESCA BFRU VMBP ESCA BFRU VMBP ESCA 

Amazon 
EC2 

25 4 2 3 160.38 175.88 150.45 2.2 1.8 1.0 

50 3 3 5 170.66 172.96 148.89 

75 3 1 4 185.56 160.88 135.89 

100 0 0 2 189.08 152.00 128.90 

Total 10 6 14 649.22 661.72 563.93 

Fig. 5 Simulation results of 
resource utilization for the 
Amazon EC2 data sets 
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Fig. 6 Simulation results of 
energy consumption for the 
Amazon EC2 data sets 
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Similarly, the resource utilization and the energy consumption in KWH using 
ESCA, BFRU, and VMBP algorithms for Google cloud data sets are given in Table 4. 
The energy consumption of Google cloud datasets implemented with ESCA are 
55.98, 102.67, 120.88, and 150.23. The simulation result of energy consumption of 
ESCA, BFRU, and VMBP for Google Cloud dataset is shown in Fig. 7. The results 
explore that BFRU and ESCA increases the resource utilization than VMBP. 

The horizontal axis shows the various sets of VMs with various instance types 
that were taken into consideration for the trials. The vertical axis displays the actual 
resource usage as determined by algorithms for ESCA, BFRU, and VMBP. 

The simulation result of energy consumption of ESCA, BFRU, and VMBP for 
Google Cloud dataset is shown in Fig. 8. When comparing ESCA with BFRU

Table 4 Results of resource utilization and energy consumption results for Google Cloud data sets 

Cloud 
service 
provider 

Number 
of VM 
instance 
types 

Resource utilization Energy consumption in 
KWH 

Execution time in Sec 

BFRU VMBP ESCA BFRU VMBP ESCA BFRU VMBP ESCA 

Google 
Cloud 

25 3 1 2 78.91 60.76 55.98 2.5 1.7 2.0 

50 2 3 4 129.56 120.45 102.67 

75 1 2 2 150.41 138.44 120.88 

100 5 4 3 201.55 166.21 150.23 

Total 11 10 11 560.43 485.86 429.67 

Fig. 7 Simulation results of 
resource utilization for the 
Google cloud data sets 
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Fig. 8 Simulation results of 
energy consumption for the 
Google cloud data sets 
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and VMBP, it is found that the ESCA algorithm significantly reduces the energy 
consumption. Minimum energy consumption by ESCA is 429.67 Kwh. 

Similarly, the resource utilization and the energy consumption in KWH using 
ESCA, BFRU, and VMBP algorithms for Microsoft Azure data sets are given in 
Table 5. Figure 9 shows the simulation outcome of the resource use of ESCA, 
BFRU, and VMBP using the Microsoft Azure dataset. The findings demonstrate 
that, in comparison to BFRU and VMBP, ESCA boosts resource consumption. The 
horizontal axis shows the various sets of VMs with various instance types that were 
taken into consideration for the trials. The real resource use of ESCA, BFRU, and 
VMBP is shown on the vertical axis. Figure 10 illustrates the energy simulation 
outcome for ESCA, BFRU, and VMBP using the Microsoft Azure dataset. It is 
discovered that the energy usage of the suggested ESCA algorithm is much lower 
when compared to BFRU and VMBP. A minimum of 486.52 Kwh of energy is used 
by ESCA. The investigations are done to analyse the effect of ESCA algorithm in 
overall resource utilization of all the active servers and the total energy consump-
tion of all the active PM and the time taken for placing a VM, it is observed that 
the minimum time has been taken for placing a VM when compared with BFRU 
algorithm and VMBP algorithm. 

The ESCA method, which is based on neural networks, is adaptable to the 
changing cloud environment. While neural networks may need some time to adapt to

Table 5 Results of resource utilization and energy consumption results for Microsoft Azure data 
sets 

Cloud 
service 
provider 

Number 
of VM 
instance 
types 

Resource utilization Energy consumption in 
KWH 

Execution time in Sec 

BFRU VMBP ESCA BFRU VMBP ESCA BFRU VMBP ESCA 

AZURE 25 4 3 5 57.67 56.01 53.11 2.3 1.8 1.0 

50 3 2 3 147.25 125.67 110.32 

75 5 4 6 150.57 138.86 137.97 

100 2 0 1 235.11 198.55 185.12 

Total 14 9 15 147.65 129.77 486.52
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Fig. 9 Simulation results of 
resource utilization for the 
Microsoft Azure data sets 
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Fig. 10 Simulation results 
of eergy consumption for the 
Microsoft Azure data sets
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sudden and abrupt changes, their strength lies in their ability to do so effectively, given 
the ever-changing nature of information. To reduce error rates and attain the desired 
value, the network is trained using the back propagation approach in the ESCA 
algorithm. Thus, the ESCA algorithm’s time complexity with the Amazon EC2, 
Microsoft Azure, and Google cloud datasets is 1.0 s, 2.0 s, and 1.0 s, respectively, 
to reach the goal result. The training value is therefore the smallest possible value, 
and the epoch value is obtained as 50. When compared to the BFRU method and the 
VMBP algorithm, the ESCA algorithm has a greater time complexity. Consequently, 
the proposed algorithm achieves significant results with neural network. 

5 Conclusion 

Server consolidation techniques are a dynamic research area that has inspired a lot 
of excitement about how to efficiently map VM to PM, so that resources can be 
used to their maximum capabilities. In this research work, a new idea to hybrid a 
neural network and server consolidation namely an enhanced server consolidation 
algorithm with neural network is proposed, in which neural network predicts the
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demand and thus place the resources according to that demand reduces the energy 
consumption of the data centres and it achieved high resource utilization by the 
way of using minimal number of PM. After running the simulation and comparing 
the results with the current BFRU and VMBP algorithms, it was discovered that 
using neural networks yielded better energy savings and system performance than 
the traditional strategy of consolidating servers. 
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Low-Resource Indic Languages 
Translation Using Multilingual 
Approaches 

Candy Lalrempuii and Badal Soni 

Abstract Machine translation is effective in the presence of a substantial parallel 
corpus. In a multilingual country like India, with diverse linguistic origins and scripts, 
the vast majority of languages need more resources to produce high-quality trans-
lation models. Multilingual neural machine translation (MNMT) has the advantage 
of being scalable across multiple languages and improving low-resource languages 
via knowledge transfer. In this work, we investigate MNMT for low-resource Indic 
languages—Hindi, Bengali, Assamese, Manipuri, and Mizo. With the recent success 
of massively multilingual pre-trained models for low-resource languages, we explore 
the effectiveness of using multilingual pre-trained transformers—mBART and mT5 
on several Indic languages. We perform fine-tuning on the pre-trained models in a 
one-to-many and many-to-one approach. We compare the performance of multilin-
gual pre-trained models with multiway multilingual translation trained from scratch 
using a one-to-many and many-to-one approach. 

Keywords NMT · Multilingual neural machine translation · Low resource ·
Mizo · Indic · BLEU 

1 Introduction 

Machine translation (MT) quality for bilingual language pairs has shown notable 
improvements with neural approaches like neural machine translation (NMT). Trans-
lation between pairs of high-resource languages with large corpora has made rapid 
advancements in terms of translation quality. However, low-resource languages still 
have a long way to go, given that NMT systems are frequently resource-intensive. 
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Due to the shortage of publicly available parallel data, researchers’ attention has been 
directed to utilizing readily accessible resources, such as monolingual data. Another 
reason for employing monolingual corpora is that they are far more abundant than 
parallel corpora. They facilitate language model development for specific languages. 
Unsupervised NMT (UNMT) exploits the monolingual data for translation with-
out any requirement for parallel data between the language pairs. Initially, UNMT 
assumes that no supervisory signal exists between the language pairs. Training solely 
depends on cross-lingual signals obtained through cross-lingual word embeddings. 
However, the shared representation between the languages restricts translation perfor-
mance for distant languages. Furthermore, translation often requires multiple systems 
to be trained when numerous language pairs are incorporated into the MT system. 
This further led to the development of single NMT systems that can simultaneously 
train multiple languages, which can translate to and from N languages that are present 
during the training. 

Multilingual neural machine translation (MNMT) has gained traction in recent 
years, which has shown improved translation quality for resource-constrained lan-
guages. MNMT accomplishes the task of translating multiple languages using a 
single model. In MNMT, the transfer of knowledge is facilitated by the joint training 
of diverse language pairs, which has been found beneficial for low-resource lan-
guages. Moreover, it utilizes available linguistic resources, streamlines the overall 
training process, and thus improves the generalizability and translation quality as a 
result of exposure to multiple languages. MNMT training is often carried out through 
transfer learning (i.e., high-resource to low-resource languages), pivot language, or 
multiway translation, where a single model simultaneously trains multiple languages 
for one-to-many, many-to-one, and many-to-many translations. 

Recent success in large pre-trained language models like mBERT [ 1], mBART 
[ 2], and mT5 [ 3] has led to significant gains on tasks such as multilingual translation. 
Both these models employ an encoder-decoder architecture with several objectives 
like span corruption, and permutations. Low-resource languages have been found to 
benefit from these massively multilingual MT models. Motivated by the advantages 
of large pre-trained models, we leverage seq2seq multilingual pre-trained models like 
mBART and mT5 and explore their effectiveness on Indic languages. We specifically 
focus on Indic languages like Manipuri (mni), Assamese (asm), Bengali (bn), and 
Hindi (hi) in this study. Mizo and Manipuri belong to the Tibeto-Burman language 
family, while Assamese, Bengali, and Hindi belong to the Indo-Aryan language fam-
ily. During the fine-tuning from pre-trained models, lus, mni, and asm are unseen 
languages that were not present during the pretraining stages. We also train a mul-
tilingual NMT system in a one-to-many and many-to-one approach from scratch. 
We evaluate the performance of the models using bilingual evaluation understudy 
(BLEU) and Character n-gram F-score (ChrF).
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2 Related Works 

Neural machine translation (NMT) has recently become one of the most promi-
nent approaches for machine translation owing to its simplicity and robustness. The 
standard bilingual MT supports the translation of bilingual language pairs, often 
resulting in multiple systems for each language pair. Since the collection of bilingual 
resources is a laborious task, many researchers have resorted to using other linguistic 
resources, such as monolingual data. Multiple efforts have been made to improve the 
quality of machine translation results, including unsupervised approaches with back-
translation and denoising autoencoders, semi-supervised and supervised approaches. 
Furthermore, transfer learning has been utilized to transfer knowledge in terms of 
learned parameters from high-resource to under-resourced language pairs. 

There has been a recent surge in works incorporating multiple languages as 
opposed to only bilingual pairs for translation. Multi-task learning-based MT 
approach was proposed in which a single shared encoder for the source languages 
and separate decoders for each target language were used [ 4]. Similar to this archi-
tecture, a multiway NMT with an added attention mechanism was introduced using 
a many-to-many translation for the languages involved [ 5]. A single framework 
for multilingual systems was subsequently proposed to simplify the training pro-
cess. A single model multilingual system that applied language-specific coding on 
subword tokenized input was introduced [ 6]. Google’s MNMT system also uses a 
single model, which added a target language tag at the start of each sentence input 
sentence prior to training [ 7]. This also allowed zero-shot translation for unseen 
languages not present during the training. Furthermore, massively multilingual sys-
tems extended the support to more than 100 languages for training. A many-to-many 
translation model was trained using 102 languages in high-resource settings and 59 
languages in low-resource settings [ 8]. The authors reported that the massive multi-
lingual many-to-many models outperform the bilingual models for similar settings, 
while low-resource MT also benefits from the large models. 

Some works on MT for Mizo languages have been reported. A comparative study 
on translations using PB-SMT and NMT was performed on English, and Mizo lan-
guage pairs where the authors performed a detailed analysis based on fluency and 
adequacy [ 9]. Another work reported on NMT using various configurations and using 
the transformer architecture [ 10]. A transformer-based NMT system has also been 
reported with error analysis performed on statistical and modern neural approaches 
[ 11]. The tonal nature of the language has been explored, and an English-Mizo corpus 
has been published recently [ 12].
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3 Background 

This section describes the background of multilingual NMT. 

3.1 Multilingual Neural Machine Translation 

The main objective of multilingual translation systems is to enable translation to and 
from multiple languages. MNMT training can be carried out in different ways, includ-
ing multiway translation [ 4, 5, 7], pivot language-based translation [ 13], and transfer 
learning [ 13] for low-resource languages. The multiway translation is typically a sin-
gle model that can be used to devise one-to-many, many-to-one, or many-to-many 
translation systems. For source languages . si , target languages . ti and .i ∈ N (. i = 1
to . N ) where . i is the selected language, and .N is the number of languages used 
during training. The parallel data for the languages are denoted as .C(si ) and .C(ti ). 
The training objective is to maximize the log-likelihood for the training data in all 
languages given as: 

.Lθ = 1

N

N∑

i=1

NC(si ),C(ti ).θ (1) 

Transfer learning is used for low-resource languages, which benefits from trans-
ferring the learned parameters from a high-resource language pair. A pivot language 
or a shared language pair is also used when no parallel corpus exists for a given 
language pair. 

3.2 Multilingual Pre-trained Models 

Self-supervised pretraining, such as BART [ 14] and T5 [ 15], has been widely used 
in a variety of language processing tasks. For MNMT, models like mBART [ 2], and 
mT5 [ 3] have been built upon BART and T5, respectively. 

mBART uses a transformer-based encoder–decoder architecture that pre-trains 
on .N number of languages. For monolingual data .D = D1, D2, ..., DN and noise 
function . g, it aims to predict the uncorrupted input text .X given that .g(X). The  
objective is to maximize the log-likelihood as: 

.Lθ =
∑

Di∈D

∑

X∈Di

log P(X |g(X); θ), (2) 

where i is the selected language. The noise function . g performs span text cor-
ruption and permutation of sentence order. mBART was originally trained in 25
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Fig. 1 Multilingual fine-tuning from pre-trained mBART model 

languages. mBART50 is an extension carried out by pretraining on 50 languages 
which we also use in our experiments. Figure 1 depicts a bilingual fine-tuning per-
formed by initializing an MT system with a large pretrained mBART model. mBART 
pretraining trains multiple unsupervised monolingual data, which is used to fine-tune 
downstream MT tasks. Fine-tuning is done on bilingual pairs English-Hindi, which 
is also extensible to multilingual pairs. 

mT5 pushes the limit further by pretraining on the Common Crawl dataset of 101 
languages. It closely follows the T5 encoder-decoder architecture using transformer 
models. Span corruption is also applied during pretraining, where spans of input text 
are masked. 

Using these multilingual pre-trained models as an initialization for downstream 
tasks such as machine translation has shown to be beneficial. Moreover, in addition 
to fine-tuning on bilingual pairs, multilingual fine-tuning can be done to enable the 
pre-trained models to carry out the multilingual translation. Multilingual fine-tuning 
can be performed by adding the language tokens to the source and target side, which 
are then fine-tuned on systems initialized with the pretrained models. 

4 Experimental Setup 

In this section, we present the dataset description and experimental setup for multiway 
translation and multilingual fine-tuning on pre-trained models. 

4.1 Data Description 

We perform experiments on a dataset obtained from PMI dataset 1 which consists 
of English and 13 Indian languages. Of these, we focus on English (en), Manipuri 
(mni), Assamese (asm), Bengali (bn), and Hindi (hi). Since the Mizo language is 
not included in the PMI dataset, we use a general domain dataset for both training

1 https://data.statmt.org/pmindia/v1/. 

https://data.statmt.org/pmindia/v1/.
https://data.statmt.org/pmindia/v1/.
https://data.statmt.org/pmindia/v1/.
https://data.statmt.org/pmindia/v1/.
https://data.statmt.org/pmindia/v1/.
https://data.statmt.org/pmindia/v1/.
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Table 1 Detailed statistics of parallel corpora for PMI dataset 

Languages Number of sentences..... en → xx

mni 7419 

asm 9732 

bn 29584 

hi 56831 

lus 61738 

and testing. For Mizo (lus), we use the parallel dataset manually collected from 
government websites and online blogs. However, the monolingual dataset is in-
domain, which is crawled from online news websites like Times of Mizoram 2 and 
Zalen. 3 For the rest of the languages, monolingual data is also obtained from the 
PMI dataset. The statistics of parallel data are presented in Table 1. We use 500 and 
1000 sentences for the validation and test sets, respectively, which are subsampled 
from the parallel dataset. 

4.2 Data Preprocessing 

During data preprocessing, the following steps were performed: 

– Using Moses 4, we preprocess English and Mizo since Mizo also uses the Latin 
script similar to English. For other Indic languages, we use the Indic NLP library 5. 
We perform normalization and tokenization on the data. 

– We perform subword tokenization based on Byte Pair Encoding (BPE) using Sen-
tencePiece [ 16]. The vocabulary size is fixed at 32k. 

– For many-to-one translation in a multilingual setting, we added a language tag 
at the source side indicating the target language as introduced in [ 7]. We do not 
perform transliteration into a unified script. 

4.3 Training Settings 

We conduct the experiments in two settings—multiway translation and fine-tuning 
on multilingual pretrained models like mBART and mT5.

2 https://www.timesofmizoram.com/. 
3 https://zalen.in/. 
4 http://www.statmt.org/moses/. 
5 https://github.com/anoopkunchukuttan/indic_nlp_library. 

https://www.timesofmizoram.com/.
https://www.timesofmizoram.com/.
https://www.timesofmizoram.com/.
https://www.timesofmizoram.com/.
https://zalen.in/.
https://zalen.in/.
https://zalen.in/.
http://www.statmt.org/moses/.
http://www.statmt.org/moses/.
http://www.statmt.org/moses/.
http://www.statmt.org/moses/.
http://www.statmt.org/moses/.
https://github.com/anoopkunchukuttan/indic_nlp_library.
https://github.com/anoopkunchukuttan/indic_nlp_library.
https://github.com/anoopkunchukuttan/indic_nlp_library.
https://github.com/anoopkunchukuttan/indic_nlp_library.
https://github.com/anoopkunchukuttan/indic_nlp_library.
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1. Multiway Translation: For multiway translation, we carry out many-to-one trans-
lation using Fairseq [ 17]. We perform multilingual translations from Indic languages 
to English. A transformer model consisting of six layers and a total of 512 hidden 
units for both encoder and decoder is employed for training. The optimization is per-
formed using Adam optimizer, where the learning rate is initially set to 0.001 with a 
dropout rate of 0.3. The models are trained using batches of 1024 tokens with 100k 
steps of training. We perform validation on the model using the BLEU and perplexity 
score on the validation set. The BPE tokenized subwords are rejoined during testing. 

2. Multilingual Pre-trained Models: During fine-tuning of pretrained mBART, we 
use the mBART50, which has been pre-trained on 50 languages using Fairseq. We 
fine-tune the model on the unseen bilingual language pair English-Mizo. We employ 
the Adam optimizer with a 0.0001 learning rate, a dropout of 0.3, and an attention 
dropout of 0.1. For a maximum of 80K steps, we keep the maximum token count 
at 256. We also carry out fine-tuning on the mT5 pre-trained model for bilingual 
English-Mizo pair using Simpletransformers library 6 which has been built on the 
Huggingface [ 18] transformers. We utilize the mT5-base model and set the maximum 
sequence length to 100, the maximum steps to 100K, and the dropout rate to 0.1. 

All of the models are trained on a single NVIDIA Quadro P4000 GPU. 

4.4 Evaluation Measures 

To assess the quality of translation results, we employ two automated evaluation met-
rics: bilingual evaluation understudy (BLEU) and Character n-gram F-score (chrF). 

1. Bilingual Evaluation Understudy (BLEU): BLEU [ 19] is a modified n-gram 
precision score used to measure the similarity of translated output to reference trans-
lations. It counts the number of n-gram matches in the reference translation of the 
n-grams in the translated output, normalizing the n-grams by the number of occur-
rences in the translated output. For all our experiments, we use SacreBLEU [ 20] on  
detokenized translation outputs, .n-gram matches up to 4-grams on a scale of 1–100. 

2. Character n-gram F-score (chrF): We also use  chrF [  21] as an automatic evalua-
tion measure to quantify the quality of translated output sentences. chrF is computed 
as character n-gram precision and recall, which is arithmetically averaged over all 
the n-grams. The character n-gram order is 6 and computed on a scale of 1–100. 

5 Experimental Results and Discussions 

This section gives the findings from our experiments utilizing the evaluation metrics 
from Sect. 4.4. Tables 2 and 3 present the automatic evaluation results in terms of 
BLEU and chrF scores, respectively, in both forward and backward directions for

6 https://simpletransformers.ai/. 

https://simpletransformers.ai/.
https://simpletransformers.ai/.
https://simpletransformers.ai/.
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Table 2 BLEU scores for multiway translation and fine-tuning from pretrained mBART and mT5 
models 

Model lus mni asm bn hi 

.← .→ .← .→ .← .→ .← .→ .← . →
One-to-many 
(O–M) 

– 15.6 – 9.2 – 10.5 – 12.1 – 16.3 

mBART50 
(O–M) 

– 21.1 – 13 - 15.4 – 16.2 – 23.6 

mT5 (O–M) – 20.2 – 14.8 – 16.2 – 15.5 – 26.9 

Many-to-one 
(M–O) 

19.3 – 16.2 – 17.4 – 16.3 – 24.3 – 

mBART50 
(M–O) 

23.4 – 17.2 – 19.3 – 25.8 – 31.7 – 

mT5 (M–O) 24.5 – 16 – 20.1 – 24.6 – 32.4 – 

Table 3 chrF scores for multiway translation and fine-tuning from pretrained mBART and mT5 
models 

Model lus mni asm bn hi 

.← .→ .← .→ .← .→ .← .→ .← . →
One-to-many 
(O–M) 

– 33.46 – 24.32 – 27.14 – 30.06 – 35.43 

mBART50 
(O–M) 

– 39.71 – 33.54 – 34.91 – 34.55 – 41.27 

mT5 (O–M) – 40.49 – 35.04 – 33.25 – 31.86 – 44.82 

Many-to-one 
(M–O) 

39.1 – 34.64 – 40.2 – 35.18 – 43.09 – 

mBART50 
(M–O) 

40.85 – 37.93 – 38.21 – 43.14 – 47.12 – 

mT5 (M–O) 42.11 – 35.02 – 40.45 – 41.90 – 48.53 – 

each setting. The performance of the model with the highest BLEU and chrF scores is 
the mBART50 model in both settings. mT5 multilingual fine-tuning also comes close 
to mBART where for languages like hi and asm, mT5 performs relatively better. We 
note that, in general, the performance of fine-tuning from the pre-trained systems 
is superior to that of the multiway translation model. This is also consistent with 
previous works [ 22]. Languages lus, mni, and asm are unseen languages that were not 
present during the pretraining of mBART and mT5. However, fine-tuning using the 
pre-trained models on the MT task shows significant improvements in performance 
for both seen and unseen languages. This indicates that large multilingual models 
pre-trained on multiple languages learn from exposure to various languages during 
training, and translation knowledge is transferred further to the translation task during 
fine-tuning.
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All languages used in our experiments-parallel and monolingual-are in-domain, 
except for lus, for which we employ parallel data from a generic domain for training 
and testing. The multilingual out-of-domain fine-tuning, however, appears to be help-
ful in knowledge transfer despite the languages not being present during pretraining 
since we see improvements in BLEU and chrF scores even for out-of-domain data. 

6 Conclusions and Future Scope 

In this paper, we present the results of multilingual NMT on a few Indic languages, 
using multiway translation and multilingual fine-tuning from large pre-trained mod-
els, namely mBART and mT5. We observe that multilingual fine-tuning significantly 
outperforms multiway translations trained from scratch without any pretraining. We 
perform a one-to-many and many-to-one translation for each setting. Our experimen-
tal results show that translation of knowledge from pre-trained models is beneficial, 
even for unseen languages. Furthermore, multilingual fine-tuning is also beneficial 
for unseen, out-of-domain data. In the future, we will explore the significance of lan-
guage similarity in enhancing MNMT quality and addressing language divergences. 
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DCC: A Cascade-Based Approach 
to Detect Communities in Social 
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Abstract Community detection in social networks is associated with finding and 
grouping the most similar nodes inherent in the network. These similar nodes are 
identified by computing tie strength. Stronger ties indicate higher proximity shared 
by connected node pairs. This work is motivated by Granovetter’s argument that 
suggests that strong ties lie within densely connected nodes and the theory that 
community cores in real-world networks are densely connected. In this paper, we 
have introduced a novel method called Disjoint Community detection using Cascades 
(DCC) which demonstrates the effectiveness of a new local density-based tie strength 
measure on detecting communities. Here, tie strength is utilized to decide the paths 
followed for propagating information. The idea is to crawl through the tuple infor-
mation of cascades toward the community core guided by increasing tie strength. 
Considering the cascade generation step, a novel Preferential Membership method 
has been developed to assign community labels to unassigned nodes. The efficacy 
of .DCC has been analyzed based on quality and accuracy on several real-world 
datasets and baseline community detection algorithms. 
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1 Introduction 

Online social networks (OSNs) consist of inherent modular structures called commu-
nities where, nodes within a community are densely connected, and, nodes between 
communities are sparsely connected. Moreover, OSNs are predominantly used for 
information sharing because of its ability to connect geographically distant users. As 
information sharing occurs through social contacts, so the underlying network struc-
ture plays an important role in information propagation. Studying and analyzing the 
connections of the underlying network structure is vital for solving the problem of 
information diffusion and hence community detection. In OSNs, the strength of the 
connections shared by users is different. Numerous local similarity measures have 
been proposed to compute the strength of these connections using local neighbor-
hood similarity, such as Jaccard Index (JI), Preferential Attachment (PA), and Salton 
Index (SA). These local similarity measures are particularly beneficial in community 
detection because it has low time complexity. For e.g., .(α, β) algorithm utilizes JI to 
identify communities. 

Social network analysis is predominantly associated with analyzing the interac-
tion patterns among people, states, or organizations. These interactions among users 
help to reveal various important details of the underlying network structure [ 1]. The 
interactions in OSNs are dependent on the relationships shared by the connected 
users. These relationships are analyzed using tie strength measure. Strong ties cover 
densely knitted networks [ 2], and this idea is used to design a novel tie strength mea-
sure which is contingent on the neighborhood density of connected node pairs. Next, 
the tie strength is utilized to guide the interactions among individuals. Basically, 
.DCC utilizes the interaction paths to reach the core of communities. Studies suggest 
that community cores are most densely connected [ 3]; so, if we start the diffusion 
process from any node and approach toward the community core, the tie strength 
goes on increasing. Tracing all the interaction patterns is used for ensembling groups 
of similar nodes. Therefore, our work shows the effectiveness of the proposed tie 
strength measure and information diffusion strategy on the identification of opti-
mal communities. In this paper, the primary contribution is the introduction of a 
cascade-based method called Disjoint Community detection using Cascades (.DCC) 
which shows the significance of tie strength, neighbors of neighbors, and information 
diffusion for detection of communities. 

The rest of the paper is organized as follows. Section 2 discusses about the related 
work, Sect. 3 briefs about the proposed cascade-based community detection method, 
Sect. 4 discusses about the experimental setup, Sect. 5 discusses about the result 
analysis, and Sect. 6 concludes the paper.
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Algorithm 1: Disjoint Community Detection Using Cascades 
Input: G(V,E), p, U 
Output: C = {c0, c1, .., ck }: set of communities 
Procedure DCC(G(V , E), p, U): 

A ← empty list 
U ← list of all nodes 
Cl ← empty list : stores lists of cascades 
C ← empty list : stores lists of communities 
p ← select any random node from U 
remove(p,U) 
add(p,A) 
path_length = 1 
q ← find_maxts(p, Γ (  p)) 
while len(U)>0 do 

r ← find_maxts(q,Γ (q)) 
if NS( p, q) <= NS(q, r ) then 

store p in A 
remove (q, U ) 
path_length + +  
t ← q 
q ← r 

else if path_length > 1 then 
store q in A 
store A in Cl 
make empty A 
t ← r 

else 
t ← q :start new process with q 

if t in A and U not empty then 
p ← select any random node from U 

Assign community labels to all respective cascades in Cl and store in C 
while U not empty do 

PM(u, c j ) computed using equation ∀ u ∈ U , ∀ c j ∈ C 
C updated with addition of unassigned nodes to respective communities 

if two communities say, c1 ∈ C, c2 ∈ C share atleast 1 node then 
Merge(c1,c2) 

return C 

Algorithm 2: Neighborhood Similarity 
Input: G(V,E), p, q 
Output: ts: Tie strength value 
Procedure NS(p,q): 

if Γ (  p) == 1 or Γ (q) == 1 then 
ts  = 0 

else 
ts  = ρ p,q 

|χpq | 
return ts  

2 Related Work 

Increase in the size of social media users has made social network analysis very 
complex. Therefore, community detection task has been introduced to reduce the 
complexity of the original network in a substantial manner. Moreover, there are 
several potential applications of communities in OSNs such as it is used in rec-
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Algorithm 3: Find Maximum Tie Strength 
Input: G(V , E), p, Γ  (p) 
Output: q: neighbor of p sharing maximum tie strength with p 
Procedure find_maxts(G(V , E), p, Γ  (p)): 

max = 0 
for q in Γ (  p) do 

if NS( p, q) > max then 
max = NS( p, q) 

return q 

ommendation systems, trend analysis in citation networks, evolution of communi-
ties in social media, discovering fraudulent telecommunication network activities, 
and dimensionality reduction in pattern recognition. Therefore, several community 
detection techniques have been introduced till date to identify communities which are 
primarily classified into several approaches based on graph partitioning, clustering, 
modularity optimization, random walk, and diffusion community [ 4, 5]. Spectral 
bisection method is a graph partitioning technique which divides the graph into clus-
ters based on density of links within a cluster and between clusters [ 6, 7],.Gdmp2 [ 8] 
is a clustering technique where set of similar nodes are grouped together. It is usually 
of two kinds such as hierarchical clustering [ 9] and partitioning method of cluster-
ing [ 10, 11], Greedy-modularity.(GM) [ 12],.Kcut [ 13] are modularity maximization 
techniques which are based on partitioning the graph based on the best modularity 
value [ 14– 19], Diffusion Entropy Reducer.(DER) [ 20] uses random walk technique 
where communities are detected by adopting a walker where the overall time is 
dependent on the density of communities [ 21, 22], Label Propagation Algorithm 
.(LP A) [ 23] utilizes diffusion community method where similar nodes are grouped 
by propagating same action, property, or information in a network. 

3 Proposed Method 

The social contacts shared by an individual is indicative of some similarity possessed 
by the corresponding individuals, but mere connection is not enough to determine the 
most similar nodes present in the network..DCC addresses the role of tie strength and 
cascades in the identification of communities inherent in a network. In this section, 
we shall discuss the preliminary concepts that would be used throughout this paper 
followed by the discussion of .DCC algorithm in detail.
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3.1 Preliminaries 

Suppose, we consider a graph .G(V, E) where .V refers to set of nodes, .E refers to 
set of edges. For any node.v ∈ V , set of neighbors of. v is denoted by.Γ (v), degree of  
node. v is indicated by.| Γ (v) |. Then, for a connected node pair .(v, u) ∈ V , number 
of connections shared by common neighbors of . v and . u is indicated by .| σ(vu) |. 
Definition 1 (Unprocessed Node). Given a graph .G(V, E), a node .p ∈ V is an 
unprocessed node, if . p is not yet activated during the diffusion process. 

Definition 2 (Common Neighborhood). Given a graph .G(V, E) and a connected 
node pair say, .ep,q ∈ E , then common neighborhood is used to find the neighboring 
nodes related to . p and . q. Common neighborhood of .(p, q) pair is defined by 

. ρp,q = |Γ (p) ∩ Γ (q)| + |Γ (p) ∩ Γ (z)| + |
|Γ (q) ∩ Γ (z)| + |σpq |

+ |Γ (w) ∩ Γ (z)|, ∀(w, z) ∈ (Γ (p) ∩ Γ (q))

i f ew,z ∈ E, w /= z,

which indicates that .NS(p, q) is dependent on the degree exhibited by . p and . q. 
If either of the node’s degree is 1, then .NS(p, q) = 0. 

Definition 3 (Neighborhood Similarity). Given a graph .G(V, E), neighborhood 
similarity of an edge say, .ep,q ∈ E indicates the tie strength of . p and. q. It is defined 
by 

.NSp,q = ρp,q

| χp,q |, (1) 

where numerator term refers to common neighborhood of.(p, q) pair and denom-
inator term indicates number of nodes belonging to common neighborhood of. p and 
. q. 

Definition 4 (Cascade). A cascade is a tuple .(p, f ind_maxts(p, Γ (p), T ) which 
contains information about a node . p, neighbor of . p with which . p shares maximum 
.NS score indicated by . f ind_maxts(p, Γ (p)) at a certain time . T . 

It is important to understand how cascades are generated during the diffusion 
process and how these are used for identifying communities present in the network. 
Therefore, it is required to understand the .DCC algorithm to obtain a concrete idea 
of the community detection process. The details of the.DCC algorithm are discussed 
below.
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3.2 Disjoint Community Detection Using Cascades 

It is a cascade-based Disjoint Community detection approach..DCC comprises three 
steps. Firstly, cascades are generated by computing and comparing tie strength based 
on neighborhood similarity measure. Secondly, Preferential Membership method is 
proposed to assign community labels to the unprocessed nodes, and thirdly, merg-
ing step where communities sharing common nodes are merged. Let us now try to 
understand each of the steps with the help of pseudocodes and pictorial example. 

Cascade Generation: The path followed during information diffusion process is 
dependent on a novel tie strength measure called neighborhood similarity (.NS). 
Tracing the path generated during the diffusion process results in a set of cascades as 
shown in Fig. 1. Let us try to understand the cascade generation step illustrated in the 
first while loop in Algorithm 1 with the help of the cascade generation example on the 
simple graph as shown in Fig. 1. Suppose, node 13 (indicated by red colored node) 
initiates the diffusion process. Then, node 13 tries to activate its maximum.NS value 
neighboring node obtained using .Find_maxts. The illustration of . Find_maxts

Fig. 1 Demonstration of cascade generation step of .DCC algorithm using a simple graph. 
Peach colored nodes indicate inactive nodes, red colored nodes indicate active nodes, red arcs 
represent edges where active nodes try to activate their inactive neighbors, green arcs rep-
resent edges propagated once. Initially, node 13 initiates diffusion process, computation of 
.Find_maxts(13, Γ (13))=12 with.NS(13, 12) = 0.8, so node 12 activated and initiates diffusion, 
computation of.Find_maxts(12, Γ (12))=11,.NS(12, 11) = 1.0 and.NS(13, 12) <= NS(12, 11), 
node 11 is activated and initiates diffusion, computation of.Find_maxts(11, Γ (11)) gives no neigh-
bor of node 11 that shares greater tie strength than .NS(12, 11), cascade obtained is [13, 12, 11]
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is shown in Algorithm 3. Computation of .Find_maxts(13, Γ (13)) gives node 12 
with.NS(13, 12) = 0.8. Next, node.12 is activated. Next, node 12 tries to activate its 
neighboring nodes indicated with red arcs. The task is to identify the neighboring node 
say. r such that.Find_maxts(12, Γ (12)) = r (say) and.NS(13, 12) <= NS(12, r). 
We find. r=node 11 with.NS(12, 11) = 1.0, and hence, node 11 is activated, indicated 
with red color. Now, node 11 tries to find its maximum.NS value neighbor such that its 
tie strength is greater than or equal to.NS(12, 11). But, no such suitable neighboring 
node is obtained, and hence, the cascade obtained is .[13, 12, 11]. Next, all cascades 
for the remaining unprocessed nodes are obtained by repeating the above mentioned 
procedure. At the end of the cascade generation step, a list of cascades are obtained 
which are assigned with corresponding community labels. Next, labels are assigned 
to remaining unlabeled nodes using Preferential Membership (.PM). 

Definition 5 (Preferential Membership). Given graph.G(V, E), set of communities 
. C ; then, Preferential Membership is used to assign community membership . c j ∈ C
to an unlabeled node, .p ∈ V when .argmax

j
PM(p, c j ), ∀c j ∈ C . It is defined by 

.PM(p, c j ) =
∑

Γ (q)/=p,
q∈Γ (p),
q∈c j

| Γ (p) ∩ Γ (q) |
| Γ (p) | × | Γ (q) | .

(2) 

Nodes that are yet to be labeled are assigned with corresponding community labels 
using Eq. (2). Let us try to understand the membership assignment with an example. 
Suppose, we assign a community label.c1 to the cascade [13,12,11] as obtained from 
the cascade generation process. Now, node 10 (say) is one of the unprocessed node, 
then using Eq. (2), we compute .PM(10, c1). Considering this equation, we select 
node 13 which is one of the neighbors of node 10. Moreover, node 13 is also in . c1. 
Neighbors of node 13 is indicated by 

. Γ (13) = {10, 12, 11, 14, 15}.

Next, to compute Eq. (2), we need 

. Γ (12) = {11, 13, 14}.
Γ (11) = {10, 12, 13, 15}.
Γ (14) = {2, 10, 12, 13, 15}.
Γ (15) = {10, 11, 13, 14}.

Now, putting these values in Eq. (2), we obtain 

.PM(10, c1) = | Γ (10) ∩ Γ (12) | + | Γ (10) ∩ Γ (11) | + | Γ (10) ∩ Γ (14) | + | Γ (10) ∩ Γ (15) |
Γ (10) × Γ (13)

= 3 + 2 + 2 + 3

6 × 5

PM(10, c1) = 0.333.
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Fig. 2 Communities 
obtained by.DCC algorithm 
on karate dataset. Three 
different colors indicate 
three different communities 
obtained by incorporation of 
.DCC algorithm 

Merging: Merging is incorporated to obtain the final community set. Communities 
sharing at least one common node are merged. The final set of communities obtained 
by.DCC algorithm on the example graph is shown in Fig. 2. Therefore, incorporation 
of .DCC algorithm gives three set of communities. 

4 Experimental Setup 

In this section, we shall discuss about the experimental setup. Here, experiments are 
conducted to evaluate the comparative performance of.DCC with respect to the base-
line community detection algorithms. Evaluation is carried from three perspectives 
such as community detection algorithms, real-world datasets, and evaluation metrics. 
We have selected community detection algorithms that are based on network struc-
ture, modularity optimization, random walk, and neighborhood information of nodes. 

Community detection algorithms: Algorithms are based on diffusion such as 
Label Propagation Algorithm .(LP A) [ 23]; modularity maximization-based algo-
rithms such as Greedy-modularity .(GM) [ 12] and .Kcut [ 13]; random walk-based 
algorithm such as Diffusion Entropy Reducer .(DER) [ 20] and .Gdmp2 [ 8] based 
on clustering nodes. These algorithms are selected to analyze and compare the per-
formance of .DCC in terms of modularity, neighborhood information of nodes, and 
cascade information. Moreover, the evaluation of communities is carried in two 
perspectives such as quality and accuracy. Evaluation of community quality is per-
formed in terms of number of internal and external connections. Quality evaluation 
does not require ground truth information. Whereas, accuracy evaluation requires 
ground truth information. The following evaluation metrics have been considered 
for our experimentation purpose. 

Evaluation metrics: Quality metrics based on internal connections only such as 
NGM, Modularity Density, Z Modularity; external connections-based quality metrics 
such as Cut_Ratio have been used. Moreover, accuracy metrics such as Normalized
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Table 1 Dataset statistics 
Dataset # Nodes # Edges Avg. degree Dataset # Nodes # Edges Avg. degree 

Riskmap [ 24] 42 83 3.95 Dolphin [ 25] 62 159 5.12 

Karate [ 26] 34 78 4.58 Strike [ 27] 24 34 3.16 

Football [ 28] 115 613 10.66 Sawmill [ 29] 36 37 3.44 

First column contains dataset details,.# Nodes refers to number of nodes,.# Edges refers to number 
of edges, and Avg. degree indicates average degree of the graph 

Mutual Information (NMI) and Adjusted Random Index (ARI) have been used [ 14, 
30– 32]. Next, the above mentioned community detection algorithms are tested on 
several real-world datasets such as riskmap, karate, football, dolphin, strike, and 
sawmill are summarized in Table 1. These datasets are publicly available in online 
repositories such as SNAP [ 33]. The reason to select these datasets is availability of 
ground truth information and for ease of performance evaluation by visualization. 

5 Result Analysis 

The comparative results of .DCC algorithm with respect to the baseline algorithms 
considered in this paper have been represented in Fig. 3. Before discussing about 
the results obtained by incorporation of several evaluation metrics, let us first try to 
interpret the result of .DCC on karate dataset. .DCC gives three set of most densely 
connected communities on karate dataset. From this result, we can say that . DCC
works excellently to identify all groups of densely connected nodes irrespective of 
the size of such groups. 

Let us try to comprehend the results of .DCC obtained by incorporation of sev-
eral evaluation metrics one by one. Firstly, if we consider the result represented in 
Fig. 3a, .DCC gives the best Newman Girvan Modularity (NGM) score on riskmap, 
karate, and strike datasets. Whereas, the results on football, dolphin, and sawmill are 
comparative low. The reason for this is that .DCC algorithm explicitly identifies the 
densely connected group of nodes without considering the number of nodes in the 
corresponding group. Hence, low modularity value does not infer low quality com-
munities. The good performance of .DCC is also justified by the results obtained on 
the remaining quality metrics on football, dolphin, and sawmill network. 

Consider the results represented in Fig. 3b, clearly .DCC gives the maximum 
NMI, ARI, NGM score, and minimum Cut_Ratio score as compared to the baseline 
algorithms on strike dataset. Therefore, from these results, it is obtained that . DCC
shows excellent performance in terms of quality and accuracy on strike dataset. Sim-
ilarly, the results of .DCC in terms of these quality and accuracy metrics on other 
datasets are quite good. Also, results based on different variants of modularity such 
as NGM, MD, ZM, and results based on Cut_Ratio on riskmap and karate dataset 
as shown in Fig. 3c and d respectively are implication of the excellent performance 
of .DCC . Also, though we have not used any modularity-based optimization con-
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Fig. 3 Comparative analysis based on different evaluation metrics on real-world datasets, 
NGM: Newman Girvan Modularity, MD: Modularity Density, ZM: Z Modularity 

cept in .DCC algorithm, but the excellent modularity results are self-explanatory of 
the effectiveness of neighborhood similarity measure and Preferential Membership 
method. 

6 Conclusion 

In this paper, a novel tie strength guided cascade generation approach for community 
detection called .DCC has been developed. Depending on cascades that are gener-
ated, a new method called Preferential Membership has been designed. The inter-
pretation of communities obtained by .DCC algorithm assures its ability to identify 
densely connected communities irrespective of the size of such communities. We 
have considered six real-world datasets, five baseline algorithms, four quality evalu-
ation metrics, and two accuracy metrics for performance evaluation. The results given
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by.DCC confirm effectiveness of the proposed tie strength measure, cascade gener-
ation strategy, and Preferential Membership method. In the future, we shall examine 
the performance of .DCC on large real-world networks and synthetic networks and 
examine its performance. 
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Fault Classification and Its Identification 
in Overhead Transmission Lines Using 
Artificial Neural Networks 

Kathula Kanaka Durga Bhavani and Venkatesh Yepuri 

Abstract In modern power systems, fault classification and placement are critical 
for improving protection schemes, service reliability, and reducing line outages. 
However, due to the mutual coupling effect, it confronts usual issues in fault iden-
tification in double-circuit lines. Although several methods have been shown to be 
accurate in locating double-circuit line faults, they have limitations in certain situa-
tions such as a lack of synchronization between the measuring ends, identification 
of the type of fault, data before and after a fault, three-phase faults, and so on. This 
study offers an artificial neural network technique that uses a probabilistic neural 
network (PNN) for fault classification and a generalized regression neural network 
(GRNN) for fault localization to address some of these challenges. To categorize and 
detect the fault, the proposed technique leverages the fundamental current phasor 
magnitudes obtained at both circuit endpoints of the double circuit. To validate the 
proposed method, a 200 km overhead transmission line is simulated using MATLAB/ 
SIMULNK for all sorts of faults by varying location of the fault, resistance of the 
fault, and inception angle of the fault. 

Keywords 200 km overhead transmission line · Fault location · Neural networks 
(NN) · Current phasor magnitude ·MATLAB/SIMULINK 

1 Introduction 

Transmission lines are structures that are used in power systems to deliver elec-
trical energy across great distances. Transmission lines can be configured as single-
circuit transmission lines, double-circuit transmission lines, or multi-terminal trans-
mission lines based on the tower structure and conductor design. In modern power 
systems, double circuits are used where greater consistency and security is required.
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This double-circuit lines enable the transfer of more electrical power with less cost. 
However, running two circuits in parallel will cause mutual coupling between the 
conductors and also will increase additional problems in protection schemes. Fault 
location is a method that aims to accurately locate the occurred fault. Quick identifi-
cation of faults in transmission lines is needed, otherwise they can destroy the whole 
power system. The purpose of fault location is to improve service reliability, save time 
and money for repair, and reduce line outages and economic losses. There are various 
ways for locating faults in double-circuit transmission lines, including impedance-
based methods [1–6], high frequency-based methods [7], travelling wave method 
[8] and knowledge-based methods [9–13]. Out of this, the direct, simple, econom-
ical way of calculating the fault location is achieved by using the impedance-based 
method. Liao et al. [2] used current measurements from only one or two branches, 
but in this algorithm, a more comprehensive fault classification is required. Ning 
et al. [3] suggested an algorithm that leverages synchronized voltage measurements 
using PMUs and harnesses voltage readings from one or more branches. Behnam 
et al. [4] proposed an impedance-based fault location based on negative sequence 
voltage, but this method does not hold good for three-phase faults. Kale et al. [7] used  
a combination of neural network and wavelet transform consisting of time frequency 
analysis of fault-generated transients. Jiang et al. [8] proposed an improved fault line 
identification method based on initial process of zero sequence currents and voltage 
travelling waves. Gracia et al. [9], ANN structure is applied for classification and 
localization of faults in overhead transmission lines. The best structure is carried out 
by a software tool called SARENEUR. Anamika et al. [10] discussed an algorithm 
to classify and locate the fault by using only single end data. Despite the fact that it 
is sensitive to distant in feed, it is not relevant to all faults. 

All of the aforementioned approaches have certain drawbacks, such as the require-
ment for synchronization measurements, the categorization of fault types, the lack 
of before-and-after fault data, and the inability of some of them to find three-phase 
faults. ANN is utilized to categorize and find the error in order to get around some 
of these issues. PNN (probabilistic neural network) is used to categorize faults by 
utilizing pattern recognition. PNNs are a type of radial bias network that perform well 
for classification issues, whereas GRNNs (Generalized Regression Neural Networks) 
are used to locate faults. A GRNN employs the function estimate extracted from the 
training to approximate any arbitrary function between input and output vectors. 
Using MATLAB and SIMULINK, a conventional system of a 200 km, 400 kV 
double-circuit transmission line is simulated, tested, and the findings are determined 
to be correct. 

The following is how this paper is structured. Section 1 provides an introduction, 
Sect. 2 describes the usage of artificial neural networks in power systems, and Sect. 3 
discusses the suggested strategy. Section 4 compares the numerical simulation find-
ings for a double-circuit transmission line using an Artificial Neural Network to those 
of Behnam et al. [4]. Section 5 closes with conclusions.
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2 Methodology 

In order to estimate functions that are normally unknown, artificial neural networks 
(ANNs), which are computer models based on biological neural networks, are 
utilized. These are a subset of learning algorithms and nonlinear statistical models. 
Due to its effectiveness at pattern recognition, classification, generalization, and 
fault tolerance, ANN is frequently utilized in power systems. Offline data may 
be used to train ANN. They have excellent features such as generalization capa-
bility, immune to noise, and robustness. Load forecasting, fault diagnosis/location, 
economic dispatch, security evaluation, and transient stability are now the most 
popular ANN implementation areas. 

2.1 Proposed PNN and GRNN for the Classification of Fault 
and Its Location 

This part develops ANN-based fault diagnosis and classification for long transmis-
sion lines in power systems. Here, classification and location are found by using 
current phasors as inputs. The current phasors, in three phases at four bus bars, are 
taken as total inputs and training is done by using the offline phasors for a large 
number of various fault conditions. The number of conditions increases the accuracy 
rate for fault location and classification. 

2.2 Classification of Faults 

Robust and precise algorithms are required because fault type classification plays a 
significant role in relay protection for transmission lines in power networks. So, a 
new method is proposed and implemented here by using probabilistic neural network. 
The PNN inputs here are the magnitudes of three-phase currents measured at both 
ends of line1 and line2. Thus, there are twelve inputs for each line. Figure 1 displays 
the block diagram of proposed PRNN. Input vector = [ia1, ib1, ic1, ia2, ib2, ic2, ia3, 
ib3, ic3, ia4, ib4, ic4]. 

PNN requires a significant number of fault patterns to understand the problem in 
order to determine the kind of fault. By altering distinct fault sites, fault resistance, 
and fault inception angles, 1407 fault patterns are used to train the PNN. Now, the

Fig. 1 Schematic of 
proposed probabilistic neural 
network using fault classifier 
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equivalent outputs for faults of types AG, BG, CG, AB, BC, CA, ABG, BCG, CAG, 
and ABC are 1, 2, 3, 5, 6, 7, 8, 9, and 10, respectively. 

Output Vector = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. 

When the aforementioned input and output data patterns are used to train the 
PNN, it is discovered that the PNN accurately categorizes all sorts of errors in each 
circuit. 

2.3 Fault Location 

A generalized regression neural network (GRNN) is used in the suggested technique 
to accurately find the caused fault since it is crucial to do so in order to preserve 
the efficient and reliable functioning of the power system. The current magnitudes 
of both healthy and faulty line at two ends serve as the inputs for GRNN. Figure 2 
displays the block diagram utilizing the GRNN. 

GRNN input = [ia1, ib1, ic1, ia2, ib2, ic2, ia3, 
ib3, ic3, ia4, ib4, ic4] 

So the total number of inputs is twelve. The GRNN is trained for 1407 different 
fault location conditions and training is done for every 3 km distance of total 200 km 
line length. Since an efficient training is provided here, it must be able to locate the 
fault for nearer and farer distance, also which will not be done in [4]. The output for 
the GRNN is the fault location distance. 

The output vector = [fault location distance] 

The following flow chart presented in Fig. 3 uses probabilistic neural networks 
and extended regression neural networks to provide clear information about fault 
location and fault categorization (PNN).

Figure 3 depicts the architecture for an ANN-based fault classifier and problem 
locator. When the input vector is fed to a previously trained GRNN network under 
various fault situations, the function between the input and output.

Fig. 2 Block diagram of 
GRNN-based fault classifier 
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Fig. 3 Illustration for finding a defect in a double-circuit transmission line

3 Simulation Results 

3.1 Unsymmetrical Fault (AG Fault) 

In line-2, 100 km from the relay-S, we assume a single line-to-ground fault (AGF) 
with a resistance of fault about 0.01 ohms and an inception of fault time of 0.02 s. The 
0.02 fault is shown as a three-phase current and voltage phasor in Fig. 4. Using voltage 
and current values collected from relays during inception of fault, it demonstrates 
three-phase supply with constant magnitude in no-fault conditions. A line-to-ground
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Fig. 4 Three-phase voltage and current signals at both ends for an AG fault 50 km from the relays, 
with a fault inception time of 0.02 s 

fault develops in the “b” phase, and its magnitude suddenly rises close to the fault’s 
initiation angle. 

The MATLAB model performs several test cases by altering the fault type, fault 
resistance, and fault inception angle to simulate unsymmetrical faults using trained 
probabilistic neural networks and generalized neural networks. We found that it 
correctly categorizes and locates the error in each case. The discrepancy between 
the actual fault site distance and the projected fault location distance is displayed in 
Table 1. The error rate is under 0.2%.

It is evident from the following table that Generalized Regression Neural Network 
for Unsymmetrical Faults produces correct results. 

3.2 Symmetrical Faults (ABC Fault) 

We presupposed a 3-Ø defect (ABC) in line-2, located 100 km from the relay-S, with 
an inception time of 0.02 s, and a fault resistance of 0.01 ohms. Figure 5 depicts the 
fault that forms at 0.02 s as a 3-Ø current and voltage phasor.

With voltage and current values acquired from relays during inception of fault, it 
demonstrates three-phase supply with constant magnitude during no-fault situations. 
A three-phase supply with constant magnitude is seen in Fig. 5, when there is no 
fault. When a three-phase fault is produced, it manifests itself in all phases and 
its magnitude abruptly increases in all three phases at the fault inception angle. 
Many test cases are run on the three-phase fault for various fault resistance and fault 
inception angles for symmetrical faults utilizing the generalized neural network in 
the MATLAB model. According to Table 2, there is a very little discrepancy between
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Table 1 ANN technique fault localization findings for various conditions of fault under unsym-
metrical fault 

S. no. Type of fault Fault 
resistance 

Fault 
inception 
angle 

Actual 
distance 

Estimated 
distance 

Error (%) 

01 AG 0.01 0 50 49.1310 0.08 

90 50 49.4349 0.282 

50 30 50 49.0358 0.482 

60 50 50.0390 0.0195 

02 AB 5 120 50 49.6073 0.196 

90 50 49.9907 0.0046 

25 180 50 50.0023 0.0015 

20 50 50.3830 0.1917 

03 ABG 10 40 50 50.0855 0.042 

60 50 49.388 0.306 

100 0 50 50.4306 0.215 

100 50 49.2182 0.309

Fig. 5 3-Ø voltage and current signals at both ends for an ABC fault 50 km from the relays, with 
a fault inception time of 0.02 s
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the actual fault site distance and the projected location of fault distance. The error 
rate is under 0.2%. 

The aforementioned table demonstrates that the suggested ANN-based approach 
provides results that are quite accurate for symmetrical problems with a low 
error percentage. For both symmetrical and unsymmetrical errors, this ANN-based 
technique produces accurate findings. 

The suggested technique provides correct localization findings for all types of 
defects in Table 3 for all case studies with a very low error percentage, i.e., within 
0.2%. According to this strategy, faults can be found in both symmetrical and 
unsymmetrical fault situations. 

Table 2 Fault location results for different fault situations under symmetrical fault using ANN 
method 

S. no. Type of fault Fault 
resistance 

Fault 
inception 
angle 

Actual 
distance 

Estimated 
distance 

Error (%) 

01 ABC 0.01 0 20 19.8988 0.0506 

72 72.5496 0.2748 

30 150 150.510 0.255 

50 90 80 79.6233 0.188 

75 75.3315 0.1675 

180 110 109.432 0.284 

150 150.577 0.2885 

Table 3 Comparison of unsymmetrical and symmetrical fault locations 

Type of 
fault 

Actual 
distance 
(kms) 

Fault 
resistance 
(Ω) 

Inception 
angle (°) 

Method in 
[4] 

Error (%) Proposed 
method 

Error (%) 

BG 40 0.01 0 37.93 1.03 39.90 0.05 

5 90 38.83 0.58 39.19 0.40 

ABG 20 0.1 60 18.93 0.53 20.45 0.22 

50 120 19.05 0.47 19.86 0.07 

BC 10 0.01 10 10.77 0.38 9.861 0.06 

25.0 170 9.113 0.44 9.772 0.11 

ABC 20 0.01 30 27.39 3.69 20.00 0.00 

50 90 23.4 1.7 20.76 0.38
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4 Conclusions 

The mutual coupling effect makes it difficult and complex to locate faults in double-
circuit wires. The need for synchronization and the lack of pre- and post-fault data 
are still problems with certain earlier techniques for identifying faults in double-
circuit transmission lines. This study uses artificial neural networks to build a fault 
classification and localization method for double-circuit transmission systems. The 
proposed approach uses the latest phasor magnitudes from the ends of both lines. 
The methodology offers accurate results for diverse fault scenarios. It is shown how 
precisely the simulation in the MATLAB environment operates and how well it can 
find both symmetrical and non-symmetrical faults. 
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Abstract The Scheduling algorithm is primarily responsible for the system’s effec-
tiveness. The Round Robin (RR) algorithm is considerably more effective than the 
currently available ones. Every task in the Round Robin algorithm is given a set 
amount of time to complete the part of execution. The process needs to be taken out 
of ready queue if it is finished, otherwise it’s added to the end of ready queue, and 
waits for the process’s execution turn. In this chapter, we propose a technique related 
to the dynamic time quantum approach of Round Robin that works well. The dynamic 
time quantum (TQ) approach autonomously figures out the time quantum for each 
cycle based on a prescribed formula. In the proposed technique, TQ is calculated 
in each cycle and is compared to each process burst time for its execution. Further, 
the dynamic TQ reduced the Average Waiting Time, Average Turnaround Time, and 
Number of Context Switches. 
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1 Introduction 

Process scheduling refers to both the processes and techniques for assigning CPU 
resources to various processes as well as the methodology for allocating CPU 
resources to distinct processes. It is one of the basic properties an operating system 
to multitask. Maximizing CPU efficiency is the most basic and utmost goal in 
the process of CPU scheduling. Throughput, Number of context switching (NCS), 
Average Waiting Time (AWT), and Average Turnaround Time (ATT) of these 
processes are used to determine the efficiency.

• Average Turnaround Time: The reference of the term ATT is the mean of time 
consumed by processes waiting present in queue for execution till the CPU is 
allocated to them.

• Average Wait Time: AWT is described as the average time spent (usually in ns) 
by processes as they wait in ready queue for the CPU for being assigned to them 
for execution.

• Throughput can be described as the rate at which all procedures are being 
completed.

• Time Quantum (TQ) is the amount of time a preemptive multitasking system 
allows a process to run. 

The switching between multiple processes for CPU is context switching. This 
helps the processes to execute fairly (Fig. 1). 

CPU scheduling algorithms are divided into two types: preemptive algorithms and 
non-preemptive algorithms. Preemptive algorithms focus on priority of the processes. 
The process that is higher in priority has the power to block the process that is being

Fig. 1 CPU scheduling 
algorithms 
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executed and has low priority. Also, the non-preemptive algorithms allocate the CPU 
to the process until the completion of its execution [1]. 

In case, if there are numerous processes in a ready queue, choosing which one 
will receive the CPU is a key challenge. There are several Scheduling Algorithms 
available to handle this issue, which determine how processes are assigned to the 
CPU. These algorithms include Round Robin Algorithm of Scheduling, SP, SJF, and 
FCFS which are elaborated below:

• First Come First Serve (FCFS): As implied by the name, FCFS executes the 
jobs present in ready queue having similar sequence as they are received. This 
method has a fault in that shorter processes usually arrive after longer ones, which 
concludes in long average waiting, turnaround times.

• Shortest Job First (SJF): Here, the processes that entered the ready queue are 
originally arranged in line with their Burst Times (BT) in the ascending order. 
The CPU is then sequentially assigned to the processes. In most situations, this 
algorithm is superior to others. However, it is difficult realistically to have a prior 
knowledge of the BT, of all the processes in SJF.

• Priority Scheduling (PS): Processes are given priorities and placed in a ready 
queue as part of PS. The OS allocates processor to the process that has highest 
priority. Later on, the processor is given to another task with a comparatively 
lower priority, in loops. Instead of concentrating on CPU efficiency restrictions, 
the PS method corresponds the level of priority of each operation. Therefore, 
it may produce the best or worse cases depending on the burst timings of the 
necessary operations. Both the FCFS and SJF algorithms are non-preemptive. 
However, PS can be anyone of both preemptive or non-preemptive. If a process 
can continue when a higher priority process arrives, it falls under the category of 
non-preemptive scheduling.

• Round Robin (RR): One of the best algorithms for real-time and time-sharing 
systems is the RR algorithm. This algorithm’s main building block is a brief time 
slice that is allotted to each process for the duration of operation. If in case, within 
this time, the execution ends or completes, the processor is then given the next 
process and the current process is withdrawn from the maintained queue. If the 
execution is not complete, the processor gets the next process to execute. The term 
“time quantum” refers to this little period of time, that is measured in nanoseconds 
or milliseconds. Determining a mean time quantum is a crucial problem since the 
RR method depends entirely on it. 

In RR algorithm, the main concern is about choosing right TQ. If the value is too 
small, it leads the process to wait for more time and increase in Number of Context 
Switch (NCS) and if it is too large, it leads the algorithm to work as FCFS. So, it is 
important to choose correct TQ for the cycles to make the algorithm work efficiently. 
Many algorithms for RR have been proposed that choose TQ efficiently to reduce 
the AWT and ATT. Algorithms are also clubbed with other algorithms which reduce 
it too, but some algorithms lead to increase in complexity of algorithms.
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2 Literature Survey 

Bishat et al., in this paper [2], suggested and modified a method for the RR algorithm 
by computing the time slice which was based on the BTs of the different processes 
which were present in ready queue for execution. The methodology proposed by 
authors directly impacted the turnaround time (TAT), response time, WT, and numeric 
value of context switches. Additionally, extended the time quantum for processes that 
take somewhat longer to complete than the allotted time quantum cycle(s). 

Sohrawordi et al., in this paper [3], leverage Dynamic TQ to boost the algo-
rithm’s effectiveness. The ready queue processes that made up the collection of burst 
times (BT) were used to determine the time quantum. In comparison to the original 
RR algorithm, the algorithm reduced the AWT by solving the fixed time quantum 
problem. 

Alsulami et al., in this paper [4], observed a few diverse Round Robin (RR) 
algorithms like Adaptive RR, Best Time Quantum RR CPU scheduling, Optimal 
RR scheduling, and Improved RR scheduling algorithm. The AWT, ATT, average 
reaction time, and the amount of context flips are some of the metrics that the authors 
have used to test the performance of all these approaches. The simulation outcomes 
prove Because they output the lowest values of the performance parameters, Adaptive 
RR and Optimal RR scheduling employing Manhattan Distance algorithms are both 
far more effective to use. 

Alaa et al., in this paper [5], proposed a model for Cloud Computing process 
scheduling using improved Round Robin algorithm. This algorithm used varying time 
quantum for round robin. The authors have given comparison between their proposed 
algorithm and the traditional RR algorithm and the Improved RR Algorithm with 
different time quantum. One among the most crucial concerns in a cloud environment 
is task scheduling, as tasks must be applied to the right virtual machines while taking 
multiple aspects into account at once. This makes the task scheduling problem an 
NP-complete problem. The RR CPU process scheduling method with variable time 
quantum is presented in this article. The suitable method has been shown to be 
superior to the established RR and IRRVQ algorithms. The outcomes demonstrate 
that the proposed approach has a shorter WT and TAT than the conventional RR and 
the IRRVQ. 

Farooq et al., in this paper [6], focused on creating an effective RR algorithm 
utilizing the variable quantum unit of time. The goal was to minimize the executing 
duration of the algorithm as well as efficiency parameters such as normal WT 
and TAT. Reduced context switching, typical waiting and turnaround times, and 
increased operating system efficiency lead to improved embedded systems. Some 
of these systems have already been developed, but since sorting the processes is so 
challenging, they require other methods and operate much slower. 

Tang et al., in this paper [7], introduced Lazy Round Robin, a variant of the original 
Round Robin utilized in real systems that is easier to construct and also has less run 
time overhead compared to the regular Round Robin algorithm. The main difference 
between the traditional Round Robin and the Lazy Round Robin is the reaction time
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of the scheduler to the freshly given instances of tasks. The Round Robin scheduling 
algorithm determines if some lately released instance of task is execution eligible 
in the remnant part of the recent round, whereas, the Lazy Round Robin scheduling 
algorithm delays response of any of the task releases until conclusion of the recent 
round. 

Rosita et al., in this paper [8], suggested one model on multicore processor 
systems. The researchers improvised the native Round Robin algorithm on multicore 
systems. The authors made calculations of time quantum referenced on average BT. 
The processes in the ready queue were transferred to each core for parallel execution. 
The given methodology decreases the average waiting-time for each process. 

Balharith et al., in this paper [9], reviewed the types of Round Robin algorithms. 
The authors studied the classification of algorithms that was based on static and 
dynamic time quantum. The authors presented various aspects of the Scheduling 
tasks in processors. They mainly classified the types on basis of RR algorithm in 
CPU and RR algorithm in Cloud Computing. The survey presented by authors acted 
as base start for research for development of new algorithms in an improved manner. 

Zongyu et al., in this paper [10], presented a model which makes use of cluster web 
servers effectively and fairly through load balancing is an essential task, especially 
with the development of the dynamic content and database-driven internet applica-
tions like e-commerce and corporate databases. The authors of this work developed 
the load balancing method, that uses the philosophy of prediction to load balancing, 
to solve this issue. The efficiency of the suggested load balancing technique has 
been checked using simulated data. The approach significantly lowers both the load 
range as well as the load variation in comparison to the RR scheduling and MRR 
scheduling. 

Mora et al., in this paper [11], suggested a model for the RR algorithm named 
the Modified Media Round Robin Algorithm (MMRRA). Instead of emphasizing 
average waiting time, this method concentrates on average response time. The authors 
suggested a method that results in determination of time quantum that utilized the 
max BT as well as the median of the BT of all processes present inside the ready 
queue. For each cycle of this algorithm, the time quantum has been determined one 
time in a static way. 

3 Proposed Approach 

In this study, we have proposed the classic round robin’s driving principle that 
every process should have an opportunity to run after a certain amount of time. 
The methodology will undoubtedly decrease the average wait time for high priority 
tasks. Depending on the collection of processes, the overall average waiting duration 
for every process present in the ready queue may decrease. 

As mentioned above, the Time Quantum (TQ) selected for the processes deter-
mines how effective the RR algorithm is. A small TQ leads to increase in NCS, AWT, 
and ATT, whereas an increased TQ causes the algorithm to perform like FCFS. If
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the TQ is not chosen correctly, the processes left with few units of BT are left in the 
waiting queue for their next turn which increases waiting time. 

For example, if a TQ is 40 for a cycle and the remaining time of a process is 
42 units, then the process has to wait for the next cycle to complete its execution. 
This led to increase in the waiting time of the processes. This directly affects the 
performance of the schedulers. 

To overcome these problems, we propose an approach where the algorithm 
chooses TQ such that the processes can be completed with minimum Context 
Switches with reduced AWT and ATT. The algorithm is set up so that the TQ for 
the current process is changed to the remaining BT of the current process if there is 
10% or less of the current TQ left in the process. The proposed approach tends to 
give more efficient output without using other algorithms (Fig. 2). 

Fig. 2 Block diagram of proposed algorithm
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Table 1 Algorithm 

Step 1 Calculate mean and median 

Step 2 Calculate TQ(TQ = (mean + median)/2) 

Step 3 While in process queue repeat for each process (P) 
If BT(P) < = TQ then: Execute(P) till BT(P) 
Else if BT(P) < = TQ + 10% then: Execute(P) till BT(P) 
Else: Execute(P) till (BT(P)-TQ) 
If BT(P) is 0 then: Dequeue(P) 

Step 4 Check if processes are in queue 
If  YES then go to step 1  
Else continue 

Step 5 Calculate TAT for each P, WT for each process, AWT & ATT 

Step 6 Exit 

The model concentrates on operations that arrive to the ready queue at the same 
time. Initially, mean and median of BT of all processes are taken into consideration. 
In the first cycle, the average of both (i.e., mean and median) is used as the TQ. 
It is verified for each operation whether the remaining BT is 10% less than time 
quantum, equal to TQ, or less than or equal to TQ. If it is so, then the complete 
process is executed and dequeued from the ready queue or if it is greater than the 
processes is executed till TQ and then again enqueued into the ready queue. 

Similarly, in the next cycles, the remaining time of the processes in ready queue 
is considered for calculation of the mean and median. The process continues till all 
processes are executed completely. The algorithm for same is discussed (Table 1): 

4 Results and Discussion 

For the analysis of the proposed algorithm, a hypothetical example is taken. Processes 
with same arrival time are taken into consideration for the work (Table 2). 

For the evaluation of the proposed model, we have considered the following 
models.

Table 2 Hypothetical 
example Process ID Burst time 

P1 31 

P2 63 

P3 40 

P4 79 

P5 75 
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Fig. 3 Gantt chart—classic RR TQ = 30 

Fig. 4 Gantt chart—classic RR TQ = 75 

4.1 Classic Round Robin with Time Quantum = 30 

In classic RR algorithm, the TQ is fixed for each cycle. The lesser the TQ, the greater 
the number of Context Switch. The Gantt chart, for example, is as follow (Fig. 3): 

For the example, the AWT is 173.8 and ATT is 231.4. 

4.2 Classic Round Robin with Time Quantum = 75 

Now, considering with maximum TQ, the algorithm acts like FCFS. The Gantt chart 
obtained is as follows (Fig. 4): 

For TQ = 75, the AWT is 108.6 and ATT is 166.2. 

4.3 Dynamic Round Robin with Controlled Preemption 
(DRRCP) 

The DRRCP algorithm considers the median of BTs of the processes as TQ. The TQ 
is static for all cycles (Fig. 5). 

Fig. 5 Gantt 
chart—DRRCP
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Fig. 6 Gantt 
chart—MMRRA 

For this approach, the AWT obtained is 136.2 and ATT is 193.8. The TQ obtained 
was 58. 

4.4 Modified Median Round Robin Algorithm (MMRRA) 

The MMRRA algorithm considers the median and maximum burst time for calcula-
tion of TQ. The TQ is static for all cycles. The TQ is calculated as the square root 
of the product of median and maximum of all BT. The Gantt chart obtained for the 
example is as follows (Fig. 6): 

For this approach, the AWT is 108.6 and ATT is 166.2. The Time Quantum for 
the algorithm obtained is 71. 

4.5 Improved Round Robin Algorithm with Varying Time 
Quantum (IRRVQ) 

The IRRVQ algorithm arranges the processes in ascending order of their Remaining 
BT. The smallest BT of them is considered as TQ for the current cycle. The algorithm 
leads to increase in context switches as it focuses on completion of the minimum 
process in the current cycle. The Gantt chart obtained for the algorithm is as follows 
(Fig. 7): 

For this approach, the AWT is 140.4 and ATT is 198.0. The algorithm works on 
dynamic time quantum for the cycles, so the TQ are 31, 9, 23, 12, and 4 for each 
cycle, respectively.

Fig. 7 Gantt chart—IRRVQ 
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4.6 Proposed Approach 

The proposed approach selects TQ as average of both mean and median. The time 
quantum changes per cycle as well as within the cycle if required as discussed above. 
The Gantt chart obtained for the proposed approach is as follows (Fig. 8): 

The approach provides an efficient approach with reduced AWT of 106.4 and 
ATT of 164.0. The time Quantum for cycle 1 were 60, 63 and for cycle 2 were 17 
and 19. 

The hypothetical example was evaluated on 5 different models with the proposed 
approach. The comparison of the algorithms is given as follows (Table 3): 

On comparison, it is observed that the classic round robin algorithm with less 
TQ has the highest waiting time whereas the proposed algorithm has lowest. The 
comparison graph is shown below (Fig. 9): 

Similarly, the classic round robin with less TQ has greater ATT and the proposed 
algorithm has lowest one. The comparison graph is as follows (Fig. 10):

Fig. 8 Gantt 
chart—proposed algorithm 

Table 3 Comparison of algorithms 

Algorithm TQ AWT ATT NCS 

Classic round robin 30 173.8 231.4 12 

Classic round robin 75 108.6 166.2 5 

MMRRA 71 108.6 166.2 6 

DRRCP 58 136.2 193.8 7 

IRRVQ C1–31, C2–9, C3–23, C4–12, C5–4 140.4 198.0 14 

Proposed approach C1–60, 63, C2–17 106.4 164.0 6 

Fig. 9 Comparison of 
average waiting time (AWT) 173.8 
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Fig. 10 Comparison of 
average turnaround time 
(ATT) 
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The Classic RR algorithm with higher TQ has lowest NCS but acts like FCFS 
algorithm, followed by the MMRRA and proposed algorithm. Whereas, the IRRVQ 
has highest NCS. The comparison is as follows (Figs. 11 and 12): 

Fig. 11 Comparison of 
number of context switch 
(NCS) 
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Fig. 12 Comparison of cycle required for completion
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5 Conclusion and Future Scope 

In the original RR algorithm, it is an improvement. The improvised algorithm will 
provide the necessary x + y units of time for the process’s full execution if the cycle’s 
quantum of time is x units and there is a process in the ready queue with an execution 
time of x + y units, where y is a reasonably tiny percentage of time. It has been 
determined that a process may operate within a specified range even if it exceeds 
the system’s time quantum. The range, however, does not extend very far beyond 
the real-time quantum. This improves the overall performance of the system and its 
speed. 

The current algorithm that was specifically developed is based entirely on the 
RR method. However, the algorithm can essentially be changed and combined with 
other algorithms to reduce the AWT, ATT, and NCS without altering the program’s 
complexity, which is unquestionably quite considerable. Additionally, the algo-
rithm’s existing efficacy can be maintained even when it is specifically applied to 
processes with varying arrival times and priority. 
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E-Learning Paradigm in Cloud 
Computing and Pertinent Challenges 
in Models Used for Cloud Deployment 

Dhaval Patel and Sanjay Chaudhary 

Abstract The pedagogical science has improved immensely in each section of 
learning and education due to adoption of recent developments in Information and 
Communication Technologies (ICT) domain. Adopting web-based tools has aided 
to new thrust in imparting education through remote means. The deployment of 
cloud network is quickly aided to all disciplines of learning and at all levels. A user 
can access, from any remote location, a data stored over cloud platform using their 
computers, tablets or smartphones, and can also make perturbations in data on need 
basis. The method of E-learning becomes seamless when cloud-based techniques are 
employed. This also helps in cost cutting and cumbersomeness of data processing as 
the major chunk of services is operated by third party infrastructures. Both cloud-
based and conventional E-learning when combined offers a greater advantage to 
teachers, students and institutes albeit with a clutch that the security becomes a major 
issue of concern. The present review is an analysis of perks of deploying cloud-based 
learning and the security concerns that come with it, as observed through various 
studies. 
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1 Introduction 

Education as a vital tool for growth of any society needs to get evolved basis require-
ment of time and resources. The E-learning platform has emerged as convincingly 
cheap but effective means of holistic pedagog. All E-learning needs to have inculca-
tion of information and communication technology (ICT) tools. Under the umbrella 
of ICT are included the learning skills given through internet-based tools, web appli-
cation, smart devices, interactive methods, immersive learning tools and every other 
type of virtual means to fire imagination of learners [1, 2]. Cloud computing has added 
a new facet to ICT tools because it is very relatable to the whole idea of E-learning 
using the available resources and in a more effective manner. It has been suggested 
that the development in cloud technologies will hugely affect the overall knowledge 
and skill imparting in the pedagogical science [3]. The deployment of evolving, 
dynamic, interactive and virtual tool like Internet of Things (IoT) for efficient use of 
available resources of World Wide Web are hallmarks of cloud computing paradigm 
[4–6]. Other major benefit of adopting cloud platform is the manner it can be molded 
as per temporal and spatial needs of academic fraternity, institutions of learning and 
students. However, users are required to save their valuable data and need an access to 
them whenever demand arises, that scenario can lead to possible breach over internet 
[7]. A global survey conducted by Ecosystem AI in 2019 revealed that the most 
important objective of adopting the emerging methods of teachings is in the area of 
personalized learning followed by student profiling and then assessing the needs of 
students [8] (Fig. 1). 

Fig. 1 An ecosystem AI study for education institutes [8]
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2 Basics of E-Learning Domain 

Electronic (E) or virtual learning was a connecting link that catered to both conven-
tional and ICT-based learning [9]. The developments in IT services catering to ICT 
domain have caused paradigm shift in education and learning. So much so that the 
entire field of education is seeing a fundamental reshaping due to deployment of 
internet and allied services [10]. Both web-based technologies and ICT are getting 
utilized by institutes of higher learning, vocational activities and school for chil-
dren [11]. The aggressive utilization of ICT technologies aided by cloud network 
is made by institutes of higher studies and for school going children [12]. Seeing 
the aggressive adoption of E-learning by higher learning institutes, schools, free-
lancers, professionals and even layman during the recent COVID-19 pandemic, it is 
suggested the future is very bright for E-learning tools, especially when cloud-based 
technologies are inculcated in them [13–16]. The cloud services can come to rescue 
in such scenarios of higher power servers, costly infrastructure and expert technicians 
with much less legal and financial burden [17, 18]. Ivy-league institutes like MIT 
and Harvard University have developed Massive Open Online Courses i.e. MOOCs 
forum for providing top quality educational materials to any student of any stream. 

3 Cloud Paradigm 

The cloud computing as defined by National Institute of Standards and Technology 
(NIST) is “a platform that givens an omnipresent, convenient, access to an internet 
based network on need basis, a network that has resources shared among them, such 
a network can be easily allocated without much supervision and interference from 
service providers [19].” Such a cloud platform has following facets (Fig. 2)

1. Five essential characteristics—Broader network, pooling of resources, flexibility, 
on-demand rendering of resources and a calibrated service. 

2. Three models of delivery—Cloud computing providers offer their services 
according to three fundamental delivery models: Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [20]. 

3. Four modes of deployment—The private, public, hybrid and community modes 
are the four deployment models in cloud computing. 

4 Three Major Models of Delivery Deployed on Cloud 
Services 

The way in which cloud service serves their clients falls into three major model [21].
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Fig. 2 Characteristics, delivery and deployment models in cloud-based services

4.1 Software as a Service (SaaS) 

It is basically a web platform over the internet, which acts as distributor of soft-
ware model. Since the user is permitted to access the cloud services based on their 
subscription status, it is also known as an “On-demand” service model. Being flex-
ible in terms of its utilization, the SaaS is gaining traction among all major institutes 
and organizations [22]. SaaS is accessed over the internet or web browser and it is 
hosted, managed and secured by the service providers. 

4.2 Platform as a Service (PaaS) 

Basically, this platform is for creating, testing, running and controlling the appli-
cation by expert programmers. In PaaS, the web is a basic tool to work for devel-
opment of software both for expert users and novices [23]. The PaaS and SaaS are 
majorly similar with a difference that deployment is quicker and simpler for software 
distribution system in SaaS even while not buying the services.
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4.3 Infrastructure as a Service (IaaS) 

It is also known as Hardware as a Service. The IaaS skeleton is modulated by internet 
only, hence the cost of expenditure on actual servers is saved. Without being having 
a physical server, IaaS can provide frictionless personal network to do development 
over the network. But IaaS can only be used by network architectures (Fig. 3). 

As shown in Fig. 4, the education systems of current era that use cloud platform as 
partner have developers, researchers, administrative staff, library, students, faculties 
and administration staff as major stakeholders. 

5 Importance of Cloud Platform in E-Learning 

The cloud platform and its allied services have importance in terms of scalability, 
affordability, convenience, inclusive learning, immersive learning, for education 
institutions [25, 26]. The benefits of cloud-based E-learning are categorized as 
follows

Fig. 3 Cloud service models 
[24] 

Fig. 4 Major stakeholders in 
cloud platform for E-learning 
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1. Benefits to Academic institutions—The innovation in science of teaching, peda-
gogics, has helped academic bodies to spread the knowledge through cloud 
computing in more efficient manner without incurring a consistent cost. The 
scalability, without compromising quality, has helped academic bodies globally 
to adopt cloud services in their E-learning domain [27]. 

2. Benefits to learners—The students, whether, kids, young people, working profes-
sional or researchers are the final beneficiaries of cloud-based learning. They can 
record the lectures, prepare notes, work on sophisticated platform, raise queries 
and write the exams using cloud platform in E-learning [28]. It has become 
increasingly uncommon for students from all around the globe to be part of a 
team that works on a collaborative assignment and performs exceedingly well 
[29, 30]. 

3. Benefits to instructors—Using cloud methods, the faculties and instructors can 
easily study, prepare and teach materials to a student group of heterogeneous 
nature. Even the process of publishing the intellectual property becomes more 
transparent for faculties when they adopt cloud platform for E-learning [31]. 

6 Drawbacks and Hurdles in Cloud-Based E-Learning 
Methods 

Notwithstanding the huge benefits when cloud computing is incorporated in teaching 
methods, the drawbacks still lingers large [32, 33]. Apart from initial investment and 
adoption by different departments of an educational institution, the cloud models 
suffer from serious issues of security at all the levels, especially in the institu-
tions where intellectual property theft is a major issue of concern [34–37]. The 
present review work is an attempt to understand the major security issues when 
cloud computing is incorporated in higher education institutes. 

6.1 Issues with Software as a Service (SaaS) 

Location of information and its reliability is a major issue in SaaS model of cloud 
computing. The end user has always a suspicion that their geographical location is 
compromised or not as they can’t be sure whether Service Level Agreements are 
followed by cloud service providers. Services can be hired from trusted vendors e.g. 
CISCO, ACS, Microsoft etc.
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6.2 Issues with Platform as a Service (PaaS) 

PaaS has security issues too in its programming structure and scaled-up services to 
chosen users are also a tedious task. The security models worked out for one PaaS 
platform may not be so effective on other, howsoever better programming was done. 

6.3 Issues with Infrastructure as a Service (IaaS) 

Infrastructure as a Service (IaaS) provides better security for cloud service users 
comparing SaaS and Paas. Security of both physical and virtual environment is 
catered upon in IaaS, since they consider it as a primary responsibility. Attacks of 
cross-based type are more common when infrastructures are shared among users in 
IaaS model that is deploying virtualization methods. 

7 Risks Associated with Security in Cloud-Based 
E-Learning 

Academic organizations are eager to adopt cloud services which will cater to objective 
of education-for-all [38]. But the security issues in terms of data theft are a major issue 
of concern. The more robust security measures require initial investment which may 
not be affordable for a modest institute [39]. The seamless adoption with scalability 
can never be realized if security issues are persistent and costly to do away with 
[40, 41]. 

Cloud Platform: The virtual infrastructure needed to be deployed as a major skeleton 
of cloud services and physical instruments of application are two vital parameters 
needed to implement cloud platform for E-learning. However, this very process of 
virtualization can lead to security breach as all the virtual operations are performed 
on individual computers and, hence, chances of getting hacked are higher. The 
commonly found attacks on cloud platform are Denial of Service (DoS), incorpora-
tion of malware, attacks using botnets and theft of services [20, 42]. The standards 
for technical consideration of E-learning platform including IEEE Learning Object 
Metadata (IEEELOM), Shareable Content Object Reference Model (SCORM) or 
Instructional Media Services (IMS) have aggressively deployed Cloud platform in 
their execution. The Dublin Core Metadata Initiative (DCMI), which was developed 
in 1994, is a non-profit project that describes the elements of resources. Hence, it 
can also be applied for cloud-based learning. The current IEEELOM is result of 
collaboration between IMS and an ARIADNE project of Europe.
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8 Conclusion 

A forecast made in 2017 through a survey by International Data Corporation (IDC) 
suggested that, by 2022, the cloud industry would become about $400 billion industry 
much due to adoption of cloud in educational institutes and due to innovations in 
digital technologies [43]. The top four countries to have adopted cloud-based learning 
are, USA, India, China and South Korea. A Sloan consortium study suggests about 
6 million enrollments for online education in USA itself. While for developing a 
country like India, the online education boom got more impetus after COVID-19 
pandemic and even hinterlands of the country, with internet accessibility, joined 
the bandwagon of online education revolution. China is estimated to have over 
70 colleges and institutes imparting education based on cloud platform [39]. The 
lingering issues of safety are a major concern along with initial cost of deployment 
[44]. The present work paid emphasis on advantages of E-learning when aided by 
cloud platform along with the major security issues that can be confronted [45]. The 
cloud computing is in itself a rapidly evolving field and its application is improving 
for various fields [46]. Hence, the issues of security in academic learning through E-
learning can be looked upon from newer angles and emerging threats can be catered 
by more robust and efficient processes. 
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Parkinson’s Disease Detection: 
Comparative Study Using Different 
Machine Learning Algorithms 

Vijaykumar Bhanuse, Ankita Chirame, and Isha Beri 

Abstract Detection of Parkinson’s disease is often established on clinical moni-
toring and evaluation of medical signs, which include an indication of different 
motor signs. Furthermore, the ordinary point of view encounters rationality as it is 
based on analysis of motions that are specifically not recognized, tough to categorize, 
and steers miscategorization. Since Parkinson’s disease sufferers have distinct voice 
characteristics, vocal recordings are needed and highly regarded as a diagnostic tool. 
If Machine Learning techniques can truly note this disease with the help of a voice 
recording dataset, this would be a useful screening phase before seeing a doctor. This 
chapter shows comparison of some ML models like XGboost, random forest, Naive 
Bayes, logistic regression, SVM, decision tree, and K-NN to get the best result for 
detection of disease. 

Keywords Healthcare ·Machine Learning (ML) · Parkinson’s disease ·
XGBoost · Support Vector Machine 

1 Introduction 

Parkinson’s disease (PD) is a central nervous system related and neurodegenera-
tive disease. There is an estimation that it affects somewhat 1% of the population 
worldwide. This mostly contains an age group of 60 years and above. The majority 
symptoms of PD are tremor, rigidity of limbs, slowness in movements. Also, the 
most dangerous and common one is the drastically dropping dopamine levels in a
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person’s brain which is the reason for the above symptoms. These are motor signs. 
Other notable changes are, reduced ability to smell, forgetfulness or confusing one 
memory with another, depression and lack of sleep, which are non-motor signs. 

The analysis of PD is usually conducted on motor signs. Regardless of the institu-
tion of cardinal symptoms of PD in medical assessments, many of the ranking scales 
used in the estimation of disorder severity have no longer been completely evaluated 
and validated. Although non-motor signs and symptoms are existing in many people 
prior to the onset of PD, they lack specificity, are problematic to investigate and/or 
yield variability from affected person to patient. Therefore, non-motor signs do not 
enable the prognosis of PD independently. 

Nowadays, in healthcare domains, Machine Learning is getting recognition. Basi-
cally, this computer program is programmed in such a way that it learns and extracts 
the needed information or data present in the dataset in a semi-automatic aspect. 

In this project, to get the accurate precision of Parkinson’s disease present in 
a patient, various machine learning models are generated. These models include 
Support Vector Machine, Decision Tree, Random Forest, Naive Bayes, XGBoost, 
Logistic Regression and K-NN. These models were implemented on a dataset, which 
is a collection of voice recordings documentation of PD-diagnosed patients and 
healthy people. These models were trained and tested using the given dataset to get 
the highest precision rate among mentioned models. 

2 Literature Review 

These years, scope of research in the subject of ML models to the identification of 
Parkinson’s disease has enhanced. Some prior papers have assessed work of ML 
techniques in detection of Parkinson’s disease; they were restricted to the survey of 
wearable sensor data, motor signs and kinematics. 

(1) Ref paper [1] in this paper the author explored the use of multi-modal 
machine learning techniques to predict the likelihood of parkinson disease. 
They presented novel framework that leveraged GenoML to enhance predictions 
by integrating multi-omic data types. 

(2) Ref paper [2] states that Dataset obtained from voice recordings of both diag-
nosed patients and healthy persons has been used to perform different machine 
learning models, such as, Convolutional Neural Network, Hidden Markov 
Model and Artificial Neural Network. Other models like acoustics features 
derived from the speaker’s sound unit such as RMS, MFCC, chrome STFT, 
Zero crossing rate, spectral centroid and bandwidth and Roll-off are also used 
to gain more information. Results are stated declaring ANN as accuracy of 96% 
compared to other results.
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(3) Ref paper [3] mentions that work of classification methods like DMneural, 
Neural Networks, decision tree and regression were used to detect Parkinson’s 
disease with the help of SAS software. It states Neural Networks as the best 
classifier by 92.9%. 

(4) Ref paper [4] studies TQWT (tunable Q-factor wavelet transform) for feature 
extraction on Parkinson’s disease patients’ high-frequency resolution voice 
signals compared to other wavelet transforms. This is later compared with state 
of the art feature extraction methods, showing TQWT has better performance 
compared to the former. 

(5) Ref paper [5] introduces two rules to speech analysis, which are fractal scaling 
and recurrence. They together reproduce the ‘hoarseness’ diagram. After that 
bootstrapped classifier distinguishes disordered from normal ones by quadratic 
discriminant analysis. 

3 Implementation 

3.1 Database 

The dataset used in this project was taken from UCI ML Repository: Parkinson 
Dataset. The data is built by Oxford University in association with The National 
Center for Voice and Speech, Denver; which owns the recording of the speech signals 
used in the dataset. The above-mentioned dataset consists of 31 cases of Parkinson’s 
disease patients. Of these 31 cases, 23 consists of the people who are suffering from 
Parkinson’s disease and the remaining 8 do not have Parkinson’s disease. There are, 
in total, 195 voice recordings documented in the dataset. These 195 recordings are, 
in fact, 6/7 recordings of 31 cases considered. The reason for this many recordings is 
to eliminate the false positives and be sure about the result. And the columns dwell 
various voice measures such as, average, minimum, maximum vocal fundamental 
frequency; variation in fundamental frequency; variation in amplitude; ratio of noise 
to tonal component; non-linear dynamical complexities; exponent for scaling signal 
fractal and non-linear measures of fundamental frequency variation. There is also 
a column that states the ‘status’ of the patient i.e., one and zero which represents 
non-Parkinson’s case and Parkinson’s case, respectively. 

3.2 Workflow 

See Fig. 1.

i. Loading the Dataset and Exploring
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Fig. 1 Workflow of the 
project

In this step, the data is imported and explored. The numeric values 0 and 1 are also 
extracted from the dataset, where it is predicted if the patient has Parkinson’s or not. 
Here, all the features of all the attributes with the values can be explored. 

ii. Data Processing 

In this phase of the project, the dataset is further split into two categories—training 
and testing. In furtherance of finding the most precise model for the given dataset, 
there is a necessity to train and test the given dataset with various machine learning 
algorithms. 

iii. Data Visualization 

Data is visualized with the assistance of the seaborn, which is a library in python 
used for data visualization. In this project, the created data frame is visualized via 
pair plot, counterplot, heatmap, box plot and bar plot. 

iv. Model Building 

Here, different classifiers are being trained and tested. The classifiers are logistic 
regression, k-NN, random forest, Naive Bayes, XGBoost, decision tree and support 
vector machine. 

I. Support Vector Machine 

It makes the best decision edge which can isolate n-dimension areas in groups, it 
simply puts a current data point in the right group later. It picks extreme vectors 
which create a hyperplane. They are support vectors, which make it a Support Vector 
Machine.
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II. Random Forest 

It is a supervised learning technique that is used in regression, classification problems. 
In this, decision trees are built on various samples, take major votes for average and 
classification in regression. It performs better outcomes for classification problems. 

III. Decision Tree 

It is a supervised learning algorithm, generally picked for resolving classification 
questions. This is a tree-shape classifier, i.e., internal nodes indicate elements of 
dataset, branches indicate decision rules, every leaf node says output. Decision nodes 
make decisions and contain many branches. Leaf nodes are output of those decisions. 

IV. Naive Bayes 

It is a supervised learning algorithm and is a probabilistic classifier. It creates a fast 
ML model for fast predictions. High dimensional datasets use this algorithm, like a 
text classifier. 

V. XGBoost 

Extreme Gradient Boosting is an open-source library. It is a scalable, distributed 
(GBDT) ML lib. It is the major MLlib for ranking problems and regression. 

VI. Logistic Regression 

It is a supervised learning technique which uses to see the probability of a chosen 
variable. In this, there are only two attainable categories. 

VII. K-NN 

It is a supervised learning algorithm. It figures the resemblance between the new 
data and present cases, places new samples in groups which are the same to available 
classes. It is used for classification and regression. 

4 Results and Discussions 

In this project, many models like XGboost, Naive Bayes, logistic regression and 
many more are used, with each having its different accuracy. The first used is logistic 
regression and it has a precision of 92%. Further, decision tree and K-NN model is 
used which acquires precisions of 89 and 91, respectively. Additionally, models like 
support vector machine also known as SVM, Naive Bayes are also tested and the 
precisions of 93 and 80 are obtained. Lastly, the XGboost and Random Forest model 
is applied and 95 and 96 precision is obtained, respectively (Table 1).
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Table 1 Cumulative results 
of all models S. No. Model name F1 score (in percentage) 

1 Logistic Regression 92 

2 Decision Tree 89 

3 KNN 91 

4 Support Vector Machine 93 

5 Naive Bayes 80 

6 XG Boost 95 

7 Random Forest 96 

5 Future Scope 

As of now, this model estimates whether a person has Parkinson’s disease or not; 
but, to increase the scope of the project may also include the stage of the disease, 
that is, either early or medium or the last stage. 

6 Conclusion 

Various machine learning algorithms were discussed and applied to the database for 
Parkinson’s disease detection successfully. These models make diagnosis easier and 
less time-bound. As per results, Random Forest model is best with 96% precision. 
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Implementation of Blockchain 
in Automotive Industry to Secure 
Connected Vehicle Data: Study 
and Analysis 
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Abstract The automotive industry is undergoing rapid transformation because of 
the collaboration between technology companies and automakers. To support the 
present trend of connected cars, several stakeholders like insurance firms, car buyers 
and sellers and government agencies need different kinds of vehicle data. Data gath-
ering is currently either manual or unverified, which raises trust, validity, and exact-
ness concerns such as tampered safety checks and false or duplicate vehicle data 
records, among others. A robust instrument that is capable of safeguarding vehicle 
data is essential. It is necessary to record the changes for the purpose of auditing and 
ultimately establishing faith in the system. To meet these requirements, we propose 
utilizing blockchain technology. Healthcare, transportation, finance, cybersecurity, 
and supply chain management are just a few of the fields in which blockchain tech-
nology has recently gained popularity and been implemented. The determination of 
this survey is to deliver a comprehensive investigation of the advantages and uses of 
the Blockchain application in the automotive segment. 

Keywords Automotive industry · Blockchain · Consensus algorithms ·
Autonomous vehicles · NFT’s · Ethereum · Solidity ·MOBI 

1 Introduction 

Data and privacy breaches are possible as the data-driven mobility ecosystem 
expands. A lot of data needs to be collected from cars and sensors and stored in 
a central repository for a self-driving car to work well. Cyberattacks are more likely
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to target data that is stored in a centralized system. As more vehicles are introduced, 
it will also be challenging to manage and expand the system. Functions like Lock 
and unlock, temperature controls, and other features of many modern smart vehicles 
can be controlled remotely from smartphones or computers. As a result, hackers can 
gain access to these remotely operated features, making automobiles vulnerable [1]. 

The data gathered by vehicles can be misused in a variety of ways if it gets into the 
wrong hands. Information about a person’s car use, including in-vehicle communica-
tions, driving directions, and infotainment services, could reveal individual informa-
tion and lead to serious issues like identity theft. In addition, the data that is collected 
can be used for targeted advertising, which can be displayed on specific screens, 
on mobile devices in the vehicle, through the speakers in the vehicle, or by routing 
the vehicle to show passengers commercial activities that might not be of interest 
to them [2]. Automakers ought to guarantee a high level of safety because sensitive 
personal information like locations, addresses, and driving patterns are collected. 

2 Importance of Data for Autonomous and Smart Vehicles 

Data about driving patterns, locations, traffic, and other variables are generated by 
autonomous vehicles. They are increasingly connected to roadside infrastructure and 
other smart vehicles in proximity. The collected data can be analyzed by smart vehi-
cles to predict the condition of the roads and identify traffic conditions to make deci-
sions about the best routes, parking spots, and so on. In addition, smart vehicles could 
quickly create an instant city map, identify nearby accidents, and identify services like 
charging stations on the road by utilizing these data resulting in improved passenger 
experiences [3]. Passengers and drivers, automobile manufacturers, support service 
providers, and authorities in charge of city and road management will all be major 
stakeholders in the automobile data that is generated. Service providers can utilize 
the data to comprehend user behaviors and enhance service quality. In smart cities, 
the data also aids authorities in effectively managing traffic [4]. 

3 Adoption of Blockchain in Automotive Industry 

Blockchain has the potential to completely alter the automotive industry. Blockchain 
technology is advantageous for every process in the automotive value chain, including 
purchasing, manufacturing, distribution, and service functions due to its distributed, 
immutable, and transparent nature. Smart automobiles are the transportation of 
the future [5]. Soon, we will see driverless/autonomous vehicles that use data on 
passenger behavior and traffic to make decisions and move around on the road. 
These intelligent vehicles can communicate with one another and other facilities 
on the road thanks to wireless networks. However, new challenges come with tech-
nological advancement. Cyberattacks can target the data collected by autonomous
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Fig. 1 Levels of autonomous driving 

vehicles, and there are many ways to misuse it. As a result, automobile manufac-
turers are experimenting with and developing new solutions to ensure the privacy 
and security of their data using Blockchain technology [4]. 

Different Levels of Autonomy 
See Fig. 1. 

4 Overview of Blockchain Technology 

Blockchain is a data structure that simultaneously ensures decentralization, trans-
parency, and security by storing transactional records. A blockchain is a distributed 
ledger that can be accessed by everybody on the network. Information that has already 
been stored on a blockchain can’t be changed easily. A blockchain protects each 
transaction with a digital signature that verifies its authentication. Due to the usage 
of encryption and digital signatures, the data that is inserted into the blockchain 
cannot be altered or tampered. Blockchain technology makes consensus, or agree-
ment among all network participants, possible. A blockchain digitally stores all data 
and provides a common history that all network participants can access [6]. 

4.1 Features and Advantages of Blockchain

• Reduction in Time: Blockchain considers a rapid goal of exchanges with high 
unwavering quality and security finance. Verification, settlement, and clearance 
are quick and easy.
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• Unalterable Transactions: This technology is used to verify the inalterability of 
all operations by sequentially registering transactions, indicating that all transac-
tions are immutable. As a result, data integrity is maintained, and modification is 
limited.

• Reliability: By certifying and confirming the uniqueness of each chain party, 
duplicate records are eliminated, transactions are accelerated, and rates are 
reduced.

• Security: Cryptography in Blockchain employs the SHA-256 hashing algorithm 
to guarantee the security of its data. The technology is distributed laser. To ensure 
that the system continues to function despite the separation of any node, each 
party will keep a copy of the initial chain.

• Collaboration: Without the need for a third party to act as an intermediary, 
Blockchain platform enables each party to conduct business directly with the 
other.

• Decentralized: This is because the system is not controlled by a single authority. 
Every node uses specific paradigms and rules when interacting with Blockchain 
data. 

4.2 Ethereum Blockchain Platform 

Ethereum is an open source, distributed, and decentralized computing platform. 
Ethereum is a public or private blockchain with a built-in turning-complete language 
to develop smart contract. Additionally, it provides a platform for the creation and 
operation of smart contracts and decentralized applications, or DApps. Ether is a 
cryptocurrency in the Ethereum network [7–9]. 

4.3 Smart Contract 

A smart contract is a business logic code that is stored on a blockchain-based plat-
form and automatically executes all or part of an agreement. Many platforms and 
applications built with blockchain or distributed ledger technology rely heavily on 
smart contracts. Anyone can create and deploy a smart contract to a blockchain. 
Any interested party can see exactly a smart contract logic when it receives digital 
assets because the code is visible and verifiable. Although many other cryptocurrency 
blockchains, such as EOS, Neo, Tezos, Tron, etc. can run smart contracts, Ethereum 
is the most widely used platform [7, 8].
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Fig. 2 Frontend flow diagram 

4.4 Solidity 

Solidity is an objected oriented, contract-oriented, and high-level language to develop 
and deploy smart contract. Solidity is statically types, support inheritance, libraries, 
and user-defined types among other features. 

4.5 Ethereum Blockchain Architecture—Frontend 

The technology used to create the front-end and Web Interface for the Ethereum 
application is React JS. Server oversees all data interactions between the User Inter-
face and the backend database in traditional web services. The role of the server in 
Ethereum architecture is minimal. Web UI development is made simpler and easier 
by the extensive libraries offered by React JS [4]. 

To communicate with the Ethereum network, JavaScript code was used to build 
the application. It focuses on a variety of functionalities, beginning with the contract’s 
status before calling backend functions from the contract ABI, like car registration, 
rating update, and data retrieval from Blockchain (Fig. 2). 

4.6 Ethereum Blockchain Architecture—Backend 

The creation and writing of smart contracts are essential components of the backend 
design. Smart contract can deploy to any Ethereum network, including the main 
network, test networks (Ropsten, Kovan, and Rinkeby), local-host 8245, and custom 
RPC, after writing the contract logic. The Ethereum Test Network choice is Rinkeby 
Testnet. On this network, test applications are hosted. Every network transaction,
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Fig. 3 Ethereum smart 
contract process 

such as inserting records and extracting data, requires gas and ethers to be spent [4]. 
Backend process shows in Fig. 3. 

4.7 Consensus Algorithms in Blockchain 

A method for ensuring the authenticity of all blockchain transactions is consensus. 
It is frequently accomplished through the contributions of other chain network 
participants. There are typical kinds of consensus algorithms [9]: 

Proof of Work 
PoW is the consensus algorithm used by Bitcoin and some other familiar cryp-
tocurrency networks. Bitcoin and a few other well-known cryptocurrency networks 
employ the PoW consensus mechanism. To gain permission to insert new trans-
actions to the blockchain, participant nodes must answer a computationally inten-
sive problem. Nodes can obtain Bitcoins by validating the blocks, participants who 
attempt to solve the issue are commonly denoted as “miners”. The complete Bitcoin 
mining procedure consumes a lot of energy and takes a long time to complete the 
process [9, 10]. 

Proof of Stake 
PoS is an energy-efficient alternative to the PoW algorithm. The node with more 
cryptocurrencies has a greater opportunity to verify transactions, and its algorithm 
is straightforward. This mechanism is based on the idea that if a node has more 
property on the chain; they will be more motivated to keep the system true. PoS 
can significantly decrease computing power compared to PoW because it does not 
include resolving compute-intensive problems. However, PoS does not improve the 
scalability of transaction verification [9, 10].
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Proof of Authority 
Gavin Wood, cofounder of Ethereum and former CTO, proposed the PoA consensus 
algorithm in 2017. A real solution for scaling up blockchain networks is presented in 
it. Although its concept is like that of PoS, PoA determines the right to verify trans-
actions based on the reputation of nodes rather than the number of cryptocurrencies. 
To put it another way, transactions are checked by nodes that have been chosen to 
be reliable. PoA is a highly scalable system because of their partial number of block 
validators. Companies can utilize the advantages of blockchain technology while 
maintaining their privacy with the PoA model. The PoA is being used, for example, 
in Microsoft Azure [9, 10]. 

Proof of Burn 
A consensus algorithm for state agreement and Blockchain network validation is 
known as Proof of Burn. It is regarded as an alternative to PoW that aims to stop 
people from spending cryptocurrency coins twice. Coins must be paid for to become 
a validator block node. Validated coins, on the other hand, are destroyed or burned. 
PoB avoids wasting resources and money by not performing the costly validation 
process [8]. 

5 SWOT Analysis of Blockchain in Automotive 

SWOT analysis provides a quick overview of all the important considerations that 
must be made illustrated in Fig. 4. 

Fig. 4 Blockchain SWOT analysis in automotive
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Fig. 5 Scope of blockchain in automotive 

• Strengths: The primary advantages are efficiency and operational resilience. By 
eliminating intermediaries, transaction fees can be reduced, and data can be shared 
directly among parties without the use of a third party.

• Weakness: The technology’s early stage, high implementation costs, high energy 
consumption, low performance, and slow process are major flaws.

• Opportunities: Integration of data for supply chain management, a safe Internet 
of Things, and cybersecurity.

• Treats: Ability to scale up, laws, and policies from the government to put the 
technology into use. 

6 Role of Blockchain in Automotive Supply Chain Industry 

In the automotive sector, a wide range of initiatives and partners can make use of 
blockchain. With the growth of industry 4.0, its output value is promising. Numerous 
global sectors are significantly impacted by blockchain technology. In the auto 
industry, buying and other data can be stored digitally in a blockchain [11, 12] 
(Fig. 5). 

Integration of Blockchain in Automotive Supply Chain and different phases:

• Preproduction
• Transportation
• Production
• Distribution 

7 Distributed Vehicle Ledger 

Decentralized car ledger maintenance is made possible via blockchain. Manufac-
turers and suppliers are the main parties who keep track of component identities. The 
authenticity of the car’s auto parts can be controlled by all stakeholders. Additionally, 
the vehicle ledger keeps track of every accident, occasion, and condition informa-
tion. The vehicle’s conditions and maintenance data, including replaced components, 
repaired components, and maintenance records, should be updated on the blockchain
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Fig. 6 Categories of vehicle 
data in blockchain 

platform by all allowed parties and communicated to others. Other stakeholders can 
regularly validate the most recent data, and networked sensors can keep an eye on 
the health of the vehicles in real time [13] (Fig. 6). 

8 Non-Fungible Tokens in Automotive 

NFT (Non-Fungible Token) is a digital identifier that cannot be replicated, substituted 
for, or subdivided. It is recorded in a blockchain and is used to confirm identity and 
authenticity. An NFT’s ownership is recorded in the blockchain and can be transferred 
by its owner, making it possible to trade and sell. NFT’s could replace a vehicle’s 
paper deed or electronic title stored on a centralized database because they digitally 
record asset ownership [14]. An Italian automaker made the announcement earlier 
this year that it will use NFTs to record and store maintenance records for its new 
SUV on a blockchain. It would be the first automaker to use NFTs in this way with 
this implementation. In a car market that frequently relies on third parties to track 
vehicle records, this could increase transparency and efficiency. One example is the 
automotive industry, which is just getting started. There will be an increasing number 
of NFT applications in the automotive industry [15]. 

9 Blockchain Usecases in Automotive 

The automotive sector makes use of blockchain in the following ways [16] (Fig. 7):

• Insurance: A vehicle’s mileage can be thoroughly verified and secured using the 
blockchain, allowing drivers who don’t drive often to save money on insurance.
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Fig. 7 Automotive applications in blockchain

• Carsharing: An original equipment manufacturer (OEM) provides timeshare 
vehicles. A single-source, usage-based payment system instantly settles transac-
tions between titleholders, operatives, and third-party facility providers, and tours 
are tracked on the blockchain.

• Payments: E-contracts are great assets that blockchain helps to control because 
they allow buyers and sellers to send money directly and safely without using a 
bank or other intermediary.

• Individual information: On the blockchain, driver info can be kept safe and 
secure, allowing a vehicle to be immediately tailored to a user’s priorities, such 
as setting the temperature, mirror, seat, and voice.

• Location: Fleet Owners can locate all their vehicles and employees with RFID 
tags and information stored in the blockchain. This could result in effort and travel 
time savings, particularly in the business of parcel delivery.

• Traceability: Blockchain can be used in the supply chain domain to check base, 
and status of materials used to make car came from, right down to the raw material 
when it comes out of the mine.

• Vehicle Recall and History: The fact that a vehicle’s VIN can be stored in the 
blockchain means that, in the event of a recall, owners of the vehicle with a 
problem can be intimated, resulting in a significant reduction in manufacturing 
costs and inconvenience for drivers.

• Autonomous Vehicles: For autonomous vehicles to be safe, vast amounts of 
information need to be handled, analysed, and distributed promptly and safely. 
This can be done in a reliable and secure manner using the blockchain.

• Servicing: Car service history can be stored on blockchain by simply scanning a 
QR code. The technology can also be used to make sure that only OEM-supplied 
original parts are used for maintenance and replacements.
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10 Mobile Open Blockchain Initiative (MOBI) 

To provide a plan for overcoming obstacles to Ledger System adoption, MOBI is 
replacing isolated and secretive research and development (R&D) with collaboration 
among technology developers, automobile manufacturers, transportation authorities, 
and other stakeholders. The primary objective of MOBI’s first project is to create 
a vehicle-specific identity system known as a “car passport” that tracks mileage 
and all relevant data on the blockchain [17]. Insurance applications that run on the 
blockchain are also a target for development now that vehicle identity has been 
determined. Insurance companies can use an immutable data feed to determine a 
vehicle’s history and apply a good pricing model based on the perceived riskiness 
of drivers or vehicles based on age, gender, make, or model. Use-based mobility 
pricing is the name given to this model. Additionally, blockchain could automate 
the processing of insurance claims, reduce information asymmetries in the used car 
market, and improve accuracy and verifiability [18]. 

11 Emerging Technologies in Automotive and Role 
of Blockchain 

The growth of smart mobility is aided in multiple ways by several emerging tech-
nologies or clusters of emerging technologies. Smart sensors, Connected Mobility, 
Blockchain, Digitalization, Big data, AI (Artificial Intelligence), and the Internet 
of Things (IoT) are the most important for the period up to 2030. Major shifts in 
mobility are being driven by the availability of new technologies now. Examples 
of these emerging technologies include C-V2X and 5G connectivity technologies, 
environmental observation systems (smart sensors), AI (Artificial Intelligence), Big 
Data, and Blockchain [19, 20]. The combination of Technologies Internet of Things 
(IoT), artificial intelligence (AI), and big data, blockchain has significantly more 
potential to disrupt the status quo than it does on its own [21, 22]. 

Innovative Smart Mobility applications are based on data collection, storage, 
processing, and analysis. For future mobility options, emerging technologies that 
facilitate these data-driven processes are therefore essential. Technologies Integration 
and data flow are shown in Fig. 8.

12 Data Security in Automotive Using Blockchain 

Blockchain has the potential to completely alter the automotive industry. Blockchain 
technology is advantageous for every process in the automotive value chain, including 
purchasing, manufacturing, distribution, and service functions due to its distributed,
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Fig. 8 Key emerging technology integration with blockchain

immutable, and transparent nature. Users’ data is protected by blockchain tech-
nology, and self-driving cars can access this data to improve road navigation. This 
data will be able to be stored in a standard, decentralized accounting format. With 
efficient data sharing, connected car technology will function effectively. Because of 
the decentralized ledger of blockchains, every node on the network, in this case, every 
car, and data point—has access to all data concurrently and precisely. Blockchain 
innovation offers automakers a genuine chance to abandon their ongoing bumbling 
strategic policies and embrace new and more effective approaches to carrying on with 
work. The automotive sector has already seen some intriguing blockchain develop-
ments. Blockchain grants users and component suppliers extraordinary levels of 
control. Blockchain-based systems promise immutability and built-in verification 
for all organizations, which is why automakers are making strategic investments in 
this disruptive technology. 

13 Conclusion 

With the assistance of blockchain technology, automakers stand a real chance 
of implementing novel business strategies that are more efficient. There have 
already been some intriguing blockchain developments in the automotive industry. 
Blockchain provides unprecedented levels of control to users and component 
suppliers. Automakers are strategically investing in this disruptive technology 
because blockchain-based systems promise immutability and built-in verification 
for all organizations. In defiance of the non-collaborative organizational structures 
that are currently in place, blockchain technology has the potential to provide the 
automotive industry with a platform that can allocate information that is trust-
worthy and cyber-resilient. It is essential to carry out an objective assessment when 
deciding whether to capitalize in blockchain from a cybersecurity and business stand-
point, despite the hype that has been reported by several organizations. This review
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covered a wide range of topics regarding the emergence of disruptive technolo-
gies like blockchain. In addition, we provide a comprehensive perspective on the 
blockchain-based advanced automotive industry and go over the various use cases. 
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A Short Survey on Fake News Detection 
in Pandemic Situation Towards Future 
Directions 

Rathinapriya Vasu and J. Kalaivani 

Abstract In December 2019, numerous news posts regarding the situation of 
COVID-19 in electronic media, traditional print, and social media emerged. These 
media sources are getting information from both non-trusted and trusted medical 
healthcare systems. The fake news regarding the pandemic situation is spread 
rapidly in multimedia. The wide spread of small deceptive information can cause 
unwanted exposure and anxiety for taking medical remedies and gives tricks for 
digital marketing. These unwanted medical remedies may lead to deadly factors. 
Therefore, a model to detect fake content and misinformation from the multimedia 
news pool during the pandemic is essential. The purpose of this systematic litera-
ture review is to review the significant studies about misinformation and fake news 
during COVID-19 on social media. In this survey, the currently used deep struc-
tured architectures to detect FND are utilized in the post and pre-pandemic situation. 
This review also explores the algorithmic categorization, dataset details, performance 
metrics, and tools utilized for implementation. Finally, this review gives the research 
gaps towards the future direction that has been aroused in the FND approaches, and it 
provides the appropriate pathway for researchers to implement several improvements 
in the future for getting better outcomes with a limited number of input data. 
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1 Introduction 

People can easily share information with the extensive usage of social platforms 
and mobile phones anytime and anywhere. False news is “articles that are verifiably 
and intentionally false, and that should mislead readers”. Moreover, fake news is 
stated as “the false news that has been spread under the guise of authentic news, 
and that is spread throughout the internet or outlets with an intention for gaining 
the data financially and politically based on increased readership and biased public 
opinion”. The dense distribution and the continuous distribution of contents may 
cause significant impacts on society. On February 8, 2021, there were 106 million 
people confirmed with COVID-19 around the whole world, and there are 2 million 
people who died due to COVID-19 in the entire world [1]. Moreover, COVID-19 
Hoaxes can be highly outspread through the multimedia such as Twitter, Facebook, 
etc. 

Fake news can be spread through a social network based on images and content [2]. 
The manual FND over multimedia needs expert knowledge and an excessive work-
load to detect false information. Therefore, several tools are implemented to identify 
false content on Twitter, Facebook, and other social networks. But, this manual detec-
tion is not suitable for sizeable dimensional news articles [3]. To rectify these disad-
vantages, several semantic-based and artificial intelligence-based FND approaches 
have been developed. This artificial intelligence system creates a bottleneck effect 
when the optimization and tuning of a large number of parameters. Another difficulty 
of the FND over multimedia is the nature of long texts because long texts contain 
more entities based on the involvement of places, persons, and particular occasions. 

Thus, the advancement of artificial intelligence approaches, such as supervised 
learning and machine learning-based FND schemes, has been utilized to provide 
better outcomes [4]. The aspects used to detect false news identification systems 
in the machine learning-based techniques are multimedia information, propagation 
information, social context information, and text content of news. Several archi-
tectures have been implemented for detecting the context information and the text 
content over the social platform. The supervised learning models are initially trained 
for obtaining high classification results about fake articles or real articles with the 
usage of “Convolutional Neural Network (CNN), Neural Network (NN), and Long 
Short Term Memory (LSTM)”. But, these detection models take more time over 
FND, and the robustness of the system is low. Hence, several unsupervised learning-
based false news identification approaches have been implemented. The commonly 
used unsupervised learning-based approaches for the FND over social media are the 
Gibbs method, Random forest, and logistic regression [5]. These methods effectively 
identify the hidden patterns in the news articles and the detection results. But several 
improvements are required to enhance the system’s scalability and reduce the time 
and computational complexity with a limited number of samples. Hence, this survey 
helps to identify the features and challenges of recently used FND models towards 
its future directions in the pandemic situation. 

The essential contributions of this survey paper are explained below:
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• To provide a deep survey about the current advancements in the false news detec-
tion approach over multimedia in a pandemic situation with several categorizations 
of works.

• In this survey, recently utilized datasets, the implementation tools, classifiers, and 
the performance measures used for the FND are deeply analyzed.

• To summarize an effective research gap based on the existing FND approaches 
to make several improvements for resolving the challenges aroused in the FND 
models. 

The remaining sections utilized for describing the survey are explained as follows: 
Sect. 2 gives the current developments in the false news detection methods over social 
networks during the pandemic and describes datasets and the implementation tools 
used for these currently developed techniques. Section 3 explains the algorithms used 
for the classification stage and also the performance measures that were taken into 
consideration for the existing FND. Section 4 summarizes the research gaps toward 
future directions, and Sect. 5 concludes this survey. 

2 Literature Review on Fake News Detection in a Pandemic 
Situation 

2.1 Related Works 

In 2021, Li et al. [6] have employed a new unsupervised learning approach for FND 
during the pandemic situation. At first, some information was obtained from social 
networks to integrate user information, images, propagation, and text content. The 
confidential information between features was retrieved using an autoencoder with 
the addition of a gated recurrent layer and the self-attention layer. Finally, two real-
world datasets were considered for the performance evaluation. In 2021, Shishah [7] 
has proposed an FND approach based on the export system model. This framework 
has been developed by combining relational and entity-based features to detect fake 
news. Further, two real-world datasets were considered for comparative analysis over 
various FND approaches. 

In 2021, Cherifi et al. [8] have demonstrated a machine learning-based scheme 
for the prediction of false content on social media. The binary classification has 
been performed on the information to measure the complex network and identify 
the user profile features independently. Extensive performance validation has been 
carried out various export systems in terms of different evaluation measures. In 2022, 
Agarwal et al. [9] have recommended an FND technique by extracting the spatial and 
temporal features from the Meta-data of the news articles. The spatial features from 
the news contents were determined through NER tagging, and the temporal features 
were identified through the supervised learning model. Hence, the false information 
was effectively predicted using these spatial and temporal features.
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In 2021, Song et al. [10] have introduced an FND framework using a graph-
based network. The redundant information from the original news, like temporal 
information, content semantics, and structures, has been fused using the dynamic 
diffusion network. Thus, the large-scale real-world datasets have been utilized for the 
computation of the performance of the developed graph-based model. In 2022, Sedik 
et al. [11] have offered a deeply structured related false news prediction approach 
over multimedia platforms. The most commonly used GLOVE embedding scheme 
was utilized to perform text encoding. Then the encoded words were embedded into a 
specific word length using the concatenation of CNN, GRU, and LSTM. The Kaggle 
dataset was compared with different baseline techniques to validate the efficacy. 

In 2021, Vishwakarma and Meel [12] have presented a self-ensembling concept 
related to the semi-supervised CNN approach for FND in social media. The stylo-
metric and linguistic features from the given annotated news articles are being 
explored to find hidden patterns. After, neural networks were utilized to predict the 
unknown proxy labels. The performance of the developed framework has been evalu-
ated through the current baseline approaches while taking comparative measures like 
precision and accuracy. In 2021, Liu et al. [13] have framed a deep triple network for 
FND by leveraging the knowledge graphs from the news articles. In this, the extracted 
graphs, background knowledge graphs, and open knowledge graphs were taken to 
extract high-level and low-level information from the news articles. The results indi-
cated that the DTN-based approach had a better outcome than the conventional FND 
models. 

In 2021, Nasir et al. [14] have initiated to development of a hybrid deep structure-
related approach to detect fake information over multimedia. The hidden patterns 
in the hybrid network have been determined to provide better detection accuracy 
over fake news. The effectiveness of the designed FND method has been compared 
over different benchmark datasets, and the implementation results demonstrated that 
this method gets higher generalization ability than others. In 2020, Kaliyar et al. 
[15] have implemented a DCNN for the automatic identification of misinformation 
instead of using the handcraft-related information from news articles. The discrim-
inatory features in the news article have been determined by integrating multiple 
hidden layers. Thus, distinct benchmark datasets were utilized to compare the devel-
oped method with the conventional false information prediction methods during the 
pandemic. 

In 2021, Goldani et al. [16] have designed a capsule NN to detect fake news. A 
static word embedding technique has been introduced to update and uptrain the long-
length and medium-length news. Thus, the different features have been extracted 
using various levels of n-grams. Finally, this model has been evaluated with two 
different FND methods, and the simulation outcome showcased that this accom-
plished high sensitivity than existing FND methods. In 2021, Kaliyar et al. [17] have  
aimed to develop a tensor factorization approach for the detection of false news, which 
relates to the deep structures for FND. The latent representation of social context 
and the information were obtained using a coupled-matrix-based tensor factoriza-
tion model. After, the classification between social context and the information was 
obtained using the deep neural network by tuning optimal hyperparameters within
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the system. From the classification results, the designed model outperformed well 
than the other models. 

In 2022, Li et al. [18] have designed a web of things categorization framework 
by using fuzzy logic approach over social networks. Initially, the features from the 
news articles were extracted through pre-trained CNN. Then the high dimension-
ality indexing method was used to retrieve the redundant characteristics from the 
features. Secondly, the image and the data have been categorized through the ranking 
method, and thirdly, the fraudulent web contents have been determined using a fuzzy 
approach. Finally, parametric analysis has been done to validate the efficiency. In 
2021, Kaliyar et al. [19] have suggested a BERT-based FND approach by mapping 
various parallel blocks of the single-layer DCNN with different filters and kernel 
sizes. This has produced high ambiguity in the natural language processing for clas-
sifying false news. The developed model performed well than the other baseline FND 
approaches. 

In 2022, Malhotra and Malik [20] have recommended a fast text-modified 
embedding-based fake news identification approach via A-square CNN (ASCNN). 
The features from the news articles have been analyzed through the n-grams and 
B-GRU model. Thus, the classification of false news has been performed using 
AMSGradAdamNC-based CNN. When comparing the effectiveness of various clas-
sifiers, the developed approach has been found to be highly robust, fast, and more 
accurate than others. In 2020, Reddy et al. [21] have employed a text mining-based 
false news identification model with the usage of ensemble methods. The actual 
contents of the news articles have been identified through a text mining approach 
then the classification process has been carried out over these news articles. The 
accuracy of the newly designed approach has been high when compared to other 
conventional fake news identification approaches. 

In 2021, Asghar et al. [22] have explored a rumor detection approach using deep 
learning methods. Contextual information has been emphasized in both backward 
and forward directions. Then the rumor news was predicted through Bi-directional 
LSTM, and the results were classified as non-rumors and rumors. Further, statistical 
analysis has been performed to find the effectiveness of the developed FND model. In 
2019, Jain et al. [23] have demonstrated a false news prediction method with the help 
of a machine learning approach. The decisions about real and fake news were made by 
the Support Vector Machine (SVM) classifier. The evaluation outcome demonstrated 
this model produced higher classification results than the other approaches. 

In 2019, Kaliyar et al. [24] have suggested a tree-based machine learning method 
for the classification of FND in pandemic situations. Here, the context-level features 
were combined by using the gradient boosting algorithm. Furthermore, the effec-
tiveness of the machine structure-related FND approach has been verified through 
various benchmark datasets and this model provided higher detection accuracy and 
scalability than other models. In 2021, Khanday et al. [25] have proposed a machine 
learning-related technique for the classification of COVID-19 propaganda informa-
tion. The relevant data from Twitter were extracted using Application Program Inter-
face (API) on social content. In addition, the manual attenuation has been performed



450 R. Vasu and J. Kalaivani

individually. The decision tree algorithm has been demonstrated for the final classi-
fication of false news. The overall efficacy of the designed model has been analyzed 
through different classification approaches, and the results proved this model had 
achieved greater performance than the existing methods. 

2.2 Dataset Analysis 

Researchers utilize several datasets for the detection of fake news over multimedia. 
A real-time collection of information is also present in this dataset. Various types of 
datasets utilized for FND in the pandemic situation are given in Table 1. Most of the 
researcher uses Kaggle, FakeNewsNet, and Politifact dataset to detect false infor-
mation. In this survey, various dataset was investigated to detect fake news in social 
media. Here, the various datasets from the current research work are analyzed. More-
over, an effective investigation is made to identify fake news during the pandemic. 
Moreover, the dataset helps to examine real-time fake news processing. Hence, the 
data are collected from the website and social media for the practical analysis of fake 
news in the pandemic situation.

2.3 Chronological Review 

The year-wise implementations of the FND approach are depicted in Fig. 1. In this  
survey, the review of FND approaches is taken in 2019–2022 to know the recent 
advancements made in detection approaches. Most of the FND approaches will be 
taken in the year 2021. The current research on the FND method over social platform 
is taken for this review.

2.4 Study on Implementation Tools 

The FND methods in the pandemic situation are carried out through various imple-
mentation tools like Linux, python, BiGCN, NVIDIA, TESLA, Tensor flow, and 
Keras. The percentage analysis of implementation tools on recently developed FND 
method is showcased in Fig. 2. From this analysis, the NVIDIA tool is mainly used 
for conducting experiments over false news detection models.
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Table 1 Datasets used for the find in a pandemic situation over multimedia 

Citation Datasets 

Li et al. [6] MediaEval Weibo dataset 

Shishah [7] Politifact and pymedia 

Cherifi et al. [8] Poynter politifact and lead stories 

Agarwal et al.  [9] FactCheck, observador and snopes 

Song et al. [10] Weibo, FakeNewsNet, and twitter 

Sedik et al. [11] Kaggle 

Vishwakarma and Meel [12] Kaggle dataset 

Liu et al. [13] 2016 US election and Brexit 

Nasir et al. [14] ISO and FA-KES 

Kaliyar et al. [15] Kaggle, FakeNewsNet 

Goldani et al. [16] LIAR, ISOT 

Kaliyar et al. [17] BuzzFeed, PolitiFact, FakeNewsNet 

Li et al. [18] kaggle, FakeNewsNet 

Kaliyar et al. [19] The real-world dataset collected by U.S. general presidential 
election-2016 

Malhotra and Malik [20] Kaggle 

Reddy et al. [21] FakeNewsNet, McIntire, Politifact 

Asghar et al. [22] COAE2014 and IMDB 

Jain et al. [23] Media news dataset 

Kaliyar et al. [24] Kaggle 

Khanday et al. [25] Twitter API

Fig. 1 A chronological 
review of FND techniques 
over social media
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Fig. 2 Analysis of 
implementation tools used 
for fake news detection 
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3 Deep Learning Algorithms Used for FND in Pandemic 
Situation 

3.1 Algorithmic Classification 

The final detections of accurate and fake information are identified in the final classifi-
cation stage. There are several machine learning and deep structure-related classifiers 
utilized for this detection of false information in the pandemic situation. These clas-
sifiers are effectively found in the hidden patterns in the original news articles. These 
redundant features are mainly helpful for the FND over multimedia. The most gener-
ally used deep learning-based classifiers to detect fake news are CNN, RNN, DCNN, 
autoencoder, LSTM, and BERT. The most commonly utilized machine learning-
related classification algorithms [26, 27] for identifying false news are SVM, LR, 
fuzzy, and decision tree. 

CNN-Based FND Models CNN-based detection schemes broadly classify accu-
rate and false information. CNN gives several advantages like low computational 
complexity, fewer costs, and higher detection accuracy. Moreover, it effectively 
finds hidden features from the original information. Hence, misclassification is 
greatly minimized by using this CNN classifier. In this survey, the CNN-based FND 
approaches are present in CNN-LSTM-GRU [11], CNN-RNN [14], DCNN [15], and 
A-Square CNN [20]. 

Neural Networks Based FND Models Neural network based FND schemes 
produce high sensitivity and high detection accuracy over real news and false news, 
and this is highly suitable for classifying with large amounts of input data. The 
complex structure has been effectively analyzed over these neural networks based 
FND approach. The neural network based classifiers utilized for this survey are RNN 
[13], capsule neural network [16], DNN [17], and DNN [22]. 

Other deep learning-based approaches used for taking a review of this survey are 
Autoencoder [6], BERT [7], LSTM [9], GCL [10], BERT [19], and EL [21]. 

Machine Learning-Based FND Techniques These approaches are also helpful for 
the FND in the pandemic situation. These techniques provide high generalization 
ability, reducing the overfitting and the underfitting problems. The machine learning 
structure-related classification algorithms to be considered for the detection of fake
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Fake 
news 

detection 
classifiers 

Machine 
learning 

Deep 
learning 

RNN [13], capsule neural 
network [16], DNN [17] and 

DNN [22] 

CNN-LSTM-GRU [11], 
CNN-RNN [14], DCNN [15] 

and A-Square CNN [20] Neural network-
based classifiers 

CNN-based 
classifiers 

Autoencoder [6], 
BERT [7], LSTM 

[9], GCL [10], BERT 
[19] and EL [21] 

API [8], semi-supervised 
graph [12], Fuzzy logic [18], 
SVM [23], Gradient Boosting 

[24] and SVM-LR [25] 

Fig. 3 Algorithmic categorization of recently used FND approaches 

information are API [8], semi-supervised graph [12], Fuzzy logic [18], SVM [23], 
Gradient Boosting [24], and SVM-LR [25]. The algorithmic classification of recently 
used FND models in the pandemic situation is diagrammatically represented in Fig. 3. 

3.2 Evaluation Metrics Utilized in FND 

The performance metrics used for evaluating the effectiveness of the FND models. 
The performance validation is also carried out through these performance metrics. 
The most widely used performance metrics for the FND methods are “accuracy, preci-
sion, F1-score, recall” and some negative measures like “True Positive Rate, False 
Positive Rate, and False Negative Rate”. The currently used performance measures 
for FND are illustrated in Table 2.

4 Research Gaps and Challenges 

In COVID-19 related pandemic situation, the wrongdoers spread smear campaigns, 
satire, clickbait, astroturf memes, conspiracies, hoaxes, fake news, false articles, 
misinformation, rumors, false content, and other forms of deception on social media. 
This gives tremendous strain on society in the form of damaging justice, truth, 
democracy, journalism, freedom of expression, public trust, and reputation. Hence,
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Table 2 Performance metrics used for performance validation of conventional FND systems 

Citation Accuracy Precision F1-score Recall Miscellaneous 

[6] – ✓ – – AUC, MACRO-F1, and MICRO-F1 

[7] ✓ ✓ ✓ ✓ TPR and FPR 

[8] ✓ – – – – 

[9] ✓ ✓ ✓ ✓ – 

[10] ✓ ✓ ✓ ✓ – 

[11] ✓ ✓ ✓ ✓ – 

[12] ✓ ✓ ✓ ✓ – 

[13] ✓ ✓ ✓ ✓ – 

[14] ✓ ✓ ✓ ✓ – 

[15] ✓ ✓ ✓ ✓ – 

[16] ✓ ✓ ✓ ✓ TPR and FPR 

[17] ✓ ✓ ✓ ✓ – 

[18] ✓ ✓ ✓ ✓ – 

[19] ✓ – – – Cross-entropy loss, FPR, FNR, and 
confusion matrix 

[20] ✓ ✓ ✓ ✓ – 

[21] ✓ ✓ ✓ ✓ – 

[22] ✓ ✓ ✓ ✓ – 

[23] ✓ – – – – 

[24] ✓ – ✓ – Detection time and Training loss 

[25] ✓ ✓ ✓ ✓ –

paramount importance is given to detecting false news on social media during the 
pandemic. Many of these techniques have been developed for FND on multimedia 
based on the profile of new generators, propagation of the news on users, and the 
tweets content. The implementation of network-based methods relies on the complete 
graph, which takes time for FND on the social platform. Developing user profile-
based methods is only suitable for fake accounts and bot detection. It cannot detect 
false information and real information. Moreover, the human content-related detec-
tion approaches allow only deceiving content-based techniques. In addition, false 
news is creating significant problems in today’s world. The early FND faces several 
challenges because of the enormous input data. Another significant challenge that 
arises in the detection of false news is the shortage of labeled training models and 
shortage of training data. If similar patterns are present in the input data means, that 
leads to several difficulties in the classification of real versus false news. Further 
developments are needed to improve the model accuracy with a limited amount of 
input data. In addition, the model reliability and robustness of the system have been 
further improved in the future. Moreover, the time and computational complexity of 
the false news detection approaches are also improved in the future.
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5 Conclusion 

This paper reviewed the previously used FND technologies with the exploration of 
different deep structure-related techniques in the pre-and post-pandemic situations. 
The recent developments in the deep structure and supervised and unsupervised 
FND models have been deeply explained in this survey. It mainly focused on the 
type of datasets utilized for the recent developments in FND approaches and also 
the implementation tools being used for conducting experiments over the false news 
detection approach. In addition, the classifiers used for the identification of false 
information and the performance metrics used to validate the effectiveness of the 
model have been analyzed. Finally, the research gaps toward future direction were 
explained to encourage the researchers to further develop the FND models over 
multimedia networks. 
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Periocular Biometrics and Its 
Applications: A Review 

Aishwarya Kumar and K. R. Seeja 

Abstract The periocular region is the area under the proximity of the eyes. The 
periocular region provides a significant number of features that can be used in situ-
ations of the occluded face. Due to face occlusion, a very large portion of the face 
does not contribute to the features, which may lead to unsatisfactory performance 
of the system. Focusing only on the periocular region will enhance the performance 
of the system as only these features will be considered for the development of the 
application. This paper provides an extensive survey of the different applications that 
use the periocular region for biometrics and soft biometrics. The paper provides an 
overview of the different preprocessing steps the researchers are using over recent 
years. Along with this, the paper also presents possible research opportunities in the 
domain. 

Keywords Periocular region · Facial landmark detection algorithms · Feature 
extraction · Person identification 

1 Introduction 

The biometric system is a process that is used to identify a person by using his 
traits. The different biometric attributes which can be used to identify an individual 
are the face, fingerprints, iris, ear, voice, footprints, etc. There are some forensic 
methods (like DNA through blood, hair, or saliva) as well which are used in critical 
applications. Biometric systems can be used to authenticate a person in different 
scenarios like criminal investigations, surveillance systems, access-control systems, 
airport security systems, etc.
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Fig. 1 Periocular portion of the face 

Many a time, it is seen that the face of the person is covered with a veil or mask, 
making it difficult for facial image-based identification systems to identify him. 
Periocular Region can be used in such situations. The periocular region includes 
features around the eyes, like eyebrows, eye folds, eyelids, tear ducts, canthus points, 
etc. A detailed description of the characteristics of the periocular portion is displayed 
in Fig. 1. 

The primary objective of this paper is to put forward an illustrative survey about the 
existent techniques used in literature considering the periocular area and its combi-
nation with the iris features. The periocular biometric system has been discussed in 
Sect. 2. Section 3 is an elaborative explanation of the various benchmark datasets 
which are available in the literature. The facial landmark extraction techniques which 
can be used as a preprocessing step are examined in Sect. 4, followed by Sects. 5, 6, 
and 7 which discuss the region of interest extraction methods, widely used feature 
descriptors, and the different classification techniques opted by the researchers. 
Sections 8, 9, 10, and 11 discuss the various applications of the periocular region. 
The possible research opportunities are mentioned in Sect. 12. The paper has been 
concluded in Sect. 13. 

2 Periocular Biometrics System 

The Periocular Biometric System can be developed by following the five-step 
approach shown in Fig. 2. The first module is the data acquisition step. The data 
can be gathered either by using the benchmark datasets which are publicly available 
or by capturing the periocular images. There are some periocular datasets available, 
discussed in Sect. 3. Another way can be generating the periocular datasets using 
facial images. The next step would be the preprocessing of the gathered images. The 
preprocessing can include various steps like dataset augmentation, image equaliza-
tion, image filtering, image segmentation, etc. These steps can vary according to the 
application under consideration. The next phase would be to find the optimal region 
of size. The different procedures present in the literature for optimal ROI extraction
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Fig. 2 Periocular biometrics system 

have been reviewed in Sect. 5. After having the optimum region, features are derived 
from them. Features are useful information that will help the system to recognize the 
subject. The last step would be training the model and classifying the image of the 
person. Recognition of the person and evaluation of the results are also performed 
in this step. 

3 Periocular Databases 

To develop any application based on periocular region, a significant number of images 
are necessary for training and evaluation. The researcher can create their image 
database by capturing the images through a camera or a sensor. Datasets can also be 
formed by crawling the internet sources. There are some benchmark datasets available 
that researchers can use for their research. The benchmark datasets are those which 
are created by different organizations and institutions, and available freely or upon 
request through a licensing agreement. Some of the benchmark periocular image 
databases are discussed in Table 1 and a few sample of periocular images from 
these benchmark datasets are shown in Fig. 3.

4 Facial Landmark Extraction Techniques 

The first and foremost step for developing a periocular region-based system is to 
have a large set of periocular images. The researchers [15–17] are using the perioc-
ular datasets which have been discussed in Sect. 3 for developing their respective 
applications. The other way could be to extract the periocular area from the facial 
images like the work done in [18]. To extract the eye vicinity portion from the face, 
the coordinates or landmarks of the face are required. Different algorithms can be 
used to perform this task. These algorithms work by first detecting the face and then 
extracting the coordinates from it. Among these algorithms, the Dlib algorithm has 
been widely used in many pieces of research like Reddy and Derakhshani [19].
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Table 1 Benchmark periocular image datasets 

Name of the dataset No. of 
subjects 

No. of 
images 

Link to download/license agreement 

Ethnic ocular [1] 1,034 85,394 https://www.dropbox.com/sh/vgg709to2 
5o01or/AAB4-20q0nXYmgDPTYdB 
ejg0a?dl=0 

SBVPI (sclera blood 
vessels, periocular, and iris) 
[2, 3] 

55 1,858 https://sclera.fri.uni-lj.si/datasets.html 

MOBIUS(mobile ocular 
biometrics in unconstrained 
settings) [4] 

100 16,717 https://sclera.fri.uni-lj.si/datasets.html 

I–SOCIAL–DB [5] 400 3,286 https://iebil.di.unimi.it/ISocialDB/index. 
html 

FOCS (face and ocular 
challenge series) [6] 

136 9,581 https://cvrl.nd.edu/media/django-summer 
note/2018-09-19/a160e284-751e-4587-
a292-7ce77e8b387b.pdf 

Cross–eyed-cross-spectral 
iris/periocular recognition 
database [7] 

120 3,840 https://sites.google.com/site/crossspectru 
mcompetition/ 
home/how-obtain-and-cite-the-database 

CSIP (cross sensor iris and 
periocular dataset) [8] 

50 2,004 http://csip.di.ubi.pt/ 

IIITD multispectral 
periocular dataset [9] 

62 1,240 http://www.iab-rubric.org/index.php/multi-
spectral 

UBIPr [10] 261 10,950 http://iris.di.ubi.pt/ubipr.html 

UFPR–periocular dataset 
[11] 

1,122 33,660 https://web.inf.ufpr.br/vri/databases/ufpr-
periocular/ 

UFPR–eyeglasses [12] 83 2,270 https://web.inf.ufpr.br/vri/databases/ufpr-
eyeglasses/ 

VISOB 2.0 (visible light 
mobile ocular biometrics) 
[13] 

150 
(training) 
100 
(testing) 

75,428 https://sce.umkc.edu/research-sites/cibit/ 
dataset.html/ 

CASIA–IrisV4–distance 
[14] 

142 2,567 http://biometrics.idealtest.org/dbDetailF 
orUser.do?id=4#/

4.1 Dlib Facial Landmark Detection Algorithm 

The Dlib library which was created by King [20] is a C++ and Python-based toolkit 
for face localization and facial landmark identification. The algorithm works in two 
phases: initializing the detector to locate and detect the faces existing in the image and 
initializing the predictor using a pre-trained model for detecting the key points or the 
landmark points. The pre-existing model used for landmark localization is trained on 
the iBUG-300W dataset and is based on ensemble regression trees. It is a regression 
problem as there is a continuous series of points that needs to be predicted. The Dlib

https://www.dropbox.com/sh/vgg709to25o01or/AAB4-20q0nXYmgDPTYdBejg0a?dl=0
https://www.dropbox.com/sh/vgg709to25o01or/AAB4-20q0nXYmgDPTYdBejg0a?dl=0
https://www.dropbox.com/sh/vgg709to25o01or/AAB4-20q0nXYmgDPTYdBejg0a?dl=0
https://sclera.fri.uni-lj.si/datasets.html
https://sclera.fri.uni-lj.si/datasets.html
https://iebil.di.unimi.it/ISocialDB/index.html
https://iebil.di.unimi.it/ISocialDB/index.html
https://cvrl.nd.edu/media/django-summernote/2018-09-19/a160e284-751e-4587-a292-7ce77e8b387b.pdf
https://cvrl.nd.edu/media/django-summernote/2018-09-19/a160e284-751e-4587-a292-7ce77e8b387b.pdf
https://cvrl.nd.edu/media/django-summernote/2018-09-19/a160e284-751e-4587-a292-7ce77e8b387b.pdf
https://sites.google.com/site/crossspectrumcompetition/
https://sites.google.com/site/crossspectrumcompetition/
http://csip.di.ubi.pt/
http://www.iab-rubric.org/index.php/multi-spectral
http://www.iab-rubric.org/index.php/multi-spectral
http://iris.di.ubi.pt/ubipr.html
https://web.inf.ufpr.br/vri/databases/ufpr-periocular/
https://web.inf.ufpr.br/vri/databases/ufpr-periocular/
https://web.inf.ufpr.br/vri/databases/ufpr-eyeglasses/
https://web.inf.ufpr.br/vri/databases/ufpr-eyeglasses/
https://sce.umkc.edu/research-sites/cibit/dataset.html/
https://sce.umkc.edu/research-sites/cibit/dataset.html/
http://biometrics.idealtest.org/dbDetailForUser.do?id=4
http://biometrics.idealtest.org/dbDetailForUser.do?id=4
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(i) (ii) (iii) 

(iv) (v) (vi) (vii) 

Fig. 3 Sample of periocular images from different datasets, (i) UFRP Dataset [11], (ii) SBVPI 
Dataset [2, 3], (iii) MOBIUS Dataset [4], (iv) VISOB 2.0 Dataset [13], (v) UFPR Eyeglasses 
Dataset [12], (vi) UBIPr Dataset [10], (vii) Ethnic Ocular Dataset [1]

algorithm is an implementation of the model proposed by [21]. Face localization is 
based on HOG, and linear SVM. This facial landmark detector algorithm detects 68 
coordinates, including eyes, eyebrows, nose, lips, chin, and jawline. Out of the 68 
landmark points, only 22 points are related to the periocular region. These landmark 
points are the coordinates of the eye and the eyebrows. 

4.2 FacemarkLBF Model 

The FacemarkLBF model is an implementation of the research proposed by Ren et al. 
[22]. This face landmark detection algorithm is supported by OpenCV but does not 
have Python support. To detect the key points, the algorithm has to be coded in C++ 
programming language. A pre-existing model is available for coordinate detection. 
The faces in the images are detected through the Haar Cascade classifier and then 
the LBF model landmark detector is initiated. Just like the Dlib algorithm discussed 
in Sect. 4.1, the FacemarkLBF model also returns 68 landmark points in the form of 
a vector. 

4.3 MediaPipe Face MeshLibrary 

The MediaPipe library is developed by Google and provides a set of solutions [23] 
for face detection, facial landmark points localization, iris detection, hand coordi-
nates localization, pose detection, object detection, 3D object detection, etc. These
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solutions are open source and most of them are operatable on both Android and iOS 
operating systems. These solutions provide support for C++, Python, and JavaScript 
languages. The MediaPipe library for landmark detection [24] works in two phases: 
detecting the faces from the image and then locating the landmark points. It uses a pre-
trained model BlazeFace for the execution of these phases. The output of this library 
is 468 3D facial key points for the image passed as input. These landmarks include 
the positions of eyebrows, eyes, nose, lips, forehead, cheeks, chin, and jawline. Along 
with this basic mesh model, the library also provides an Attention-based mesh model 
to provide attention to the meaningful facial features. 

4.4 MTCNN Model 

Multi-Task Cascaded Convolution Networks (MTCNN) is an architecture proposed 
by Zhang et al. [25] which uses multi-task learning for both facial detection and land-
marks localization. MTCNN is a Python-based algorithm, considered as a two-stage 
model. Before passing a facial image to the model, the image needs to be resized to 
form a pyramid-like structure. The model uses three CNN for extracting the coor-
dinates of the face. The first network is the P-Net (Proposed Network) which takes 
the resized image as an input, performs the convolution operations, and produces 
the candidate bounding box coordinates for different facial regions as an output. The 
P-Net model has no dense layer. The next network is known as the R-Net (Refine 
Network) which improves the output of the P-Net and tries to detect the correct 
bounding box for the face available in the picture. The output of this second network 
is detected face along with the face bounding box coordinates. The R-Net model 
also produces a vector with ten elements that help to localize the facial key points. 
The third and last model in the MTCNN architecture is the O-Net (Output Network) 
which refines the output of the R-Net model and produces five facial positions as 
the final output. The only downside of this detection algorithm is that it takes high 
processing time as compared to other algorithms discussed in Sects. 4.1, 4.2, and 
4.3. 

5 Region of Interest (ROI) Extraction 

After extracting the periocular portion, the next stage is to get the optimal region 
of interest through which the best results can be achieved. There is no conven-
tional procedure that can be used to find out the optimal region of interest. Many 
researchers had proposed different methodologies to extract the ideal area from the 
periocular region. Kumari and Seeja [26] proposed an unprecedented method to 
extract rectangular and polygon-shaped ROI. The rectangular ROI extraction algo-
rithm used the corner points of the eyes (known as canthus points), corner points 
of the eyebrows, and the midpoint of the eyebrow as the reference points. Halfway
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point of the line joining the corner points was calculated. Then the distance between 
the midpoint of the eyebrow and the midpoint of the corner points was calculated 
and used as a reference to calculate the coordinates of the rectangular bounding box. 
The polygon-shaped ROI extraction algorithm also worked similarly. 

Merkow et al. [27] used frontal and near-frontal facial images to extract the optimal 
periocular region from them. The near-frontal images are rotated to modify them as 
frontal images. To get the appropriate angle of rotation, the centroids of the eyes were 
taken into consideration. The proposed algorithm used the inner and outer canthus 
points, the peak of the nose, the midway of the upper lip, and the center of the chin 
as the reference points. The line joining the corner points was named as the eye line. 
The ROI was found by keeping the eye line as the center and considering half of the 
distance between the nose and the eyes, upwards and downwards the eye line. 

Manyala et al. [28] used the Viola-Jones algorithm to identify the face and the 
eyes. The optimum size of the ROI was determined by the following coordinate 
equation:

(
w + w 

a 
, h + h 

b

)
(1) 

where w and h are the width and height of the bounding box containing the eye pair 
detected by Viola-Jones. a and b are the hyperparameters that can be set accordingly 
to consider the whole periocular region (including the eyebrows). After the generation 
of this eye-paired ROI, the left and the right periocular region was separated. 

Kumar and Pavani [29] normalized the near–frontal facial images. The center of 
the eyes was then located and considering the eye center as the reference point, a 
square-shaped bounding box was formed around each eye. Reddy and Derakhshani 
[19] detected the facial landmark points through the Dlib library. The inner and outer 
corner points and the bottom tip of the nose were considered as reference points. Eye 
centers were produced such that they are at three–fourth of the height from the top 
and one–fourth of the width from the sides. The extracted periocular ROI had both 
eyes. 

6 Feature Extraction Techniques 

After extracting the optimal periocular region, the next step which remains constant 
for all the applications is feature extraction. Feature extraction is the process that 
focuses on those useful pixel values of an image which helps to identify the image. 
Feature extraction plays a significant role in problems such as object detection, person 
identification, image reconstruction, and many more. Feature extraction techniques 
are broadly classified into two: handcrafted and non-handcrafted feature extraction. 
Handcrafted feature extraction methods (LBP, HOG, SIFT, Gabor, GLCM, BSIF, 
GIST, etc.) are the ones where the features are manually extracted using specially
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engineered extraction techniques. Non-handcrafted feature extraction includes auto-
matic detection and extraction of features using deep learning-based algorithms like 
CNN models. 

6.1 Local Binary Pattern (LBP) 

LBP is a global feature descriptor that analyzes the whole image as a single vector and 
the same rule has been applied to all the pixels of the images. To calculate the LBP 
code for an image, a reference pixel is considered. The reference pixel is surrounded 
by eight neighboring pixels. These neighboring pixels are used for generating the 
LBP code for the reference pixel. The generated binary values (by comparison of 
reference and neighboring points) are combined either clockwise or anti-clockwise 
and then the binary values are converted to decimal. The decimal value is the LBP 
code for the reference pixel. The researchers [17, 18, 30–32] used the Local Binary 
Pattern as an extraction method to draw out features from the periocular region. 

6.2 Histogram of Oriented Gradients (HOG) 

HOG is used to convert an image to a feature vector of a length selected by the user. 
The dimension of the input image (width: height) for the HOG feature descriptor 
should be in the ratio 1:2. Histogram of Gradients is calculated using 9 bins for each 
8 × 8 pixel. HOG is calculated after block normalization of the bins is calculated. 
HOG is a popularly used technique for feature extraction. Hernandez-Diaz et al. [17], 
Kumar and Rao [30],  Oishi et al.  [31] and Kumari and Seeja [33] used Histogram 
of Oriented Gradients along with other feature extraction methods to identify the 
person using the periocular region. 

6.3 Scale Invariant Feature Transform (SIFT) 

SIFT is a local feature descriptor that starts by detecting and locating the features 
from an image. After locating the landmarks, orientation is assigned to them and at 
the end, a feature vector is generated. As the name suggests, the features generated 
by SIFT are invariant by changing the scale and rotation. It is a handcrafted feature 
extraction method used by Hernandez-Diaz et al. [17], Oishi et al. [31], Nakamura 
et al. [32] and Kamarajugadda and Movva [34] in their research work. Table 2 shows 
a comparison between these popular handcrafted feature extraction techniques.

Apart from the popularly used LBP, HOG, and SIFT feature descriptors, the 
researchers also used some other feature descriptors. Alonso-Fernandez et al. [18] 
and Sarmah et al. [35] used Gabor filters for periocular feature extraction. Gabor
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Table 2 Comparison between LBP, HOG, and SIFT 

Local or 
global 
descriptor 

Binary or 
real 
descriptor 

Scale 
dependent or 
independent 

Rotation 
invariant 

Key outlines Primary uses 

LBP Local 
feature 
descriptor 

Real 
(floating 
point) 

Dependent Yes Robust to monotonic 
grayscale changes and 
uses all 8 directions 
for each pixel to 
capture details only at 
a fixed scale 

Capturing 
local patterns 
and 
extremely 
fine-grained 
details for 
face 
recognition 
and texture 
classification 

HOG Global 
feature 
descriptor 

Real 
(floating 
point) 

Dependent No Considers orientation 
histogram of edge 
intensity, gradient, and 
orientation to 
calculate first-order 
gradients of each cell 
in both the horizontal 
and vertical directions 

Detecting 
objects by 
capturing 
edges and 
corners in 
images 

SIFT Local 
feature 
descriptor 

Real 
(floating 
point) 

Independent Yes Extract the local 
extrema and feature 
points with the 
difference-of-gaussian 
(dog) function 

Detecting the 
interest 
points/key 
points in the 
facial images

filter is a modulation of Gaussian and sine waves which allow only a certain band of 
frequencies to pass through it. It is a texture-based feature extraction that produces 
the highest value at the change of texture in an image. Gray-Level Co-Occurrence 
Matrix (GLCM) is also a texture-based global feature descriptor that analyzes how 
frequently a particular pair of pixels occur together in an image, i.e., it tries to find 
out the co-occurrence of the different pixel values. Alonso-Fernandez et al. [18] 
compared the efficiency of the GLCM feature extraction technique along with other 
feature descriptors. 

7 Classification Techniques 

After preprocessing and feature extraction, the images are then put into different 
classes using a classification algorithm. If gender classification is the problem under 
consideration, then the images will be classified into two classes (Male and Female). 
If we are building an age classifier, the output classes will be different age groups, like 
Young, Middle, and Old. The output will be the name of the person in case of person 
identification. So, most of these problems are multi-class classification problems.
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Most of the research works [15, 18, 19, 33, 36, 37] used SVM as a classification 
algorithm. SVM works by finding the hyperplane between the classes by minimizing 
the gap between the hyperplane and the support vectors. Deep learning architectures 
like Convolution Neural Networks (CNN) can also be used as a classifier. CNN can 
work as both a feature extractor and classifier. Zhou [16] and Kumari and Seeja [33] 
trained a CNN model from scratch while Hernandez-Diaz et al. [17] used different 
pre-trained models using transfer learning as a classifier. Some researchers [30, 34] 
have also used City Block Distance as the classifier. 

8 Applications of Periocular Region 

Due to Covid-19, around 70% of the subject’s face is covered with a mask. The 
only visible and clear region is the periocular area. The periocular portion provides a 
large quantity of identifying features. The periocular region is being used in different 
aspects with the fusion of the periocular portion along with the iris. The periocular 
region as an individual feature or periocular region along with the iris features are 
being used in many applications, some of them being person recognition, emotion 
recognition, and age and gender classification. The research work in these areas has 
been discussed in Sects. 9, 10, and 11. 

9 Person Identification Through Iris and Periocular Region 

Person Identification is a very prominent research topic. Many researchers have 
worked in this area and achieved a remarkable recognition rate. In the recent past, 
several works have been conducted by using periocular and iris as the key identifying 
trait. Ripon et al. [38] used the CASIA dataset to examine the proposed model. The 
research started by extracting the Left, and Right ROI regions from the face. A CNN 
architecture is used as a feature extractor, and the images were classified using the 
KELM classifier. Umer et al. [39] proposed a person identification system through 
a combination of the iris and periocular area. The iris portion from the images of 
the four benchmark datasets was segmented and normalized before passing to the 
pre-trained VGG16, ResNet50, and Inception v3 models. These models are also 
separately trained using the periocular region. The final class of the person was 
decided on the basis of the combination of decisions of the iris-based models, and 
the periocular region-based models. Oishi et al. [31] also used a similar approach by 
integrating the iris, and periocular region features using AdaBoost. Kumari and Seeja 
[33] also used a HOG to extract the actionable key points from the periocular area. 
Along with this, the research also used non-handcrafted periocular features obtained 
through pre-trained CNN models. The gender of the subject was also extracted by 
training a raw CNN model. The fusion of these features was passed to the multi-class 
SVM model for person identification.
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Ipe and Thomas [37] used SVM for multi-class classification. The periocular 
region was segmented using the Viola-Jones algorithm. The features were extracted 
through a transfer learning approach using the AlexNet Model. Abhinav et al. [40] 
used the Viola-Jones algorithm to locate the face and eyes from the live videos. Pre-
trained VGG16 model was used as a feature extractor and a classifier. On the other 
hand, Nakamura et al. [32] opted for SIFT and LBP for feature extraction from the left 
and right periocular portions. XgBoost algorithm was used to fuse the recognition 
scores of the two models. Ipe and Thomas [15] used the Viola-Jones algorithm 
for periocular segmentation. High-resolution images were created through the Very 
Deep Super Resolution (VDSR) algorithm. Feature extraction was done using the 
pre-trained AlexNet Model through transfer learning and multi-class SVM was used 
to classify the images of the person. Zhou [16] proposed a Siamese structure for 
person identification through the periocular region. The Siamese structure is a fusion 
of two CNN models which are having different base models (backbone models). The 
researcher compared the efficiency of the pre-trained MobileNet model with a raw 
CNN through the Siamese Structure. Also, the flipped images were provided in the 
input to enhance the performance of the proposed methodology. 

Hernandez-Diaz et al. [17] used pre-trained CNN models for classification. 
Feature extraction was done using handcrafted methods like LBP, HOG, and SIFT 
on contrast-enhanced periocular images. Kumar et al. [41] used the Haar Cascade 
classifier to locate the face and eyes, then a pre-trained ResNet18 model was used to 
classify the person through the periocular region. Kamarajugadda and Movva [34] 
suggested a periocular area-based biometric system using SIFT and SURF as the 
feature descriptors. The periocular region was extracted by taking the eye center as 
the point of reference. The classification was done through the City Block Distance 
classifier. A comparison was done between the accuracy obtained by using the left and 
right periocular areas with the complete facial features on the benchmark datasets. 
Mon et al. [42] also proposed a GUI-based periocular biometric system where the 
periocular portion was captured using a webcam and stored in the database for a new 
user. On the captured periocular images, feature extraction and score-level matching 
were performed. The proposed system proved to be successful in all the unit-level 
and integration tests. 

Zhao and Kumar [43] suggested an improvement in the existing periocular 
identification system by providing attention to the crucial features which were 
eyebrows and eyes. The proposed AttNet Architecture used four convolutional 
units and a dense layer. Another network (fully convolutional; no dense layer) 
having four convolutional blocks was used to provide attention to the eyes and the 
eyebrows by segmenting them. Along with the architecture, the researchers proposed 
a verification-oriented loss function as well. The model was evaluated on six bench-
mark datasets. Kayande et al. [44] used pre-existing VGG16 network as a feature 
extractor and a combination of two neural networks for classification. One ANN 
was fine-tuned to classify the left periocular images while the other was used for the 
right periocular images. This hybrid model approach outperformed the single model 
(ANN and SVM) for classification. Kumar and Rao [30] evaluated the accuracy of
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four different feature extraction methods on the FRGC dataset. City Block distance 
metrics were used as a classifier. 

10 Soft Biometrics Using Periocular Region 

Soft Biometrics are those characteristics of a person which may not be unique but 
can help with recognition and verification. These additional features when included 
in a biometrics identification system can enhance the results of the system. Identifi-
cation of two soft biometrics traits, namely gender and age, through the iris and the 
periocular area has been discussed in Sects. 10.1 and 10.2. 

10.1 Gender Identification Using Iris and Periocular Region 

Gender classification is a binary classification problem which means that the image 
will either fit a Male class or a Female class (two output classes). The researchers 
have used different methodologies to identify the gender of a person using the iris or 
periocular area. Tapia et al. [45] focused on the texture of the iris to categorize the 
iris regions based on the gender of the person. Various experiments were performed 
by using different implementations of LBP, and HOG as feature extractors. The iris 
regions were divided into different regions and windows. The size of the window 
and the overlap between the windows were the hyperparameters, and their optimal 
value was found by conducting different experiments. The research concluded that 
using Uniform LBP with histogram on an overlapping window of 50% achieved 
the maximum accuracy. Merkow et al. [27] suggested a novel algorithm to crop 
the periocular area from the images of the frontal faces, and near-frontal faces. The 
periocular region was extracted through seven key points. The research proceeded by 
validating the experiment on four different regions, Region 1 which consisted of the 
facial region from eyebrows to chin, Region 2 which had only eyes, and nose, Region 
3 which had the periocular region only, and Region 4 which considered the full facial 
region. Local Binary Pattern (LBP), and Pixel-based features were used as a Feature 
Extraction method. The gender of the subject was classified by using different ML 
algorithms. The research concluded by stating that only Periocular Region could be 
used for Gender Classification with an accuracy of at least 85% accuracy. 

Viedma et al. [46] tried to find the predominant and critical features of the peri-
ocular area for gender classification. To extract the features, the SVM classifier 
(Gaussian kernel) along with 9 ensemble classifiers were used. The results showed 
that the relevant features were intensity, texture, and shape of the eye, which are not 
located in the iris. After extracting the 400 best features, the XgBoost classifier is 
used to predict gender. The research also tried to compare the performance of the 
classifier for full periocular iris images and iris-excluded images. Tapia and Aravena 
[47] presented a CNN-based methodology to predict the gender of the subject from
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the Left and Right Periocular Region. LeNet5 Architecture was modified to develop 
two CNN models. The first CNN was trained only for the left eye images, while the 
other CNN was for the right eye images. The primary objective of the research was 
to evaluate the performance of the fusion of these CNN models. A third CNN model 
was also implemented which was trained on both left and right eye. The results 
obtained from the research supported the fact that the Fusion Model (CNN–1 for 
Left Eyes + CNN–2 for Right Eyes) proved to be the most efficient model with an 
accuracy of 87.26% in 300 epochs in the training time of 2 hr. 

Rasheed et al. [48] also presented a transfer learning-based approach to predict 
the gender from the masked faces. The approach involves using different Pre– 
Trained Models namely, DenseNet121, DenseNet169, ResNet50, ResNet101, Xcep-
tion, Inception V3, MobileNet V2, EfficientNet B0, and VGG16. These models are 
fine-tuned by adding a SoftMax prediction layer to the base model. The research 
proceeded in two parts by training the models with both masked, and non-masked 
faces, and by training the models with the masked faces only. For the first experiment, 
Inception V3 outperformed the others, while for the other experiment, EfficientNet 
B0 produced the best accuracy. The models were also tested on the unseen images 
for which DenseNet121, Xception, EfficientNet B0, and Inception V3 performed the 
best. 

10.2 Age Identification Using Periocular Region 

Age Identification is a multi-class classification problem and can be perceived in 
two ways: identifying the age group (for example, age group 25 to 35, age group 35 
to 45, etc.) and identifying the age category (for example, young, middle, old), to 
which a person belongs. Kamarajugadda and Polipalli [49] focused on identifying 
the age group for a subject from the periocular region (containing both eyes). A 
handcrafted feature descriptor, SURF was used to locate and draw out features from 
the periocular area. The researcher proposed a hybrid classification model based 
on SVM and KNN. The extracted features from SURF were passed as input to the 
SVM model that was used to extract the optimized dataset. The images of that were 
then classified using the KNN classifier. The accuracy of the proposed model was 
compared with individual models (SVM and KNN). The proposed model achieved 
the lowest error rate and highest accuracy in the least training time. 

11 Emotion Recognition Using Periocular Region 

Emotion Recognition is a process that is used to infer and recognize the different 
mental states, i.e., emotions of the person. The emotions can be categorized as happi-
ness, sadness, anger, disgust, fear, and surprise [50]. The eyes of a person strongly 
reflect emotions. So, focusing only on the periocular area to recognize the emotions
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of a subject can prove to improve the results of the existing systems. There are a 
few researchers in recent years (after 2018) who have used the periocular area for 
classifying the emotions of a subject. Reddy and Derakhshani [19] proposed a cross-
dataset analysis where the FACES dataset had been utilized for training the model, 
and the CFD dataset had been utilized to test and examine the performance of the 
model. These databases contain facial images. The first step of the research was to get 
the facial landmark coordinates through the Dlib algorithm. Using the eye landmark 
coordinates, the periocular region was extracted such that both the eyes lie at 75% 
from the top, and the center of the eyes was at 25% from the slides. The approach 
was validated using the proposed transfer learning-based MobileNet-V2 model, and 
the traditional model which used HOG for feature extraction and SVM for identi-
fication. The fine-tuned MobileNet-based architecture outperformed the traditional 
model with a significant accuracy rate. 

Alonso-Fernandez et al. [18] on the other hand analyzed the performance of 
different handcrafted feature descriptors, namely LBP, HOG, Gabor, GLCM, and 
GIST for emotion identification through the periocular portion. The researcher used 
CK+ to extract the small (without forehead with some part of eyebrows) and the large 
(including some part of the forehead) periocular region. Each periocular region was 
fragmented into non-overlapping blocks for feature extraction. The dataset has video 
frames that were resized using bicubic interpolation and contrast amplification was 
limited using the CLAHE algorithm. For each video, the first and the last three frames 
were considered. Leave-one-subject-out technique was used to create the training and 
testing datasets. To perform data augmentation, the images in the training datasets 
were mirrored. SVM was used to classify the emotions and it was concluded that the 
maximum accuracy was achieved using the combination of all five feature descrip-
tors. Agrawal and Christopher [51] considered the periocular region which itself 
consists of 12 features out of the 30 facial features for recognizing the expressions of 
the subject through the video frames of the CK+ Dataset. The dataset has frames with 
eight different expressions. The actionable units (features) which were available in 
the corresponding picture along with the intensity of the feature present were stored. 
Out of the twelve detected periocular features, five features were not contributing 
to the emotions shown by subjects, so these features were removed. The selected 
feature set contained only seven identifying periocular features. The research then 
proceeded by using five different classification algorithms out of which the Random 
Forest classifier outperformed others. All the images which were expressing happy 
emotions were classified correctly using the Random Forest classifier. 

12 Future Scope 

In recent times, there are several pieces of research which were already being 
conducted using the periocular region, but there are still some possibilities for future 
researchers, as mentioned below:
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• Identifying emotions through the periocular region is still a topic of research as 
not much work is being done in recent history.

• Using the attention mechanism on the extracted periocular region to enhance the 
focus on the critical regions.

• Defining a standard procedure for finding the optimal region of interest. 

13 Conclusion 

The paper provides an extensive review of the systems built using periocular region 
in recent times. The paper delivers an illustrative view of the literature about the 
different benchmark datasets, widely used facial landmark extraction algorithms, 
region of interest extraction along with feature extraction techniques, and classi-
fication methods. Using periocular region as the primary trait for biometrics and 
soft biometrics achieved significantly higher accuracy. Emotion recognition through 
the periocular region is an emerging field. Periocular region-based research does not 
demand much user cooperation and can attain the best results without being impacted 
by unusual constraints. 
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Salt Segment Identification in Seismic 
Images Using UNet with ResNet 
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Abstract Salt segmentation is the process of identifying whether a subsurface target 
is a salt or not. There are several places on Earth where there are significant amounts 
of salt as well as oil and gas. For businesses engaged in oil and gas development, 
finding the exact locations of significant salt deposits is crucial. Also, lands that have 
been impacted by salt are not useful for farming. The absorption capacity of the plant 
reduces due to the presence of salt in the soil solution, which results in a reduction 
in growth rate. So, to identify the land that contains salt, salt segmentation is being 
done. The seismic image of a particular pixel is analyzed to classify it either as salt or 
sediment. TGS Salt Identification Challenge dataset is used which consists of 4,000 
seismic image patches of size (101 × 101 × 3) and corresponding segmentation 
masks of size (101  × 101 × 1) in the training set. 18,000 seismic image patches are 
present in the test set which are used for the evaluation of the model. The model used 
is a combination of UNet with ResNet-18 and ResNet-34. Using this architecture, 
the salt region can be determined from the seismic data and display the value of 
the entire salt region. IoU is used as a performance metric to evaluate the model. 
The outcomes demonstrate that the ensemble model outperforms individual network 
models and achieves better segmentation results. 
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1 Introduction 

The depiction of subsurface structures is made possible by seismic imaging. The 
seismic imaging process uses sound waves that are emitted and reflected off subsur-
face materials that are detected on the surface by receivers known as geophones. 
The sound signal that is being reflected is collected to create a 3D image of the 
subsurface rock structure in the later stages of processing. The borders of several 
rock species are visible in seismic pictures. According to theory, the strength of the 
rejected signal is thought to be significantly correlated with the physical differences 
between the rocks at the area of contact. This effectively implies that, while seismic 
pictures provide nothing about the actual rocks, they do provide information about 
the borders between rocky deposits. Identification of salt deposits is crucial because 
seismic pictures are utilized in the search for hydrocarbon fuel sources by assisting 
in the discovery of possible reservoir rocks. 

Agriculture and oil drilling requires the automated and precise determination of 
whether a subsurface target is a salt. Unfortunately, it may be quite challenging to 
determine the exact location of significant salt deposits. Expert interpretation of salt 
bodies is still required for professional seismic imaging. So, identifying the exact 
location of salt deposits is necessary for semantic segmentation. 

In this paper, two encoders are used for identifying salt deposits. One of them is 
a ResNet 18 and the other is a ResNet 34. The images from the dataset are taken and 
preprocessed using the data augmentation technique. To enhance the quality of the 
data used to train artificial neural networks, a deep learning technique called data 
augmentation is used. By introducing variations to current data samples, the training 
dataset is artificially enlarged. The preprocessed images are then given to a deep 
learning model called U-Net which uses ResNet-18 and ResNet-34 as encoders. The 
dice loss function is then used to improve the IoU score. It is also used to figure out 
how closely the predicted image resembles the original image. A publicly available 
dataset called as TGS dataset is used to train these two models. At last, IoU is 
calculated to analyze the performance of the two models. 

The remainder of the paper is organized as follows. Related works for this are 
given in Sect. 2. In Sect. 3, we introduce the workflow and the methodology of the 
proposed UNet with ResNet18 and ResNet34 Architecture for relevant to identify 
salt segments in seismic images. In Sect. 4, the IoU percentage is presented and 
detection results are obtained to assess the performance of the proposed approach 
and also we have shown how our model identifies the salt in the given seismic image. 
Conclusions and policy implications are given in Sect. 5. Lastly, Sect. 6 contains the 
future scope.
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2 Related Works 

In this paper, an enhanced UNet deep network is used for the identification of faults 
and salt domes. Further, the encoders of VGG19 and ResNet34 are used for transfer 
learning to improve the performance of UNet and before employing the fused UNet 
on seismic data, the networks are initially trained on real-world images (ImageNet). 
At last, ResNet skip connections are used to create a model which is unaffected 
by the similarity between seismic data noise discontinuities. Netherlands offshore 
F3 block, LANDMASS, and TGS datasets are used for the evaluation of the model 
performance by using the performance metrics like Precision, Recall, F1-score, and 
IoU. The pre-trained ResNet34 fails to detect salt boundaries in zoomed regions. The 
disadvantage of this model is the pre-trained ResNet34 fails to detect salt boundaries 
in zoomed regions [1]. 

A UNet-based deep convolutional neural network is used for the semantic segmen-
tation of satellite images. There are two subnetworks in the proposed TL-DenseUNet. 
To obtain multilevel semantic information, the encoder subnetwork employs a trans-
ferring 4 DenseNet while the decoder subnetwork uses dense connections to combine 
the information in each layer. Various metrics like F1 score, recall, precision, overall 
accuracy (OA), IoU, MIoU, and kappa coefficient and are used to assess the perfor-
mance of TL-DenseUNet. TL-DenseUNet kappa coefficient is enhanced by more 
than 0.0752 when compared with several other cutting-edge models. The model lacks 
in the identification of ground features with comparable spectra that were liable to 
classification. The drawback of this model is that it lacks the identification of ground 
features with comparable spectra that were liable to classification errors [2] 

U-Net plus Se-ResNet based deep learning method is used for the identification 
of salt segments in seismic images. After that, the model is trained using Lovasz 
Loss after initially employing a combination of dice loss and binary cross entropy 
(BCE). TGS dataset is used for the evaluation of the model which contains images of 
101 × 101 pixels. k-fold cross-validation was used for the evaluation of the model. 
IoU was used as the evaluation metric for this segmentation issue. An average IoU 
metric score of 0.9037, 0.84201, 0.866771, and 0.819871 is achieved on Lovasz-
Train, Lovasz-Valid, BCE-Train, and BCE-Valid respectively. The disadvantages are 
it needs to have directly assisted the process of seismic data interpretation without 
the compulsion of providing seismic features [3]. 

A deep-supervised network architecture called UNet with an encoder and decoder 
that combine feature maps with associated resolutions via jump connections is used 
for salt 5 segmentation. The training is done in two stages in which the binary cross-
entropy loss is used in the first 10 epochs to improve the learning rate and the Lovasz 
loss function for the next 100 epochs to optimize the IoU metric. The proposed 
method has achieved 87.39. Due to the lack of data, the encoder uses ImageNet pre-
trained weights to achieve better results and to reduce training time. The limitation 
of this project is an insufficient amount of data [4]. 

A deep CNN-based model that is combined with human interactions is proposed 
for the interactive salt segmentation of seismic images. Negative and positive points
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are converted into two Euclidean distances maps (EDMs) which are then paired with 
the seismic images to train the CNN model and included the interaction points in the 
proposed technique. A combination of U-net and PPM make up the model which was 
developed using the data from the TGS dataset. The likelihood maps generated by the 
CNN model are then improved using a graph cut technique, which causes to update 
of the salt boundaries. The saltISCG technique provides two mean average precisions 
(mAPs) of 91.59. The disadvantage of this method is that it is not a fully automatic 
method, and requires adding some interaction points to the complex seismic images 
[5]. 

In this paper, the author develops a highly generalized fully convolutional Dense 
Net with the help of self—an attention mechanism for automatic salt segmentation. 
This framework’s robustness is measured by testing the proposed framework with the 
data set. The author uses TGS salt segmentation data set and a 3-D SEAM dataset. 
The author suggested 6 network architectures and used architectures of convolutional 
blocks, denser blocks, squeeze and excitation blocks, and transition-down blocks. To 
evaluate the performance of the model performance metrics like Accuracy, Precision, 
F1-score, recall, and IoU are taken into consideration. The limitation of this system is 
the suggested DL framework’s potential to produce noticeably larger errors towards 
the edges/pinch-outs of salt bodies is one of its disadvantages [4]. 

To describe the intricate distinctions between the true and modelled multiples in a 
nonlinear relationship, the author of this study introduces U-net, a well-known deep 
learning technique. This framework’s robustness is measured by testing the proposed 
framework with the Sigsbee2B data set. The architecture of the U-Net is described 
and the traditional LR method is reviewed. To compare the results of various adap-
tive subtraction strategies objectively, they define the signal-to-noise ratio (SNR). 
The proposed U-net method’s primary drawback is its expensive computational 
requirements [6]. 

In this, the author offers a thorough analysis of the recent literature on visual 
attention models, recurrent networks, and generative models in conflictual circum-
stances. The architecture of the DEEP NEURAL NETWORK and DL-BASED 
IMAGE SEGMENTATION MODELS are described. The data sets are divided into 
3 types for DL-based picture segmentation: 2D (pixel) images, 2.5D RGB-D (colour 
+ depth) images, and 3D (voxel) 7 images. The datasets KITTI and Cam Vid are 
among the most widely used in computer vision, together with PASCAL Visual 
Object Classes (VOC). Pixel accuracy, Mean Pixel Accuracy (MPA), Intersection 
over Union (IoU), and Dice coefficient are the measures for the image segmentation 
models. The limitation of this model is it performs only on a subset of object classes 
[7].
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3 Methodology 

See Fig. 1. 
In our project, we are considering the problem of salt identification as a semantic 

segmentation problem in which input images are classified pixel-by-pixel into salt 
and non-salt regions. In the corresponding mask against an image, salt regions are 
represented by white pixels while non-salt regions are in black as shown in Fig. 2. 

According to our proposed system in Fig. 1, seismic images from the dataset were 
augmented and batched using a data loader, these batched images are fed into UNet 
with the ResNet model for training, and finally predicted mask is obtained using the 
trained model.

Fig. 1 Proposed system 
diagram 

Fig. 2 Sample image and its 
corresponding mask 
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3.1 Dataset Description 

TGS salt identification challenge dataset is used for model evaluation which consists 
of 4000 labelled images in the training dataset [8]. The training dataset also consists 
of the corresponding masks of the seismic image. The training dataset consists of 
seismic images which are of the size 101 × 101 × 3 and mask images of the size 
101 × 101 × 1. There are also some anomalies in the dataset where there are some 
images that are black in colour and don’t contain any corresponding mask. There is a 
need for data augmentation. The dataset also contains the depth information of each 
image. The dataset is split into training, testing, and validation with 3420, 200, and 
380 images respectively. 

3.2 Data Augmentation 

The data present in the training dataset is very less. So, there is a need for augmen-
tation. Data augmentation is the process used to add more amount of data to the 
dataset by using the images that are already available in the current dataset. This 
can be done by making small changes to the image using different techniques like 
flipping, geometric transformations [9], cropping, rotating, noise injection, etc. The 
geometric transformations technique is used in the project to increase the dataset 
size. But, there is no built-in image and mask data augmentation in PyTorch. There-
fore, if you transform the image at random, the image and mask cannot match. So, 
data augmentation is aided by a python library called albumentations which is used 
for image augmentation [10]. After importing albumentations library transforma-
tions have been done which include Optical Distortion, Transpose, Horizontal Flip, 
Vertical Flip (change X and Y axis), and Random Rotate 90. After augmentation, 
the resulting images are shown in Fig. 3. 

Fig. 3 Augmented data
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Fig. 4 Data loader 

3.3 Data Loader 

PyTorch provides a data primitive called torch.utils.data.DataLoader. The pre-loaded 
datasets can be used by using this data loader [11]. Data loader offers the options 
such as batch sampler, batch size, drop last, and collate function to automatically 
combine individual fetched sequence data into batches. The data loader feeds the 
training data in batches to the model. A batch size of 32 is used in this project and 
after shuffling the augmented data it looks as shown in Fig. 4. 

3.4 UNet with ResNet-18 and ResNet-34 

In our project, salt segmentation is done by using UNet in combination with ResNet18 
and ResNet34. UNet with ResNet18 and ResNet34 involve using ResNet18 and 
ResNet34 as encoders. A convolutional neural network architecture called a U-Net is 
employed for segmentation tasks. U-Nets are particularly beneficial for applications 
that need high spatial accuracy and to be the same size as the input. Because of this, 
they excel at producing segmentation masks and performing image processing. 

When CNNs are used to classify images, the image is typically captured and down 
sampled using a series of stride two convolutions into one or more categories, each 
time shrinking the grid size. To produce an image that has the size same as the input 
or may be greater, there is a need for an up sampling method that expands grid size. 
As a result, the network topology seems to be in the form of a U-like structure. The 
up sampling/decoder path constitutes the right side of the UNet architecture and the 
down sampling/encoder path constitutes the left side of the UNet (see Fig. 5).

The prediction results lack in detail when we use only U-Net architecture. To 
overcome this problem, skip connections are added between network blocks. The 
original pixels are merged with the resulting Res block through a skip link, allowing 
the final computation to take place while being conscious of the initial pixels inputted 
into the model. As a result, the minuscule characteristics of the input image are all 
placed at the top of the U-Net which maps to the output from the input almost 
instantly. Since the outputs are combined, dense blocks are more similar than Res
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Fig. 5 UNet architecture

blocks to U-Net blocks. However, two more convolutions reduce the grid size once 
more, which also helps avoid consuming too much memory. 

ResNet Encoder 
The encoder/down sampling portion of the U-Net can utilize a ResNet (see Fig. 6.) 
(the left half of the U). In my models, I have used ResNet-18 and ResNet-34 encoders. 
ResNet-18 has 18-layer architecture and ResNet-34 has 34-layer architecture. An 18-
layer and 34-layer architecture of ResNet is faster to train the model and efficiently 
utilizes memory.

Decoder 
The U-Net will automatically build the decoder portion of the architecture when 
an encoder is provided. A feature vector of high dimension created by the encoder 
is used by the decoder to create a semantic segmentation mask [12]. A transpose 
convolution of size 2 × 2 is used by the decoder at the beginning. Then the relevant 
feature map with necessary skip connections in the encoder is concatenated with 
it. Due to the network’s depth, the skip connections offer functionality from prior 
levels that are occasionally lost. Then, two 3 × 3 convolutions are employed, with a 
ReLU activation function coming after each convolution. The final decoder’s output 
is subjected to a 1 × 1 convolution by using sigmoid activation. This function provides 
the segmentation mask for each pixel classification.
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Fig. 6 UNet with ResNet

3.5 Model Training 

Both models UNet with ResNet 18 and ResNet 34 were trained for 100 epochs each, 
where the first 50 epochs used BCE loss and the next 50 epochs used Dice loss 
functions with a learning rate of 0.0001. 

3.6 Loss Functions 

In the model, BCE and dice loss functions are used. As we need to categorize each 
image pixel-wise to determine whether it contains salt or not, it is considered a 
binary classification issue [13]. BCE is employed for binary classification problems. 
When employing the BCE loss, just a single output node is required to divide the 
information into two categories. But BCE loss does not take image level forecasting 
into account since it only microscopically analyzes loss rather than considering it 
globally. So, we have used another loss function called Dice loss. The dice coefficient, 
which gauges the degree of data instance overlap, serves as the foundation for dice 
loss functions. Dice loss is typically used to determine how similar two samples are. 
The main purpose of segmentation is to improve IoU or Dice coefficient metric [14]. 
This is the reason why these metrics are directly employed as the loss function.
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BCE loss = − [
target ∗ log(our_ value) + (1 − target) ∗ log(1 − our_ value)

]

Dice loss = 
2|A ∩ B| 
|A| + |B| 

3.7 Model Evaluation Criteria 

Depending on the issue and the design of the model, CNN models are assessed 
differently. Most often, accuracy, precision, and recall are utilized as measurement 
criteria. We utilized IoU as the evaluation measure for the segmentation challenge. 
IoU is the primary assessment criterion for assessing the excellence of the produced 
masks. For binary segmentation, the average IoU is calculated by considering each 
class IoU For this process, both the actual shape features from the training set and 
the ground truth features from the training model are needed. It only divides the 
combined cumulative area as given in the equation by the overlap area between these 
two bounding boxes. A reasonable forecast is often regarded as having an IoU value 
of more than 0.5. 

IoU = 
Area of overlap 

Area of union 

IoU = 
|A ∩ B| 
|A ∪ B| 

4 Results 

Each image in the dataset is preprocessed by normalizing the image and then the 
image is cropped to a size of 128 × 128. Then, we train two DCNN architectures 
on the input data. In the model, the first UNet network uses a ResNet18 encoder, 
second uses ResNet34. Each network in the model is trained for 50 epochs using 
the BCE loss function and Dice loss is used for the next 50 epochs. The training 
and validation loss and IoU for ResNet34 are in Figs. 7 and 8. At last, the weighted 
average ensemble technique is used to improve the prediction IoU value. The IoU 
values at the 50th epoch are listed as shown in Table 1.

After ensembling all models the segmentation can be done by using the images 
taken from the test set. The yellow region in the Fig. 9 shows the salt region.
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Fig. 7 Training and validation loss for UNet + ResNet34 model 

Fig. 8 Training and validation IoU for UNet + ResNet34 model 

Table 1 IoU for model networks 

Models Loss function Train IoU Validation IoU 

UNet + ResNet18 BCE Loss 0.87 0.79 

Dice loss 0.89 0.817 

UNet + ResNet34 BCE loss 0.87 0.816 

Dice loss 0.898 0.827
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Fig. 9 Prediction on a test image 

5 Conclusion 

In this paper, models have been suggested for the identification of a salt region in 
seismic images. We have used UNet architecture by making ResNet-18 and ResNet-
34 as encoders in the model. These networks are then trained and the BCE loss 
function is applied for the first 50 epochs and then the Dice loss function is employed 
for the next 50 epochs. The UNet-ResNet34 network achieves higher IoU when 
compared to the UNet-ResNet18 network. Then the results are combined by using 
the weighted average ensemble technique. The proposed model is evaluated by using 
the TGS salt identification challenge dataset. 

6 Future Scope 

Several directions can be looked at for future work. The first involves replacing the 
existing encoder with a pre-trained network and only keeping the decoder portion 
of the proposed architecture to apply transfer learning to it. The second approach 
would be to train additional classification models that would determine whether or 
not a patch includes salt, using the segmentation model conditionally. This would 
help to enhance salt detection metrics. The third direction would be to evaluate 
the design performance on different datasets. Since the training dataset is small, 
pseudo-labelling can be used in future work.
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A Study of Comparison Between 
YOLOv5 and YOLOv7 for Detection 
of Cracks in Concrete Structures 

Ajay Anoop and Jeetu S Babu 

Abstract Mechanical failures of man-made structures pose risk to human life and 
property. Location and mitigation of cracks before it propagates through critical 
regions of a mechanical/civil structure prevents the occurrence of accidents and loss 
of life. Crack propagation, also known as sub-critical crack propagation or stress 
corrosion, frequently happens under low stress and is characterized by gradual prop-
agation. By releasing the elastic strain energy brought on by an external load creates 
the formation of new surfaces. Cracks spread to reduce the energy of the system. 
Surface cracks can be found using various non-destructive testing methods: Visual 
Optical Testing, Eddy Current Testing, Liquid Penetrant Testing, and Magnetic Parti-
cle Testing. This study is currently limited to the use of visual testing using computer 
vision, feature extraction from captured data using multiple image processing algo-
rithms to identify cracks using an object detector model build using data points 
collected from a user data set. In a systematic manner, we tried to develop object 
detector models separately using YOLOv5 and YOLOv7 and performed a study on 
different standard evaluation metrics obtained from the two frameworks. YOLOv5 
and YOLOv7 are the two recent additions to the YOLO family. YOLO-based object 
detector uses deep learning to train models for object detection using pre-trained 
weights from COCO data set. Results indicate further application of the detector 
model to be assertive on any physical structures pertaining to risk of surface cracks. 
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1 Introduction 

Technology is evolving in an exponential trend. Modular methods have replaced 
conventional routes in most industrial plants. It has directly impacted work environ-
ments significantly. The enormity of area it serves are diverse, it affects trade and 
world economy the same way it affects the daily life of common man, such that its 
significance often goes unnoticed. This paper proposes several soft computing tech-
niques to extract information from data collected using an external hardware such 
as a camera mounted on a drone. Drones fall into a diverse category of unmanned 
vehicles and use robotics principles. Robotics is an engineering discipline that amal-
gamates different fields of engineering to build and develop solutions for problems 
faced by mankind. 

The services provided to mankind are the key aspect for the existence of tech-
nology. It supports various work systems, improving and enhancing safety, thereby 
reducing risk of failure. Early detection of failure in engineered structures helps 
prevent fatal accidents, often involving human casualty. Risk mitigation in such 
structures requires precise calculation and planned reinforcement in a time to time 
basis. To deploy humans in missions, involving risk is a risk on its own due to the 
human life involved. Monitoring large engineering structures like dams, buildings, 
and bridges is often a tedious and time-consuming task. Moving across these struc-
tures also increases the duration of such missions. Drones, though in this case falls as 
a far scope of the paper, we plan it in a way such that a drone can be easily installed 
into the system without having much change in system design. 

Visual detection of cracks using photogrammetry is a time proven technique due to 
high degree of reliability, though the complexity involved in incorporating advanced 
instruments into a drone architecture is still under development. Cracks or propaga-
tion of cracks in civil structures can cause partial or complete structural loss with 
damage to property and environment [ 1]. Therefore, it’s important to assess the qual-
ity and integrity of these structures in a periodic basis using an automated system or 
a human–robot interaction (HRI) replacing a human–human environment. 

A drone-based camera with a micro-controller that is programmed to detect cracks 
can relay the information back to a base station using telemetric feedback. This 
will substantially decrease the delay in transmission of useful data to the one that 
involves human–human operating environment. This decreases the cost thus involved 
significantly. 

However, a drone might obtain false information due to improper calibration of 
the equipment or malfunction of detection algorithm, i.e. bogus identification due to 
terrain distance calculation error affecting detection parameters. This has to be dealt 
with modern powerful photogrammetry devices. There’s always a trade-off between 
economics and equipment. Improved semiconductor-based micro-electronics have 
made it possible to create small, extremely sensitive, high-resolution cameras that 
can be installed on drones and be used to capture images with even the smallest level 
of detail [ 2]. Machine learning algorithms can be trained to capture images while 
simultaneously detecting the design parameter [ 3].
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2 Related Works 

Using Keras and the VGG-16 model, Gopalakrishnan et al. explore several deep 
learning techniques for locating cracks and triggering mechanisms to view a crack 
from big databases like ImageNet [ 4]. The ImageNet database, which is based on 
the hierarchical structure of WordNet, which is a well-defined collection of image 
data set. As a result, the database is extremely well dispersed across categories, and 
the results are based on extremely exact inputs. 

In their discussion and review of several image processing methods for object 
detection, particularly fracture detection, Arun et al. claim that the majority of crack 
detection techniques uses camera type images for analysis with superior segmenta-
tion techniques like the threshold technique and reconstructable feature extraction 
methodology for a comprehensive analysis of damage [ 5]. 

Pei et al. have proposed a modified ultrasonic method which aimed at enhancing 
the use of ultrasound technology for fracture depth identification. The outcomes 
collected have made it possible to offer important information regarding the extent 
of the damage [ 6]. 

Shirahata et al. have put out an approach that uses a non-destructive ultrasonic test 
for distinguishing fatigue-related cracks. They have created tandem array ultrasonic 
testing equipment that is capable of identifying insufficient penetration. The study 
also developed image reconstruction system employing the multi-synthetic aperture 
focusing technique allowed for the observation of lengthier cracks, its tip closure, 
and opening [ 7]. 

With the help of the sensitivity of the embedded ultrasonic sensors, Wolf et al. 
have developed a detection method to locate cracks that are spreading inside concrete 
structures before they become visible on the concrete’s surface. Due to the sensor’s 
constant coupling to the medium, they have employed sensitivity as a consideration 
[ 8]. Through the use of non-destructive testing techniques like acoustic emission 
and digital image correlation, the accuracy of the crack’s beginning detection was 
assessed. 

A crack detection system with good 3D laser scanning measurement capabili-
ties and high spatial resolution imaging has been proposed by Rabah et al. Three 
steps—shading correction, fracture identification, and crack mapping—were taken 
to complete the crack detection and mapping. In a pixel coordinate system, the frac-
ture has been identified. After the definition was finished, the crack was remapped 
using reverse engineering using the referred coordinate system. This resulted from a 
conversion from the pixel coordinate system to the terrestrial laser scanner or global 
positioning system point clouds and the matching camera image [ 9]. 

Yao et al. discuss one of the most important issues affecting the performance and 
lifespan of civil infrastructures like bridges, pipelines, and other structures as the 
incidence and propagation of cracks [ 10]. As a result, several fracture detection and 
characterization approaches have been investigated and created over the past few 
decades in the fields of non-destructive evaluation and Structural Health Monitoring 
(SHM) [ 10].
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Dinh et al. propose an automatic peak detection approach for image segmentation 
that can be used for concrete fracture detection [ 11]. Scanned images with a crack 
potential are firstly processed using the line emphasis filter. The processed image’s 
greyscale histogram is then smoothed using moving average filter then examined 
using the offset distance and crossover index, two dynamic characteristics, to find 
notable peaks. The effectiveness of this algorithm is evaluated by the authors through 
testing the data, from high contrast to very noisy background images. 

Further, studies were done on various image processing and analysis techniques 
for object detection. A study suggests the usage of optimized computer vision for the 
detection of unmarked road edges [ 12]. Another research focuses on the potential of 
crack detection in railway tracks using Unmanned Aerial Systems [ 13]. YOLO was 
used for the detection of potholes in a work done by Dharneeshkar et al. [ 14]. An IOT 
deployed early detection of building collapse was implemented and studied using 
sensor-based feedback [ 15]. An image-based study for detection of cracks using 
transfer learning-based deep convolutional neural network studies different network 
architectures such as Google net, Alexnet, and Resnet and concluded that Google 
net is superior to all the above systems in detecting cracks [ 16]. Various studies on 
the ensemble training model with multiple detectors of YOLO algorithms yielded 
impressive evaluation metrics [ 17]. 

3 Methodology 

This paper consists of acquiring, testing, and validating an input image and classifying 
it based on the learned and trained model to identify cracks from an image using an 
object detection algorithm. There’s no one specific solution to execute this. In this 
approach, we follow the route as follows: 

– Object detection and image processing 
– Using YOLO for object detection. 

For sake of simplicity, only wall cracks shot from direct perspective of the photogra-
pher were included as the amount of varying classification based on a given parameter 
would increase the time required in various learning cycles. However, further studies 
can be extended on such a platform for improved accuracy and precision so that a 
much more robust and reliable output could be predicted using the same principle. 

3.1 Object Detection and Image Processing 

Here, we make use of images from the data set created under the name ‘cracks’ to 
start the process of smoothing the image using bilateral filter. A bilateral filter is a 
nonlinear, edge-preserving, and noise-reducing smoothing filter for images. It swaps
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out each pixel’s intensity for a weighted average of intensity values from adjacent 
pixels. This weight may have a Gaussian distribution as its foundation. 

Once smoothing process is done, we have used canny edge detector algorithm to 
identify uneven edges, which are characterized by sharp edges. Canny edge detection 
algorithm works in multi-stages. The image is smoothed in first stage using Gaussian 
convolution. The image is then smoothed to emphasize areas with high first spatial 
derivatives using a straightforward 2D first derivative operator. In the image of the 
gradient magnitude, edges give rise to formation of ridges. 

Non-maximal suppression is the algorithm’s approach of tracking along top of 
these ridges and setting zero to all pixels that are not actually on the ridge top in order 
to produce a thin line in the output. T1 and T2 thresholds govern the hysteresis of the 
tracking process, with T1 .> T2. Tracking only begins at a point on the ridge that is 
higher than T1. From there, tracking continues in both directions until the height of 
the ridge drops below T2. Hysteresis like this prevents noisy edges from becoming 
redundant edge pieces. 

Images thus obtained are annotated with the help of a Python-based labelling 
software called LabelImg [ 18]. Cracks are labelled and stored as values of the data 
set. 

3.2 Using YOLO for Object Detection 

YOLOv5 was released in 2020 and has a large user network. It has various versions 
updated from time to time like YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, and 
YOLOv5x. Also different unofficial versions were also released like YOLO-R and 
YOLOv6. YOLO-R was created to carry out several tasks with a single visual repre-
sentation. YOLO-R object detection uses implicit information from shallow layers 
and explicit information from the deep layer. 

YOLOv7 is an official release and a direct update to the YOLO family from 
YOLOv5. YOLOv7 is the fastest and most precise real-time object detector to date, 
according to the Wang et al. [ 19]. The speed for various models ranges from 5 to 
160 FPS. YOLOv7 has a 40% reduction in the number of parameters and a 50% 
reduction in computation when compared to the base models. The architecture is 
derived from YOLOv4, Scaled YOLOv4, and YOLO-R. 

Based on the Common Objects in Context (COCO) data set, the YOLO family 
of compound-scaled object identification models was used to train the model in our 
context. It has basic capability for model ensembling, hyperparameter evolution, Test 
Time Augmentation (TTA) and export to ONNX, TFLite, and CoreML. 

It is developed using Pytorch framework which is an open-source machine learn-
ing platform based on torch library. It is extensively used in applications relevant 
to computer vision. When it comes to performance, in terms of detecting speed and 
accuracy, YOLO surpasses all other object detectors. In real time, it can process 
images at a rate of around 155 frames per second (fps), achieving almost twice
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the mAP (Mean Average Precision—an evaluation parameter for object detectors) 
compared to other object detectors like Faster R-CNN. 

In the current study, requisite YOLO repository was cloned from GitHub. Here, 
we’ve made use of Google Colab which is an easy to use, powerful Python-based IDE. 
Once the repository is cloned, required dependency packages are installed as per user 
demand. We’ve made use of torch library, which is an open-source machine learning 
library comprising algorithms for deep learning applications. After installation of 
dependencies, we set path to the directories of training and testing files by mounting 
the data set on any online cloud storage. 

4 Training-Based Learning Using YOLO 

For training our model, a data set is created by capturing images using a drone-
based camera. A set of 618 images were captured from various locations. Pictures 
were filtered and sorted for training and validation. Training data set consists of 495 
images, and validation data set is of 123 images. It is a small data set which can 
further be extended by adding more images to the data set. For quick prototyping, a 
larger data set could prove time-consuming. A typical YOLOv5n arrangement as in 
our case won’t exceed five minutes to train subjected to the extend of data set and 
computational speed available at Colab environment. There are mainly five training 
models available in YOLOv5. The least time-consuming and easiest to train is called 
YOLOv5n. The extend of accuracy increases in a typical hierarchical fashion. The 
best training model comes with YOLOv5x. We limit the training of our data set till 
YOLOv5l [ 20] (Fig. 1). 

Annotations and labelling is done using LabelImg application available with 
python tools. User can identify a characteristic and plot boxes and classify annota-
tions as per investigation requirement. YOLO can identify the position of bounding 
boxes from a text file so created in YOLO complaint format using LabelImg. Train-
ing data is divided into eight batches and 40 epochs. We use pre-trained weights 
to start training. The batch size represents the number of samples processed prior 
updating the model. The number of epochs represents the total number of trips over 
the training data set. A YAML file is created with the path details of training data set. 
YAML is a human-readable markup language that can be used with any computer 
language to write configuration files. 

In order to train our data set with YOLOv7, we clone the GitHub repository to our 
active project and then instal torch library and other dependencies so that we have 
required packages for our model. 

In Fig. 2, the graph dictates the trend in detection of parameter from YOLOv5n 
to YOLOv5l. YOLOv5l retains a metrics/mAP of 0.576. YOLOv7 surpasses all 
the models with a metrics/mAP of 0.662. This implies that YOLOv7 model has a 
confidence of 66.2% to categorize a valid input to cracks category by using this 
model. A more reliable model can be trained as per user discretion upon training 
with large data sets falling in the same class (Figs. 3 and 4, Table 1).
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Fig. 1 Feature annotation for cracks 

Fig. 2 mAP trend per epoch
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Fig. 3 Results after training with YOLOv5 models
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Fig. 4 Results after training with YOLOv7 

Table 1 Implementation and results obtained from various YOLO models 

Model Metrics/Precision Metrics/Recall mAP(Mean 
average 
precision) 

Best Least Best Least 

YOLOv5n 0.5529 0.0034716 0.62081 0.14765 0.47912 

YOLOv5s 0.53215 0.068856 0.62416 0.028757 0.19221 

YOLOv5m 0.54912 0.065842 0.61409 0.057047 0.52306 

YOLOv5l 0.577 0.00499 0.635 0.279 0.576 

YOLOv7 0.72 0.00652 0.751 0.0268 0.662
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5 Results and Discussion 

YOLOv5 is a powerful platform for object detection. The best metrics/precision 
retained from YOLOv5 model was 57.7% as compared to 75.1% of YOLOv7. Pre-
cision is an evaluation metric reflecting the number of positive prediction that were 
available. Recall is a measure that assesses the amount of correct positive predictions 
produced out of all possible positive predictions. The best metrics/recall was 63.5% 
for YOLOv5l, whereas YOLOv7 yielded a significantly higher value of 75.1%. 

YOLOv7 shows a significant rise in trend in precision, accuracy, and recall. mAP 
value from YOLOv7 stood at 66.2% as compared to 57.6% obtained from YOLOv5l. 
From the run time and execution point of view, it is evident that YOLOv7 is faster 
by 120% compared to YOLOv5 [ 21]. From a similar environment for detection of 
potholes, mAP for YOLOv5 was found to be 58.9% as against 45.4% for Faster 
R-CNN [ 22]. 

It is perceived from results that finding compatible detail from images depends 
largely on the duration of training and amount of correctly defined data sets. A 
smaller data set could not assert predictions clearly, where accuracy is necessary. 
Time involved in acquiring large number of images for the training data set have 
slightly impacted the quality of detection and degree of accuracy. The usage of more 
critical image processing algorithms could also improve the output statistics and give 
more reliability in assessing details. 

6 Future Work 

Object detection using an image-based platform has high degree of accuracy. It can 
be trained based on data sets of different image qualities, texturing, grading, colour 
combinations, etc., to make crack detection more accurate. Shadows and angles are 
important as there are grey areas during detection. Based on the parametrization that 
the user defines for the algorithm determines the detection efficiency. 

Scope of this project and its application is not limited to cracks. A multi-object 
detection module can be modelled using YOLO framework to detect two or more 
classes of objects. Further, research on this subject can be extended to larger civil 
structures such as dams, bridges, and buildings, where human interface can be seen 
as a ground station and drone as an aerial station. Multiple image processing tech-
niques can be implemented to extract specific details from an input data set and 
variables can be parameterized into subsets for more powerful and accurate object 
detection.
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7 Conclusion 

The YOLOv5 and YOLOv7 algorithms were studied for detection of cracks on 
concrete walls as discussed in the paper. The YOLO framework was found to be 
convenient and the computational specification required to run the application was 
minimal. The target similarity matching of the detection algorithm was found to 
be in the range of 50% to 75% for validation data set. Real-time detection was 
studied through a pre-recorded video file, and it was in terms with test results already 
obtained. 

YOLOv7 derives the detection speed and accuracy from model scaling techniques 
which demands varying degrees of accuracy and inference rates, while object detec-
tion models are often supplied as a series of models that scale up and down in size. 
The creators allow the model to scale the network depth and breadth simultaneously 
while concatenating layers together. 

Another characteristic associated with the model is that it follows re-
parametrization planning. It involves averaging a collection of model weights to 
produce a model that is more resistant to the broad patterns that it is attempting to 
create a model. Algorithm model employs gradient flow propagation channels to 
determine which network modules could use re-parameterization procedures. 

An auxiliary head working coarse to fine acts as a node between network heads. 
The YOLO network head estimates the final network predictions. It has many layers in 
the network; an auxiliary head is added in the middle. The detection heads will make 
predictions while training. Creators of YOLOv7 have experiment with different levels 
of supervision for this head, settling on a coarse-to-fine definition where supervision 
is passed back from the lead head at different granularities [ 23]. 

Overall results indicate that the YOLOv7 model surpasses metrics evaluations 
obtained from other YOLOv5 models. With more training data set made to undergo 
learning, more accurate detection is expected from the algorithm. 
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Machine Learning-Based Identification 
as Well as Classification of Functional 
and Non-functional Requirements 

R. D. Budake, S. D. Bhoite, and K. G. Kharade 

Abstract In software engineering, it has become necessary to divide needs into func-
tional and non-functional categories. This article identifies and categorizes functional 
(F) and non-functional (NF) needs and subclasses of NF requirements. Additionally, 
the subclasses of NF requirements will be discussed. A chunk of the data was gath-
ered from various resources found on the internet. In this investigation, we began 
by cleaning the data by employing the normalization processes, and we then moved 
on to the succeeding steps, which included text preparation and vectorization. The 
topics covered included confusion matrix, Bag of Words, Term Frequency-Inverse 
Document, Featurization and Machine Learning Models, ROC and AUC curves, Bi-
Grams and n-Grams in Python, and Word2Vec. The early discovery of NFRs allows 
us to make preliminary design choices. We used machine learning algorithms to 
detect and categorize both functional and non-functional needs for application soft-
ware development, based on the user requirements provided to us. This article aims 
to assist in the application development process to various software professionals, 
including software developers, software designers, software testers, and so on. This 
paper is also beneficial for developing software more quickly and delivering it to 
customers. Taking this step makes it easier to create an SRS document and helps 
the requirement analysis phase proceed more smoothly by reducing the amount of 
unneeded labor and complexity. 

Keywords Bag of words ·ML · NLP · TF-IDF
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1 Introduction 

In practice, requirements are typically divided into functional and non-functional. 
The functional requirements of a system define the system’s functionality or the 
process that the system must do. In contrast, the non-functional requirements of a 
system describe the operational features or properties of the associated system and 
the limitations. We teach the machine to process and evaluate vast volumes of natural 
language datasets as part of Natural Language Processing. Various phases involve 
natural language processing (NLP), including row text, tokenization, text cleaning, 
preprocessing, and vectorization. Text cleaning and preparation are activities that 
vary widely depending on the application and dataset being utilized [1]. The iden-
tification of spam as well as the organization of news can be accomplished by text 
categorization. When carrying out the vectorization process, a token is utilized as 
the input, and a feature vector is produced as the final result. Bag of Words (BOW) 
or Term Frequency-Inverse Document Frequency are also names used to refer to this 
concept. In order to categorize software requirements, the results of vectorization 
methods can be employed in a supervised classification algorithm such as a Support 
Vector Machine (SVM), K-Nearest Neighbor, or Naive Bayes [2]. 

2 Developed System 

The effects of text normalization, feature extraction approaches, and the performance 
of three machine learning algorithms, SVM, k-NN, and Naive Bayes, combined with 
BoW and TF-IDF are reviewed in this work. BoW and TF-IDF are both used to 
analyze the data. In particular, attention is being paid to the performance of the SVM 
method because it is the most frequently utilized for text classification. Because 
SVM, KNN, and Naive Bayes are the algorithms that are used the vast majority of 
the time, this study focuses on how well these three perform [3]. To accomplish the 
task of needs classification, a method of feature extraction and an algorithm with 
the highest possible degree of precision will be determined as part of the process. 
This will allow for the task to be carried out successfully. Finally, the model is built 
and deployed, which identifies and classes the FRs and NFRs, in addition to their 
subclasses, in an unbalanced dataset. This model also classifies the subclasses of 
the FRs and NFRs. A dataset that has been trained will be given to the training 
classification algorithm, which will then produce a dataset that has been categorized 
[4]. 

See Fig. 1.
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Fig. 1 Requirements classification model 

2.1 Machine Learning (ML) Algorithms 

Learning by machine refers to the process by which artificial intelligence can learn 
new code. It indicates that the program needs to be run once, regardless of how often 
it experiences difficulty; after that, it should not be programmed again. It adapts its 
code to the different scenarios it finds as it learns more about them. It is self-learning, 
so whatever it is that has to be learned from it, we will offer it with situations, and 
with those scenarios, it will provide it with past experiences. We will feed the values 
to it, and after learning from those previous experiences, it will come up with new 
answers [5]. In this study, supervised learning methods are put to use: 

(a) K-Nearest Neighbor (KNN): The KNN algorithm is a non-parametric, super-
vised learning classifier that uses proximity to make classifications or predic-
tions about the grouping of an individual data point. It does this by comparing 
the location of the individual data point to other points in the dataset. In some 
circles, it is also referred to as KNN or k-NN. Although it can be applied to 
problems involving regression or classification, it is more commonly used as a 
classification algorithm because it assumes that points with similar characteris-
tics can be found close to one another. Although it can be applied to regression or 
classification problems, it is more commonly used as a classification algorithm. 
The k-Nearest Neighbor algorithm categorizes data according to how similar it 
is to other data. KNN solves regression problems by determining the average 
or mode of the k instances most similar [6]. 

(b) Support Vector Machine (SVM): The Support Vector Machine, sometimes 
called SVM, is an algorithm that may effectively solve classification and regres-
sion issues. An SVM will generate a linear hyperplane based on the largest 
margin between two classes. The marginal distance is between the nearest posi-
tive and negative points generated by parallel lines. It does not include any other 
information. Linearly and non-linearly, the points are simple to distinguish from 
one another. An unlimited number of points can traverse the marginal plane due 
to the absence of any limiting conditions. Finally, we can develop a generalized 
model with the help of SVM [7].
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(c) Naive Bayes Algorithm: Text classification is the issue statement that can be 
discovered in many blogs or projects classified by Naive Bayes classifiers. It 
doesn’t matter if it’s good or poor; it just is. This is another approach believed to 
be a baseline for text classification. Naive Bayes is a straightforward supervised 
machine learning algorithm that derives its results by applying Bayes’ theorem, 
assuming a high degree of independence between the various features. This 
is done in the context of assuming a high degree of independence between 
the various features. This only indicates that the algorithm works under the 
presumption that the variables that are fed into it are unrelated to one another 
in any way. It demonstrates an exceedingly ignorant attitude to make such an 
assumption based on evidence from the real world [8]. 

2.2 Performance Measures 

In machine learning, this is the final stage of the classification process that is utilized 
for solving classification problems. Regarding the success of software systems, accu-
racy, security, and performance are three of the most significant features. The perfor-
mance of our machine learning model may be measured in various ways, including 
the Confusion Matrix, Precision, Recall, F1-Score, and Accuracy. In this study, we 
evaluated the effectiveness of our machine learning model by calculating ROC and 
AUC scores [9]. 

3 Phases Incorporated in Developed System 

3.1 Text Normalization 

Normalizing the text is a necessary step before beginning its analysis of it. Cleaning 
the data begins with this phase, which is the first stage. Pronouns and articles are 
removed from the text when converted from uppercase to lowercase. The initial nouns 
and verbs are converted into appropriate forms [10]. 

See Tables 1, 2 and 3.

3.2 Text Vectorization 

Since tokens are taken as an input and a feature vector is produced as an output, 
text vectorization is sometimes referred to as feature extraction. The algorithms that 
power machine learning cannot comprehend the alphabet or the English language 
words; they can only grasp numbers (0 and 1). The requirements for the normalized 
software are subsequently translated into numerical vectors. The BoW and TF-IDF
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Table 1 Identify the 
requirements F 210 

US 63 

O 58 

SE 57 

PE 54 

LF 34 

A 21 

SC 21 

MN 17 

L 10 

FT 9 

PO 2 

Table 2 Normalization and 
cleaning and assign values 1 
for functional and 0 for 
non-functional requirements 

Class Text 

0 The system shall refresh the display every 60 … 

0 The application shall match the color of the s … 

0 If projected the data must be readable. On a … 

0 The product shall be available during normal b … 

0 If projected the data must be understandable … 

0 The product shall ensure that it can only be a … 

0 The product shall be intuitive and self-explain … 

0 The product shall respond fast to keep up-to-d … 

1 The system shall have a MDI form that allows f … 

1 The system shall display Events in a vertical… 

Table 3 Pre-processing text 

Class Text Pre-processed text 

0 The system shall refresh the display 
every 60 … 

System shall refresh display every second … 

0 The application shall match the color of 
the s … 

Application shall match color schema set 
forth … 

0 If projected the data must be readable. 
On a … 

Projected data must be readable projection 
screen … 

0 The product shall be available during 
normal b … 

Product shall be available normal business 
hours … 

0 If projected the data must be 
understandable … 

Projected data must be understandable 
projection …
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Fig. 2 Text vectorization using BoW 

Fig. 3 Text vectorization using TF-IDF 

conversion methods are utilized. Text vectorization using BoW and TF-IDF are the 
program’s products [11]. 

See Figs. 2 and 3. 

3.3 Classification 

Text vectorization techniques ultimately result in supervised classification algo-
rithms such as SVM, KNN, and the Naive Bayes Algorithm. The ultimate result of 
these strategies is these algorithms, in addition to the criteria for BoW and TF-IDF 
classification software [12]. 

3.3.1 Naïve Bayes with Bow 

See Figs. 4 and 5.

3.3.2 Naive Bayes with TF-IDF 

See Figs. 6 and 7.
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Fig. 4 Here alpha is a hyperparameter. For BoW, the alpha is 0.5. It will be applied on test data 

Fig. 5 BoW has predicted 
95.18% accuracy on test data 
using Multinomial Naive 
Bayes

Fig. 6 The best alpha is 0.01 and applies it to test data 

Fig. 7 TF-IDF has predicted 
80.03% accuracy on test data 
using Multinomial Naive 
Bayes
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Fig. 8 Where k is a hyperparameter. For Bow 3 is the best value for k 

Fig. 9 BoW has predicted 
77.87% accuracy on test data 
using K-NN Brute force 

3.3.3 K-NN Brute Force with BoW 

See Figs. 8 and 9. 

3.3.4 K-NN Brute Force with TF-IDF 

See Fig. 10. 

Fig. 10 TF-IDF has 
predicted 75.34% accuracy 
on test data using K-NN 
Brute force with k value 15
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Fig. 11 BoW has predicted 
72.29% accuracy on test data 
using K-NN Kd_tree with k 
value 5 

Fig. 12 TF-IDF has 
predicted 75.75% accuracy 
on test data using K-NN Kd_ 
tree 

3.3.5 K-NN Kd-Tree with BoW 

See Fig. 11. 

3.3.6 K-NN Kd_tree with TF-IDF 

See Fig. 12. 

3.3.7 SVM with BoW 

See Figs. 13 and 14.
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Fig. 13 BoW has predicted 
91.34% accuracy on test data 
using SVM with L1 
regularize 

Fig. 14 TF-IDF has predicted 74.25% accuracy on test data using SVM with L2 regularizer 

4 Result and Discussion 

The following Tables 4, 5, 6 and 7 show the accuracy of the above models with their 
parameters. 

Table 4 Result of using 
Multinomial Naive Bayes 
model 

Vectorizer Hyperparameter (α) Test AUC (%) 

BoW 0.5 95.18 

TF-IDF 0.01 80.03
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Table 5 Result of using 
K-NN Brute model Vectorizer Hyperparameter (k) Test AUC (%) 

BoW 3 77.87 

TF-IDF 15 75.75 

Avg Word2Vec 9 59.94 

TF-IDF Word2Vec 11 64.93 

Table 6 Result of using KD 
tree used with KNN model Vectorizer Hyperparameter (k) Test AUC (%) 

BoW 5 72.29 

TF-IDF 15 75.75 

Avg Word2Vec 9 64 

TF-IDF Word2Vec 11 67 

Table 7 Result of using SVM model 

Vectorizer L1 (alpha) Test AUC (L1) (%) L2 (alpha) Test AUC (L2) (%) 

BoW 0.0001 91.34 0.0001 90.79 

TF-IDF 0.0001 79.27 0.05 74.25 

In this study, machine learning techniques were used to anticipate output through 
text categorization across various software needs accurately. This was accomplished 
by using a large number of different software requirements. After we have finished 
training the model with the help of the training data, the model will need to be cross-
validated. When it happens, we will finally be able to figure out the hyperparameters. 
With the assistance of cross-validation, we can determine the values of our model’s 
hyperparameters. Ultimately, we put the model through its paces to assess its accuracy 
and see how well it performs. The performance of our machine learning classifier can 
be evaluated by looking at the area under the receiver operating characteristic curve 
(AUC-ROC) for binary classification. This gives us an idea of how well the classifier 
performs its job. When applied to test data, we observed that the Multinomial Naive 
Bayes model that BoW utilized attained a level of predicted accuracy that was 95% 
accurate. Tf-predictions made using Multinomial Naive Bayes and based on test data 
were accurate 80.03% of the time. When using K-NN Brute force on BoW’s test data, 
the results of those predictions were accurate 77.87% of the time. When applied to the 
test data, the K-NN Kd tree’s TF- and IDF predictions proved to be accurate 75.75% 
of the time. The SVM showed that the bow had a prediction accuracy of 90.79% 
based on the data that was tested. The Tf-predictions and Idf’s that were performed 
using SVM on the test data were accurate 74.25% of the time. It is demonstrated by 
auto detection and classification of functional and non-functional requirements and 
subclasses using an unbalanced dataset.



512 R. D. Budake et al.

5 Conclusion 

The accuracy that was predicted by BoW using Multinomial Naive Bayes was 
95.18%, the accuracy that was forecast by BoW using K-NN Brute Force was 77.87%, 
the accuracy that was projected by TF-IDF using K-NN Kd tree was 75.75%, and 
the accuracy that was predicted by Bow using SVM was 90.79%. It has been found 
that the combination of BoW and Multinomial Naive Bayes provides the greatest 
performance for binary classification. We have created and deployed a model that 
predicts an outcome of recognizing and categorizing functional and non-functional 
needs and subclasses in an unbalanced dataset. This model was developed based on 
the requirements that the users provided. This article aims to provide insights into 
stakeholders’ requirements, document software, minimize the amount of work that 
needs to be redone, and make the process of developing an application as simple as 
possible. 
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Fake News Detection in Dravidian 
Languages Using Transformer Models 

Eduri Raja, Badal Soni, and Samir Kumar Borgohain 

Abstract Nowadays, fake news is spreading rapidly. Many resources are available 
for fake news detection in high-resource languages like English. Due to the lack of 
annotated data and corpora for low-resource languages, detecting fake news in low-
resource languages is difficult. There is a need for a system for fake news detection in 
low-resource languages like Dravidian languages. In this research, we used Telugu, 
Kannada, Tamil, and Malayalam languages and tested with four transformer models: 
mBERT, XLM-RoBERTa, IndicBERT, and MuRIL. MuRIL gives the best accuracy 
in these models compared to the remaining models. 

Keywords Fake news · Transformers · Low-resource languages 

1 Introduction 

False information that is presented as news is called fake news [ 1]. Technological 
improvements have made much information available on various digital platforms, 
but there are no suitable methods for filtering or validating this information. As a 
result, consumers are frequently unaware of the authenticity of news articles. Accord-
ing to several researchers, fake news spreads more quickly than actual news. Fake 
news can also disturb governments, which hurts communities and people. In this 
research, we concentrate on identifying fake news in low-resourced Dravidian lan-
guages; we have compared some sophisticated pre-trained NLP models with the 
Dravidian fake news dataset, including mBERT (multilingual Bidirectional Encoder 
Representations from Transformers), XLM-RoBERTa (Robustly optimized BERT 
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training approach), IndicBERT, and MuRIL (Multilingual Representations for Indian 
Languages). 

Social media use has been widespread among people of all ages in the Internet 
age. The web has developed into a one-stop destination for many kinds of activity, 
from education to entertainment. However, it is also filled with misinformation and 
offensive and distressing information that could be dangerous to everyone. This can 
be avoided by developing an automated method for identifying and flagging fake news 
content. Although extensive research has been done to determine fake news in high-
resource languages like English, locating and identifying objectionable information 
in languages with low resources is challenging. The lack of resources and annotated 
data makes it difficult to develop a fake news detection model in Dravidian languages. 

The paper is organized as follows. Section 2 contains related works in fake news 
detection system using Natural Language Processing (NLP). Section 3 presents our 
work’s methodology. Section 4 contains the results and discussions part. Section 5 
concludes with a summary and recommendations for further research. 

2 Related Works 

There has been numerous research on how to identify fake news. Most of these exper-
iments are based on different CNN and LSTM-based architectures. A few researchers 
developed models using the BERT architecture. In the pre-training stage of BERT, 
the authors incorporated more data from Wikipedia and Book Corpus to improve its 
detection capabilities. On real-world datasets for fake news, several studies developed 
models that integrated various parallel blocks of a single-layer CNN with BERT and 
outperformed the current models. Other research evaluated various models based 
on CNN, LSTM, and BERT on the fake news corpus and found that BERT per-
formed well among these models. These studies collectively show the effectiveness 
of BERT-based algorithms in identifying fake news. 

Horne et al. [ 2] developed a model to identify psychological and stylometric 
features in the news headlines to assess if the news is accurate or false. Przybyla et 
al. [ 3] developed a fake news classifier which is a style-based text classifier using 
BiLSTM algorithm in order to extract the style-based elements from news articles. 
Zellers et al. [ 4] developed a model to find the accuracy of news reported in news 
articles using neural networks. Silva et al. [ 5] developed automatic filtering of fake 
news in Portuguese using different word embedding methods with machine learning 
models. Potthast et al. [ 6] analyzed the extremely one-sided news (Hyperpartisan), 
whether fake or real, using a meta-learning approach. 

Cui et al.  [  4] proposed DEFEND: an explainable LSTM-based fake news detecting 
system using long short-term memory (LSTM), to assess whether any news is real 
or false, this model takes into account user comments. Nguyen et al. [ 7] proposed 
FANG: a fake news detection model to learn the representations in social contexts 
using graph learning framework. In recent years, pre-trained models have received 
more attention in NLP research. Modern pre-trained language models include BERT
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Fig. 1 Transformer-based fake news detection model architecture 

[ 8] and GPT-2 [ 9]. To extract the most knowledge from the data, the language model 
(such as BERT or GPT-2) is pre-trained on the unlabeled text in the first stage 
(unsupervised learning). A small-labeled dataset is used in the second stage to refine 
the model for various applications. Semi-supervised sequence learning is used in this 
task. These models are also utilized in the investigation of fake news. 

Some fake news detection techniques employ BERT [10– 12] to determine whether 
a piece of news is authentic or fake. BERT is more suited to NLP tasks like text 
classification and translation since it employs bidirectional representations to learn 
information. On the other hand, the GPT-2 utilizes a unidirectional representation 
and left-to-right context to predict the future and is more effective for auto-regressive 
tasks where timeliness is essential. 

3 Methodology 

An overview of the approach we used for this study is given in this section, including 
data preparation, modeling techniques, and training methods are shown in Fig. 1. 

3.1 Datasets 

In this research, we used four datasets for fake news detection Dravidian languages: 
Telugu, Kannada, Tamil, and Malayalam. These datasets are taken from GitHub. 1

Table 1 represents the dataset statics. The datasets are slightly imbalanced. We per-
formed data preprocessing on these datasets and used balanced data in this research. 
Figure 2 represents the sample data for Dravidian language datasets.

1 https://github.com/NLP-Researcher/Indic-fake-news-datasets. 

https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
https://github.com/NLP-Researcher/Indic-fake-news-datasets
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Fig. 2 Sample data for Dravidian fake news datasets 

Table 1 Dataset statistics 

Datasets Real Fake Total 

Telugu 3236 3245 6481 

Kannada 3059 3220 6279 

Tamil 3195 3086 6281 

Malayalam 4398 3913 8311 

3.2 Data Preprocessing 

In this step, we removed special characters, symbols, white spaces, etc., using the 
Python RegEx module. Preprocessing is the transformation of data in order to prepare 
it for embedding. These preprocessed data provide input to the transformer models. 

3.3 Transformer Models 

We use pre-trained transformer models for identifying fake news in Dravidian lan-
guages. We have used MuRIL, IndicBERT, mBERT, and XLM-RoBERTa pre-trained 
models from huggingface.
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mBERT: Multilingual BERT [ 14] is a transformer model that has been self-
supervised pre-trained on a sizable corpus of multilingual data. Utilizing a Masked 
Language Modeling (MLM) objective, a trained model was created using the top 
104 languages with the most Wikipedia pages. WordPiece is used to tokenize and 
lowercase the texts, and a shared vocabulary with a size of 110,000 is used. 

XLM-RoBERTa: A multilingual version of RoBERTa is called XLM-RoBERTa 
[ 16]. 100 languages from 2.5TB of filtered CommonCrawl data were used as its 
pre-training material. RoBERTa is a transformer model that was self-supervised and 
pre-trained on a sizable corpus. 

IndicBERT: IndicBERT [ 13] is a multilingual ALBERT model that has only been 
trained in the 12 major Indian languages. It is tested on a wide range of task sets after 
being pre-trained on 9 billion tokens on the monolingual corpus. IndicBERT performs 
as well as or better than other multilingual models (mBERT, XLM-RoBERTa, etc.) 
despite having fewer parameters. 

MuRIL: Multilingual Representations for Indian Languages (MuRIL) [ 15] is a pre-
trained model. This model is pre-trained from scratch using a BERT base architecture. 
This model is pre-trained on 17 Indian languages and their transliterated data. For 17 
Indian languages, this model has been pre-trained using Wikipedia, Common Crawl, 
PMINDIA, and Dakshina corpora. 

3.4 Hyperparameter Tuning 

Due to catastrophic forgetting, transformer models are still unstable. We chose our 
experimental hyperparameters for this fake news detection task very carefully. In 
this experiment, we split the dataset into 80:20 ratio. 80% for training and valida-
tion and 20% for testing purposes. We implemented our model with Pytorch using 
Quadro P4000 GPU in the Jupyter notebook. We used the pre-trained models from 
huggingface. We tried different batch sizes 128, 64, 32, and 16. Batch sizes 128 and 
64 did not work, so we decreased batch sizes to 32 and 16. For batch sizes 32 and 16, 
our model works well. We tried batch sizes 32 and 16, and batch size 32 gave better 
results than batch size 16. Therefore, during the training and validation processes, 
the batch size of 32 is maintained. The maximum sequence length is 128, and there 
are 10 training epochs. We tried different learning rates; for this research best optimal 
training rate is 2e. −5. 

4 Results and Discussions 

This section presents our experimental results. We experimented with the four trans-
former models with different batch sizes, epochs, and learning rates. In this research, 
we used Accuracy, F1-Score, Precision, and Recall classification metrics for the
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Table 2 Evaluation metrics for Telugu dataset 

Models Accuracy F1-Score Precision Recall 

mBERT 86.49 86.95 88.98 85.01 

XLM-RoBERTa 88.26 88.21 86.81 89.66 

IndicBERT 88.93 90.24 92.65 87.96 

MuRIL 89.86 91.33 93.72 88.23 

Table 3 Evaluation metrics for Kannada dataset 

Models Accuracy F1-Score Precision Recall 

mBERT 86.08 86.03 85.97 86.09 

XLM-RoBERTa 86.97 87.29 89.81 84.92 

IndicBERT 87.26 87.4 88.63 86.21 

MuRIL 88.07 88.02 87.89 88.15 

Table 4 Evaluation metrics for Tamil dataset 

Models Accuracy F1-Score Precision Recall 

mBERT 85.75 85.77 87.24 84.35 

XLM-RoBERTa 86.79 86.69 87.43 85.96 

IndicBERT 87.72 87.81 89.9 85.82 

MuRIL 88.66 88.74 90.86 86.73 

Table 5 Evaluation metrics for Malayalam dataset 

Models Accuracy F1-Score Precision Recall 

mBERT 82.2 82.9 85.73 80.24 

XLM-RoBERTa 82.91 83.52 86.02 81.16 

IndicBERT 83.7 83.77 83.59 83.95 

MuRIL 84.85 85.38 87.87 83.02 

model evaluation. In these four models, language-wise performance metrics are 
described in Tables 2, 3, 4, and 5. Classification metrics graphs are illustrated in 
Figs. 3, 4, 5, and 6. Among the four Dravidian languages, the Telugu language has 
better accuracy than the other three. Comparing the four models, the MuRIL trans-
former model provides the best accuracy because MuRIL is trained in 16 Indian 
languages, including four Dravidian languages and is trained on various corpora. 
MuRIL and IndicBERT gave the best accuracy and F1-Scores for the Dravidian lan-
guages compared to mBERT and XLM-RoBERTa because MuRIL and IndicBERT 
are pre-trained models trained on the large corpora of Indian languages.
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Fig. 3 Classification metrics for Telugu 

Fig. 4 Classification metrics for Kannada 

5 Conclusion 

This paper presents a fake news detection system in Dravidian languages using 
pre-trained transformer models: mBERT, XLM-RoBERTa, IndicBERT, and MuRIL. 
In the four pre-trained transformer models, the MuRIL transformer model gave the 
best results for the Telugu, Kannada, and Tamil datasets with 89.86, 88.07, and 88.66 
percent accuracy, and it gave less accuracy for the Malayalam dataset. F1-Score shows 
that MuRIL and IndicBERT models perform very well in the Dravidian language’s
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Fig. 5 Classification metrics for Tamil 

Fig. 6 Classification metrics for Malayalam 

fake news datasets to identify fake news compared to mBERT and XLM-RoBERTa. 
We will consider improving the results for future research using customized pre-
trained models and ensemble methods with larger datasets.
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A Review on Artificial Intelligence 
Techniques for Multilingual SMS Spam 
Detection 

E. Ramanujam, K. Shankar, and Arpit Sharma 

Abstract With social networks’ increased popularity and smartphone technology 
advancements, Facebook, Twitter, and short text messaging services (SMS) have 
gained popularity. The availability of these low cost text-based communication ser-
vices has implicitly increased the intrusion of spam messages. These spam messages 
have started emerging as an important issue, especially to short-duration mobile 
users such as aged persons, children, and other less skilled users of mobile phones. 
Unknowingly or mistakenly clicking the hyperlinks in spam messages or subscrib-
ing to advertisements puts them under threat of debiting their money from either the 
bank account or the balance of the network subscriber. Different approaches have 
been attempted to detect spam messages in the last decade. Many mobile appli-
cations have also evolved for spam detection in English, but still, there is a lack 
of performance. As English has been completely covered under natural language 
processing, other regional languages, such as Urdu and Hindi variants, have spe-
cific issues detecting spam messages. Mobile users suffer greatly from these issues, 
especially in multilingual countries like India. Thus, this paper critically reviews the 
artificial intelligence-based spam detection system. The review lists out the existing 
systems that use machine and deep learning techniques with their limitations, mer-
its, and demerits. In addition, this paper covers the scope for future enhancements in 
natural language processing to efficiently prevent spam messages rather than detect 
spam messages. 
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Keywords Deep learning · Ham ·Machine learning · NLP · Phishing · Spam 
detection · Smishing · SMS · Spam 

1 Introduction 

The origin of smart devices has led to smart everywhere and everything such as 
smart homes, cities, and automation. As part of smart devices, smartphone also 
has a glorious growth and development and now becomes a user-friendly pocket 
device for the day-to-day activities. Smartphones facilitate communication, social 
media, entertainment, banking, health monitoring, etc. Though these devices have 
extraordinary technological and socioeconomic growth in everyday life, it creates 
increasing vulnerability to substantially and impenetrably diverse threats to the user, 
i.e., mobile devices have more vulnerability to attack than computers, desktops, or 
laptops. Short Text Messages (SMS) are one such crucial attacking agent (an in-built 
application of smartphone) through which hackers can easily attack the users and 
steal the information. It has become popular over time as SMS are substantially less 
expensive than other forms of communication. 

As of April 2022, there are 6.648 billion smartphone users and 23 billion SMS 
messages are sent everyday worldwide. Almost 60% consumers check their SMS 
notifications within five minutes. A person sends an average of 72 text messages per 
day, and this has increased the volume of messages sent on an average to 9200% 
from the year 2010 [ 1]. Especially, in the business marketing, text messages had 
a high reach in connecting with the customers due to less cost and the reason that 
SMS be read by them immediately. Marketing SMS has an average conversion rate 
of 29%, whereas the marketing e-mail has only 3.26%, Facebook ads have 9.21%, 
and Google Ads have even worse of just 3.17% [ 1]. Thus, SMS have stepped into 
all the commercial industries for advertisements and offers, etc., [ 2]. Unfortunately, 
this leads to annoying tens of users with the spam SMS every day [ 1]. It is referred to 
as annoying, irrelevant, or unwanted text messages delivered using mobile networks 
[ 2]. Spam messages are mostly annoying to users. For instance “Enjoy unlimited 
banking with zero paperwork. Click http://kotk.in/297E0s to open 811 Digital Bank 
A/c. *T&C Apply”, “Hello 9944XXXX16 Get the Big Jackpot Register today and 
get Rs. 5500 Reward. Play and Win Real Cash. http://a2fn.com/ljmahaizmn”. 

Spam messages have been an effective weapon for phishing by attackers to extract 
the personal, confidential, and financial data illegally without knowing to the user. 
Such spam messages have come from both domestic and international senders. In 
general, detecting smishing is a challenging task, as the attacker will share only 
minimal information. For instance, text messages in concise forms, smileys, idioms, 
abbreviations, etc., contain only a few smishing features. The spam detection has 
certain limitations with limited features and scarcity of real-time smishing dataset. 

In the last decade, various researchers and mobile organizations have taken mea-
sures against spam message detection as quoted in [ 3– 7]. However, a fine-grained 
filter system that is highly required with high throughput and performance for SMS

http://kotk.in/297E0s
http://kotk.in/297E0s
http://kotk.in/297E0s
http://kotk.in/297E0s
http://a2fn.com/ljmahaizmn
http://a2fn.com/ljmahaizmn
http://a2fn.com/ljmahaizmn
http://a2fn.com/ljmahaizmn
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filtering systems. Spam filtering is not particularly effective, despite the fact that 
e-mails have been quite supportive of sophisticated spam filtering approaches. The 
reason behind this challenge is the manual feature engineering process used [ 10– 13]. 
Deep learning methods have obviated this feature engineering process, and it has been 
a black box model which classifies the messages directly to spam or ham [ 14– 17]. 
However, still there are certain challenges associated with multilingual spam SMS 
detection. Though, there are various review works already available in SMS spam 
detection such as [ 14– 17] to list the research works. This paper critically reviews the 
research works that deals only with multilingual dataset and not only with English. 
This is the first time of such review which concentrates on multilingual dataset. 
This work lists out the publicly available spam message (smishing) datasets in var-
ious languages. Moreover, the methodologies have been categorized into feature, 
machine, and deep learning mechanism, quoted with its limitations and future scope 
for enhancement. 

2 Benchmark Datasets 

A quantitative analysis has been performed to collect benchmark datasets from var-
ious research/review papers [ 3– 6] and given in Table 1. Protecting user’s privacy 
in collecting a dataset is a major challenge. As a result, the majority of the SMS 
database is compiled using a smaller corpus of SMS text messages and is predicated 
on re-usability. 

3 Categorization of Spam Detection Methods 

The SMS spam detection methods are quantitatively analyzed from various literature 
works of research and mobile applications and categorized into feature engineering, 
machine learning (ML), and deep learning (DL) methods as shown in Fig. 1. 

Table 1 Publicly available SMS corpus or datasets 

Dataset Total Spam Ham 

SMS spam corpus v 0.1 small [ 18] 1084 82 1002 

SMS spam Corpus V 0.1 Big [ 18] 1324 322 1002 

Spam Collection V.1 [ 2] 5574 747 4827 

Caroline Tag Campus [ 19] 450 NIL 450 

Grumbletext [ 2] 425 425 NIL 

Dublin Institute of Technology [ 20] 1353 1353 NIL 

British English Corpus [ 21] 875 425 450
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Fig. 1 Categorization of SMS Spam detection systems 

3.1 Feature Engineering-Based Spam Detection 

Feature engineering is extracting valuable and reliable features for efficient classifi-
cation. The classifier majorly depends on the quality of features extracted during the 
feature engineering process. Some specific statistical techniques select efficient and 
quality features from the feature extraction termed feature selection process. In these 
SMS spam detection methods, the feature engineering process primarily deals with 
extracting features that depend on the natural language processing (NLP) model, as 
the SMS messages are entirely textual. The textual messages also contain numbers, 
digits, and letters combination. Thus, this section briefs the NLP-based feature engi-
neering process that has shown better performance classified using machine learning 
classifiers. 

Certain research works have utilized basic NLP processes to improve the SMS 
spam classification performance during 2010. However, Narayan and Saxena [ 22] 
have initially utilized a reverse engineering process with classification algorithms 
for spam detection. Considering the result, the proposed approach develops a two-
level stacked classifier for SMS spam detection using traditional Bayesian e-mail 
filters. Research work [ 23] has proposed opinion-based spam detection that uses term 
frequency-inverse document frequency (tf-idf ) and a bag-of-words (BoW) methods 
for feature extraction. The extracted features are then classified using Naïve Bayesian 
(NB) classifier. The research work [ 24] has compared the performance of tf-idf and 
relevance frequency term weighting methods to classify spam SMS using five dif-
ferent classifiers. 

Karami et al. [ 25] have proposed latent content-based features to detect static 
spam messages. The efficacy of the extracted features has been experimented with
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using multiple classification methods. Research work by [ 26] has proposed a method 
to preserve the sequential order and nature of text by the writing style for feature 
space generation and classification. In this approach, sequential label extraction, 
term clustering, extrinsic source information techniques have been used for feature 
extraction. 

To analyze the efficiency of classification methods in the imbalanced dataset, 
Eshmawi and Nair [ 27] have studied the effect of Synthetic Minority Oversampling 
TEchnique (SMOTE) over SMS spam detection. SMOTE has improvised the classi-
fier performance classifier in an imbalanced dataset. Research work [ 28] has utilized 
the GentleBoost algorithm, an ensemble method for classifying spam messages. 
Giannella et al. in [ 29] have developed a content-based Bayesian classification, a 
form of unsupervised and semi-supervised approach. It is a probabilistic generative 
model that estimates the parameters using the Gibbs sampling method. Ahmed et al. 
in [ 30] have proposed a similar semi-supervised learning approach that uses a fre-
quent itemset for the feature selection from the SMS dataset and is classified using 
an ensemble machine learning approach. 

The length of the SMS messages also plays a vital role in classifying spam mes-
sages. Chan et al. in [ 31] have presented feature re-weighting and good word attack 
for the SMS spam filtering process. This approach focuses on the length and weight 
of the message. Li and Zeng [ 32] have introduced a vector space model (VSM) that 
acts as an anti-spam filter to filter out spam messages based on the length of the mes-
sages. This approach leverages the messages to be spam if they contain more than 
70 Chinese characters or over 140 English letters. The VSM model has been slightly 
modified in this approach to overcome the issues in SMS spam classification. Silva 
et al. [ 33] have proposed MDLText, a minimum description length (MDL)-based 
spam message detection technique. This technique has given more accurate results 
on large SMS (spam) dataset at computationally low cost. 

Zainal and Jali [ 34] have studied the discriminating control of features based on 
their influence value in the SMS classification. This approach excavated the feature 
extraction technique for classifying the spam messages at the user end. One step 
further, Almeida et al. [ 35] have expanded the original and messy text messages 
using the normalization method to extract better features. Then, the lexicographic 
and semantic dictionaries were used for feature analysis and selection. Similarly, 
El-Alfy and AlHasan [ 11] have extracted a standard set of 11 features to classify 
spam messages. Performances of the extracted features are evaluated using standard 
SMS datasets using various machine learning classifiers. 

To overcome certain drawbacks of supervised machine learning technique, Ma et 
al. [ 36] have developed intelligent spam detection using the message topic model. 
This method depends on the likelihood hypothesis of various features of textual 
messages. The extracted features are clustered as spam and non-spam messages using 
k-means clustering technique which eliminates the sparse problem by grouping spam 
messages based on inter- and intra-class similarity. Similarly, Nagwani and Sharaff 
[ 37] have utilized non-negative matrix factorization and k-means clustering technique 
for clustering of spam messages.
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Though the unsupervised models have shown promising results, the performance 
of supervised models has been improved using varying features. Research work [ 38] 
has investigated the performance of models using BoW and word count with SVM 
and RF. The proposed model achieved 80–90% and 60–70% detection accuracy 
for BoW and word count, respectively. Jain et al. [ 39] have introduced a rule-based 
classification model that uses various rules on feature selection for the spam message 
classification. The rules verify the occurrence of each feature to appear in every spam 
and ham message. The proposed research work has extended its rule-based feature 
selection as reported in [ 40] to improvise classification performance. 

Like feature selection and machine learning classifiers, certain automated machine 
learning tools are also available for classifying spam messages. Suleiman and Al-
Naymat [ 41] have proposed a classifier based on the H2O framework to compare with 
traditional learning algorithms. In addition, the H2O framework-based classifier has 
been compared to RF and NB classifiers. Saeed [ 6] has investigated the performances 
of automated spam message filtering tool such as mljar, H2O supervised AutoML, and 
tree-based pipeline optimization. The models are stacked to form an ensemble on the 
H2O AutoML tool to achieve the best performance. Bosaeed et al. [ 42] have proposed 
a system that comprises NB, SVM, and NB multinomial classifiers. Five different 
pre-processing techniques were used along with the feature extraction method to 
classify the incoming and outgoing messages. The proposed system is compatible 
with executing in cloud, fog, and edge systems. Rojas-Galeano [ 43] has investigated 
that Google’s BERT language model is sensitive to overcoming adversarial attacks 
(Mad-lib). In this proposed approach, the BoW and tf-idf substitution models are 
used for feature extraction, and the selected features are refined using the BERT 
model for classification. 

In addition to the above techniques, Xia and Chen [ 44] have introduced a weighted 
feature algorithm for extracting features from spam SMS databases. The extracted 
features are selected using Hidden Markov Model (HMM), which is more suitable 
even for massive spam collection datasets. To classify the spam messages from 
smishing messages, Mishra and Soni [ 45] determine whether the URL in the message 
is legitimate. The five most deterministic features from the text messages have been 
extracted for classification using the backpropagation algorithm. 

The existing technique mainly deals with the dataset as tabulated in Table 1. There 
is no specialized technique that analyzes or classifies multilingual SMS messages due 
to restrictions in data collection. Pham and Le-Hong [ 46] have proposed a first system 
to filter Vietnamese spam SMS. The model proposes an appropriate pre-processing 
method that enhances the accuracy of the dataset. Finally, complexity analysis has 
a significant impact on any algorithm. Thus, Waheeb et al. [ 47] has analyzed the 
time and space complexity of Artificial Neural Networks with the Scaled Conjugate 
Gradient method (ANN-SCG) to classify content-based SMS spam filtering with 
limited resources. The proposed approach uses a Gini Index metric to select features 
efficiently.
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3.2 Machine Learning-Based Spam Detection 

This section discusses the earlier works on classification algorithms works with 
baseline feature extraction process for spam detection. Research work by [ 48] has 
developed a mobile application, “SMSAssassin,” to filter real-time spam messages. 
This mobile application uses NB and SVM classifiers for the classification of mes-
sages. Additionally, the crowd-sourcing mechanism in this approach updates the 
patterns and keyword that occurs newly for the efficient spam detection. Research 
work [ 49] has introduced an Optimum-Path forest classifier to filter spam context 
from ham SMS messages. Experimentation has shown more promising results than 
the traditional classification algorithms. To implement the system in real time, Bozan 
et al. [ 50] have proposed an expert system and a classification method as prototype 
software for the Jelly Bean version for real-time SMS spam detection. This approach 
uses SVM, NB, and k-NN classification methods to efficiently classify messages. 

Joo et al. [ 51] used a conditional NB classifier to determine the probability of 
different words in the text messages. This approach considers the probability of 
messages for the classification. To analyze cross-platform spam detection, Ali and 
Maqsood [ 52] have developed a RF classifier trained using C# library for efficiency. In 
addition to the above techniques, Sethi et al. [ 53] have analyzed the various machine 
learning algorithms to classify spam messages in publicly available datasets. The 
authors of the proposed approach have also analyzed the performance of features 
on classification. Gupta et al. 2018 compare the traditional classifiers on various 
datasets, as reported in Table 1, using standard evaluation metrics such as precision, 
recall, accuracy, and CAP curve. 

3.3 Deep Learning-Based Spam Detection 

The traditional machine learning classifier has certain limitations and challenges 
in the feature engineering process. Thus, deep learning evolves into research as 
it has automatic and self-trained feature extraction. Though various deep learning 
techniques are available for the feature engineering process, only a limited number 
of research works have been carried out for SMS spam detection. 

Al Moubayed et al. [ 54] have presented a novel approach to filter spam mes-
sages with minimum feature engineering on a set of labeled data samples. The topic 
modeling-based Latent Dirichlet allocation extracts the features and stacked denois-
ing autoencoder classifies the data. Research work [ 55] has proposed a model to 
classify ten days of real data spam messages from Twitter. The Word Vector training 
model has been used to learn the sentence structure of each tweet and, in turn, train 
the deep learning model for binary classification. Lee and Kang [ 56] have explored a 
word embedding method, Continuous BoW (CBOW), for constructing feature vec-
tors and classifying using a deep learning method. The feed-forward neural network 
method acts as classification model.
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Uddin et al. [ 57] have introduced an SMS spam detection technique for the Ben-
gali dataset (Bangladesh) using the LSTM and GRU, and the accuracy achieved 
is 99%. The proposed approach also demonstrates various activation functions and 
optimizers. Roy et al. [ 1] have employed CNN and LSTM models to classify textual 
messages. Experimentation was carried out on self-extracted benchmark dataset con-
sisting of 747 spam and 4827 non-spam messages. CNN has achieved a remarkable 
accuracy of 99.44%. Ghourabi et al. [ 58] have proposed a model that integrates CNN 
with LSTM to form a hybrid deep learning model. Experimentation has been carried 
out with Arabic and English spam datasets. The intention of CNN-LSTM integra-
tion is to deal with bilingual messages. Performances are compared with machine 
and deep learning algorithms, and the hybrid CNN-LSTM model achieved 98.37% 
accuracy. Wei and Nguyen [ 16] proposed a lightweight model named lightweight 
GRU for SMS spam detection. The model incorporated the enhanced semantics 
from WordNet and external knowledge for better classification performance with a 
understanding of SMS text inputs. 

Tong et al. [ 59] have proposed a capsule network that combines LSTM with atten-
tion mechanism to classify Chinese spam messages. The textual messages have been 
represented using a multi-channel structure and trained using a structural capsule for 
mining and classification of features. Karasoy and Balli [ 60] introduced a content-
based SMS classification on Turkish language. Five different structural features and 
two features from Word2Vec, 45 features of word index value have been generated 
and classified using machine and deep learning models. In this approach, CNN has 
shown better classification accuracy. Sousa et al. [ 61] have embedded the SMS mes-
sage into VSM model for spam detection. This approach relies on embedded patterns 
to classify spam from legitimate messages. Specific patterns are represented as skip 
grams for token generalization, allowing a distance greater than matched tokens in the 
text. The patterns are combined with the external networks that achieve the highest 
accuracy. 

Liu et al. [ 62] have explored the possibility of a transformer model detecting the 
SMS messages as either spam or ham. Shaaban et al. [ 17] introduced a dynamic 
deep ensemble model that has a capacity to extract dynamic feature at low cost 
and complexity. The proposed model integrates the convolution, pooling layers for 
feature engineering process. The feature maps generated are classified using highly 
randomized trees also termed as modified random forest for classification of spam 
messages. In addition, the model involves boosting and bagging to improvise the 
performance of classification. 

4 Scope for Future Enhancements 

Though deep learning and machine learning techniques have evolved over the last 
decade and shown promising results in SMS spam detection techniques, there are 
still certain open challenges that require researchers to solve. Numbered (ordered) 
lists are easy to create:
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1. Linguistic (Multi): The existing approaches have proposed various models for 
English, Spanish, Arabic, or single languages. Countries like India have varying 
numbers of regional languages, such as Tamil, Hindi, Marathi, Kannada, Telugu, 
etc. There needs a specific generic model to be designed for all the languages. 

2. Dataset size: Due to the security and privacy of users’ data, the size of the SMS 
dataset is significantly less in numbers. Specific datasets even do not have spam 
messages. This kind of dataset cannot analyze the performance of deep learning 
to a larger extent. Thus, the dataset has to be generated or grumbled in a larger 
size for complete analysis. 

3. Data imbalance: The size of spam messages is still less in number compared to 
ham messages. Thus, a unique number of a balanced dataset has to be generated 
in the future for further deep analysis of any classification models. 

4. Computational complexity: The complexity in analyzing the feature engineer-
ing process and training deep learning models is very high. In the future, the 
computational cost of the deep learning process has to be reduced using proper 
optimization techniques to improve the classification accuracy performance. 

5. False positive rate: Most machine learning and deep learning techniques have 
shown a high false positive rate in the case of messages with URLs and idioms. 
It needs to be rectified with a proper understanding of features and layer con-
struction in the deep learning model. 

5 Conclusion 

The availability of SMS facilities by mobile subscribers at a low cost has increased 
the intrusion of spam messages by attackers. Regarding e-mails, SMS are the most 
dedicated text-based communication channel, with higher response rates. This makes 
the attackers think wise in attacking mobile users through spam messages. Various 
spam message detection techniques have been proposed in the last decade. However, 
it has many limitations in handling multilingual spam data. Thus, a niche technique is 
highly required to detect spam messages with a reasonable accuracy scale. This paper 
critically reviewed various machine and deep learning-based techniques with their 
performances, limitations, and chances for future enhancements to novice researchers 
in this field. 
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Fusion of LBP and Median LBP 
for Dominant Region Based Multimodal 
Recognition Using Imperfect Face 
and Gait Cues 

K. Annbuselvi , N. Santhi , and S. Sivakumar 

Abstract The paper provides a novel approach to recognize imperfect face and gait 
cues by using only the dominant region of such cues which contain more informa-
tion than that possessed by the other regions. To enhance features in such dominant 
region, a fusion of Local Binary Pattern (LBP) and Median Local Binary Pattern 
(Median LBP) procedure is proposed. Initially, the given imperfect face and gait 
probe images are divided into six overlapped half regions. After partition, the domi-
nant overlapped half regions of face and gait are selected by using content based 
image retrieval process. Subsequently, the features of dominant overlapped imper-
fect face and gait regions are enhanced by fusing the feature vectors obtained by using 
fusion of LBP and Median LBP methods. Next the Eigen feature vectors followed by 
Fisher’s vectors are constructed using Principal Component Analysis (PCA) followed 
by Linear Discriminant Analysis (LDA) dimensionality reduction algorithms. The 
decisions from face and gait biometric systems are obtained separately by using 
Euclidean distance measure. Finally, the decisions of face and gait classifiers are 
fused at decision level for recognition using AND/OR rule. The method is verified 
on freely available ORL face and CASIA B gait datasets. 
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1 Introduction 

Numerous multimodal approaches combining physical biometrics face and behav-
ioral biometrics gait have been presented with the aim of investigating if such a 
combination will increase upon the rate of recognition methods which solely use a 
single cues [1]. The integration of these two biometrics also improves the respon-
siveness of the system with respect to change the distance among the camera and 
subject. As such, multimodal human recognition is mostly used for perfect images 
of face and gait data. In practice, lighting variations, poses, partial occlusions, etc. 
often result in imperfect face and gait images. Therefore, the biometric systems using 
imperfect face and gait probe images are an emerging research area. So this paper is 
focused to identify such face and gait imperfect probe cues with respect to increase 
the performance rate. 

In Biometric system, the performance rate highly depends on features of biometric 
cues. LBP has come out as one of the powerful approach for biometric feature 
representation. The LBP enhances the local structures by thresholding over a 3 × 3 
neighborhood associated to each pixel [2]. The modified LBP is being the choice of 
threshold value against the local median i.e., Median LBP [3]. In this, instead of gray 
value of the central pixel, local median is used as the threshold. This paper focused 
to fuse the features obtained from such LBP and Median LBP. 

In this paper, the imperfect face and gait probe cues are recognized by using regions 
which contain dominant features, instead of considering the whole image. Firstly the 
given imperfect face probe and gait probe images are divided into six overlapped half 
regions. They are denoted as top, bottom, left, right, vertical center, and horizontally 
center. After partition, the dominant overlapped region is selected by using content 
based image retrieval process, where the region with highest variance is considered 
as dominant region. Later, the features of such dominant region are extracted by using 
LBP and Median LBP separately. Next, the proposed fusion of LBP and Median LBP 
in a 3 × 3 pixel window is applied to get a more robust feature vector. Next the feature 
extraction and dimensionality reduction algorithms PCA followed by LDA [4] are  
applied to construct and reduce Eigen feature vectors of face and gait separately. 
Then, decisions of face and gait biometric systems are obtained separately by using 
similarity distance measure i.e., Euclidean distance. Lastly, the recognition is done 
at decision level by integrating face and gait decisions. 

The rest of the paper is organized as follows. Section 2 deals with the review of 
literature. Section 3 provides an outline of LBP, Median LBP, proposed fusion of 
LBP and Median LBP, PCA followed by LDA based Face and Gait Recognition using 
dominant regions of imperfect probe images. Section 4 offers results and discussion, 
and Sect. 5 gives the conclusion.
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2 Literature Review 

As far as an automatic biometric system using improper biometric cue is concerned, 
research on this topic appears to be very sparse and inconsistent. When images are 
imperfect, finding the dominant regions which contain comparatively more informa-
tion than the other regions is a challenging task. In latest years, several approaches are 
presented to resolve such issues. To deal identification based on imperfect or partial 
images, Iwashita et al. [5] offer an approach to recognize gait biometric, where the 
human body is partitioned into blocks; subsequently, features are extracted from 
each blocks. Next, the similarity measure is applied between training template and 
the retrieved features to set consistent weights on each block. Finally, humans are 
identified by weighting and combining the similarities of all components. 

Yet, in Bianconi et al. [6], observe the problem of learning a set of character-
istic patterns from a LBP called the “dominant local binary pattern” (DLBP). The 
approaches to get the dominant patterns can either keep knowledge of the patterns 
labels or discard it. Finally, it is determining which option the best one. Furthermore, 
in Bamini and Kavitha [7], provided a method by means of dominant local binary 
patterns (DLBP) that reflects the greatest often happening patterns in facial images. 
Using this method, they determine the strongest dominant LBP pattern in the image 
based on the central and neighboring pixel values, LBP is determined. 

Further in Annbuselvi et al. [2, 3] propose new approaches Median-LBPF and 
Median-LBPG to efficiently enhance the features of face and gait imperfect images 
for better recognition. 

Rao et al. [8] presented a way to retrieve an image by dynamic dominant features 
of images. As a first step, the image is evenly divided into 8 partitions. Then each 
partition centroid (MPEG-7 “color bin”) is chosen as the dominant color. Image 
textures are obtained using a GLCM and shape information is obtained by the gradient 
vector flow field. Combining and integrating image color and texture features with 
shape features provides a healthy set of features for searching images. Weighted 
Euclidean distances are used in obtaining similar images. 

Yet in Huang et al. [9], offer a way to identify the dominant region of imperfect 
probe images by using content based image retrieval process, later the dominant 
features are extracted and enhanced using Median-LBPF and Median-LBPG. Then 
the dimensions of features are decreased by using PCA followed by LDA. For recog-
nition, Euclidean similarity distance measure is used. Based on the work carried out 
on imperfect or partial face or gait images, our focus in this paper is to improve the 
recognition rates.
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3 Materials and Methods 

3.1 Local Binary Pattern (LBP) 

LBP is an efficient pattern descriptor to define the local patterns of an image. The 
flowchart to compute LBP code is given in Fig. 1 and the corresponding procedure 
is given in Algorithm 1. 

Algorithm 1: To Compute LBP Code 

Input: A Gray scale image. 

Output: An Enhanced input image with LBP codes. 

1. For each pixel in the given image, select its eight neighbors in a 3 × 3 
neighborhood. 

2. Take the center pixel and set it as a threshold for its 3 × 3 eight neighbors. 
3. The center pixel value is subtracted from each pixel in the 3 × 3 neighborhood, 

then it assigns 0 if the value is negative otherwise 1 to the pixel. 
4. Now compute the LBP code by concatenating all of these binary codes in a 

clockwise direction, starting with the top-left one, generates a binary number, 
which is then labeled with the decimal value that corresponds to it. 

An example for computation of LBP for a pixel window size 3 × 3 is given  in  
Fig. 2. 

Fig. 1 Flowchart of LBP 

Fig. 2 An example for computation of LBP
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3.2 Median Local Binary Pattern (Median LBP) 

Median LBP is a modified form of LBP to extract more local features in certain situ-
ations. In Median LBP, the value of centering pixel is calculated by using the 3 × 3 
neighborhoods median value including center pixel. The flowchart and corresponding 
algorithm are shown in Fig. 3 and Algorithm 2. 

Algorithm 2: To Compute Median LBP 

Input: A Gray scale image. 

Output: An Enhanced input image with Median LBP codes. 

1. For each pixel in the given image, select its eight neighbors in a 3 × 3 
neighborhood including center pixel. 

2. Calculate the value of centering pixel by finding the median value of all 3 × 3 
neighborhoods including center pixel. 

3. Then, compare the median intensity of all the pixels in the 3 × 3 neighborhood 
to all the pixels (including the center pixel). Then assigns 0 if the pixel value is 
less than the median value otherwise 1 to that pixel. 

4. Now compute the Median LBP code by concatenating all of these binary codes 
in a clockwise direction, starting with the top-left one and ending with the center 
pixel, generates a binary number, which is then labeled with the decimal value 
that corresponds to it. 

A sample computation of Median LBP for a pixel window size 3 × 3 is shown  in  
Fig. 4. 

Fig. 3 Flowchart of Median LBP 

Fig. 4 Sample computation of Median LBP
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3.3 Fusion of LBP and Median LBP 

The proposed fusion of LBP and Median LBP is integrating the feature vectors 
obtained by LBP given in Sect. 3.1 and Median LBP given in Sect. 3.2 in order to 
acquire an additional vigorous feature vector. The resulting feature vector is got by 
averaging the LBP and Median LBP codes by using the following formula. 

Fusion (LBP, Median LBP) = 
LBP features + Median LBP features 

2 
(1) 

The procedure is given in Algorithm 3 and the flowchart is given in Fig. 5. 

Algorithm 3: Fusion (LBP, Median LBP) 

Input: A Gray scale image. 

Output: An Enhanced input image with fused LBP and Median LBP features. 

1. Obtain LBP features by using Local Binary Pattern. 
2. Obtain Median-LBP features by using Median Local Binary Pattern. 
3. Fuse LBP and Median-LBP features using the formula (1) to obtain a more 

discriminative robust feature vector.

Fig. 5 Flowchart of fusion 
of LBP and Median LBP 
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Fig. 6 Dominant region based imperfect face classifier 

3.4 Dominant Region Based Imperfect Face and Gait 
Recognition Using Fusion of LBP + Median-LBP Based 
PCA Followed by LDA 

The Dominant Region based Imperfect face/gait classifier comprises face/gait 
training dataset and testing probe images partition, dominant imperfect face/gait 
probe image region and corresponding dominant class in the training face/gait dataset 
selection, face/gait features extraction using LBP and Median LBP, dimensionality 
reduction using PCA followed by LDA [10] classification using Euclidean distance 
and finally Imperfect face/gait probe decision w.r.t. threshold value. The framework 
of the method is given in Figs. 6 and 7 and the procedure is given in Algorithm 4.

Algorithm 4: Recognition of Imperfect Face and Gait Probe Images 

Input: 

Face Biometric System: 

Perfect Face Trained Dataset, A Gray scale Imperfect Face probe image. 

Gait Biometric System: 

Perfect Gait Silhouette Trained Dataset, A Gray scale Imperfect Gait Silhouette 
probe image. 

Output: 

Dominant Region based Imperfect Face and Gait Recognition based on LBP and 
Median LBP based PCA followed by LDA.
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Fig. 7 Dominant region based imperfect gait classifier

Steps: 

1. Restructuring of face and gait training datasets: 

(a) Each face/gait image in face/gait datasets is partitioned into six overlapped 
regions as top, bottom, left, right, vertical center, and horizontal center. 

(b) Construct six classes of overlapped regions of face/gait images as top, 
bottom, left, right, vertical center, and horizontal center where all top, 
bottom, left, right, vertical center, and horizontal center regions are mapped 
into the corresponding classes. 

2. Restructuring of given imperfect face/gait probe images: 

(a) Partition the imperfect probe face/gait images into six overlapped regions 
denoted as top, bottom, left, right, vertical center, and horizontal center. 

3. Selection of dominant region of imperfect face/gait probe region: 

(a) Select dominant overlapped face/gait region named as index-i by applying 
conventional content based image retrieval procedure as discussed in our 
paper [11]. 

4. Selection of dominant class from the face/gait training datasets: 

(a) Using the index-i, select the corresponding face/gait class from the restruc-
tured face/gait training dataset. 

5. Face/gait features extraction using fusion of LBP + Median LBP based PCA 
followed by LDA.



Fusion of LBP and Median LBP for Dominant Region Based … 545

(a) For Dominant region of Imperfect Face/Gait testing phase: 
(1) Enhance the features of dominant face/gait region of probe images 

indexed by i using LBP method (d-lf/d-lg) and Median LBP method 
(d-mlf/d-mlg) discussed in our paper [11] separately. 

(2) Fuse the dominant LBP and Median LBP based face/gait feature vectors 
d-lf/d-lg and d-mlf/d-mlg to obtain d-fmlf/d-fmlg using the method 
given in Sect. 3.3. 

(3) Subsequently construct lower dimensional face/gait Eigen feature 
vector using PCA followed by Fisher’s feature vector using LDA for 
better face/gait classification. 

(b) For Dominant class of Imperfect Face/Gait training phase: 
(1) Enhance the features of each images of dominant face/gait class indexed 

by i using LBP method (D-LF/D-LG) and Median LBP method (D-
MLF/D-MLG) discussed in our paper [11] separately. 

(2) Fuse the feature vectors of dominant class D-LF/D-LG and D-MLF/D-
MLG to obtain D-FMLF/D-FMLG using method discussed in Sect. 3.3. 

(3) Subsequently construct lower dimensional face/gait Eigen feature 
vector using PCA followed by Fisher’s feature vector using LDA for 
better face/gait classification. 

6. Dominant region based imperfect face/gait classification: 
(a) Find match score values by applying Euclidean Similarity/Distance 

Classifier to find distance measures between dominant class indexed 
by i of face/gait feature set with given dominant overlapped region of 
imperfect face/gait probe image. 

(b) Identify the imperfect face image with minimum score value (FaceMin) 
and Imperfect gait image with minimum score value (GaitMin) from 
face and gait training datasets for which, the Euclidean Distance of the 
corresponding Imperfect face and gait probe images is minimum. 

7. LBP and Median-LBP based dominant region based imperfect face and gait 
decision: 
(a) In this Dominant Region based Imperfect Face and Gait Recognition 

system based on LBP + Median-LBP and PCA followed by LDA, the 
face decision and gait decision are obtained using match score values of 
FaceMin and GaitMin. 

Face decision: 

Accept (Genuine) → FaceMin < = threshold (η). 
Reject (Imposter) → FaceMin > threshold (η). 

Gait decision: 

Accept (Genuine) → GaitMin < = threshold (η). 
Reject (Imposter) → GaitMin > threshold (η).
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Fig. 8 Fusion of imperfect 
face and gait decisions 

8. Integrating face and gait decisions at decision level: 
(a) Imperfect Face and Gait decisions are fused at decision level as discussed 

in paper [11]. The framework of face and gait decision fusion is shown 
in Fig. 8. 

4 Results and Discussion 

The offered method is tested on openly available ORL face [12] and CASIA gait 
[13] datasets. We report a whole set of experiments using various portions of imper-
fect face and gait biometrics for recognizing a person. To recognize such imper-
fect biometric cues, an improper biometric cue dataset was made with illumination 
variant, partial images with portion of face and gait images. 

During testing, datasets with 50 face and gait correct images are equivalent to 10 
persons by considering five images for each person and probe imperfect face and gait 
data sets with 20 images by considering two images for each person. With respect 
to the offered method, each image is divided into six overlapped half regions. As the 
result, the training data sets contain 50 × 6 = 300 images and are assembled into 
respective six regions classes. Finally, there are 50 overlapped half images in each
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class. In testing phase also the given imperfect probe images are divided into six 
overlapped half regions. 

Recognition rates are assessed to measure the performance of the proposed 
methods. They are calculated in percentage using total number of images recognized 
against total number of images available in the dataset. The rates of recognition of 
face classifier are given in Table 1 and visualized in Fig. 9. Similarly Table 2 shows 
the results of gait biometric classifier and is pictorially presented in Fig. 10. Likewise 
Table 3 shows rates of recognition of multimodal classifier results at decision level 
using AND and OR respectively and visually presented in Fig. 11. 

As can be seen from the graph, the dominant multimodal classifier based on 
regions at decision level fusion by logical OR does fine with rate of recognition 98% 
compared to the result obtained with our previous method Median LBP [11]. The 
proposed methods show that the recognition rates of the multimodal system using 
imperfect probe images are near to system using perfect probe images. The offered 
approach also has the merit of decreasing the feature size by selecting dominant 
regions. This also reduces computation time and memory requirements.

Table 1 Results of perfect and imperfect dominant region based face classifier 

Methods used Number of features 

20 40 60 80 100 

Recognition rate (%) 

Perfect face (Median LBP + PCA followed by LDA) 78 81 88 94 99.3 

Imperfect face (LBP + PCA followed by LDA) 71 74 76 81 84 

Imperfect face (Median LBP + PCA followed by LDA) 74 79 82 87 90 

Imperfect dominant region based face (Median LBP + PCA 
followed by LDA) 

80 83 88 90 93 

*Imperfect dominant region based face (Fusion of LBP and Median 
LBP + PCA followed by LDA) 

84 87 91 92 94 

Fig. 9 Comparison of 
recognition rates in % of 
imperfect dominant region 
based face classifier
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Table 2 Results of perfect and imperfect dominant region based gait classifier 

Method used Number of features 

20 40 60 80 100 

Recognition rate (%) 

Perfect gait (Median LBP + PCA followed by LDA) 68 74 85 92 97.3 

Imperfect gait (LBP + PCA followed by LDA) 64 70 74 79 84 

Imperfect gait (Median LBP + PCA followed by LDA) 69 73 75 82 87 

Imperfect dominant region based gait (Median LBP + PCA 
followed by LDA) 

74 79 84 86 91 

*Imperfect dominant region based gait (Fusion of LBP and Median 
LBP + PCA followed by LDA) 

78 81 85 88 91.5 

Fig. 10 Comparison of 
recognition rates in % of 
imperfect dominant region 
based gait classifier 

Table 3 Results of perfect and imperfect dominant region based face and gait multimodal classifier 
fused at decision level using logical AND and logical OR 

Methods used Recognition rate (%) 

Logical 
AND 

Logical 
OR 

Perfect Face + Gait (Median LBP + PCA followed by LDA) 98 98.5 

Imperfect Face + Gait (LBP + PCA followed by LDA) 90 92 

Imperfect Face + Gait (Median LBP + PCA followed by LDA) 92 94 

Imperfect Dominant Region based Face + Gait (Median LBP + PCA 
followed by LDA) 

92.3 94 

*Imperfect Dominant Region based Face + Gait (Fusion of LBP and 
Median LBP + PCA followed by LDA) 

92.5 94.3
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Fig. 11 Comparison of recognition rates in % of perfect and imperfect dominant region based face 
and gait multimodal classifier

5 Conclusion 

This paper provides promising methods to recognize imperfect face and gait test 
images by utilizing a region which comprises the dominant features and integrates 
their results at decision level. Even if 75% of the test images are corrupted, it can 
still recognize humans. The dominant region is identified by using content based 
retrieval process and the LBP and Median LBP features of that region are fused 
to get more robust feature vectors. By exploiting the features of LBP and Median 
LBP, we can achieve 94.3% of recognition rate in dominant region based multimodal 
classifier fused at decision level using logical disjunction. The results also prove that 
the recognition rate can be improved by increasing number of features. In future, the 
work may be extended by considering two or more dominant regions of imperfect 
face and gait images to produce 100% results. 
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A Deep Convolutional Neural Network 
for Breast Cancer Detection 
in Mammograms 

B. Naga Jagadesh, L. Kanya Kumari, and Akella V. S. N. Murthy 

Abstract Breast cancer is the most prevalent ailment among women worldwide. 
The screening for detecting breast cancer is mammograms. The anticipated method-
ology uses preprocessing, feature extraction and classification. The main objective is 
early detection of the diseases so that the lifetime can be increased. A popular deep 
convolutional neural network (DCNN) model is used for mammogram classification 
that classifies into normal or abnormal. Initially, the mammograms are preprocessed 
using contrast limited adaptive histogram equalization (CLAHE). These images are 
fed to the DCNN model which contains five convolutional layers that use rectified 
linear unit (ReLU) as the activation function, and max-pooling is used to select the 
best features. The fully connected layer uses softmax as the activation function and 
classifies the selected features, and these are done with several optimizers, namely 
stochastic gradient descent (SGD), RMSprop, and Adam. The experiments are done 
on two benchmark datasets, namely the Mammographic Image Analysis Society 
(MIAS) and Digital Database for Screening Mammography (DDSM), and perfor-
mance is measured with sensitivity, specificity, and accuracy. The results show that 
DCNN with SGD optimizer gives better results compared to the traditional methods. 
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1 Introduction 

Breast cancer (BC) is the riskiest disease that causes death among women. It is 
triggered by abnormal cell growth which consequences the formation of tumors and 
may lead to illness. The symptoms of breast cancer are changes in breast shape, lumps 
in the breast, and nipple discharge. These breast cells unroll to further portions of the 
body makes a risk to the patient. So, BC detection is needed to evade the spreading of 
cancer. By detecting this disease in its early stages, the survival rate may be increased. 
Several imaging modalities are available such as mammograms, magnetic resonance 
imaging (MRI), computed tomography (CT-scan), and thermograms are mostly used 
for breast cancer detection [1]. 

There is no prevention technique for BC, but the survival rate in women can be 
improved by early detection. It is also crucial to detect BC in the early stages, and 
a self-breast test is also important to find irregularities before the tumor gets into 
the malignant stage [2]. Mammograms are the best screening modality to detect 
breast cancer in its early stages. It helps in masses and micro-calcification detec-
tion. Outstanding to the less cost and high sensitivity, mammograms are helpful 
for screening. It is the furthermost consistent identification technique that has low 
radiation compared to other modalities [3, 4]. 

Mammograms illustrate the masses, and the outlines are oval, irregular, and lobular 
that can be ill-defined, circumscribed, and speculated [5]. Artificial intelligence (AI)-
based CAD system is used to provide good accuracy for early detection of BC [6]. In 
recent days, deep convolutional neural networks (DCNNs) are playing an important 
role in the detection of BC in its early stages [7]. DCNN is a classifier that uses 
machine learning algorithms that analyzes the mammograms and classifies them 
into benign or malignant. Depending on the classification finished by DCNN, the 
physicians predict the BC in the early stages which help physicians and patients in 
the early stages. The main aim is to design a novel approach to detect BC. To achieve 
the objective, we analyzed the existing CNN architectures and compared them with 
the proposed method. The proposed framework works in the following phases: 

1. The mammograms are collected from publicly available datasets that contain 
cancerous and non-cancerous images. 

2. Design and development of a mechanism that classifies the breast masses into 
cancerous or non-cancerous images. 

3. The proposed method is compared with the existing CNN algorithms and the 
proposed method achieved good accuracy in mammogram classification. 

This article is structured as follows: Sect. 2 deliberates the related work, Sect. 3 
signifies the dataset, Sect. 4 designates the proposed methodology, Sect. 5 concen-
trates on the experimental results and performance analysis, and lastly presented the 
conclusion and future scope.
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2 Related Work 

Several authors have performed research in mammogram classification that classifies 
the images into benign or malignant. 

A CAD system was designed to classify the mammograms. A DCNN was devel-
oped to extract the features in mammograms, and support vector machine (SVM) 
was in fully connected layer. The experiment was done on the DDSM dataset and 
obtained a good result [3]. Mammograms were classified using the VGG16. This 
model outperformed well compared to EfficientNet, AlexNet, and GoogleNet which 
helps radiologists [8]. 

A faster R-CNN was used to identify the abnormalities in mammograms and 
classified them into benign or malignant [9]. A multi-layer deep learning architec-
ture was used to extract the features from mammogram images and used CNN-
based classifier to classify into benign or malignant to detect breast cancer [10]. A 
novel recurrent neural network (RNN) was used to identify and classify the mammo-
grams. The features were retrieved by RNN, and the hyperparameters were tuned by 
animal migration optimization (AMO) algorithm that uses a softmax classifier. The 
performance was evaluated by f-score, sensitivity, precision, and accuracy [11]. 

A CAD system was designed to reduce the false-positives rate by using modi-
fied entropy whale optimization algorithm. A fine-tuned MobilenetV2 was applied 
for simulation. The maximum accuracy was obtained for the MIAS dataset [12]. 
A deep learning model based on CNNs was designed for mammogram classifica-
tion. The experiments were done on the Image Retrieval in the Medical Application 
(IRMA) dataset, and the results were assessed using tenfold cross-validation on 
simple logistics, SVM, and KNN and procured better results [13]. 

A DCNN with transfer learning was used for breast cancer detection. The VGG-
16 network was used for mammogram classification that classifies it into benign or 
malignant. Results show that VGG-16 provides better results and evaluated on the 
MIAS dataset and obtained 82.5% accuracy [14]. A deep learning algorithm was 
designed to predict breast cancer with sensitivity of 87%, specificity of 77.3% [15]. 

A novel hybridized CNN model was designed for early detection of breast cancer. 
This model used ResNet50, and evaluation was done on two datasets, namely MIAS 
and DDSM. The results showed that an Improved Marine Predators Algorithm with 
ResNet50 gives the better results [16]. A CNN architecture was designed for mammo-
gram classification. Deep learning-based computer-assisted systems assist the physi-
cians in early detection. The performance was measured by accuracy, sensitivity, 
and specificity as 92.84%, 92.3%, and 96.72% respectively [17]. Four deep learning 
models Inception V4, DenseNet121, ResNet-164, and VGG-11 were used to detect 
malignancy in the breast. The fuzzy ensemble techniques and advanced ensemble 
strategies were used. The Inception V4 ensemble model with fuzzy rank obtained 
the better results in breast cancer detection [18]. 

A novel approach was proposed to improve the life time of women. The features 
were extracted based on CNN, and optimal features were selected using principal 
component analysis (PCA) and classified using KNN. The performance of the model
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was measured by tenfold cross-validation and used MIAS dataset for evaluation and 
obtained the good results [19]. A deep CNN was proposed to extract the features 
from mammograms using AlexNet. A fine-tuned parameters were calculated with 
different optimizers and learning rates that classify into malignant and benign with 
DDSM dataset. The classification was done with SVM and extreme learning machine 
and procured the better results [20]. 

A novel model was designed for mammogram classification. The DDSM dataset 
was considered for the model evaluation. The results sensitivity 86.7%, specificity 
96.1%, and AUC of 0.95 were obtained from experiments. The findings signify the 
automatic deep learning algorithms which will give better results on mammograms 
and to reduce the false positives and false negatives [21]. 

3 Methodology 

3.1 Dataset 

Mammographic Image Analysis Society (MIAS) 
The MIAS dataset contains 322 mammogram images with 207 images being normal 
and 115 images being malignant [22]. Each image is of size 1024 × 1024 dimension. 
These images are retrieved in medio-lateral view (MLO), and these are digitized by 
Joyce-Loebl scanning microdensitometer with linear response ranging from 0 to 3.2. 
The MIAS mammogram images are represented in Fig. 1. 

Digital Database for Screening Mammography (DDSM) 
The mammogram dataset is considered from another database, namely Digital 
Database for Screening Mammography (DDSM). It contains 1566 patients’ mammo-
grams that contain two different views of the breast called craniocaudal (CC) and 
medio-lateral oblique (MLO). These images are also grayscale images [23]. The 
example DDSM images are represented in Fig. 2.

Fig. 1 Sample images-MIAS 
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Fig. 2 Sample images -DDSM 

Fig. 3 Proposed 
methodology 

3.2 Proposed Methodology 

The proposed methodology was applied to the benchmark datasets MIAS and DDSM. 
The different phases of the proposed methodology are demonstrated in the following 
Fig. 3 and followed by a detailed discussion of several stages. 

Preprocessing 
This phase involves the preprocessing of mammograms for better feature extraction. 
These images contain low contrast and more noise which makes tumor detection diffi-
cult. The contrast of the mammogram is increased based on CLAHE that improves 
the contrast of each pixel. 

Data Augmentation 
Data augmentation is a procedure that makes the new training data from the avail-
able data. This is done by applying transformations using rotation. The images in 
the datasets are 1024 × 1024 in size which makes the training not feasible. So, 
these images’ size is reduced to 64 × 64 for fast processing. These are augmented 
through rotating by applying transformations from 0 to 360 °. The angles used for 
transformation in our research are 90, 180, and 270 °.
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Fig. 4 Proposed DCNN architecture 

Deep Convolutional Neural Networks (DCNN) 
The deep convolutional layers are the most prevalent type of deep learning frame-
work that is useful for medical imaging analysis. The architecture contains mainly 
a convolutional layer, a pooling layer, and a fully connected layer [24]. A convolu-
tional layer is the main constituent of DCNN. This layer contains the weights that 
are called filters or kernels. The input is split into small components called receptive 
fields which are multiplied by the filter to generate the output. The distance between 
the filters is called stride which is less than the filter size. The pooling layer is down-
sampling the spatial dimension of the input. This layer’s main objective is to reduce 
the spatial size of the representation and also helps in the reduction of computations. 

The max-pooling layer is mostly used layer that computes the maximum value 
from the input. It is used for reduction in the dimensions of feature maps. It also 
reduces the computation time. This builds the network more powerful in the position 
of the features. The fully connected layer is the multi-layer perceptron that employs 
the softmax as the activation function in the output layer. The neurons present in this 
layer have fully connected to all activations in the previous layer. The main aim of 
this layer is to classify the image using the high-level features which are extracted 
from previous layers. 

The proposed framework contains five convolutional layers. The initial layer is to 
find the high-level features like intensity, texture, and color. The next step is to move 
these features to ReLU activation function which is used for element-wise operation 
and sets the negative pixel values to 0. It gives nonlinearity to the model, and it is called 
rectified feature map. The next layer is to find the small features that have different 
shapes and sizes. The final layer combines entire features that are calculated from 
the previous layers and are used for the classification of mammograms into normal 
or abnormal. The proposed DCNN model is represented in Fig. 4. 

4 Experimental Results and Discussion 

Our research is to design a novel computer-aided diagnosis (CAD) model that detects 
breast cancer. The main objective is for mammograms classification that classified 
into normal or abnormal. Initially, the images are resized into 64 × 64 to reduce the 
computational complexity. The learning rate is considered as 0.01, and the number
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Fig. 5 Graphical representation of performance measures for MIAS dataset 

of epochs considered is 100. The experimentations are done with several optimizers 
like RMSprop, SGD, and Adam with PC specifications of a minimum of 8 GB RAM. 
With augmentation, 2000 samples are created that are divided into 70% training and 
30% as testing. The performance is measured by confusion matrix parameters like 
true positives (TPS), true negatives (TNS), false positives (FPS), and false negatives 
(FNS). The performance metrics used are sensitivity, specificity, and accuracy [25]. 
The results are represented in Fig. 5. 

Sensitivity = TPS 

TPS + FNS (1) 

Specificity = TNS 

FPS + TNS (2) 

Accuracy = TPS + TNS 
TPS + FPS + TNS + FNS (3) 

where TPS is true positives, FPS is false positives, TNS is true negatives, and FNS 
is false negatives. 

The experimental results are represented in following Table 1 for MIAS dataset.
The experimental results are represented in following Table 2 for DDSM dataset.
By observing the above results, the classification of mammograms is done with 

Deep CNN gives better results with SGD optimizer for 50 iterations.
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Table 1 Performance measures with different optimizers—MIAS 

Experiment no. Epoch Optimizer Sensitivity (%) Specificity (%) Accuracy (%) 

1 30 SGD 93.3 92.4 89.3 

2 Adam 94.2 92.4 91.2 

3 RMSprop 92.1 91.5 91.4 

4 40 SGD 92.6 92.4 92.3 

5 Adam 91.4 92.5 93.3 

6 RMSprop 92.5 93.3 91.5 

7 50 SGD 96.4 95.3 95.8 

8 Adam 93.1 92.2 92.0 

9 RMSprop 94.3 93.9 92.1

Table 2 Performance measures with different optimizers—DDSM 

Experiment no. Epoch Optimizer Sensitivity (%) Specificity (%) Accuracy (%) 

1 30 SGD 95.6 93.1 90.6 

2 Adam 92.6 94.5 91.4 

3 RMSprop 90.6 92.4 92.3 

4 40 SGD 91.1 91.7 90.4 

5 Adam 92.3 92.5 92.6 

6 RMSprop 92.8 91.7 92.6 

7 50 SGD 94.2 93.6 93.1 

8 Adam 92.6 90.4 91.6 

9 RMSprop 93.5 94.7 92.2 
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Fig. 6 Graphical representation of performance measures
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5 Conclusion 

The automatic classification of mammograms is designed by DCNN that tends 
tremendous progress in the last few years. Recently, many researchers developed 
DCNN to identify breast cancer in its early stages. In this research, initially the 
mammograms are preprocessed using CLAHE approach. These images are fed to 
DCNN with five convolutional layers that uses ReLU activation function. Out DCNN 
tested with different optimizers, namely SGD, RMSprop, and Adam. The filter sizes 
are 5 × 5 and 3 × 3 for the first four layers. The fully connected layer is used as the 
classifier and obtained the accuracy of 95.8% and 93.1% for MIAS and DDSM 
datasets respectively with SGD optimizer that results the improvement over the 
state-of-the-art methods in mammogram classification. 
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Malicious Social Bots Detection 
in the Twitter Network Using Learning 
Automata with URL Features 

R. Kiran Kumar, G. Ramesh Babu, G. Sai Chaitanya Kumar, 
and N. Raghavendra Sai 

Abstract By pretending to be a follower or making a huge number of false regis-
trations through malicious activities, malicious social bots automate their social 
interactions and send out bogus tweets. The most well-known form of malware 
in online entertainment environments is social bots. They will disseminate rumors, 
convey false information, and even influence public opinion. Social bots are utilized 
to deliver better customer service by automating logical procedures. Additionally, 
spiteful social bots utilize malicious shortened URLs in tweets to send users’ requests 
for peer-to-peer online communication to malicious servers. As a result, Twitter 
company’s main goal is probably to distinguish damaging social bots from actual 
users. Compared to dangerous social bots that use social graph-based highlights, 
URL-based social bots (such as URL redirection, shared URL recursion, and URLs 
with spam content) require less investment (depending on the social associations 
of the clients). Vengeful social bots are also inappropriate for quickly inspecting 
URL redirect strings. By merging a trust calculation model with URL-based mile-
stones, we suggest a learning automata-based Social Bot Recognition (LA-MSBD) 
calculation to identify trustworthy members (customers) in the Twitter organization. 
The employment of vindictive social bots to propagate false information has had 
negative real-world effects. One of the most challenging aspects of spotting bots 
in web-based entertainment is comprehending what social bots are capable of and 
looking at the quantitative highlights of their behavior. This concept made a distinc-
tion between typical clients and social bots. The strategy for spotting Twitter bots
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using AI computations is suggested in this article. There is a detailed analysis of 
the K-NN algorithm, SVM algorithm, Naive Bayes algorithm, Random Forest algo-
rithm, decision tree algorithm, and custom computing algorithm. The most effective 
learning model will be applied to the test data. 

Keywords Bot ·Malicious · SVM · Random forest 

1 Introduction 

A product software that poses as a real client in an unofficial Internet-based organiza-
tion is known as a harmful social bot. Similar to this, harmful social bots carry out a 
variety of assaults, such as disseminating social spam content, fabricating characters, 
looking up online grades, and carrying out phishing attempts. When a Twitter user 
(customer) has to send out a tweet to URLs with nearby users (such as followers 
or devotees), the user shortens the URL using the abbreviated URL guidance (since 
a tweet is limited to 140 characters). Robots that engage with online entertainment 
clients are controlled by computers. Similar to how phishing URLs might be tweeted 
by a rogue social bot. By impersonating followers or making many false registrations, 
they make bogus tweets and automate their social connections. This is one example 
of their malevolent behavior. Additionally, dangerous social bots employ shortened 
versions of harmful URLs in tweets to forward users’ requests for direct online 
communication to vindictive servers. Therefore, distinguishing damaging social bots 
from actual users is arguably the Twitter organization’s primary duty. These bots are 
frequently modified to act partially or entirely independently and to resemble human 
customers. While some ingenious web-based entertainment bots exist, others are 
employed in unreliable and intrusive ways. According to several reports, the majority 
of the accounts used for online amusement are controlled by these harmful bots. Chat-
bots are bots that can keep a vocal match for a longer period of time and repeatedly, 
even though this is not what is typically expected of web-based entertainment bots. 

Online entertainment is becoming an increasingly necessary part of our daily 
lives. Ordinary people will use this medium to access and disseminate information 
because billions of customers are continually producing and consuming data. Robots 
that can be used for virtual amusement on the web are modest projects that can be 
used to carry out a variety of useful and harmful tasks, reinforcing human behavior. 
Some online entertainment bots provide useful services, such as weather information 
and sports results. Anyone who interacts with these fantastic online entertainment 
bots will immediately recognize them as bots because they clearly bear their names. 
However, many of the bots used for online amusement are malicious bots that imper-
sonate real customers. Customers lose faith in the ability of online entertainment 
venues to provide factual news because they believe manipulator bots are respon-
sible for "pushing" the narratives at the top of their channels. Because there are 
so many individuals participating in web-based entertainment, bad clients like bots 
have started to sway the conversations of those who created them. These malevolent
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bots have been used to silence protestor and activist communications, disseminate 
false information about upcoming politicians, boost the perceived notoriety of well-
known figures, encourage social web spamming with links to commercial websites, 
and sway industry sectors. They make financial efforts to reduce the cost of inven-
tories. These machines can also influence how regular virtual entertainment tests 
turn out. One of the most well-known forms of online amusement is the use of idle 
bots, which sleep for extended periods of time before rising up to send a flood of 
thousands of postings in a short amount of time (perhaps as a spam attack) and 
then reverting to a slow state. Bot attack tactics centered on entertainment. When an 
attacker guesses or observes which websites an organization frequently visits and 
infects at least one of them with malware, it is said to be conducting an initial attack. 
The jacking pattern makes use of moving objects to draw attention to a certain group 
of people. Utilizing appropriate hashtags to engage with a target audience is crucial 
for effective online marketing. It’s important to focus on ethical strategies and avoid 
spam, malicious activities, or artificial methods like click farming to enhance your 
website’s reputation or visibility. 

2 BOTS  

In virtual entertainment, the location of the bot is crucial. Twitter, a popular virtual 
entertainment venue, is full of bot accounts. About 15% of Twitter accounts, 
according to some surveys, work accordingly or semi-automatically. The qualities of 
Twitter may have added to the expansion of the number of bots. It is equally impor-
tant that a Twitter bot is seen as a trusted source of data. Additionally, bot-linked 
accounts can be 2.5 × more persuasive than human-linked accounts. Vengeful bots 
can check Twitter metrics like moving dots. These bots can also influence insights 
based on Twitter insights like popular hashtags and the most persuasive customers. 
Boycott strategies have been routinely used to recognize malicious social bots. This 
is basically a variety of URLs sorted by a notorious malicious enemy of infection 
associations. While these strategies are fast (a simple dataset query is required) and 
have low false positive rates, they have a critical drawback in that they bombard 
newly created URLs. Since new URLs are constantly being produced, this is a huge 
restriction. Some efforts have been made to address these restrictions by addressing 
the issue using AI. 

Web bots are programming programs that computerize commissions on the 
Internet. Web bots, WWW bots, or essentially bots have different names for them. 
Bots typically perform simple and mostly boring tasks at a much faster rate than 
people. The most widely recognized use of bots is web spidering, in which a robotic 
script retrieves, examines, and documents data from web servers at the speed of a 
human. Each server can have a log called robots.txt that contains tracking rules for 
the bot to maintain. Notwithstanding the applications described above, bots can be 
used in circumstances that require a faster reaction rate than humans (e.g., gaming
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bots and bots for retail sites), or, less generally, in circumstances that require the 
copy of human movement. 

3 Related Works 

In view of long short-term memory (LSTM) design, Sneha Kudugunta and Emilio 
Ferrara suggested a deep brain network that can recognize bots at the tweet level 
utilizing both tweet content and metadata in [1]. Context-oriented highlights are 
maintained in LSTM deep networks using the text of tweets as supporting input 
after being extracted from the client information. From a single tweet, the model 
may achieve an astonishingly high accuracy of over 96% AUC. Additionally, they 
suggested methods for enhancing already-existing datasets by creating models with 
new names in light of synthetic minority oversampling technique (SMOTE). Both 
methods rely on specific components that can be directly accessed from the tweet and 
its metadata. The painting outperforms earlier avant-garde methods by employing 
a sparse, comprehensible arrangement of highlights that necessitates unnecessary 
preparation information. 

A regulated AI characterization model was put up by Mohammed AL-Janabi, 
Ed de Quincey, and Peter Andras to distinguish the propagation of spiteful drugs 
in unofficial web-based networks in [2] (ONS). We identified online entertainment 
posts that contained malicious Uniform Resource Locators using highlights from a 
variety of sources (URLs). These URLs could lead customers to fraudulent websites, 
drive-by download attempts, phishing scams, spam, or other traps. The data array 
was created using the Twitter application programming interface (API) endpoint, and 
the dataset was tagged using Virus Total. Reflections were collected from multiple 
sources and employed in an irregular forest characterization model. A value revision 
of 0.89 was produced by the rough wood pattern with scarcely any adjustments or 
component choices. In any case, we got the chance to work on improving the classifier 
to 0.92 following more investigation and the usage of boundary and element selection 
strategies. 

Using machine learning approaches, Chongzhen Zhang, Yanli Chen, and Yang 
Meng established a novel framework for network intrusion detection in [3]. We 
provide a special outage tracking system to enhance ordering capabilities. The dataset 
module and the criticism module both acknowledge the requalification of the clas-
sifier in the characterization module, which continuously ensures the high accu-
racy rate of the clustering module. We developed a novel characterization method 
by fusing SAE and RF. For typical ML computations, our methodology observes 
strong rendering capability and a reduction in dimensionality in dual and multi-
class arrays. To fully recover the previous pressure flow, which can be employed 
for post-occasional examination and investigation, we fully utilize the attributes 
of the SAE model in relation to the component library in the dataset module. 
We assess our suggested approach and offer preparation and testing times using
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the CICIDS2017 dataset. We fully utilize dual and multiclass characterization in 
comparison to different approaches in related work using the same dataset. 

In [4], SylvioBarbon JR, Gabriel FC Campos, and Gabriel M. Tavares suggested 
employing wavelets to identify human, good, and malevolent bots in online social 
networks. The five steps in the suggested method were get, configure the profile, 
extract functions, choose functions, and prioritize. Since our concept applies to all 
OSNs, the acquisition phase may be tailored to any OSN API. Additionally, flexible 
is the ordering stage. In this review, we used Random Forests (RF) as classifiers. This 
decision was based on Singh et al. Ro et al. Igawa et al. which specifically address 
bots in OSN and showed outstanding performance with RF under enormous data 
settings. We have suggested a formula to determine whether a creator is a human. 

A bot in an OSN can be malicious or real. An illustration of a compositional 
style that was included into the publishing content was obtained by calculation using 
the discrete wavelet transform. The classifiers were put to the test using separate 
and combined datasets. The proposed method produced high normal characteriza-
tion corrections of 94.47% for both sets of data. According to the findings, the 
textual model we developed can classify consumer kinds according to how they 
compose their texts. We acknowledge that the suggested computation will greatly 
aid in the effort to combat OSN extortion. More thorough research into various AI 
methodologies might produce more persuasive findings. 

Barbon [5] at OSN, a computation was presented to classify customers as real, 
genuine, or malicious bots. The algorithm used the discrete wavelet transform to 
illustrate a layout style integrated in post content. The tests are supplemented by 
classifiers that use single- and mixed-subject datasets, and it has been discovered 
that using an organized technique results in high normal characterization corrections 
of 94.47% for each dataset. The results show that, given their compositional style, 
the textual model they created has a promising level of accuracy in ordering clients. 

An essential information method to examine social bots on Twitter has been put 
forth by Xia  Liu [6]. This section includes information on Twitter’s data collection, 
testing, opinion research, and econometric demonstrations. Let’s look at the sample 
data’s meaning to better understand bias and dispersion in bot data as well as why 
Twitter is such a crucial interpersonal platform for social bot research. We present the 
maximum entropy key new and the procedures to prepare and test the social robots 
under consideration in light of the measurements to evaluate the accuracy of the model 
in this review because the examination of sensations is significant in the measurement 
of a large amount of unstructured information. Finally, we summarize the main 
conclusions on friendly robots from an economic analysis of the material gathered 
from weekly message boards. While Twitter is a useful platform to concentrate on 
amiable bots and in-depth analysis of user-generated material, additional data from 
other stages, such as Facebook, will enhance our understanding of what social bots 
might mean for the caliber of content virality and data. Second, despite being a useful 
tool for automatically categorizing textual big data, sentiment analysis is constrained 
by the nuances and complexities of human language. 

A deep learning-based social bot detection technique was put forth by Heng Ping 
and Sujuan Qin (2018) in [8]. The DeBD identification approach described in this
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article is broken up into three sections: the position of the social bot in relation to the 
tweets’ link components; the finding of social bots in relation to the tweets’ meta-
data; and the combination of the two. A term implanted and connected in the opening 
portion is created from the client’s tweet. Using CNN, the tweet’s content compo-
nent and its connections are then separated. The next section treats customer tweet 
metadata as passing information shared by amiable customers rather than as blatant 
cutting-edge highlights counting the transient client data and taking care of them in 
the LSTM brain’s arrangement. The results of these two sections’ exploratory tests 
demonstrate that the proposed DeBD is effective at identifying bots. CNN and LSTM 
combine the highlights from CNN and LSTM eliminated and concentrate on various 
portions of the elements of the tweet [9, 10]. Despite the fact that deep learning-based 
social bot discovery obtains the best accuracy across various information collections, 
it necessitates a substantial amount of user tweet data. In order to discriminate social 
bots as little as possible while keeping a high discovery rate, we may use tweets and 
customer data in further work. 

A LA-MSBD calculation for MSBD is presented by RashmiRanjan Rout, Lingam 
and Somayajulu [1], which combines a computational trust model with a number 
of URL-based features. In addition, we investigate the reliability of tweets using 
Bayesian learning and DST (posted by each member). A set number of learning 
activities are also replicated using the suggested LA-MSBD computation depending 
on the likelihood that an activity has to be updated (i.e., the probability of a member 
posting malicious URLs in tweets). The benefits of ongoing learning are realized by 
the suggested LA-MSBD computation. In order to determine the exposure of our 
suggested LA-MSBD formula, two Twitter data collections are employed [11]. The 
study’s findings demonstrate that the suggested LA-MSBD calculation outperforms 
existing and other computations in accuracy by up to 7%. The accuracy of the LA-
MSBD calculation proposal for The Fake Project and Social Honeypot information 
indices was 95.37% and 91.77% for MSBD, respectively. Additionally, we might 
wish to investigate the relationships between the elements and how they affect. 

4 Proposed Methodology 

To overcome strategic constraints, we have promoted a deep learning method in 
view of faster RCNN and RNN. We can post tweets with hash tags for explicit points 
using the Twitter API[12]. We created an index of Twitter information to recognize 
people and bots. Enlisted clients or a PC program can post tweets. PC programs 
are modified to persistently tweet from a particular record for or against a particular 
topic for some non-partisan tweets. By the time typical customers tweet or reply to a 
particular topic, the recurrence of tweets is usually normal. The informative indices 
will be prepared using a calculation based on RCNN. To decide the sensations, the 
information will be managed by RCNN. We will actually take a look at time accounts 
to see if they are man-made or not. Expect it to be in 10 min or less. It was thought 
that it would take more than 8–10 min. We’ll look at the types of gifts posted by a
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customer account in the same way. A great deal of information is obtained during 
the human record misdirection hallmark test. This information is reused because it 
contains data that is superfluous to the result. The information is extracted, and all 
tainted information is purged before being put back into a dataset [13]. These data 
are taken into account in artificial intelligence models, and the results are obtained. 
Our proposed deep learning approach to identify vengeful social bots in the Twitter 
network has been isolated into five modules. 

1. Acquisition and profiling configuration 
2. Bootstrap data 
3. Extraction of characteristics 
4. Pre-processing of feature 
5. Training classifiers. 

Our model is applicable to any online social network, such as Twitter, and the 
acquisition step can be customized using the Twitter API- Tweepy. The classification 
step is also adaptable. In this work, we used faster region CNN and ResNet, which 
have shown promising results when used in big data environments to treat bots on 
online social networks such as Twitter [13, 14]. The following steps are included 
in the proposed approach pipeline: acquisition and profiling setup, data bootstrap 
feature extraction, feature pre-processing, and classification [10]. We must create a 
user profile for each user. The labeling followed the guidelines outlined in related 
works: 

Malicious bots are automated profiles that share repetitive and spammy content, 
often with redundant information. Legitimate bots, on the other hand, are auto-
mated accounts that share innocuous content, typically assisted by auxiliary software. 
Human accounts, in contrast, are not automated and produce intelligent, original 
content (Fig. 1). 

Fig. 1 A proposed 
framework
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5 Configuration and Security Profile 

The protection phase consists of obtaining information from an OSN to create an 
index of literary information. Our model predicts that the collected print set fixates on 
a lone main subject. This need is necessary as wavelet-based text extraction requires 
investigation of reported key terms for additional information. If the dataset did 
not depend on a single primary term, we suggest removing the important terms. To 
prepare a strategy that uses a regulated deep learning approach, we really want a 
large dataset. Following the world view based on profiles and a printed repository 
with some client publications, the text of each client is connected in total [15, 16]. 
The profile configuration provides the information that will be handled to create the 
vector of components that each class describes. Bootstrap information consists of 
untagged social bots. To detect malicious social bots at any given moment, we can 
search for comprehensive customer data that encompasses various details, including 
the organization, customer profiles, co-worker interactions, posted content, tweets, 
sentiments expressed, and ownership information. 

5.1 Extraction and Preprocessing Are Characteristics 

This phase aims to accumulate relevant data on vengeful robots. This remembers data, 
for example, the presence of URLs for a boycott highlights obtained from the URL 
string, host data, substance of the site such as HTML and JavaScript, awareness data, 
etc. This is just one illustration of the wide range of data types that can be collected 
by an Internet-based interpersonal organization to achieve item representation. 

The unstructured data about the information is properly designed and fully trans-
formed into a mathematical vector at this stage, so it can be handled very well in deep 
learning computations. For example, mathematical information can be used directly, 
and most words are used most of the time to address text-based or lexical substance. 

6 Classifiers in Training 

A general system of online pooling and offline preparation is proposed. The issuance 
of an order implies the definition of an information bearer of information. It uses 
a direct gain technique that depends on the preparation on the occurrences of each 
class. The main trademark of learning is speculation: The computation must create 
a reasonable result for inputs not tested during learning. 

Information Exploration and Analysis. 
(1) Identification of missing and unbalanced information, (2) feature extraction, 

(3) feature design, and (4) remove unnecessary properties.
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Fig. 2 Heatmap (missingness of data) 

Fig. 3 Imbalance of data 

The heatmap shows each of the missing qualities in yellow and the complete non-
missing qualities in purple. The rendering of the area in the URL shows our most 
extreme invalid qualities, as shown by the yellow bars, while the state has a long 
profile and some missing qualities (Figs. 2 and 3). 

Our next step was to identify the data imbalance we discovered whenever the 
listed count was between 10,000 and 20,000. If the listed count is between 10,000 
and 20,000, there is a 5% chance that bots are detected, while the remaining 95% 
are not (Fig. 4).

We have found that robots have more devotees but fewer companions. So followers 
and comrades are big brands of bots and not. Also, for the confirmed credits. Then we 
use the connection with the spear to decide to highlight freedom. We found no connec-
tion between count status, identification, default profile, and default profile picture 
characteristics using Pearson’s relationship and Spearman’s relationship networks. 
Next, it should not be seen as a component to distinguish vengeful bots or non-bots. 
Since there are areas of strength between the properties controlled, the number of 
companions, and the number of supporters, remember to distinguish the bad bots or 
not. Since we can’t connect to unmodified qualities, we’ll use the display name, name 
representation, a state in the included layout, and registered creation to separate the
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Fig. 4 Bots having more devotees but fewer companions

elements [16]. To complement the engineering element, we have made a series of 
word patterns that decide if a Twitter account is a bot or not. So we have a name on the 
screen and a representation of the name in the state that we change to a pair that uses 
the count vectorizer calculation. We did a component extraction, and the recorded 
count is parallel to wherever it’s around 20,000; we faked and took this multitude 
of values and created a new element, and then we ran the classifier computation. 
We use the word pack model to create some vectors and various highlights, such as 
the feed transport in the representation, and distinguish that it is a real customer in 
light of the registered count and anticipate the remaining characteristics, as well as 
recognize harmful bots [17]. 

Recipient Job Attributes: 

(1) False positive rate 
(2) True positive rate. 

A receiver performance curve, or ROC curve, is a graphical representation of the 
demonstrability of a dual classifier structure. The false positive ratio is the probability 
of mistakenly rejecting an invalid guess when processing a true certainty. Since the 
goal is only to distinguish difficult human records, the corpus is purged of all bot 
accounts. In fact, even after selection, the corpus may still contain a couple of fake 
human and bot accounts [18]. 15,000 tricky extras were physically created to make 
it look like they were created by people rather than robots and added to the corpus 
for research purposes (Fig. 5).

According to brain research, people lie about these things through web-based 
entertainment about their name, age, orientation, image, and area [19]. The records 
made were rich in these characteristics. The similarity of the two different accessible 
datasets is now tested. The tests carried out are the Mann–Whitney U-test which 
establishes that the two sets are comparative and the chi-square test to verify if the 
datasets are autonomous from each other [20].
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Fig. 5 Remembering multi-item view recognition strategies for various types of malicious social 
bots

7 Conclusion 

The prevalence of contemporary bots in online entertainment spaces like Twitter 
makes the need for more effective and affordable bot recognition techniques obvious. 
We have put forth a quicker RCNN and ResNet calculation that enables us to identify 
bots at the tweet level using both tweet content and metadata. Our model can obtain an 
accuracy level that is greater than 97%. To update the estimation of the correctness of 
the activity, the suggested calculation executes a constrained arrangement of learning 
activities. To get rid of the tweet’s content and the relationship between it, faster 
RCNN is utilized. The suggested calculation takes the use of ongoing learning. 
Twitter information indices are utilized to assess how well our calculation performed. 
The findings of the exploratory analysis demonstrate that the calculation improves 
upon other current algorithms when precision is compared. 
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