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Abstract Online learning is more and more popular because it is not limited by 
time and space. How to choose a suitable course from thousands of online courses is 
a great challenge faced by online learners, and online course recommendation came 
into being. The personalized recommendation algorithm analyzes the user’s prefer-
ences by collecting some previous historical records of the user and other information, 
and generates recommendations for the user. Since Wide&Deep was proposed, due 
to its inherent ease of implementation, adaptability, and versatility, this approach has 
gained significant traction across various industry sectors. But its feature intersection 
method is not efficient. Sufficient feature engineering is required to provide infor-
mative features that can effectively distinguish objects. In this paper, the WD-FM 
model is proposed by combining Wide&Deep and factorization machine, and good 
results have been achieved through experimental demonstration. 

17.1 Introduction 

With the advent of the era of data explosion, it is necessary to correctly solve the 
previous problem of information scarcity and the current problem of information 
overload. In the face of massive data, it is very difficult to obtain the necessary 
information accurately and effectively. Therefore, information filtering techniques 
should be used. Currently, information filtering technology is mainly divided into 
search engine technology and recommendation system technology [1].
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Classification retrieval and search engines alleviate the problem of information 
overload. When the information classification is inaccurate or the user enters too few 
keywords, the user’s retrieval time will be increased and the retrieval results will be 
affected. At present, many fields have begun to introduce personalized recommen-
dation systems, and it is particularly important to convert large amounts of data into 
valuable information [2]. 

As an important tool for information filtering, personalized recommendations 
are a potential solution to the current information overload problem. The personal-
ized recommendation algorithm analyzes the user’s preferences by collecting some 
previous historical records of the user and other information, and generates recom-
mendations for the user [3, 4]. The recommendation system can provide services 
that meet the individual needs of different users, improve the efficiency of users in 
finding knowledge from information, thereby effectively retaining users and making 
the website invincible. 

The results of this paper can be summarized in the following two points: 

1. We propose a model called WD-FM, which consists of Wide&Deep and FM 
(factorization machine). 

2. We propose a new resource recommendation method based on WD-FM model. 
It has the function of feature memory, and separates low-order features and high-
order features, and finally inputs them into the same output layer to improve the 
recommendation accuracy. 

17.2 Related Work 

Recently, researchers have done a lot of research in the field of recommendation, 
and the recommendation system model represented by collaborative filtering used 
in traditional recommendation systems [5]. Because it is difficult to solve problems 
such as data sparsity and cold start, the recommendation effect is unsatisfactory, 
especially when dealing with the huge amount of data generated at present. 

Based on the assumption that user preferences are influenced by a small number 
of latent factors, matrix factorization is widely used in recommender systems and 
that an item’s rating depends on how each of its characteristic factors is applied to 
user preferences. 

MF (matrix factorization) decomposes the user item scoring matrix into the 
product of two or more low-dimensional matrices to achieve dimensionality reduc-
tion, and uses the low-dimensional spatial data mainly for non-negative matrix 
decomposition and matrix generalization decomposition Among them, the non-
negative matrix factorization (NMF) method is to decompose the user’s rating matrix 
Rn × m into two real-valued non-negative matrices Un × k and Vk × m, so that R ≈ UTV.
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Matrix decomposition is used for modeling. Usually, build a matrix of 1/0 values 
from the interaction data, and then decompose the matrix into two lower-dimensional 
matrices. One of the matrices has the same number of rows as the number of users, 
and each row represents a latent feature vector of a user. For example, in the liter-
ature [6], an N × D matrix C is used to represent the performance of users on the 
forum, where each row represents the user n who has posted at least once on the 
forum, and each column d represents the defined in the text A class label among 
the five behavioral dimensions of learners in the forum. Each entry Cnd of C is 1 
if user n published at least one post assigned a content label of d, and 0 otherwise. 
Therefore, C is a matrix with a value of 1/0, and then the Bayesian non-negative 
matrix factorization (BNMF) method is used for C to generate user latent feature 
vectors. Literature [7] first regards the user’s click, reading or use of resources as an 
interaction, thus forming a user-resource interaction matrix. The generalized matrix 
factorization (GMF) method is used to decompose it into hidden feature vectors of 
users and resources. In order to incorporate the characteristics of long-term interac-
tion between users and resources, the model also combines long short-term memory 
(LSTM) to further generate fusion of users and resources. Hidden eigenvectors, and 
after combining the two eigenvectors, they share the same sigmoid output layer. 

Under the background of big data, deep learning technology is more and more 
introduced into the core model design of the recommendation system, and the same 
is true for movie recommendation systems [8, 9]. Deep learning has brought a revo-
lutionary impact to the recommendation system and can significantly improve the 
effect of the recommendation system. There are two main reasons. One is that deep 
learning greatly enhances the fitting ability of the recommendation model, and the 
other is that the deep learning model can utilize the model. The structure simulates 
different user behavior processes such as changes in user interest and user attention 
mechanisms. Deep crossing [10] was the first model proposed. Compared with multi-
layer perceptron (MLP), deep crossing adds an embedding layer between original 
features and MLP. Convert the input sparse features into dense embedding vectors, 
and then participate in the training in the MLP layer, which solves the problem that 
MLP is not good at dealing with sparse features. Convert the input sparse features 
into dense embedding vectors, and then participate in the training in the MLP layer, 
which solves the problem that MLP is not good at dealing with sparse features. 

The Wide&Deep [11] recommendation model proposed by Google combines a 
deep MLP with a single-layer neural network, and at the same time gives the network 
good memory and generalization. Since its proposal, Wide&Deep has been widely 
used in the industry by virtue of its characteristics of easy to implement, easy to 
implement, and easy to transform.
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17.3 Preliminary Knowledge 

This section provides a brief review of how linear regression and multilayer 
perceptrons work. 

17.3.1 Wide&Deep Model 

The Wide&Deep model is divided into the wide side and the deep side. The wide side 
mainly uses logistic regression in the generalized linear model. Generally speaking, it 
is the weight multiplied by the feature plus the bias, and then thrown into the sigmoid 
function, and finally the probability of predicting whether or not. Overall, the wide 
part of the Wide&Deep model creates the interaction between features through a 
linear model to provide the ability to model a wide range of features. By combining the 
nonlinear feature extraction capabilities of the deep part, the Wide&Deep model can 
simultaneously consider both wide and deep features in tasks such as recommender 
systems, thereby improving the model’s expressiveness and prediction accuracy. Its 
structure diagram is shown in Fig. 17.1. 

The logistic regression formula is as follows: 

y = wT x + b (17.1) 

y represents the final prediction result, x is a vector, which is a vector of n features, 
and w is the weight corresponding to each feature. b represents the bias. The feature 
set includes the original input features and transformed features.

Fig. 17.1 Wide side of the 
Wide&Deep model 
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Fig. 17.2 Deep side of the Wide&Deep model 

Among them, the optimizer of LR (logistic regression) is different from the past. 
In the past, stochastic gradient descent (SGD) was used, while the wide model used 
follow-the-regularized-leader (FTRL) published by Google on kdd in 2013. FTRL 
mainly fine-tunes the gradient. The idea is to hope that the new solution will not 
match the current solution. If the difference is too much, make the gradient step 
smaller. In addition, L1 regularization still needs to be added to make the solution 
found a little sparser. 

The deep side is a multilayer perceptron, as shown in Fig. 17.2. 
Each vector in the sparse and high-dimensional classification features is first 

converted into a low-dimensional and dense vector, which is called an embed-
ding vector. The number of dimensions to join is typically on the order of 
O(10)–O(100). The embedding vectors are initialized randomly and trained concur-
rently during model training with the ultimate goal of minimizing the loss function. 
Low-dimensional dense embedding vectors are processed in the hidden layers of the 
feed-through neural network. 

a(l+1) = f
(
W (l) a(l) + b(l)

)
(17.2) 

In the above formula, l represents the number of layers and f represents the 
activation function, usually a rectified linear unit (ReLU), where a(l), b(l), and W (l) 

are the activation function, bias, and model weights of layer l, respectively. 
In the Wide part, after some nonlinear transformation and cross-combination of the 

input features, they are input into the linear model for modeling, and the interaction 
weights between the features are learned. The Deep part passes the input features 
through a series of hidden layers, and each hidden layer contains multiple neurons 
and performs feature transformation and abstraction layer by layer. Finally, after 
processing the depth part, a high-dimensional feature representation is obtained. The 
Wide&Deep model fuses the output of the breadth part and the depth part, which can 
be fused by simple weighted summation or other methods.
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Fig. 17.3 Wide&Deep model 

The combined model of wide and deep is shown in Fig. 17.3. 
The prediction formula of the model is as follows: 

P(Y = 1|x) = σ
(
wT 
wide[x, ∅(x)] + wT 

deepa
(l f ) + b

)
(17.3) 

In the above formula, Y is a binary class label, σ (·) represents the activation 
function, which is a sigmoid, ϕ(x) represents the cross-product transformation of the 
initial feature x, and b represents a bias term. Wwide is the weight vector corresponding 
to the wide side vector, and Wdeep is the weight to activate a(l f ) when computing. 

17.3.2 FM Model 

FM is a supervised learning method. It is mainly used for click-through-rate (CTR) 
estimation and is suitable for high-dimensional sparseness. The advantage is that it 
can automatically combine cross-features. The FM formula is as follows: 

ŷ(x) := w0 + 
n∑

i=1 

wi xi + 
n∑

i=1 

n∑

j=i+1

⟨
vi , v j

⟩
xi x j (17.4) 

Vi is the hidden vector of the ith dimension feature, and < , > represents the 
vector dot product. ŷ is the predicted output value for the sample. w0 is the bias term, 
representing the global bias of the model. wi is the linear weight of the ith feature, 
used to represent the contribution of the feature to the predicted output. xi is the 
value of the ith feature in the sample x.
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Feature combination is a problem encountered in many machine learning 
modeling processes. If you model directly, you may ignore the correlation infor-
mation between features. Therefore, you can improve the effect of the model by 
building new cross-features. In fact, it is to increase the feature intersection term. In 
the general linear model, each feature is considered independently, without consid-
ering the relationship between features. But in reality, there are associations between 
a large number of features. 

High-dimensional sparse matrix is a common problem in practical engineering, 
which directly leads to excessive calculation and slow update of feature weights. 

The advantage of FM lies in the handling of these two aspects of the problem. 
The first is the combination of features, through the combination of two features, the 
introduction of cross-features to improve the model score. The second is the high-
dimensional disaster, which estimates the characteristic parameters by introducing 
hidden vectors. 

17.4 Recommendation Model 

The problem of feature combination and feature intersection is very common. In 
practical applications, there are many more types of features, and the complexity of 
feature intersection is also much greater [12]. 

The key to solving this problem is the ability of the model to learn feature combi-
nations and feature intersections. This is because it is the key to determining the 
model’s ability to predict unknown features combined with the sample and measuring 
its recommendation effectiveness for complex recommendation problems. 

Wide&Deep does not carry out special processing on feature intersection, but 
directly sends independent features into the neural network, allowing them to be 
freely combined in the network [13]. Such feature intersection methods are not 
efficient. Although neural network has strong fitting ability, the premise is that there 
are any multilayer network and any number of neurons. 

In the case of limited training resources and limited time for parameter adjust-
ment, MLP is actually relatively inefficient for feature intersection processing. MLP 
connects all features together into a feature vector through the concatenate layer, 
there is no feature intersection, and there is no relationship between two features 
[14]. 

FM is a classic traditional machine learning model for solving feature intersec-
tion problems. FM will use a unique layer FM layer to specifically deal with the 
intersection between features, and there are multiple inner product operation units 
in the FM layer to combine different feature vectors pairwise [15]. Through the 
inner product operation of the two features in the FM layer, the features can be fully 
combined. Combine Wide&Deep with FM to generate a new model with strong 
feature combination ability, fitting ability and memory ability. 

The model as show in Fig. 17.4.
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Fig. 17.4 WD-FM model 

17.5 Experiments 

17.5.1 Datasets 

The dataset we used was the MovieLens dataset [16], on which the area under curve 
(AUC) and accuracy of our proposed Wide&Deep and FM model were evaluated. 
MovieLens: It is a non-commercial, research-oriented experimental site. The Grou-
pLens research team created this dataset from data provided by users of the Movie-
Lens website. This dataset consists of multiple movie rating datasets, each serving a 
different purpose. The collection is divided into several sub-datasets based on creation 
time, dataset size, etc. Each dataset varies in format, size, and purpose. This article 
uses the MovieLens 1 M dataset. MovieLens’ 1 M dataset consists of 1,000,209 
anonymous reviews of approximately 3900 movies. Users of these reviews joined 
MovieLens in 2000. 

17.5.2 Evaluation Protocols 

We divide the sample into training set and test set during evaluation, but splitting the 
sample is far from enough. In order to compare the quality of the model, we need to 
use some indicators to measure it. 

We used the following evaluation metrics in the experiments in this paper: area 
under ROC (AUC) and logloss (cross-entropy).
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The receiver operating characteristic (ROC) curve is a very commonly used indi-
cator to measure the comprehensive performance of the model. ROC was first born 
in the military field, and then widely used in the medical field. 

The x-axis in the ROC coordinate axis represents the false positive rate, and the 
y-axis in the curve represents the true positive rate. 

The definitions of these two indicators are as follows: 

FPR = 
FP 

N 
(17.4) 

TPR = 
TP 

P 
(17.5) 

In the above formula, P represents how many real positive samples there are, N 
represents the number of real negative samples, TP refers to how many P positive 
samples are predicted by the model as positive samples, and FP refers to how many 
N negative samples are classified as predicted by the model positive sample. 

17.5.3 Baseline Algorithms 

Wide&Deep: The Wide&Deep model includes two parts, namely the Wide part and 
the Deep part. The Wide side model is a generalized linear model, which can be 
expressed as y = wT + b. y represents the predicted output variable, w represents 
the weight vector, which is used to multiply the individual components of the input 
feature vector to weight them, and b stands for bias or intercept. The Deep side model 
is a typical deep neural networks (DNN) model. 

DeepFM [17]: DeepFM is a combination of DNN and FM. On the basis of 
the Wide&Deep structure, FM is used to replace the LR of the Wide part, which 
can avoid artificially constructing complex feature projects. FM extracts low-level 
combined features, deep extracts high-level combined features, performs end-to-end 
joint training, and shares input embeddings. 

17.5.4 Experimental Results 

The main purpose of this experiment was to verify the accuracy of model by open 
resources data. 

In this article, a high-performance server system with Ubuntu 20.04 LTS and 
a high-performance NVIDIA GeForce RTX 3080 graphics card was used. A 
deep learning framework is used called tensorflow-gpu-2.4.0. Use Pycharm under 
windows to connect to the server system remotely, and use Python language for 
software development. The specific experimental configuration is given in Table 17.1.
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Table 17.1 Server software 
and hardware parameters Name Version 

Operating system Ubuntu 20.04 LTS 

GPU NVIDIA GeForce RTX 3080 GPU 

CPU Intel(R) Core(TM) i9-11900K CPU 

Python 3.7.10 

TensorFlow 2.4.0 

Table 17.2 Comparison of 
models Model AUC Logloss 

Wide&Deep 0.7285 0.6065 

DeepFM 0.6869 0.7721 

WD-FM 0.7371 0.6010 

As the amount of data increases, due to the addition of more redundant 
information, the accuracy of our prediction model begins to decline (Table 17.2). 

In the mixed model structure of Wide&Deep, the wide side provides the model 
with a strong memory ability, and the deep side provides the model with a strong 
generalization ability. This structure allows the model to have both the advantages of 
logistic regression and the advantages of deep neural networks. In this way, a large 
number of historical behavioral characteristics can be memorized, and the ability to 
express has also been enhanced. 

The prediction ability of the model for unknown feature combination samples 
depends on the feature combination and feature intersection. The wide part of 
DeepFM is FM, and FM can handle feature intersection well. There are multiple 
inner product operation units inside it. Two combinations, through this inner product 
operation, the features can be fully combined, and the prediction effect can be further 
improved. FM and Wide&Deep are combined to generate a brand new model with 
strong feature combination ability and strong fitting ability. Based on this, in order 
to make the model have memory ability, the three are combined. The memory ability 
can remember some rules in the data. Deep and FM can handle low-order feature 
combinations and high-order features well, and the prediction effect is compared 
with Wide&Deep and DeepFM. There are some improvements. 

17.6 Conclusion 

Recommendations are becoming more and more important in the era of big data. 
This paper proposes a new combinatorial recommendation model, called WD-FM. 
It combines the Wide & Deep and factorization machine (FM) models. Extensive 
experiments on the MovieLens dataset show that our model is improved in terms of 
effectiveness and accuracy.
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