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Abstract The State of Exception caused by the pandemic constitutes an indispens-
able starting point of a redefinition of the relationship between public and private 
spheres in the perspective of protection of right to mental health. The authors trace 
the evolution of the right to health, in the international, European and domestic 
context and deepen the theme of the protection of the right to health of persons with 
mental illness. The Italian constitutional framework represents a peculiarity since it 
is characterised by a strong solidarity-based character and a specific attention on the 
right to health. Its constitutional formulation outlines a twofold role: fundamental 
right of the human person and interest of the community. The Italian legal system 
has given primary importance to mental illness, starting with the so-called Basaglia 
Law. The pandemic emergency has prompted the Italian government to adopt a 
series of welfare measures that do not always fully protect mental health. For this 
reason, the authors call for a reorganisation of the national health care system that 
can enhance the solidaristic principle.
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1  Coronavirus and State of Necessity

The lockdown imposed by the pandemic emergency has had significant repercus-
sions on mental health and on the legal relationships that concern them [1]. It there-
fore appears central to analyse the impact that the emergency legislation imposed by 
the spread of the COVID-19 syndrome has had on mental health.

It has been acutely observed that the coronavirus has led to a measurement of the 
quality of the possible or impossible relationship. If the physicality of the encounter 
contains within itself the ‘germ’ of a potential infection—if, therefore, the contact 
now holds in the form of a substantial contamination—, the reason for the detach-
ment must prevail. Indeed, in this period, social and family relations also had to 
compare the reasons for social distancing, a new form of solidarity capable of stem-
ming the spread of the pandemic and thus protecting individual and collective health 
[2]. Nevertheless, the social distancing itself has over time led to heavy repercus-
sions in terms of mental health. Such mental health repercussions have ended up 
calling into question the public/private dichotomy, both with respect to the role of 
the State and the exercise of personal freedoms.

The theme of the relationship between pandemic, democracy and State of 
Emergency has been the subject of an animated Italian cultural debate. In particular, 
the discussion was opened by an article by the philosopher Giorgio Agamben, where 
he started from the observation that the institutional reaction to the pandemic shows 
itself—once again—the growing tendency to use the State of Exception (SoE) as a 
normal paradigm of government [3], p. 11. The effect of the decree-law immedi-
ately approved by the Italian government ‘for reasons of hygiene and public safety’ 
in fact was a real militarisation of the municipalities and areas in which at least one 
person is positive. In such cases, the source of transmission was unknown or the 
case was not attributable to a person coming from an area already affected by the 
virus infection.

Although Agamben has probably underestimated the risks and the real extent of 
the disease, he starts from a correct perspective of analysis: that which sees the need 
for security of the population as an instrument of government [4].

From a technical-legal point of view, the SoE constitutes a limit situation of sus-
pension of the constitutional order in force, or of a segment of it [5]. In this circum-
stance, the figure of a supreme decision-maker emerges, whose role is to arbitrarily 
declare the SoE, defining its content and the methods of exercising power itself. The 
entire legal system therefore ends up falling back on the will of the decision-maker, 
who unlimitedly centralises every power and prerogative within himself. This defi-
nition, typical of Western legal thought, has its roots in the reflections of two think-
ers, Carl Schmitt and Santi Romano.

In particular, Carl Schmitt defines the SoE as the dictatorship itself [6], associat-
ing this institution to the concept of sovereignty: the sovereign is the one who 
decides on the SoE [7]. In this way, sovereign power compensates for the absence 
of law. According to Schmitt, within the SoE, there would be an eclipse of the rule 
in favour of the decision alone, while maintaining a correlation with the law [6] 
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Santi Romano, on the other hand, makes an attempt to reconcile law and a SoE, 
through the paradigm of the State of Necessity. In fact, it would not be an eclipse of 
the legal system, but a constitutional condition of ordinary emergency, internal to 
the system itself and necessary to overcome a crisis situation [8].

On the contrary, this position is rejected by Giorgio Agamben, who affirms that 
necessity does not fall within the category of sources of law [3], p. 23. There would 
therefore be no relationship between the production of law and the State of Necessity. 
The latter remains relegated to the space of the non-juridical, which sees citizens at 
the mercy of the sovereign’s will. In reiterating its incompatibility with the law, 
Agamben also observes how the paradigms of the SoE have become more and more 
normalised, turning into ordinary instruments of governance. This would also hap-
pen on the occasion of the recent pandemic. In fact, we would be faced with a sub-
stantial suspension of constitutional guarantees, in which the production of law is 
entrusted primarily (if not exclusively) to decrees of the President of the Council of 
Ministers (rules that formally are not law) [9]. From Agamben’s point of view, the 
pandemic emergency situation could therefore be easily brought back within the 
framework of the SoE, having the executive power assumed the role of supreme 
decision-maker. In this space of non-juridicality, the individual would be perceived 
as a potential infected, allowing an arbitrary compression of his freedoms and 
rights [2, 3].

Moreover, the coronavirus pandemic has brought to light the importance of 
investigating the public/private dichotomy, analysing how the relationship between 
the two has changed and what role the public sphere tends to assume. The neoliberal 
myth that the best regulation would be that left to private self-regulation now 
emerges in all its fragile ideology. What happened seems to have brought out a gen-
eralised ‘need for the State’. This perception has been exacerbated by a growing 
sense of insecurity, due to the severe economic crisis engendered by the lockdown 
and the prolonged paralysis of several productive sectors. This has led to a rethink-
ing of the role of the State, calling for its more incisive intervention in income sup-
port and supplementation policies.

To better understand this scenario, however, it is necessary to analyse the particu-
lar evolution of the fundamental right to health.

2  The Right to Health as a Fundamental Human Right

The right to health is an essential part of internationally recognised fundamental 
human rights. The right of every person to enjoy the best conditions of physical and 
mental health that he or she is capable of attaining was first mentioned in 1946 in 
the Constitution of the World Health Organization (WHO), whose Preamble defines 
the concept of health as ‘a state of complete physical, mental and social well-being 
and not merely the absence of disease or infirmity’. The Preamble further states that 
‘the enjoyment of the highest attainable standard of health is one of the fundamental 
rights of every human being without distinction of race, religion, political belief, 
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economic or social condition’. The Preamble thus defines the right to health and 
explicitly connotes it as a fundamental right [10].

The right to health will find explicit recognition, 2 years later, in the Universal 
Declaration of Human Rights (UDHR). Everyone has the right to living standards 
that are appropriate for his or her own health and the welfare of his or her family, 
including nutrition, accommodation, and medical treatment, according to Article 25 
of the Universal Declaration of Human Rights (UDHR), which was approved by the 
General Assembly of the United Nations (UN) on 10 December 1948.

In addition to these two documents, the provisions of the International Covenant 
on Economic, Social and Cultural Rights (ICESCR) must also be taken into account. 
This document was written according to the directions of the United Nations and 
was opened for signature by General Assembly resolution 2200 A (XXI) of 16 
December 1966. It became effective only on 3 January 1976.

The 1966 Covenant, instead adopting the WHO definition of right to health, pro-
vided its own definition mentioning that everyone has the right to the enjoyment of 
the highest attainable ‘standard’ of physical and mental health (Article 12(1)). 
Further, it specifies how this right must be guaranteed including reducing stillbirth 
rates and infant mortality for child health development; better environmental and 
industrial hygiene; epidemics, endemics, occupational diseases and other problems 
should be prevented, treated and controlled; and make sure you get all the medical 
care that individuals need (Article 12(2)).

Although the three mentioned documents identify health as a fundamental 
human right, they do not provide the jurist with precise parameters to connote the 
right in question. It is unclear what is concretely meant by ‘standard’ of health, and 
as a result, the specific content of international obligations still remains a debated 
issue. Albeit having to respect, protect and realise the right to health are the basis 
for understanding the obligations of State parties, the actions to be taken in practice 
are less clear. This gives rise to a second issue: the lack of clarity on obligations 
risks leaving State Parties with a dangerous margin of discretion. If there is no 
obligation to allocate a specific number of resources in the health system, the State, 
especially if it is a developing country, can claim an absence of resources and thus 
justify not allocating money in the health sphere. This problem is often highlighted, 
but still unsolved: people in poor countries tend to have less access to health ser-
vices than those in better-off countries [11]. However, investing in health for a 
developing country represents a great opportunity for economic growth and State 
health budgets should be as sizable as possible, as that makes investing in wealth 
returns. It has also been shown that in reality, measures to improve the health status 
of individuals are not a costly operation for States, quite the opposite. In 1993, the 
World Bank stated that ‘spending on health can also be justified on purely eco-
nomic grounds. Improved health contributes to economic growth in four ways: it 
reduces production losses caused by worker illness; it permits the use of natural 
resources that had been totally or nearly inaccessible because of disease; it increases 
the enrollment of children in school and makes them better able to learn; and it 
frees for alternative uses resources that would otherwise have to be spent on treat-
ing illness’ [12].
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Despite the difficulties highlighted above in identifying an objective standard in 
health, it is remarkable to note that the Court of Justice of the European Union 
(CJEU) explicitly resorted to the above-mentioned WHO’s definition issuing the 
judgement in the case United Kingdom of Great Britain and Northern Ireland v 
Council of the European Union (Case C-84/94, judgement of 12 November 1996), 
which concerned occupational health and safety matters [13].

While it is unquestionably assumed that the right to health is a fundamental right, 
it should nevertheless be kept in mind that the concrete needs for health protection, 
although they may be latu sensu common, are profoundly different depending on 
the geographical areas taken that, despite being broadly ubiquitous, the actual 
demands for health protection vary greatly depending on the regions that are being 
considered.

On the other hand, however, the right to health, like the majority of human rights 
commitments, everyone is entitled to the right to health, regardless of their status as 
a person in the eyes of the law. Stateless people, detainees, and unauthorised 
migrants are all covered. The realisation of the right to health shall be gradual and 
progressive, similar to other social and economic rights. Under Article 2(1) of the 
ICESCR Covenant, states that ratify the covenant must take all necessary steps to 
gradually realise every facet of this right, including enacting legislative measures.

The provision of a gradual realisation of this right (verbatim ‘progressively’) 
implicitly entails that the implementation of any cultural, social or economic right 
must be fully realised through time; it is not achievable in the short term. Each State 
Party is only required to realise the right to health in as gradual a manner as possible 
rather than instantly implementing it in its entirety. This right indeed cannot be 
realised at once, unlike other rights such as the right to life. In other words, the 
complete realisation of a right that falls under the area of economic, social and cul-
tural rights, like the right to health, requires a longer term strategy across time.

This does not mean, however, that State Parties do not have obligations to indi-
viduals. States, in ratifying any human rights convention, must meet three require-
ments: respect, protect and realise the fundamental rights and freedoms enshrined in 
the agreement. The right to health is no exception, as specified by General Comment 
No. 14 of the Committee on Economic Social and Cultural Rights. Indeed, it makes 
it clear that: ‘health is a fundamental human right indispensable for the exercise of 
other human rights. Every human being is entitled to the enjoyment of the highest 
attainable standard of health conducive to living a life in dignity’. Recognising 
health human rights implies that the State Party must not interfere, directly or indi-
rectly, with the enjoyment of the right. For example, the State may not discriminate 
(implicitly or explicitly) against individuals or grant access to the right to health 
only to certain categories, as it would constitute interference with the right. 
Protecting health as a human right also requires affirmative action by the State: it 
must take steps to prevent third parties from undermining the exercise of this right. 
Operating on the human rights level requires a more dynamic approach, demanding 
the State Parties to take concrete action through the adoption of legislative, admin-
istrative and financial measures to realise progressively the right to health to the 
fullest. This means that the State must commit to allocating a certain number of 
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resources for health and must create laws that lead to the highest enjoyment of the 
right to health.

More broadly, the right to health also presupposes an additional obligation: 
cooperation. States must cooperate as much with international organisations, such 
as WHO or the UN, as with non-governmental organisations and other States. As a 
progressive right, the right to health needs joint actions, for without them there 
could be no question of success in respecting, protecting and realising rights. If a 
State has the means to influence other countries about the enjoyment of the right to 
health, it should attempt to cooperate as much as possible.

2.1  Implementation of the Right to Health at 
International Level

It was outlined above how health should be regarded as a human right. As a result, 
it stands as an underpinning for all other fundamental rights. Due to the pivotality of 
the right to health, States and their bodies are held responsible for far more than just 
managing health systems. They ought to take it upon themselves to detect and iden-
tify the elements that have a detrimental effect on everyone’s well-being through 
proper cooperation. Nevertheless, they should implement those that have a favour-
able effect. The fulfilment of ad hoc initiatives by the WHO is crucial for the pro-
gressive implementation of the right to health. Two approaches, in particular, have 
been adopted since the 1980s.

They are, respectively, known under the name of ‘Health for All’ strategy and 
‘Health Promotion’, or Ottawa Charter. These measures are intended to achieve two 
strategic goals: illness prevention and health promotion.

In 1981, the WHO Assembly unanimously adopted the ‘Global Strategy for 
Health for All by the Year 2000’. This document states that: ‘as a minimum all 
people in all countries should have at least such a level of health that they are capa-
ble of working productively and of participating actively in the social life of the 
community in which they live’. To achieve these goals, it is stated that: ‘every indi-
vidual should have access to primary health care and through it to all levels of a 
comprehensive health system’ [14].

A few years later, in 1986, the First International Conference on Health Promotion 
conference was held in Ottawa. The Conference outlined strategies for a global, 
coordinated effort focused on the person’s physical and psychological welfare. As a 
prominent outcome of this Conference, the Ottawa Charter was subsequently signed 
by the WHO Member States. The human being is at the centre of the Ottawa Charter. 
The Charter is based on a comprehensive understanding of the human being as a 
whole, rather than as a combination of its own parts. In line with this, social organ-
isation is seen as a cohesive totality.

In this light, in order for everyone to reach their full health potential, they must 
be placed in the most favourable situation. Any stakeholder (governments, private 
and public health organisations, as well as whatever non-governmental 
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organisations) can actively participate in the implementation of this new approach 
to the right to health, ordered to equity. According to the Ottawa Charter, health 
promotion is the process of empowering people to exert more control over and 
enhance their well-being. As a result, health develops into an essential asset for 
daily living and an outcome that improves the world itself. Everyone needs to 
develop his or her capacity to take care of both himself or herself and the others. In 
this manner, the Ottawa Charter supports a social health accomplishment aimed at 
establishing the optimal conditions for a healthy human development at all stages of 
life and under all circumstances.

3  The Right to Health in the European Context

In the European context, it should be borne in mind that in 1998 the WHO Regional 
Office for Europe (WHO/Europe) adopted the ‘Health for All in the 21st Century’. 
The document is also known as ‘Health 21’ not only because it deals with health in 
the twenty-first century, but also because it lays out 21 ‘targets’ for improving the 
health of Europeans. Keeping the findings of the ‘Health for All’ strategy of two 
decades earlier, this document aims to achieve a successful translation of policy to 
action, taking the European framework as a reference. With the awareness that the 
range of strategies available to improve health is wide and the availability of 
resources is constrained, the WTO/Europe requires States to carry out a priority- 
setting [15].

In addition to WHO/Europe, reference must be made to the Council of Europe 
and the European Union (EU) when it comes to health in Europe. With respect to 
the former, as noted by Harris et al. [16], the right to health, similar to the other 
‘social rights’, is not explicitly stated in the ‘European Convention on Human 
Rights’ (the ECHR), in force since 3 September 1953. This is precisely why it was 
necessary for the European Court of Human Rights (the ECtHR) to intervene.

By way of an evolving and thorough interpretation of other sections of the 
Convention, especially Article 3 (the prohibition of torture) and Article 8 (respect 
for private and family life), the ECtHR has gradually increased the protection of the 
right to health.

The limits of this indirect means of defence are, however, evident. Purely on its 
own, the right to health is not safeguarded. It is only when its violation takes the 
form of the infringement of another right expressly recognised by the Convention 
that a broad protection can include the right to health. The ECtHR jurisprudence 
clearly shows this pattern. See the following cases in particular: ECtHR, Kudla v 
Poland, application no. 30210/96, Judgement of 26 October 2000; ECtHR, 
Poltoratskiy v Ukraine, application number 38812/97, Judgement of 29 April 2003; 
ECtHR, Bensaid v UK, application no. 44599/98, Judgement of 6 February 2001; 
ECtHR, Vo v France, application no. 53924/00, Judgement of 8 July 2004; ECtHR, 
Pretty v UK, application no. 2346/02, Judgement of 29 April 2002; ECtHR, Tysiac 
v Poland, application no. 5410/03, Judgement of 20 March 2007; ECtHR, Ashot 
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Harutyunyan v Armenia, application number 34334/04, Judgement of 15 June 2010; 
ECtHR, K. H. v Slovakia, application no. 32881/04, Judgement of 28 April 2009; 
ECtHR, Evans v UK, application no. 6339/05, Judgement of 7 March 2006; ECtHR, 
Dybeku v Albania, application no. 41153/06, Judgement of 18 December 2007.

Instead, the ‘European Social Charter’ (ESCr), a Council of Europe instrument 
that was adopted in 1961 and later amended by additional protocols, establishes 
everyone’s entitlement to the right to health [17]. The text of the treaty was also 
completely revised in 1996. The ESCr, Part I (11), provides that: ‘everyone has the 
right to benefit from any measures enabling him to enjoy the highest possible stan-
dard of health attainable’. Additionally, the ESCr has a clause in Article 11 that 
specifically mentions the ‘right to protection of health’. The ‘appropriate measures’ 
of the States Parties, who vowed to uphold the right to health, are outlined in the 
wording of the conclusive part of Article 11, that (without any claim to complete-
ness) enumerates the following:

• To eliminate the root causes of ill-health as much as feasible
• To offer resources for guidance and education aimed at promoting health
• To encourage personal responsibility for the individual’s health
• To eradicate endemic, epidemic, and other diseases as much as possible

In particular, the States Parties undertake the above-mentioned measures either 
directly or in conjunction with public or private organisations.

It should be borne in mind that this treaty is characterised by a so-called a la 
carte system, whereby single States can decide which specific articles to bind them-
selves to. This obviously diminishes its impact. With reference to Article 11, only 
one of the 43 States Parties decided not to bind. Namely, Armenia [17].

By adopting ‘appropriate measures’, the States Parties are obligated to guarantee 
‘the effective exercise’ of the right to health under Article 11 of the ESCr. The 
‘Statement of Interpretation of Article 11 - Conclusions 2005’ (Council of Europe, 
2018) by the European Committee of Social Rights made it clear that in order to 
fulfil the duty to ensure the right to health protection, positive measures (i.e. legisla-
tive, administrative, technical measures) must be taken that are appropriate for 
achieving the goals specified by the provision.

Along these lines, the Social Rights Committee stated that States Parties ought to 
consider taking measures to eliminate the causes of poor health as a positive obliga-
tion. Therefore, they must ensure that everyone who needs healthcare can get it and 
afford it. Such access cannot be limited by a lack of financial means. As a result, 
States Parties that have ratified the ESCr are required to ensure that all people with 
no income have free access to healthcare.

Concerning the actual implementation of the right to health by the Council of 
Europe, one more significant document must also be mentioned: the ‘Convention 
for the Protection of Human Rights and Dignity of the Human Being with regard to 
the Application of Biology and Medicine’, opened for signature on 4 April 1997 in 
Oviedo (the Oviedo Convention).
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Ratification of the Convention is not limited to States Parties to the Council of 
Europe, but is extended to all States that participated in the preparatory work. The 
provisions of the Oviedo Convention effectively respond to the challenges of a con-
stantly changing medical field and the risk of indiscriminate use of bio-medical 
technologies. The Oviedo Convention reaffirms the centrality of the right to health: 
at Article 2 it states that ‘[t]he interests and welfare of the human being shall prevail 
over the sole interest of society or science’.

At the European level, the protection of the right to health guaranteed by EU 
regulations must also be kept in mind. The highest level of protection is provided by 
the Treaty on the Functioning of the European Union (the TFEU), which imple-
ments cross-cutting actions. Also worthy of particular attention regarding the right 
to health in the EU context is the ‘Charter of Fundamental Rights of the European 
Union’ (CFR), ratified 7 December 2000 and entered into force on 1 December 
2009. Moreover, more recently, precisely in 2017, the EU Commission adopted the 
‘European Pillar of Social Rights’ (EPSR).

In the TFEU, Article 6 assigns to the EU competence to carry out actions 
aimed at supporting, coordinating or supplementing the Member States’ mea-
sures. The preservation and enhancement of human health is one of the areas 
covered by such initiatives. Article 9 states that the EU is required to define and 
implement its policies and activities, taking its actions and protocols, taking into 
consideration standards related to the development of a high level of human 
health protection.

Furthermore, Title XIV of the TFEU in its heading explicitly refers to public 
health and, in its provisions, assures that all EU actions and protocols will pro-
vide a high level of health protection for people. According to Article 168(1), 
EU action must complement national protocols and be focused on enhancing 
public health, mitigating both mental and physical diseases, and eliminating 
sources of risk to one’s physical and mental well-being. It follows from this 
provision that, instead of establishing health policies, the EU operates as a coor-
dination body.

Furthermore, according to Article 168(2), the EU will foster collaboration among 
Member States in the area of health protection and, when deemed necessary, shall 
lend support to their action. The CFR, at Article 35, establishes within the EU the 
right of everyone to have ‘access to preventive health care and the right to benefit 
from medical treatment under the conditions established by national laws and prac-
tices’, and provides that a ‘high level of human health protection’ will be ensured 
through implementation of health policies and activities.

The EPSR, dating back to 2017, upholds the right to health in relation to the 
workplace. The EPSR outlines 20 principles on the related factors affecting health, 
such as social protection and equitable workplace conditions. With this regard, 
Chap. 2 (10) states that workers have the right to a high level of protection of 
their health.
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4  Protection of the Right to Health of Persons with Mental 
Illness in the International Law

Within the general context of the right to health, special attention should be paid to 
mental health. The debate leading to a pronouncement on the international level has 
been extensive and time-consuming [18]. In 1991, the UN General Assembly 
adopted the ‘Principles for the protection of persons with mental illness’ (MI prin-
ciples) [19]. This is a detailed international statement that provides agreed (but non- 
legally- binding) basic standards of care for mental illness. The MI principles ensure 
the best medical and psychiatric care available, including respect for people’s dig-
nity, non-discrimination, protection from exploitation, abuse, and any other kind of 
degrading treatment are fundamental freedoms and rights [20].

The MI principles recognise the difficulties associated with protecting human 
rights in mental health facilities and emphasise that assistance should, whenever 
possible, be carried out within the community. This bias is motivated by the duty to 
treat patients in the least restrictive environment possible. The aim is to allow the 
patients’ personal autonomy to be preserved as much as possible. The MI principles 
define a set of legal standards and procedural safeguards for involuntary patients. In 
this way, the MI principles clearly establish under what circumstances a person may 
be subjected to involuntary admission [21]. To ensure that involuntary admission or 
retention meet the requirements set out in the MI principles, a patient must be put in 
a position to conduct a procedure as provided by domestic law before an impartial 
and independent court or review body. This corresponds to a fundamental option: the 
MI principles offer strong protection in the case of involuntary admission or reten-
tion, as they are aimed at achieving a balance between autonomy and coercion [22].

In any case, the MI principles guarantee persons with a mental illness a range of 
civil and political rights, including rights of confidentiality, full respect, privacy, 
information access of individual health, freedom of communication and of religion 
or belief. Besides, these principles ensure specific social, economic and cultural 
rights like the right to social services appropriate to health needs, an individualised 
treatment plan, recreational and educational services. In this respect, it can be easily 
inferred that psychiatric facilities must be allocated resources comparable to those 
provided for other health facilities [23]. As pointed out by some scholars [24], civil 
and political rights are provided for the benefit of all persons with mental illness. 
Every person with a mental illness shall have the right to exercise all civil, political, 
economic, social and cultural rights.

In addition to the MI principles, the United Nations has promulgated numerous 
other sources of soft law whose application is intended to improve the condition of 
the mentally ill. Among these sources, it is worth mentioning declaration on the 
rights of mental retarded, and the standard rules on the rights and equal opportuni-
ties for disabled persons [25–27]. The ‘Declaration on the Rights of Disabled 
Persons’, in particular, broadly defines a person with a disability as ‘any person 
unable to ensure by himself or herself, wholly or partly, the necessities of a normal 
individual and/or social life, as a result of deficiency, either congenital or not, in his 
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or her physical or mental capabilities’. It contains, as well, an extensive list of civil, 
political, economic, social and cultural rights, including ‘the right to medical, psy-
chological and functional treatment’ and ‘the right to economic and social security 
and to a decent level of living’.

Lastly, the World Conference on Human Rights, which was held in Vienna in 
1993, adopted the ‘Declaration and Program of Action’ [28]. This Declaration rec-
ognised that disabled persons are entitled, ‘without distinction of any kind’, to all 
human rights and fundamental freedoms, in line with the UDHR ‘common stan-
dard’ for everyone [29]. Furthermore, this Declaration provides an action program 
aimed at raising awareness of human rights in the context of disability.

5  The Right to Health in the Italian Constitution

The right to health is established in the Italian Constitution at Article 32(1) mention-
ing that the State safeguards health as a fundamental right of the individual and as a 
collective interest, and guarantees free medical care to the indigent. Article 32(2) 
states that nobody can be forced to receive medical care unless it is mandated by law 
and that, in any event, the law cannot go beyond the bounds set by the dignity of the 
human person.

Article 32 intends to configure a balance between the individual and the collec-
tively; the former’s rights correspond to the latter’s interest. Precisely, it emphasised 
the centrality of the individual’s right to health, while putting it in necessary relation 
to the interest of the collectivity. From this it follows that within the Italian legal 
system, there cannot be a right to health that concerns only the individual by his or 
her own. This right on the contrary requires establishing a relationship between the 
individual and the collectivity.

Whilst the Italian Constitution directly regulates health at the constitutional level 
in Article 32, the text’s underlying concept of health appears to imply that it ought to 
be regarded as an integral part of the human person. We are therefore faced, in the 
words of Pietro Perlingieri [30], with a unitarian value. The Italian Constitution’s 
Articles 2 and 3 must be considered in combination with Article 32. Therefore, in the 
framework of the principle of solidarity, it is necessary to recognise the right to 
health as a fundamental human right for everyone, and any discrimination will not be 
admitted [30]. Four subjective legal dispositions are thus established in such a brief 
text: an individual right to freedom, a communal interest, and two distinct social 
rights, as correctly noted by Papa [31]. The right to obtain essential treatments is 
included in the first type of provisions referred to as the individual right to freedom, 
as does the right not to necessarily receive treatments if one chooses not to be treated.

In correspondence with this right, can be inferred the requirement to refrain from 
any positive conduct, which burdens, as pointed out by D’Aloia [32], everybody so 
as to permit the self-determination of the individual. The second type of regulations 
relating to the collective interest guarantees that the right to make personal health 
decisions independently will not compromise the common interest in health.
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As remarked by Papa [31] in order to care for the human person, the State must 
consequently develop a reasonable balance of interests when deciding whether or 
not require compulsory medical treatments [31]. When prescribed to avert the trans-
mission of an infectious disease, such as when it is in the prodromal phase of wide 
diffusion, the requirement to undergo this kind of mandatory treatments must be 
regarded as legal. Instead, the argument over preventative therapies, including vac-
cinations, is still controversial, despite their function is not limited to preventing 
citizens from getting sick while simultaneously avoiding them from harming the 
entire community [33]. The issue arises with particular complexity with regard to 
mental illness, since in this case the patient may express consent or dissent with 
respect to the vaccine that may be compromised by his or her contingent mental 
health condition. Not only does this affect the patient’s future prospects for good 
health, but in general terms it has a reverberation on the community’s interest 
in health.

This tangled issue imposes the implementation of the principle of precaution. 
Article 191 TFEU states this principle. It directs the selection of the proper safety 
measures to provide security in the healthcare sector. However, it is not enough to 
respond to a potential health danger. It is instead recommended to act in advance to 
prevent future risks [30], p.101. The application of the precautionary principle 
raises complex hermeneutical issues, as one cannot disregard a balancing of prin-
ciples of constitutional significance. Furthermore, this balancing operation among 
constitutional principles needs to be accomplished with consideration of the prin-
ciple of proportionality, that is crucial in an uncertain situation like the health one. 
It is important to consider the above-mentioned issues in regard to the CoVID-19 
epidemic, which the WHO classified to be a pandemic on 11 March 2020 [34]. The 
pandemic had a peerless impact on collective health, as it has not happened. It had 
an adverse global impact on individuals’ psychological health [35] and also involved 
working environments [36].

Beginning in 2021, the vaccine campaign received widespread and unexpected 
backing from citizens. However, it simultaneously led to broad responses from 
many individuals who refused to receive the vaccine. Such unfavourable responses 
call for a compromise between two constitutional principles in the framework of the 
Italian Constitution: individual freedom and self-determination and a common 
interest in health [33]. Anyways, this requires special attention when persons with 
mental distress are involved [1], p.16.

To conclude the analysis of Article 32 of the Italian Constitution, it should be 
noted that two social rights are established such as the right to receive health care 
treatments, and medical care with no costs. This is deemed applicable to both Italian 
and foreign citizens [37]. Finally, it should be kept in mind that the notion of the 
right to health that can be deduced from Article 32 of the Italian Constitution cannot 
be limited to the physical aspect and medical implications. In other words, this 
notion must not be restricted to treating illnesses, but it comes to involve the well- 
being of the human person in a broad perspective, as a single, indissoluble psycho-
physical entity [30], p.131.
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6  From Medical Paternalism to Homo Dignus: The Central 
Role of the Basaglia Law in the Italian Legal System

Together with personal freedom, and self-determination, the right to health will play 
a pivotal role. While recognising health as a fundamental right of the individual and 
as an interest of the community provides that no one can be obliged to a specific 
health treatment except by law. Furthermore, neither can the law violate the limits 
imposed from respect for the human person. This way the primacy of the individual 
over his own body is restored, avoiding functionalization of health, which risks 
appearing paternalistic. The right to health, on the other hand, shows its subversive 
potential from the outset, entailing on the one hand the guarantee of the habeas 
corpus by the State and local authorities, as clearly emerges from the Law No. 
833/1978 establishing the National Health Services (NHS) [38]. This clarifies not 
only that the Republic protects health as a fundamental right of the individual and 
collective interest through the NHS, but also the protection of physical and mental 
health according to dignity and freedom. Accordingly, the Basaglia law imposed the 
closure of all mental hospitals in Italy and regulated compulsory health treatment, 
establishing public mental health services [39], p.26.

Provisions on voluntary and compulsory medical examinations and treatments 
have not only determined a new consideration of the mentally ill, but also affirmed 
the cardinal rule regarding compulsory health treatments. This is based on to which 
they must be disposed of in compliance with the dignity of the person and the civil 
and political rights guaranteed by the constitution, including as far as possible the 
right to free choice of doctor and place of treatment. The Italian NHS is imple-
mented and broadened in scope in the sense that even compulsory health treatment 
must always be accompanied by initiatives aimed at ensuring consent and participa-
tion. Persons who are obliged to do so and in the course of compulsory medical 
treatment, the patient has the right to communicate with anyone he deems appropri-
ate. These norms have forced us to reconsider the relationship between the mentally 
ill and society, since it has introduced the mentally ill person into civil society as had 
never happened for centuries, forcing the person to social relations with all other 
subjects of the community [38, 40].

The attention that developed in Italy in the 1970s for mental illness and the pro-
tection of the dignity of persons who are unable to understand and express their will 
will lead to a reconfiguration of the same relationship between physician and patient. 
Shifting the gaze of the law on mental illness has allowed Italy to personalise the 
dialogue between the physician and the patient with mental illness (and not only), 
calibrating it according to the level of understanding of the person and above all 
adapting the semantics of communication to the patient’s level of understanding 
[41]. This however explains because also law scholars were the first to tackle the 
relevance of the right to health above all from an individualistic point of view, 
focusing on the specialty of the relationship of care between physician and patient, 
to guarantee health self-determination of the latter. Lastly, freeing it from traditional 

Mental Health in Italy During the Pandemic: A Shift from Self-determination…



14

medical paternalism. In this sense, the bio-juridical debate has moved, from issues 
concerning procreative self-determination (medically assisted procreation and ges-
tation for others) to the end of life (advance directives for treatment and assistance 
in suicide).

It follows that the debate in recent years has mostly marginalised the aspect of 
health protection as an interest of the community, improving instead the role of the 
patient in the therapeutic relationship [42]. Starting from the nineteenth-century 
codifications, which subjected patients to the physician’s authority, until the emer-
gence of the personalist principle and the resulting revolution of ‘informed con-
sent’, which shifted the focus on patients and was finally recognised [43]. Indeed, in 
the eighteenth century, people’s lives became an object of study and government for 
medical science, which ended up ‘medicalizing’ life itself, that is to say, translating 
into medical terms those issues that could have been dealt with by social measures 
[44]. That means exploiting dependence on the doctor’s help for domain purposes, 
and ultimately, using knowledge in terms of power over the patient [45]. In fact, the 
therapeutic relationship entails functional subjection to treatment, which has his-
torically implied the non-recognition of patients’ authority over their bodies; indeed, 
the etymology of the term ‘patient’ refers to those who passively accept other peo-
ple’s actions [42]. Throughout almost the whole twentieth century, the healthcare 
professional was considered to have technical and scientific knowledge, which 
placed him or her in a dominant position, compared to the patient, who needs care 
and assistance. Thus, the physician–patient relationship is seen by the jurist as very 
similar to a family law relationship, characterised by the physician’s authority as 
opposed to the patient’s subjection [45].

The growing attention to people’s bodies and human life, in the modern State, 
also led to the progressive widening, beyond the State of Exception, of the decision 
on ‘bare life’, to the point of reaching an area of indistinction between fact and law, 
where sovereignty enters in a more intimate symbiosis not only with the jurist but 
also with the physician, the scientist, the expert, the priest [5, pg. 135]. Therefore, 
who rules the ill citizen’s body? [46] Following the atrocities that emerged during 
the Nuremberg Trial [47], as well as the principles outlined in post-conflict 
Constitutions, it can be argued that, in the Italian legal system, each citizen rules his 
own body [48]. Apparently, sovereignty over the citizen’s body passes from the 
State, and thus from a public law discipline to the citizen, hence to a private law 
discipline. However, this is the legacy of what Michel Foucault called the ‘micro-
physics of power’, referring to the power that branches into all social relationships, 
becoming widespread [49]. And not without reason, concerning the different power 
devices, which tend to curb and define human subjectivity, the philosopher stressed 
that the ‘right’ to life, to the body, to health, to happiness, to satisfy basic needs, the 
‘right’ to regain, beyond all the oppressions or ‘alienation’, what we are and what 
we might be, this ‘right’ that is so incomprehensible to the traditional legal system, 
is the political reply to all these new political procedures [50]. Although in a chang-
ing rules and principles scenario, the patient’s self-determination in his relationship 
with the physician, will be a further hypothesis of ‘juridification’ of the human 
person [46, 51].
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The growing importance of the personalistic principle, following the 1947 
Constitution’s enactment, led to a noteworthy modification of the physician–patient 
relationship [52]. This change will then strengthen what we may call the ‘bioethi-
cal’ paradigm [53], which tends to distance medical knowledge from exclusive sci-
ence and insiders’ competence, to recognise a specific competence of the patient 
[54]. The peculiarity of this new paradigm is that morality is intended as a social, 
not a natural institution, consisting of a set of rules and shared values in a given 
society, aimed at promoting coexistence, as well as a dignified level of well-being 
and self-fulfilment; namely ‘quality of life’ [55, 56].

This moral approach involves not only the decay of the sanctity of life and the 
irrelevance of finalism but also the distinction between biological and biographical 
life, as well as the loss of the almost sacredness of medical acts. Nevertheless, the 
most interesting scenarios of the change in the power relation between physician 
and patient seem related to the recent developments of informed consent. The Italian 
Constitutional Court gave it a prominent role, being the synthesis of two fundamen-
tal rights of the patient: the right to health and to personal self-determination [57].

As Stefano Rodotà has masterfully pointed out, we may believe that self- 
determination is the foundation of free governance of the self, and sovereignty over 
our bodies [55, pg. 267]. Naturally, self-determination has its limits since it can 
restrict the freedom of others and can be contradictory. The subject of imposing 
limitations is a particularly delicate point because it immediately produces hostility 
towards ‘paternalistic’ Legislators, who have no right to invade the sphere of per-
sonal freedom [56], p. 250. Furthermore, only since the 1990s, the privileged sys-
tem of medical malpractice has been facing a deep crisis, caused by both criminal 
[58] and civil case-law, after the affirmation of the patient’s right to individual self- 
determination, within the therapeutic relationship [59]. Thus, in the context of the 
‘constitutionalization’ of the person [51, 56], informed consent ends up entailing a 
substantial legal paradigm shift, by reshaping the private law relationship between 
the healthcare professional and the person assisted, restoring the patient’s control 
power over himself/herself and his/her health. In this way, the physician–patient 
relationship switches from a paternalistic perspective [60] to a potentially equal 
approach, based on cooperation. While the first one sees the physician as the only 
one competent to determine whether the damage exists and how much it amounts to, 
the second view is summarised by the expression ‘therapeutic alliance’ between 
patients and physicians.

Furthermore, the developments in case-law regarding informed consent are 
deeply affected by the ambiguous nature of such consent, which assumes different 
functions, of using different narrative stratifications, depending on the case. It may 
be considered as a condition and foundation of the legitimacy of the medical act, 
and thus an essential requirement of the relationship concerned; it can be taken as a 
criterion for transferring the risk of treatment from physician to patient, through 
consent [61]; finally, it may be seen as the expression and exercise of people’s fun-
damental rights, such as health and self-determination [62–64]. Therefore, in recent 
studies, the information obligation represents an integral part of the therapeutic per-
formance, as well as a sort of independent (and not accessory) healthcare, just like 
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the diagnostic intervention [65]. The emergence of the patient’s self-determination 
in the care relationship has increased the number of subjective legal situations that 
physicians can harm in their work. The right to self-determination represents a form 
of respect for the freedom of the individual and, at the same time, a means to pursue 
his or her best interests. It consists not only of the right to choose between different 
possibilities of medical treatment but also to possibly refuse therapy and to con-
sciously decide to interrupt it, considering the personalistic principle, which ani-
mates the Italian Constitution. This sees a human being as an ethical value in itself, 
which must be respected at any time of his life and in his entirety, in the light of the 
set of ethical, religious, cultural and philosophical convictions that guide his voli-
tional determinations [46, 66]. Furthermore, the violation of the right to self- 
determination has become fully independent from the infringement of the right to 
health. This means that the lack of informed consent to medical treatment can take 
on significance for compensation purposes, although there is no damage to health, 
or if such damage is not causally connected to the violation of that right, in all cases 
involving negative consequences (which must be quite serious, in case of non- 
material damage) resulting from the violation of the fundamental right to self- 
determination, considered by itself [67]. Thus, in this perspective, the right to 
informed consent represents one aspect of the inviolable right to personal freedom, 
since the homo juridicus has acquired the homo dignus legal identity, according to 
an axiological interpretation not only of constitutional rights but also of those men-
tioned in European sources.

By accepting the authoritative doctrine, the judges of the Italian Court of Cassation 
recalled the legislative sources underlying the right to informed consent, a genuine 
right of the person. Thereby, following Stefano Rodotà’s reconstructive proposal, the 
Court of Cassation identified human dignity as an inevitable common denominator, 
a legacy of the constitutionalism of the second post-war period, drafting both a new 
status of the person and a new framework of constitutional duties [56, pg. 179]. First 
of all, homo dignus is a self-determined man, who is enabled to define his life project. 
Hence, in a legal system based on the anthropological model of homo dignus, no 
external will can replace that of the person concerned, especially in the physician–
patient relationship. Then, under living law as laid down by the constitutional state-
ments and by the Italian Court of Cassation, as well as by the osmosis between 
interpretation, on the one hand, and internal and international rules, on the other, 
concerning healthcare interventions on patients, the State and its institutions, includ-
ing the judge, have a duty to ensure a focus on the dimension of the human person in 
its concrete existentiality, due to its dignity, that governs fundamental rights, and 
without which these rights may be subject to limits capable of downgrading their 
impact. It also represents an axiological value, which underpins the legal system as a 
whole and thus, a fortiori, each ordinary rule. Therefore, if homo juridicus is now 
homo dignus, as held by Italian Court of Cassation in judgement No. 7237/2011, by 
accepting the authoritative doctrine and by starting from various provisions on 
human rights, case-law is further improved in these hypotheses. In any case, the 
jurisprudence crystallised the principle according to which the omitted or insufficient 
information with a healthy intervention represents a violation of the right to personal 
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self-determination which, however, becomes compensable only if the patient attaches 
that, due to this, he or she has suffered a truly harmful consequence in terms of sub-
jective suffering and contraction of the freedom to self-determination.

After many years of bioethical, deontological and bio-juridical reflection, on 14 
December 2017, the Senate of the Italian Republic finally approved the legal text 
‘Rules on informed consent and advance treatment provisions’, carefully legislating 
on ethically sensitive issues, such as the care relationship and the end of life [68]. 
Although medically assisted death and assisted suicide are still not recognised, the 
law approved by the Senate appears to be consistent with regulations aimed at pro-
tecting homo dingus. Indeed, it is keen to ensure the patient’s self-determination and 
dignity, which have primacy over ‘other’ choices of the healthcare professional or 
the interested party’s family, under Articles 2, 13 and 32 of the Italian Constitution, 
and Articles 1 (‘Human dignity’), 2 (‘Right to life’) and 3 (‘Right to the integrity of 
the person’) of the CFR of the EU. Overall, by incorporating the main supranational 
directions and the best national court decisions, the law introduces significant inno-
vations in the Italian legal system.

7  Solidarity as a Principle for Reinterpreting Health 
and Other Fundamental Rights

Regarding the theory of the State of Exception, essentially centred on the restriction 
of individual freedom, there is a need for a more aware reconstruction of the con-
creteness of the pandemic situation [69]. In particular, these measures, by the very 
nature of the epidemic phenomenon, must operate a prudent balance, which takes 
into account the protection of individual freedoms and ensures the effectiveness of 
the rights of the community within which these freedoms are exercised [70]. A rea-
sonable and proportional compression of some individual rights could therefore be 
justified, in the specific case, by the solidarity need for the protection of public 
health. This is true, in particular, for the subjects most vulnerable to the risk of pos-
sible contagion. Beyond any theoretical reconstruction, there is a need for a con-
crete solidarity perspective, [71] which adequately considers the general constellation 
of interests that gravitate around the pandemic.

Health, in a collective sense, has instead been brought to the centre of attention 
with respect to the case of compulsory vaccinations. A question regarding the issues 
of constitutional legitimacy raised by the Veneto Region, ten compulsory vaccina-
tions were provided for minors up to 16 years of age, including unaccompanied 
foreign minors, with simultaneous provision, for cases of non-compliance, admin-
istrative pecuniary sanctions, and the prohibition of access to services educational 
for children. In this regard, the Italian Constitutional Court found the question 
unfounded, since the laws that provide for vaccination obligations if they coordinate 
the protection of collective health with the individual right to health, as well as, in 
the specific case of compulsory vaccinations, with the interest of the child, which 
also requires protection against parents who do not fulfil their care duties. The 
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coordination of these multiple fundamental rights and principles, therefore, leaves 
room for the discretion of the Legislator in choosing how effective prevention of 
infectious diseases is ensured.

The issue of vaccines has also been questioned by Italian scholars with special 
reference to persons with mental frailty and the mentally ill. Here too, therefore, the 
criterion to be affirmed is that the person concerned, even when mentally different 
from others, will need only himself or herself, even in the case of coronavirus, to 
express valid consent to vaccination [1, 33]. It is clear, on the other hand, that the 
pandemic has put on the balancing plate not only the right to health, in its individual 
and collective dimension but a whole series of constitutional freedoms, whose com-
pression seems to be justified in conformity with the principle of social solidarity 
under Article 2 of the Italian Constitution.

Among the ‘new generation’ fundamental rights that risk being compressed due 
to the lockdown, for example, there is the protection of personal data. In this regard, 
it is interesting to underline the issue of the processing of personal data: in the case 
of data tracing, a treatment that seems necessary to monitor and contain the spread 
of the pandemic can be highly problematic, due to the need for a balance with the 
rights and freedoms of all and of each. On the other hand, health data, unlike other 
sensitive data, see the fundamental right of the person concerned not to disclose his 
medical and health situation to be more clearly contrasted with the interest of the 
community or of third information parties [1, 70].

The need to balance these opposing legal situations at stake, however, confirms 
that no information is valid for itself, but for the context in which it is inserted, for 
the purposes for which it is used, and for the other information to which it is con-
nected [70]. Even the coronavirus, then, places us in front of the need to balance 
interests that lean in favour of collective health already by the provision of Article 9 
of the General Data Protection Regulation (i.e. EU Regulation No. 2016/979), 
which allows the use of personal data even without the consent of the interested 
party just when the processing is necessary for reasons of public interest in the pub-
lic health sector [1], p.101.

That no fundamental right is incompressible, on the other hand, is confirmed by 
Article 52 of the CFR of the European Union, where it is envisaged that, in compli-
ance with proportionality, fundamental rights and freedoms may be limited where 
necessary and for purposes of general interest. ‘General interest’, ‘public interest’ 
and ‘community interest’ are all notions that, in an emergency and uncertain situa-
tion such as that caused by COVID-19, require broadening the scope of the duty of 
solidarity [71, 72].

8  The National Health System to the Test of the Pandemic

The health emergency due to the pandemic has left its mark on the emotional and 
psychological spheres of many persons. A considerable number of persons found 
themselves dealing with disorders such as anxiety, depression, stress and 
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psychological fragility, more or less directly related to the situation and a suddenly 
uncertain and changing context. Although in all countries, the knowledge on the 
impact of the pandemic on mental health is still limited and mostly derived from 
experiences only partially comparable to the current epidemic, the demand for psy-
chosocial interventions will likely increase significantly in the coming months and 
years. Investing in nationwide mental health services and programs, which have 
suffered from limited funding for years, is therefore now more important than ever. 
The past few months have brought many challenges, particularly for healthcare pro-
fessionals, students, family members of COVID-19 patients, people with mental 
disorders, and more generally people in disadvantaged socioeconomic conditions, 
and workers whose livelihoods have been threatened.

At the EU level is of interest the report ‘The impact of the CoVID-19 pandemic 
on the mental health of young people’, published by the EU Commission on the 
occasion of the European Year of Young People (2022) [73]. This research analyses 
how European countries have addressed the challenges posed by the pandemic to 
the mental and emotional well-being of young people.

According to the report, member States took a proactive approach to address the 
mental health of young people during the pandemic emergency. One of the most 
common measures taken was to strengthen psychological support in schools, both 
by increasing the number of psychologists and counsellors available to students and 
by training school staff to recognise and address signs of mental distress. Six sectors 
were mainly involved: mental health protection, education, information on the 
impact of the pandemic on psychological well-being, youth work, leisure, and 
sports. To concretely help citizens in combating these issues, the Italian Legislature, 
by decree-law of 30 December 2021, converted by Law No. 15/2022, introduced as 
an additional form of economic support the ‘psychologist bonus’. The measure is 
designed to provide help in supporting expenses related to psychological and psy-
chotherapeutic care pathways. It should be noted that there is no age distinction for 
obtaining the psychologist bonus, and this is a particularly important aspect of the 
facility, given that it is precisely minors and children who have often suffered from 
psychological distress due to the major changes that the pandemic has brought to 
their daily lives. One need only think of distance education, which while it has 
allowed school teaching programs to continue, it has also taken young and very 
young people away from direct contact with their peers [74]. The psychological 
bonus measure appears important, but it is an intervention with an occasional and 
temporary character. The advantage of the bonus is that it opens up the possibility 
of those who have no resources to meet with a professional figure. But the sessions 
allowed by the bonus sums allow 4 to 12 sessions, realistically few for those facing 
a serious psychic problem.

As regards services, an intervention program to manage the impact of the epi-
demic was promoted as part of the Working Group ‘Mental health and CoVID-19 
emergency’, established by decree of the President of the ‘Istituto Superiore della 
Sanità’ in April 2020 of COVID-19 on mental health and an Intervention Program 
for the management of anxiety and perinatal depression in emergency and post- 
emergency COVID-19. Both programs were aimed at ensuring the care of persons 
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with psychiatric disorders or at high risk of anxiety disorders and depression. In 
particular, as regards the perinatal mental health program (which includes screening 
and early intervention of proven efficacy), it was proposed to adapt it to facilitate its 
integration—in the current emergency—within the different program’s interven-
tions at the regional level. The Working Group also provided indications for the 
management of the needs of family members of patients admitted to COVID-19 
hospital wards [74].

About taking charge of citizenship in general and the management of anxiety and 
stress deriving from isolation and the fear of the consequences of the pandemic, the 
Working Group assessed the state of first- and second-level telephone services, 
drawing up two reports that collect recommendations and critical issues on the mat-
ter that are important for the management of subsequent pandemic waves or other 
emergencies. The Working Group is currently engaged with the Ministry of Health 
and the main scientific societies in the field of psychiatry in a fact-finding investiga-
tion on the functioning of mental health services since the beginning of the epi-
demic, to verify whether patients have been offered continuity of care and in what 
way. The survey, which will be addressed to all Mental Health Departments through-
out the country, will be important to reorganise care and assistance in light of the 
persistence of emergency conditions.

Also, to facilitate access to mental health services, the Working Group has also 
started collaboration with the Ministry of Health for the preparation of the Italian 
Health Equity Status Report with the coordination of the WHO/Europe. Factors 
such as lower education, low-quality employment, poverty and the resulting income 
inequalities can have an impact on mental health because they affect access to ser-
vices both for prevention and treatment of acute episodes [75]. However, putting the 
principle of solidarity at the centre of the problems caused by the pandemic implies 
reconsidering the relationship between the NHS and the right to health, a fundamen-
tal right which—as already noted—in the Italian Constitution is protected in the 
dual capacity of individual law and collective interest. This double dimension, 
which therefore also implies the social dimension, is also found in the law establish-
ing the NHS, a law reformed starting in the 1990s and which, also due to the alloca-
tive choices imposed—more or less directly—from the EU, it requires a reflection 
on the effectiveness of the right to health [39, 69].

The allocative choices of the NHS, as highlighted by the pandemic, are shown in 
all their tragedy. The problem is that of now structural tension between supply and 
demand concerning treatment since the demand has made the need for treatments 
increasingly complex, and more and more expensive, either due to the ageing of the 
population or because the treatments are technologically more sophisticated. Given 
the relevance of the human person and his fundamental rights, among which health 
is the main one, it is necessary to ask oneself if financially there are the resources to 
make the right to health emotional. The Italian Constitutional Court also intervened, 
recognising the legitimacy of the balance between available resources and the pro-
tection of the right to health [76].
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From a constitutional point of view, however, there is a problem of balancing. 
Here the crucial problem arises, which we will discuss in the coming years: the 
renewed role of the State. If before the pandemic, the hegemonic role of the market 
seemed prominent in the dichotomy State/market, today it is questioned. 
Furthermore, the market tends to be considered as responsible for the deterioration 
of the NHS. In this sense, some scholars invite us to reconsider the origins of the 
NHS and the idea of participation that characterised its conception [77]. In this 
regard, the idea of the NHS as a ‘commons’ (i.e. the idea according to which a dif-
ferent articulation of the territorial fabric that involves the enhancement of partici-
pation can and should also work on the level of the NHS and the protection of 
collective health) is of renewed interest [78].

The problem is that we have faced emergency management of the pandemic, 
which pushes us to make tragic choices, due to a lack of planning accompanied by 
effective action in the definition of the health service. Today we are facing the need 
to rethink a health service in which health is rewarded and where therefore produces 
healthy effects in all social policies. The debate appears polarised: on the one hand, 
there are power groups who are asking to resume production in all ways, on the 
other hand, those who ask for more caution and mapping of the circulation of the 
virus. Added to this is the clash between those who would like to continue privatis-
ing health care and the forces that oppose it, who are aware that health is the product 
of social struggles—as Chiara Giorgi well underlines [79].

If the NHS was born from social and political struggles, today it is necessary to 
implement the model, to guarantee primary prevention activities through a defence 
of the environmental matrices in which we live, and to rethink, through advanced 
common management, a health system that promotes the health and not the disease. 
The idea of participation and social control of the population was present in the 
NHS at its origins. Moreover, the implementation law found a problem in its imple-
mentation precisely about political participation in health management, a principle 
affirmed by Giulio Maccacaro (one of the greatest interpreters of the ‘Medicina 
Democratica’ movement) [80]. This participation was immediately declassified as a 
representative of political parties, hence all the criticisms made since the 1980s on 
the ‘patronage’ management of local health companies (so-called USL). This was 
one of the causes that later led to the progressive corporatization of the USL, to their 
transformation into companies with the 1992 counter-reform of the NHS [39], p.86.

Today, in the pandemic and post-pandemic phase, we should then rediscover the 
importance of collective participation to find the authentic roots of the NHS. This is 
the only way to give effect to the principle of solidarity [69, 72]. Hospital-centricity, 
whose criticism is now 20 years old, has more marked its presence in some Italian 
Regions, while in other contexts, it has been slowed down [81]. The capillary net-
work model of services and institutions, built in the 1980s, has undergone continu-
ous variations and repercussions since the 1990s, as in the rest of the Italian territory 
where the neoliberal model of ethics of individual responsibility, but has fortunately 
withstood the challenge imposed by the COVID-19 disease [82].
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9  Conclusions

In conclusion, we can note that psychological well-being and mental health are 
deeply sensitive issues. During the pandemic, psychiatric well-being became and 
still is of particular importance with strong repercussions, not only in the short term. 
In Europe and in Italy, the issue of prevention and treatment of these disorders 
seems to be pivotal in achieving an inclusive and sensitive citizenship. It was pre-
cisely the spread of the CoVID-19 that demonstrated how a public health service is 
the only organisation that can effectively deal with an exceptional event [81]. 
Effective mental health protection would require structural measures, specific men-
tal health services on the territories and opportunities for constant psychologi-
cal visits.

Furthermore, it has been observed that public responsibility in health protection 
cannot be separated from a related responsibility in guaranteeing the other human 
rights [83]. This evidently should place a number of obligations on the health care 
organisation that go beyond the mere arrangement and provision of services and 
benefits instrumental to the treatment of illness. Therefore, it is desirable that in 
investing in an Italian health system that takes care of the persons in a proactive 
manner and is capable of contemplating the socioeconomic determinants of mental 
health, we will move rapidly towards participative and solidaristic goals.
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Abstract The future of the healthcare system is being altered by new technology 
developments. Depression is a neurological condition that can cause significant 
emotional suffering. The way of brain working can change how much of an impact 
it has on the body. A person with depression typically has a low mood and may feel 
depressed or hopeless all the time. In response to loss or tragedy, depressive symp-
toms may appear briefly. However, if the symptoms persist for more than 2 weeks, 
it may indicate a significant depressive condition. The incidence of major depres-
sive disorder is 350 million people worldwide (MDD). Historically, conventional 
techniques have been used to identify depression symptoms. Recently, research has 
started investigating the relationship among psychosocial characteristics, like 
quality- of-life scale, and mental health, that helps to identify and predict MDD 
earlier for better treatment. Finding the elements that contribute to depression may 
inspire new research and therapeutic approaches because depression is an illness 
that is increasingly posing a significant community health threat. In this work, we 
have provided comprehensive approaches to handle and examine the time series 
data and better understand the association between depressed aspects connected to 
physical activity in daily life using machine learning and deep learning techniques. 
There seem to be more direct links between various physical conditions and depres-
sion. These could end up being particularly interesting in terms of etiology. The two 
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best examples are probably heart disease and stroke. The experimental results 
 support the hypothesis that the change in the physical activity of daily life for a 
sequence of days is an indication of unipolar depression.

Keywords Motor activity · Unipolar · Bipolar · Depression · Physical activity · 
Random forest · XGBoost · LSTM

1  Introduction

According to the World Health Organization (WHO), health is a condition of total 
physical, mental, and social well-being and not merely the absence of disease or 
disability. More than 350 million individuals worldwide experience depression, 
which has the potential to worsen into a significant health issue, especially when it 
lasts for a long time and is moderate to severe in intensity. Depression may be 
extremely painful, interrupting daily activities like job, school, family, and relation-
ships, as well as economic and emotional ones. In the worst instance, it may result 
in suicide, which accounts for about one million fatalities each year [1]. The child 
and young adult populations in Latin America have a high incidence of psychologi-
cal problems; about 20% of these populations have disorders that call for the assis-
tance of health services. However, this number is understated because adolescents 
try to conceal and hide their difficulties from adults and lack the confidence to 
obtain medicinal frameworks [2].

Depression is a psychological condition that is inherently characterized by a 
depressed mood, a lack of interest and pleasure in the good things in life, and 
exhaustion. These symptoms degrade their quality of life and cause problems for 
those who experience them in their families, places of employment, and social set-
tings [3]. Depression can begin with key symptoms which do not involve mood 
changes or even cognitive performance, making it simple for anybody to experience 
depression [4]. Depression can also occur without regard to age, sex, or socioeco-
nomic status. Once depression has been diagnosed, the patient must receive medica-
tion that reduces the difficulties that this illness brings on. The fact that depression 
might be resistant to some medications, though, is one of the difficulties that have 
emerged. In treatment-resistant depression, the effects of recurrent transcranial 
magnetic stimulation (rTMS) on cognitive ability findings suggest that this noninva-
sive brain stimulation can be utilized as a method for treating depression that has not 
responded to medication [5].

Patients’ reports are used in traditional approaches to track depression in unipo-
lar and bipolar patients. However, bias is frequently seen in this kind of monitoring. 
According to Sedano et al. [6], changes in behavior and perception of the outside 
world are also evident. Ecological momentary assessment (EMA) is an alternative 
to these reports as they capture behavior, emotions, and other types of activities that 
occur in real-life circumstances. As the number of wearable devices such as smart-
watches and smartphones with motion sensors, such as gyroscopes and 
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accelerometers, increases, EMA measurements can be performed almost instantly, 
allowing for the expansion of the public’s availability of mental health services 
without the use of new, specialized devices. As an example, various strategies to 
combat mental illness have used cell phones and similar technology. By using two 
main strategies—implementing human–computer interfaces for therapeutic support 
and gathering pertinent data from individuals’ regular lifestyles to track the current 
situation and progression of their mental problems.

In the discussion of how mobiles can aid in the treatment of psychological disor-
ders, researchers concentrated on two key strategies including incorporating 
human–computer interfaces for therapy support and gathering pertinent data from 
participants’ regular lifestyles [7]. Using a smartphone as a clinical medium showed 
that psychological therapies can lower anxiety [8]. Data on psychiatric patients’ use 
of and interest in using mobile applications to track their mental health symptoms 
proved that 50% of patients across all age-groups expressed interest in using mobile 
apps to track the condition of their mental health [9]. Mobile phone sensors for the 
identification of human behavior traits, activity detection at various levels of activity 
abstraction, and characterized health-related behaviors including sleeping and exer-
cising [10].

Applications in numerous sectors, including activity recognition, are developed 
using devices with sensors that can obtain contextual information [11]. Finding 
mental diseases can be aided by activity recognition. Motor activity data is used to 
model the patterns of schizophrenia and depression disorders [12]. Many apps have 
been suggested to provide sad persons with self-help. Although these apps enhance 
some areas of cognitive behavioral therapy (CBT) or behavioral activation (BA) 
evaluation, still they are debatable that highlighting the need for superior scientific, 
technological, and legal expertise [13]. Two intriguing reviews on mental health 
disorders used many sensing layers and sensor data to model behaviors and provide 
associated mental health states [14, 15]. Data from social media, such as social net-
works (such as Twitter), online forums, and public surveys are additional ways to 
physical sensors. Through the monitoring of these passive data about the subject’s 
activity, these approaches attempt to detect depressive moods. All of these methods 
necessitate direct patient engagement, which may result in inaccurate final diagno-
ses. Therefore, a technique that reduces the requirement for subject contact is neces-
sary to prevent outliers, who purposefully overfeed data.

Daily life patterns and time series of repeating biological rhythms should be 
regarded as complex dynamical systems. Simple linear models are rarely able to 
classify complex dynamical systems. Therefore, the typical approach for assessing 
and rating motor activity recordings has been to use mathematical techniques from 
the study of nonlinear complex and chaotic systems [16]. In the analysis of data 
from intricate dynamical systems, machine learning (ML) methods have shown 
encouraging results and in a long-term investigation of bipolar patients’ heart rate 
unevenness, ML’s capacity to uncover non-obvious patterns has reasonably reliably 
identified mood states. Similar changes in cardiovascular and autonomic systems 
have been discovered in manic individuals by nonlinear heart rate variability analy-
sis. Heart rate measurements are significantly less noisy than accelerometer 
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recordings. However, the time series of motor activity has enormous potential for a 
variety of ML techniques. Random forest and neural networks [17] techniques have 
demonstrated potential capabilities for temporal series data of activation. Millions 
of parameters in a mathematical model called a neural network constantly adjust 
themselves to maximize performance. As a result, it is challenging to understand the 
lines of reasoning. Some techniques do, however, provide some interpretation of 
neural network internals. There is doubt about a black-box system that generates 
calculations without explaining the field of medicine [18]. However, results from 
high-quality analyses of critical variables should be regarded as reliable, at least 
when overfitting prevention strategies have been used [19]. The Random Forest 
algorithm’s ensemble learning method resists overfitting and can be thought of as a 
woodland of decision trees, where different trees focus on stochastic portions of the 
data. Predictions made by decision trees are transparent and comprehensible.

2  Literature Review

Subjective observations along with clinical rating measures that are semi-structured 
are the current methods used to evaluate mood episodes in affective disorders. The 
assessment of emotional symptoms should be done using objective approaches. A 
change in activation is a key indicator of both bipolar and unipolar depression, 
according to research on motor activity, which is a neutral remark of the internal 
physiological state represented in behavioral patterns. In comparison to healthy 
controls, the depressive state is frequently linked to decreased daily motor activity, 
greater activity level variability, and less complex activity patterns. Contradictory 
motor activity patterns, resembling those seen in manic patients, have been seen in 
a few depressed bipolar and unipolar individuals. A thermodynamic model of 
depressive disorder has been developed, and it is claimed that depressive issues are 
diseases of energy instabilities. According to a simplified version of the paradigm, 
two energies emerge from a shared zero point of motor-retarded depression that has 
been down-regulated [20]. The first excited energy is the awakening of overexcited 
symptoms, such as overstated self-esteem and amplified goal-directed behavior. 
The second agitated energy is related to heightened internal tension, anxiety, and 
restlessness. A manic state appears to have enhanced levels of euphoric and agitated 
energy [21], while one out of every five depressions, regardless of polarity, appears 
to have agitated energy. These findings provide evidence in support of the thermo-
dynamic concept. Unquestionably, motor activity is an expression of daily social 
rhythms that are repeated in connection with a biological pace that cycle every 24 h 
and are interlocked with multiple ultradian pace sequence that last from 2 to 6 h 
[22]. Biological pace patterns that are out of sync are proposed as key signs of mood 
episodes [23].

In various research on the prenatal detection of depression, ML techniques have 
been employed. N-gram language modeling and vector amalgamation with topic 
analysis were recommended to classify the anxiety levels of created emotional 
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features [24]. The bag-of-words embedding procedure is a way to identify depres-
sion using the Twitter dataset [25]. A supervised ML algorithm’s effects on measur-
ing predictors for identifying post-traumatic stress chaos were explored in [26]. A 
deep neural network approach to examine depression in social media like Twitter 
was put up [27]. Convolutional neural networks were utilized to contrast several 
models and they depend on linguistic metadata for the prediction of emotions [28].

Major research studies on revealing of depression rely on textual data or person- 
descriptive techniques that select elements from social media posts. Textual-based 
featuring is used to highlight the linguistic components of social media content, 
including words, parts of speech, N-grams, and other linguistic traits [29]. The 
descriptive-based featured technique places a focus on subject descriptors, which 
may include age, gender, employment status, income, drug or alcohol use, smoking, 
and other details specific to the subject or patient [30]. In [31], authors performed 
research that uses supervised machine learning classifiers’ prediction capabilities to 
study how emotions interact. They used categorization techniques to group mes-
sages on social media that dealt with depression. For the bag-of-words features, 
Trifan Alina et al. in [32] proposed a rule-based model utilizing a Tf-IDf technique 
to identify sadness from the Reddit social media platform. Early depression diagno-
sis using historical tweets from Twitter users using bidirectional LSTM and atten-
tion model was presented in [33].

A system for tracking emotional wellness has been created called KBRS, and it 
employs a deep learning model and sentiment metric algorithms are used by this 
system to determine which sentences have negative content [34]. A few studies 
examine patient behavior on social media sites using data from Facebook, Instagram, 
and Reddit posts by combining the discriminative power of popular ML classifiers 
[35]. A method for classifying depressed people on social media platforms was 
presented that uses the hierarchical post-representation model known as the MGL- 
CNN [36]. For recognizing depression, another study employs DCNN and ANN for 
the examination of depressed symptoms, two models—the deep model and the shal-
low model—are put forth. This study blends deep and shallow models with text and 
video elements [37]. It comprises of the RF algorithm for scoring based depression 
categorization and is suggested to use text that is extracted from patient responses 
based on language in addition to speech signals to detect depression [38]. Study that 
analyses text data from college students to identify depression in college students by 
the DISVM algorithm is used to categorize data acquired from input and, in the end, 
identify depression as a mental disorder [39]. Some research uses multi-modal data 
from text, audio, and video to analyze the patient’s mental condition and subse-
quently forecast an outcome [40]. To account for the intensity of the patient’s 
depression, the output is classified into various depression levels [36]. These are 
some of the techniques used to classify text, video, and audio elements associated 
with depression. Some models successfully predict the symptoms of and severity of 
depression, others do not produce adequate findings. Based on the aforementioned 
literature review, researchers concluded that there are numerous scientific answers 
to the problem of depression detection. Since there are more depression instances, 
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there are more treatments that have been presented, but these solutions have not yet 
been highly accurate, and there have been significant losses.

Few researchers utilize the data from social media platforms, which might or 
might not be reliable [41]. There is a risk that using online tools for depression pre-
diction, such Twitter and Reddit, will lead to inaccurate predictions of depressive 
symptoms. A mistake will result if symptoms picked up from social media sites 
online are incorrectly predicted [42]. It is impossible to assess a specific risk of 
depression if the data are inaccurate. Social media users occasionally publish 
depressing or sad stories, either knowingly or unknowingly, which can have an 
impact on the system’s overall ability to detect melancholy [43]. As a result, social 
media networks are not a reliable source for scholars. They frequently make advan-
tage of an accurate database created when creating a system for detecting sadness. 
Researchers require a method for automatically detecting depression that is highly 
accurate and produces little system losses. The characteristics of audio samples, 
video samples, and text responses from a depressed patient can be combined to get 
precise results [44]. The deep neural network method makes it simple to forecast 
depression [45]. A depression detection system will only be created if the model has 
been trained and has learned all the aspects of audio, video, and text. These are lit-
erature reviews that address the issue of depression detection.

The work in this article is a reexamination of motor activity recordings from a 
group study that was previously reported in the article [46]. The wrist-worn actigra-
phy utilized in the dataset, to trace the integration of intensity, amount, and duration 
of movement in all directions, was used to record motor activity. At a sampling 
frequency of 32 Hz, movements higher than 0.05 g were captured. The result was 
expressed in units of gravitational acceleration per minute. Throughout the record-
ing, the actigraph device was continuously worn.

3  Methods

3.1  Dataset

The data collection includes 23 patients with depression termed as the condition 
group. Figure 1 depicts an instance of data related to a single person over a day. 18 
people were outpatients while data were being gathered, whereas 5 people were 
hospitalized. The Montgomery-Asberg depression rating scale (MADRS) [47] was 
used by a doctor to gauge the severity of continuous depression at the beginning and 
end of the motor activity recordings. The dataset also includes actigraphy data from 
32 non-depressed volunteers termed as the control group, comprising 5 students, 4 
former patients, and 23 hospital employees who are not now exhibiting any psychi-
atric symptoms. Figure 1 presents the activity of condition and control concerning 
the time.
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The dataset contains the data for the condition group, and for the controls. Each 
patient receives a csv file containing the actigraph data that has been accumulated 
over time. The columns are activity, dates (the measurement day), and timestamps 
(1-min intervals) (activity measurement from the actigraph watch). The scores.csv 
file contains the MADRS results as well. The columns are number as patient id, 
number of measurement days, gender as 1 or 2 for female or male, age (age in age- 
groups), afftype as 1,2,3 for bipolar II, unipolar depressive, and bipolar I respec-
tively, melanch as 1 and 2 for melancholia and no melancholia, respectively, 
inpatient as 1 and 2 for inpatient and outpatient, respectively, education grouped in 
years, marriage as 1 and 2 for married or cohabiting, and single, respectively, and 
MADRS scores at the beginning and end of the study. Figure 2 demonstrates the 
total number of days that each control and condition group person are tracked for 
motor activity data.

3.2  ML Models

3.2.1  Logistic Regression

Similar to linear regression, logistic regression employs an equation as its exempli-
fication. To estimate an output value (y), weights or coefficient values (Beta) are 
linearly coupled with input values (x). The process of making the data suitable for 
logistic regression includes the following:
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• Reduce noise: Since the output variable (y) in a logistic regression model is 
assumed to be error-free, you should remove outliers and any potential misclas-
sified cases from the training instances.

• Gaussian distribution: The input and output variables are assumed to have a lin-
ear relationship. A more accurate model may be produced by applying data 
transformations to your input variables that more clearly reveal this linear rela-
tionship. To better reveal this link, you may, for instance, apply log, root, Box- 
Cox, and other univariate transforms.

• Eliminate associated inputs: Similar to linear regression, the model can overfit if 
it receives several extremely correlated inputs. Study the pairwise correlations 
among each input and eliminate those that are extremely associated.

After preparing the data, there are “n” observations and “p” feature variables in 
the dataset. The feature matrix looks like this:
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where it represents the values of the jth observation’s ith characteristic. The ith 
observation, xi, can be illustrated as follows:
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The predicted response, denoted by h(xi), is for the ith observation, or xi. The 
hypothesis is the name of the formula we employ to determine h(xi).

In the case of linear regression, the prediction method we employed was

 h x x x xi i i p ip( ) = + + +…+β β β β
0 1 1 2 2  

where β0, β1, …, βp are the regression coefficients
Let the vector or matrix of the regression coefficient be:
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Afterward, in a shorter format,

 h x xi
T

i( ) = β  

The statement of the hypothesis h(xi) for logistic regression is
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The logistic regression uses the following cost function:
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3.2.2  Support Vector Machine

An approach for supervised learning called the support vector machine (SVM) is 
employed for both classification and regression. Even if we also refer to regression 
issues, classification is the best fit. The technique’s main goal is to locate a hyper-
plane in an N-dimensional space that categorizes the data points. The hyperplane’s 
size is depending on the number of available dimensions. When there are only two 
input characteristics, the hyperplane is essentially a line. The hyperplane turns into 
a 2-D plane if the number of input characteristics is three. When there are more than 
three features, it gets harder to imagine. The hyperplane that best portrays the great-
est gap or margin between the two classes is one logical option. Therefore, the 
hyperplane that maximizes the distance from it to the closest data point on each side 
is selected. A maximum-margin hyperplane or hard margin is said to exist if 
one does.

We want to optimize the distance between the data points and the hyperplane in 
the SVM method. The loss function known as hinge loss aids in maximizing the 
margin. When the expected and actual values have the same sign, then determine the 
loss value if they are not.
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The following are crucial variables in the SVM algorithm: C: Maintaining high 
values of C will tell the SVM model to select a narrower margin hyperplane. The 
SVM model will select a larger margin hyperplane if C is not a significant value. To 
generate an SVM model, a kernel type must be employed. Linear, rbf, poly, or sig-
moid are all possible. “rbf” is the kernel’s default value and degree. It is only taken 
into account while using the polynomial kernel. It is the kernel function’s degree for 
the polynomial. A degree’s default value is 3.

3.2.3  XGBoost Algorithm

The XGBoost decision tree-based ensemble machine learning approach makes use 
of the gradient boosting methodology. In many cases, artificial neural networks per-
form better than all other algorithms or frameworks when it comes to unstructured 
data prediction problems (pictures, text, etc.). To handle small to moderate volumes 
of structured/tabular data, decision tree-based algorithms are now regarded as best- 
in- class. The following are the main algorithmic enhancements of the XGBoost 
algorithm: Regularization combines both L1 and L2 regularization to penalize more 
complex models to prevent overfitting. Sparsity awareness, which more skillfully 
controls various types of sparsity patterns in the data, accepts sparse features for 
inputs by automatically “learning” the best missing value depending on training 
loss. Weighted quantile sketch easily determines the best split points between 
weighted datasets and cross-validation at each iteration by eliminating the need to 
manually construct this search and to denote the specific number of boosting itera-
tions mandatory in a single run.

The combined prediction scores of each decision tree lead to the final prediction 
score of the classifier. A key aspect of the example is that the two trees attempt to 
complement one another. We can formulate our model mathematically as follows:
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f is the functional space of F, K is the number of trees, and F is the set of potential 
CARTs. The following statements provide the model’s objective function:
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where the regularization parameter is the second term and the first term is the 
loss function. Now we apply the additive strategy, minimize the loss of what we 
have learned, and add a new tree, which can be summarized as follows:
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The following is a definition of the model’s objective function:
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3.2.4  Random Forest Method

As an alternative to depending solely on a single decision tree, a random forest 
considers the prediction from every tree and decides its prediction of the concluding 
output based on the majority votes of predictions. It comprises several decision trees 
on several subsets of the dataset and considers the average to increase the predictive 
accuracy of that dataset. Higher accuracy is obtained, and overfitting is avoided 
because of the more number of trees in the forest.

To produce the random forest, N decision trees are combined, and then, in the 
second step, predictions are made for every tree from the initial phase. The steps in 
the working process of random forest are choosing K data points at random from the 
training set, generating the decision trees connected to the taken data points, select-
ing the decision tree N that you wish to construct, Re-do 1 and 2 steps, and for any 
new data points, locate each decision tree’s predictions for the new data point and 
group the new data points into the category with the maximum support.

3.2.5  Deep Neural Network

The input data is processed by the nodes in the first layer, who then output it to the 
neurons in the second layer, and so on, producing the output (Refer to Fig. 3). The 
result could be a forecast like “Yes” or “No” which is represented in probability. Each 
neuron in a layer, whether it be one or many, will compute a little function called an 
activation function. The activation process imitates the signal that should be sent to 
the subsequently linked neurons. The output is passed or ignored depending on 
whether the value produced by the input neurons exceeds a threshold. An associated 
weight would be present for any connection between two neurons in successive 
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Input Data
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Output
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Fig. 3 The architecture of Deep Neural Network

levels. The weight identifies how the input will affect the subsequent neuron’s output 
and, ultimately, the total result. The preliminary weights in a neural network would be 
completely random, however, the weights would be attuned iteratively during the 
model training to predict the accurate output. After breaking down the network into its 
parts, a few logical building blocks can be identified, such as a neuron, layer, weight, 
input, output, activation function, and finally a learning mechanism (optimizer), 
which will enable the network to gradually update its initialized weights (which were 
chosen at random) to weights that are better suited for accurate outcome prediction.

3.2.6  Long Short-Term Memory (LSTM) Network

LSTM is a special form of RNN that can recognize long-term dependencies. They 
are currently in extensive use and work amazingly well when applied to a variety of 
problems. LSTMs are designed specifically to avoid the long-term dependence prob-
lem. They don’t have a hard time picking up new material; in fact, it’s almost like it 
comes naturally to them to retain it for a long time. All recurrent neural networks take 
the form of a succession of repeating neural network modules. Typical RNNs will 
only have one Tanh layer in this recurring module, for example. LSTMs have a struc-
ture that resembles a chain, but the repeating module is built differently. There are 
four neural network layers instead of just one, and they interact in a very unique way. 
The memory cell and gates, which include the forget gate as well as the input gate, 
are the two most important parts of the LSTM. The input and forget gates regulate the 
inner contents of the memory cell. The contents of the memory cell would not change 
between the one-time step and the next gradients, assuming both segues are closed. 
Information may be retained over a large number of time steps thanks to gating struc-
tures, which also enable groups of information to flow across a large number of time 
steps. This enables the LSTM model to effectively deal with the vanishing gradient 
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Fig. 4 Summary of the LSTM model used in the implementation

issue that most recurrent neural network models experience. Figure 4 demonstrates 
the summary of the LSTM model used in the implementation.

3.3  Experimental Setup

With an average actigraph recording period of 12.7 days (SD = 2.8, range 5–18 days) 
and an average age of 42.8 years, the condition group of the experiment consists of 10 
girls and 13 males. The mean MADRS score ranged from 22.7 (SD = 4.8) at the start 
of recordings to 20.0 (SD = 4.7) by the conclusion. Eight people were found to have 
bipolar disorder, while fifteen people had unipolar depression. The control group, with 
an average actigraph wear time of 12.6 days (SD = 3.3) and with a mean age of 38.2 
(SD = 13), with involvement of 20 females and 12 males. Table 1 presents the charac-
teristics of the experiment’s data. For ML algorithms to effectively capture the impor-
tant information in the original dataset, statistical features must be extracted from raw 
data files and reduced to a manageable amount of variables. The statistical features that 
were recovered for this experiment were the mean of the activity, the associated stan-
dard deviation (SD), and the fraction of minutes with the activity level as zero. Each 
participant’s pre-normalized features from each day were utilized to get the mean values.

It is believed that the dataset accurately represents clinical data from real-world 
situations despite its imbalance, which includes 291 depressed and 402 non- 
depressed instances. Because ML algorithms tend to work better for the class that is 
better represented, we investigated two different class balance solutions. 
Oversampling is one of the two techniques used, and under-sampling is the other. 
Oversampling, which generates new synthetic samples at random from relevant 
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Table 1 Characteristics of the data considered for the experimentation

Parameter
Condition group
(Depressed patients)

Control group
(Healthy people)

No. of people 23 32
Gender Male 13 12

Female 10 20
Age Mean 42.8 38.2

SD 11.0 13
Total no of days tracked 291 402
Days in actigraph tracking Mean 12.7 12.6

SD 2.8 2.3
Label Unipolar 15 –

Bipolar 8 –
MADRS at start Mean 22.7 –

SD 4.8 –
MADRS at end Mean 20.0 –

SD 4.7 –
Mean activity Mean 190.05 286.59

SD 81.44 81.10
Proportion of zeros Mean 0.385 0.299

SD 0.154 0.086

neighboring areas, uses the SMOTE technique. SMOTE mixes minority instances 
that currently exist to produce new minority instances. It applies linear interpolation 
to produce additional instances for the minority class. These synthetic training 
records are picked at random from the k-nearest neighbors for every instance in the 
minority class. The NearMiss strategy is one of several under-sampling techniques 
that aim to balance the class distribution by arbitrarily deleting instances of the 
majority class. If the instances of two distinct classes are reasonably similar to one 
another, remove the instances of the majority class to increase the separation 
between the two classes. Additionally, we evaluated the effectiveness of four differ-
ent machine learning classifiers: Logistic Regression, SVM, XGBoost, and Random 
Forest. Among the chosen techniques, XGBoost and random forest are ensemble 
methods, whereas logistic regression and SVM are conventional algorithms.

3.4  ML Model Hyperparameter Tuning

The hyperparameters to be tuned for the LR algorithm are four parameters for 
achieving the valid reasons which are the regularization parameter, regularization 
type, an algorithm to use in the optimization problem, and the maximum number of 
iterations taken for the solvers to converge. Regularization is an adjustment to a 
learning algorithm that aims to lower its generalization error without affecting the 
training error. As part of experimentation, in logistic regression, L2 regularization 
with a regularization parameter value of one is used. The parameter solver gives the 
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option to select the solver algorithm for optimization. The solver algorithm used in 
the experimentation is LBFGS which represents BFGS with restricted RAM. This 
solver is more computationally efficient because it just computes an approximate 
value of the Hessian based on the gradient. However, because it consumes less 
memory than a standard BFG, it discards older gradients and only accumulates 
newer gradients to the extent permitted by the memory restriction. The number of 
iterations taken by the solver for convergence is 100.

The performance of the SVM algorithm depends on only three hyperparameters 
which are the regularization parameter, Kernel type, and coefficient. In the experi-
mentation, the scale kernel coefficient which is used to scale the input data to a 
feature before applying it to the kernel function is used. The linear kernel function 
is used to transform the data with a regularization parameter value of one.

XGBoost algorithm performance is subject to the parameters no.of trees, step 
size shrinkage used to prevent overfitting, loss function to be optimized, function to 
estimate the quality of a split, and Maximum limit for depth of each tree. The num-
ber of trees constructed in the experimentation is 75. To prevent the overfitting of 
the constructed trees, the learning rate is tuned as 0.01 with log_loss function as the 
loss function for optimization, friedman_mse is used for finding the best split in the 
process of tree construction, and the max limit for depth of the tree is set as 3.

The hyperparameters to be adjusted for the RF algorithm are a count of trees in 
the forest, a metric used to estimate the quality of a split, the number of samples 
required at least to split an internal node, samples required at the place a leaf node, 
and features to be considered for the best split. 75 trees are constructed in the ran-
dom forest algorithm. The number of samples plays a major role to expand a tree at 
any particular node. The minimum number of samples is taken as two in the experi-
mentation, and to check the quality of splitting, Gini index measure is used. At most 
one sample is only required to place a leaf node by stopping the tree expansion 
process. The square root function is used for the total features to decide the max 
limit for the features to be considered at every node of the tree while selecting the 
best feature for splitting.

A rectified linear unit (ReLU) served as the activation function for the 10 com-
pletely connected hidden layers that made up the DNN architecture. Dropout is used 
with p as 0.5 after each layer, and the final layer has two units with a softmax activa-
tion function. Adam solver is used to optimize the weights with a batch size of 32 
and a learning rate of 0.001. The hyperparameters of LSTM are loss, optimizer, 
epochs, learning rate, and batch size. The batch size is taken as 128 with a learning 
rate of 0.001. The binary cross-entropy loss function is used for error calculation, 
and the Adam optimizer is used for optimizing the weights. LSTM is implemented 
with 50 epochs.
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3.5  Evaluation Metrics

Since the objective of the machine learning algorithms is to categorize instances as 
depressed mood cases or controls, the results were provided in measures of accu-
racy. Accuracy is the percentage of cases in the dataset with the right classification. 
Specificity is the proportion of controls properly classified as controls, whereas sen-
sitivity is the percentage of appropriately classified conditions among all condi-
tions. The harmonic mean of sensitivity and specificity is known as the F1-score. 
The weighted recall is a calculation that equalizes sensitivity and specificity based 
on sample sizes. The Predicted Positive Rate (PPR) and Predicted Negative Rate 
(PNR) show how many conditions (positive) or controls have been correctly classi-
fied in comparison to how many have been incorrectly classified (negative). An 
estimation known as weighted precision combines the predicted values based on 
sample sizes. Since accuracy does not take the dataset’s imbalance into account 
when presenting results, it may offer results that are not accurate. When datasets are 
unbalanced, the Matthews Correlation Coefficient (MCC) is used to assess the clas-
sifiers’ overall performance. In MCC, the coefficient value ranges from minus one 
to one, with zero denoting a random approximation.

If we consider TD: True depressed (depressed cases labeled correctly as depressive)
FC: False control (depressed cases labeled as healthy cases)
TC: True control (healthy cases labeled correctly as healthy
FD: False depressed (healthy cases mislabeled as depressed cases), the performance metrics are 
defined as
Accuracy: (TD + TC) / (TD + TC + FD + FC)
Sensitivity: TD / (TD + FC)
Specificity: TC / (TC + FD)
F1-score: (2*Weighted_Precision*Weighted_Recall)/(Weighted_Precision + Weighted_Recall)
Weighted recall: (sensitivity x (TD + FC)) + (specificity x (TC + FD)) / (TD + FC + TC + FD)
Weighted precision: (PPV x (TD + FC)) + (NPV x (TC + FD)) / (TD + FC + TC + FD)
PNR: TC / (TC + FC)
PPR: TD / (TD + FD)

4  Results and Discussion

The demonstrations in Table 2 are the results of the ML algorithms experimentation. 
For every algorithm, three runs were done. Baseline is the algorithm implementa-
tion with the original dataset, SMOTE is the algorithm implementation with overs-
ampling techniques to balance the dataset, and NearMiss is the algorithm 
implementation with the under-sampling technique for getting the balanced dataset.

As part of the conventional techniques of machine learning, SVM gives good 
results for identifying the depressed condition, SVM got 89.93% accuracy, 90.56% 
sensitivity, 88.64% specificity, and 92.32% F1-Score. SVM implementation with 
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SMOTE oversampling technique gives better for all the parameters except weighted 
precision and PPR. SVM with NearMiss under the sampling technique achieves 
96.85% and 93.79% for weighted precision and PPR, respectively. SVM attains 
good results compared to logistic regression for Matthews Correlation Coefficient 
also which are 77.82%, 85.64%, and 82.03% for original, SMOTE, and NearMiss 
implementations, respectively.

The best performance algorithm as part of ensemble machine learning algo-
rithms experimentation is RF with an accuracy of 94.17% on the original dataset, 
95.99% with SMOTE oversampling technique, and 93.57% with the NearMiss 
under-sampling technique. The parameter sensitivity is highest for the XGBoost 
algorithm which is 92.84%, 95.44%, and 94.43% for original, SMOTE, and 
NearMiss implementations, respectively. Specificity is highest for random forest 
algorithm with 97.67%, 97.49%, and 91.6% for original, SMOTE, and NearMiss 
implementations, respectively. F1-score and predicted negative rate are high for the 
XGBoost algorithm while the remaining measures are high for the RF algorithm. In 
the case of Matthews Correlation Coefficient, XGBoost performance is high with 
86.48%, 92.55%, and 87.83% correlation coefficient values for the original dataset, 
SMOTE, and NearMiss techniques, respectively.

Among the deep learning models implemented, DNN got 94.66%, 96.74%, and 
94.26% of accuracy for baseline, SMOTE, and NearMiss implementations, respec-
tively. The weighted precision is calculated as 99.46%, 88.44%, and 99.13% for 

Table 2 Experimental results of ML algorithms

ML 
model

Class 
balancing

Classification results

Acc Sen Spe F1-score
W_
recall

W_
precision PNR PPR MCC

LR Baseline 0.885 0.897 0.862 0.918 0.885 0.953 0.809 0.928 0.748
SMOTE 0.926 0.938 0.914 0.942 0.926 0.958 0.940 0.912 0.853
NearMiss 0.881 0.870 0.894 0.914 0.881 0.949 0.863 0.900 0.763

SVM Baseline 0.899 0.905 0.886 0.929 0.899 0.961 0.823 0.941 0.778
SMOTE 0.928 0.922 0.933 0.947 0.928 0.967 0.921 0.934 0.856
NearMiss 0.909 0.888 0.933 0.938 0.909 0.968 0.880 0.937 0.820

XGBoost Baseline 0.938 0.928 0.958 0.961 0.938 0.987 0.863 0.979 0.864
SMOTE 0.962 0.954 0.971 0.974 0.962 0.986 0.953 0.972 0.925
NearMiss 0.939 0.944 0.934 0.953 0.939 0.968 0.943 0.934 0.878

RF Baseline 0.941 0.925 0.976 0.966 0.941 0.993 0.857 0.988 0.873
SMOTE 0.959 0.945 0.974 0.973 0.959 0.988 0.943 0.975 0.920
NearMiss 0.935 0.956 0.916 0.947 0.935 0.960 0.957 0.913 0.872

DNN Baseline 0.946 0.930 0.980 0.970 0.946 0.990 0.867 0.994 0.884
SMOTE 0.967 0.954 0.980 0.979 0.967 0.981 0.953 0.991 0.935
NearMiss 0.942 0.963 0.922 0.952 0.942 0.920 0.964 0.963 0.886

LSTM Baseline 0.953 0.937 0.988 0.975 0.953 0.994 0.881 0.997 0.900
SMOTE 0.975 0.963 0.988 0.985 0.975 0.988 0.962 0.995 0.951
NearMiss 0.956 0.981 0.933 0.962 0.956 0.931 0.982 0.968 0.914
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baseline, SMOTE, and NearMiss implementations, respectively. The Matthews 
Correlation Coefficient is calculated as 93.51% for baseline, 96.35% for SMOTE, 
and 88.62% for NearMiss sampling techniques. LSTM got 95.39%, 97.57%, and 
95.65% accuracy, respectively, for baseline, SMOTE, and NearMiss implementa-
tions. PPR is attained highest in the calculated parameters which are 99.43%, 
98.88%, and 93.10%, respectively, for the three implementations. The specificity is 
exhibited as 98.85%, 98.85%, and 93.33%, respectively, and Matthews Correlation 
Coefficient is exhibited as 90.04%, 95.18%, and 91.43%, respectively, for the three 
experiments of baseline, SMOTE, and NearMiss techniques.

Some employ more subtle techniques, such as the one presented by Amanant 
et  al. [48], who suggested using LSTM to forecast depression from language, 
semantics, and textual data. 99.0% accuracy is attained by the suggested frame-
work. While Kour [49] projected an integrated model for depression detection uti-
lizing CNN and biLSTM and achieved a 99.28% accuracy on standard tweets 
including depressive symptoms. According to the findings, there is a significant 
difference in the language representation of depressive and non-depressive data. 
Nearly everyone uses portable gadgets daily these days. Undoubtedly, the bodily 
motions we perform during the day are one trait that distinguishes humans. It is pos-
sible to think of this as motor activity, which is not more than recurrent social 
rhythms interacting with biological tempos and being controlled by the 24-h circa-
dian clock interlaced with countless 2–6 h cycles [22]. Significant signs of mood 
disruption may be present if these biological rhythmic rhythms are out of balance 
[50]. Actigraphs, which typically record gravity acceleration units using a bracelet, 
are noninvasive devices that can track human activity and rest cycles. The actigraph 
is the tool that has been employed for the data gathering of motor activity.

In a review of studies employing EEG data to identify the two types of depres-
sion, major depressive disorder (MDD) and bipolar disorder (BD), Yasin et al. [51] 
used neural network and deep learning algorithms. It searched for publications that 
have been published over the past 10 years using a variety of source engines and a 
blend of different keywords, then retrieved some helpful information from those. 
This review’s inclusion of many categories for exploited datasets, techniques for 
extracting features, and algorithms in publications was one of its strong qualities. 
The main issue in this research, especially for MMD diagnosis, was that there 
weren’t enough articles to review; as a result, it only used about five, as claimed. 
Additionally, the articles that were used to support them did not adequately explain 
how to understand the gist of their operation.

The reviewed studies by [52] were focused on used deep learning techniques to 
investigate mental disorders, with depression as one of the topics, to better under-
stand them. The four primary categories of this study were using social media data 
to predict the likelihood of psychological illness, using clinical data to detect mental 
illness, using genetic data to diagnose disease, and assessing other datasets. The 
electroencephalogram dataset type was only used in three papers that were specifi-
cally concerned with the identification or prognosis of depression among the selected 
papers that were published up through April 2019 that made use of various types of 
datasets. In this study, all of the analyzed datasets were fully represented. Additionally, 
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it went into great detail on the potential and difficulties that using each dataset is 
likely to present. However, because it was a thorough review that focused on embrac-
ing a variety of mental disease situations, it briefly discussed a few studies on utiliz-
ing deep learning for EEG signal analysis to diagnose and forecast depression.

Khosla et al. [53] conducted a study of studies that were centered on EEG signals 
and other models to diagnose neurological conditions, like depression, and monitor 
other issues of emotion recognition. Only four papers were from an earlier period, 
and the majority of the papers were published between 1999 and 2019. They were 
obtained from a variety of sources, including journals, conferences, books, and the-
ses. Only a few ten publications were taken into consideration in terms of the diag-
nosis of depression. It also included knowledge of functional neuroimaging 
methods. But because it covered a wide range of topics, it was unable to give each 
topic the attention it deserved.

5  Conclusion

The work in this article is an analysis of motor activity data for unipolar and bipolar 
depression classification using motor activity recordings of 23 unipolar & bipolar 
depression patients with 32 controls. The classification is performed using tradi-
tional machine learning, ensemble machine learning, and deep learning algorithms 
as well. Compared to the traditional machine learning algorithms, ensemble learn-
ing algorithms XGBoost and random forest are efficient in classifying depression 
disorders with actigraph data. In deep learning, LSTM and DNN are used for detect-
ing depressive disorder. LSTM achieves good results compared to the deep neural 
network as it is having memory storage which is the main component while analyz-
ing the time series data. The used machine learning and deep learning algorithms in 
this article are not considering non-depressive causes of reduced activity, such as 
injury, illness, old age, etc. These parameters also play a major role in the reduction 
of the activity data. Social media analysis also has been successfully investigated 
separately to predict depression in users based on their conversations and sharing of 
posts, in the future more technologically sophisticated models based on motor activ-
ity counts mixed with the subject’s physical illness and social media postings can be 
created to accurately predict depression.
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Intelligent Monitoring System Based 
on ATmega Microcontrollers in Healthcare 
with Stress Reduce Effect

Z. Abdiakhmetova, Zh. Temirbekova, and G. Turken

Abstract Ensuring the well-being of individuals is a crucial responsibility in 
today’s society. The Medical Internet of Things (MIoT) plays a significant role in 
the field of medicine and healthcare. This research aimed to create a patient moni-
toring system using sensors and Arduino boards, combining both hardware and soft-
ware components. The system utilized three primary sensors to collect and promptly 
transmit the patient’s health data to a central server via the network. Whenever any 
abnormal data was detected, the system promptly notified the doctor with an alarm 
message. To check the convenience and importance of the developed system for 
patients, tests have currently been carried out on 150 patients. Patient data was col-
lected in the form of a dataset with various characteristics, such as age, gender, 
place of residence (region), hemoglobin concentration, red blood cell count, and 
other data obtained during the last visit to the doctor, as well as data received daily 
from Arduino sensors. The effectiveness of this system was evaluated, 85% of the 
patients surveyed were satisfied with such a system, 7% of the test subjects were not 
completely satisfied, and the rest ignored the survey. The adequacy and accuracy of 
predicting CVD were also assessed. The convenience and simplicity of the devel-
oped system have won the hearts of patients. Respondents believe that the system is 
less stress resistant and more reliable. Using data in the intelligence part of the 
system can predict the development of cardiovascular disease and fully illustrate the 
progress of the disease, but more detailed research is still needed.
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1  Introduction

Currently, in our country, there is a negative trend in the state of health of the  
population. The growth of life expectancy has almost negative trends, the birth rate 
does not justify the expected forecasts of scientists, and high mortality rates do not 
change from year to year. Recently, it is important to note the increase in the inci-
dence of the population both as a result of quarantine and as a lack of a healthy 
lifestyle, not to mention medical examinations and monitoring the health of patients. 
This and other factors such as smoking, air pollution, and untimely access to doc-
tors, are threatening factors for human health, that is, the entire future of the country 
and even the whole nation remain at risk.

Health issues are the foundation of global development. Healthy communities 
make society more stable and the economy more prosperous, but for healthy com-
munities to be fully functional, we must ensure that everyone has the ability to 
afford and have fair access to high-quality health services with the help of advanced 
technologies, the issue of monitoring the condition of patients, which is the main 
one in the world health program, will always be relevant. For this reason, the 
improvement of patient monitoring devices is a very important topic in both health-
care and information technology [1–3].

The concept of the Medical and Health Internet of Things emerged during a time 
of escalating global medical expenses, leading to its swift adoption within the medi-
cal and health industry. In 2017, the world’s healthcare expenditure reached approx-
imately US $77.8 trillion, making up around 10% of the global GDP for that year. 
Between 2000 and 2017, the average growth rate of global medical and health 
expenses was 3.9%, surpassing the 3% average growth rate of the global GDP dur-
ing the same period. In 2015, a study conducted by Goldman Sachs revealed that the 
Internet of Things for Medical and Health had the potential to significantly boost 
revenue and lower costs, with the potential to save the United States over 300 billion 
U.S. dollars annually in medical expenses. However, achieving this benefit depends 
on effectively transforming the vast data generated by millions of medical and 
health IoT devices into practical insights [4–6].

As computing power continues to advance and wireless technology becomes more 
compact, the Internet of Things (IoT) has evolved from a mere concept to a tangible 
reality, opening up diverse application scenarios. The development of innovative IoT 
medical equipment has greatly emphasized the crucial role of IoT technology in the 
medical and health industry. The increased connectivity of IoT has allowed for its 
implementation across various medical device categories, resulting in a substantial 
rise in the number of medical devices incorporating IoT capabilities. Consequently, 
this surge in IoT medical devices has driven advancements in sensors, IoT networks, 
service systems, and software to facilitate the collection and transmission of medical-
grade data. As a result, a seamless integration between IoT medical devices and medi-
cal and health IT systems has been established through the Internet of Things, 
enabling continuous and automated transmission of medical data. This amalgamation 
of IoT and healthcare IT systems is known as the MIoT or smart medical care.

The IoT in the medical and health sector refers to the incorporation of various 
IoT-related technologies like sensors, short-range communications, the Internet, 
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cloud computing, big data, artificial intelligence [7, 8], etc., with medical and health 
technologies. The goal is to create a comprehensive network that to connects doc-
tors, health managers, residents, patients, medical devices, medicines, the environ-
ment, and other factors to facilitate automatic identification, positioning, data 
collection, tracking, management, and sharing of medical information. This integra-
tion aims to enhance the medical and health industry by providing comprehensive 
information, improving service efficiency, and enabling intelligent medical and 
health services centered around patients. Advancements in technology have led to 
the concept of gathering a patient’s vital sign without requiring them to physically 
visit a hospital [9]. Health care monitoring systems play a crucial role in monitoring 
a patient’s health parameters. Researchers developing health monitoring systems 
using different hardware platforms achieve the integration of various biomedical 
sensors, such as temperature and heart rate sensors, into a single system on a chip 
[10, 11]. This system continuously monitors the patient’s heart rate and temperature 
readings.

The proposed study involves an intelligent system comprising multiple devices 
controlled by a microcontroller to monitor the patient’s condition through various 
sensors, such as heart rate, blood pressure, and temperature sensors. This system 
ensures accurate signal readings, high efficiency, and faster processing. The col-
lected signals are sent to the doctor via SMS to assess the patient’s emergency sta-
tus. The system, utilizing ATmega 16, has been successfully tested, confirming that 
each sensor effectively displays the patient’s emergency situation, facilitating 
appropriate treatment.

Previously, numerous authors explored this concept using various methods [12]. 
Our developed system introduces a novel approach to healthcare monitoring by 
employing a volume oscillometric method and sensor network for continuous blood 
pressure and temperature measurement. The data is displayed on two seven- segment 
modules, offering better visibility. Additionally, the system allows setting upper and 
lower limits for temperature and heart rate. If the temperature exceeds the upper 
limit or falls below the lower limit, the buzzer sounds, and the load is turned off. 
Similarly, if the heartbeat sensor is disconnected, and the system detects a low 
heartbeat, the buzzer activates, and the load is switched off. This buzzer serves as an 
emergency signal for the patient’s well-wishers. When the temperature and heart 
rate are within control, the bulb turns on, and the alarm deactivates.

In recent years, the healthcare industry has rapidly developed in terms of IoT 
technology. IoT can be utilized to track patient care and requirements effectively. 
Although IoT has various applications in healthcare, maintaining a high level of 
security is crucial. Applications include remote monitoring, integration of smart 
sensors and medical devices, activity trackers, wearable biometric sensors, blood 
glucose monitors, prescription dispensers, and smart beds. The Internet of IoMT is 
used to enhance patient diagnosis and treatment, with medical equipment compa-
nies developing connected devices for improved patient outcomes. IoT implementa-
tion can boost patient satisfaction and engagement by streamlining workflows, 
providing clarity for patient releases, and facilitating better communication between 
patients and doctors, as vital information can be easily transmitted through con-
nected devices.
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Support the use of connected devices to remotely monitor chronic disease 
patients with persistent diseases can benefit from remote examinations, mainly by 
using appropriate wearable clinical equipment. Patients who experience relapses of 
cardiovascular diseases can be provided with devices with the ability to inform the 
attending physician about the occurrence of the disease. Such devices will make it 
possible to plan places in hospitals in advance and treat patients using online recom-
mendations. Such systems are able to monitor the work of medical personnel online, 
as well as the condition of patients. Improved versions of such systems can reduce 
costs and thus affect the economy of the whole country.

It is important to consider prevention as one of the main and major areas, since 
based on it, you can control the next stages of treatment and detection of diseases. 
The medical history of each patient in a digital and correct format can be used to 
generate a correct lifestyle regimen and predict diseases. The use of Internet of 
Things technologies can contribute to the improvement of methods and methods of 
treatment. In the insurance industry, there is a problem for physicians in providing 
companies with documentation of measures taken to improve the health of patients.

Online monitoring of the condition of patients can really support to reduce the 
material costs that were intended for inpatient monitoring. The widespread intro-
duction of monitoring devices can not only reduce costs, but also respond in time to 
a patient’s problem. According to the World Health Organization, heart disease is 
the leading cause of death in patients around the world [13]. Diseases of the cardio-
vascular and circulatory system are also common causes of death in our country: it 
is 24.2% of cases, or in numbers it is 18.6 thousand people. Among them, about 7 
thousand people died from coronary heart disease, more than 6 thousand people 
from cerebrovascular disease, and more than 530 people from arterial hypertension. 
Acute myocardial infarction and angina pectoris are also considered common 
causes of premature death. Such unsatisfactory statistics are reflected not only in the 
healthcare sector of the country, but also in the economic and sociological develop-
ment of the country [14, 15].

In Russia in 2008–2009, cardiovascular diseases caused a significant scale- 
economic loss of 1 trillion rubles, which in those years was 3 percent of Russia’s 
gross domestic product. Such a loss to the national economy justifies such large 
investments in prevention programs and research programs aimed at reducing car-
diovascular diseases, which will inevitably lead to a decrease in early disability and 
mortality. Therefore, one of the important tasks of health care is the prevention of 
the disease, the prevention of its causes, early preclinical diagnosis, control, preven-
tion, and offering a detailed treatment of this disease.

2  Research Background

Two sensors were used in the [16] study: one was a temperature sensor (LM35) and 
the other was a heart rate sensor (AD 8232). A study was conducted by connecting 
both sensors to an Arduino. The received data is used as input data to the Arduino 
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device. In case of values exceed the threshold, a notification is sent to the patient’s 
relatives, and this information is stored in the cloud. Summarizing the results of the 
research, the authors concluded that the advantage of this prototype is that if the 
patient forgets to tell the doctor or misrepresents certain information, the doctor can 
access the correct information at any time, from any location. But according to the 
authors, this is still a very simple prototype. It has yet to be converted into a 
nanoscale product that integrates all sensors into a single chip core.

Researchers of [10] article used a data monitoring system with five components 
for monitoring: Arduino MEGA, Wi-Fi module ESP8266–01, fingerprint sensor, 
ECG sensor, respiration sensor. According to the authors, the advantage of this sys-
tem is that the user can access the fingerprint sensor only with his fingerprint to 
enter the application for viewing data, which means that the security aspect is also 
considered. The proposed by [1] microcontroller-based system used the option of 
administering a predetermined dose of anesthesia to the patient at equal time inter-
vals. The anesthesia dose must be known in advance because the preset value is 
programmed as an input value. Components used in software development: Arduino 
Uno is used for full control, LM35 is for measuring degree of heating, cordial rate 
sensor, infusion pump with a stepper motor for controlling the movement of the 
syringe, L293D is needed to drive a DC motor, and LSD display (LM016L) param-
eters required to display status.

This system does not need the physical presence of a doctor, but nevertheless is 
not inferior in determining and evaluating the exact diagnosis of the patient. The 
author [2] believes that the system still needs improvement in solving complex 
problems. For example, for eight different inputs, several tests were run to monitor 
the speed of the system during processing. The conducted research shows that the 
accuracy shown by the Arduino system is comparatively much higher than other 
systems. Also in reliability when monitoring the length and delay of transmitted 
signals, Arduino shows good results.

The biggest advantage of using Arduino technology is the availability of open 
source. It is important to note the fact that Arduino is very accessible and there is a 
lot of supporting material on the Internet for working with this device. The authors 
refer to the fact that high speed and expensive analog devices cannot boast of other 
super features over Arduino. Perhaps these super devices can work milliseconds 
faster and more accurately.

The authors of the article [3] conducted research on the capabilities of microcon-
trollers and microcomputers. Conducted research by measuring ECG, pulse mea-
surement, respiration measurement, EMG measurement, EEG measurement, 
bioimpedance measurement, skin temperature measurement, humidity determina-
tion, sweat analysis, and other biosignals using Arduino and Raspberry boards. 
According to the results of the research, the advantage of single printed circuit 
boards when measuring signals is their convenience. That is, it allows us to make 
measurements that take a long time without disturbing the patient’s comfort. 
According to the authors, the convenience of using microcontrollers and microcom-
puters is high, especially when it is necessary to collect certain data for a long time 
and to approve treatment measures based on it. But, according to the authors, in 
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terms of low computing power and memory of single-circuit boards, disadvantages 
may be observed when compared with laptops and computers of the latest model.

In the proposed system of [9], an Arduino Uno-based system is used to adminis-
ter the drug that controls the amount of anesthesia administered to the patient. The 
amount of anesthesia must be known in advance, that is, it is given as an input 
parameter for anesthesia control. And the Arduino Uno can be programmed to 
adjust this anesthesia dose. According to the results of the article, this system is very 
useful for anesthesiologists who monitor certain parameters of the patient and regu-
late anesthesia. The authors of this article [12] worked on a prototype consisting of 
a user interface, a control system, a central controller, and sensors. As a result, a 
health monitoring system that reads the frequency of pulse and body temperature 
has been successfully developed.

But, according to the authors, the main obstacle of this system is its cost. 
Implementation of the system is likely to suffer if a person is not motivated to man-
age their own health. Because the system is highly dependent on wide-area wireless 
communication infrastructure, access to the system is low in rural areas. In addition, 
the transmission or reception of this sensitive data over telecommunications net-
works may pose an information security problem. The authors of the article [13] 
studied a patient monitoring system consisting of Arduino Uno, temperature sen-
sors, arterial sensor, pressure, heart rate sensor, motion sensors, buzzer, Bluetooth, 
Android phone, and power supply. According to the results of the study, the advan-
tages of the system are that the system allows doctors to monitor the patient on the 
spot, monitor his vitals, and give them advice on first aid.

The authors of the article [17] used the Arduino Nano, programmed in Java, to 
control the servo motor as a research object. Thus, it was possible to perform opera-
tions written on Arduino without the help of any circuitry. The authors designed the 
robot in such a way that it can imitate the activity of a real human hand. The advan-
tage of the robotic hand is that it allows a person to feel the actions of a real hand. 
However, instead of manually grounding the high-voltage system with the help of a 
robot-manipulator, it was concluded that the automatic connection of the high- 
voltage system could be dangerous.

The project of the authors [18] offered tools for automating the process of anes-
thesia administration using a syringe mechanism and an infusion set mechanism. 
The proposed system is a working prototype of the anesthesia delivery system. 
Also, the system consists of a database containing dosage values of drugs for vari-
ous modes of operation. The automated system is ideal for both patients and doc-
tors. But according to the authors, the biggest drawback is that if the operation time 
is too long, for example, in 5 hours, if it is not possible to introduce the full dose of 
anesthesia in one dose, it can lead to the death of the patient. The authors [19] indi-
vidually investigated the various sensors connected to the Arduino boards. Heart 
rate sensor, temperature sensor, and ESP8266 tools connected everything to Arduino 
Uno to complete the research.

Studies have shown that the results were most accurate when the heat measure-
ment was in the armpit or in the mouth. And heart rate data could be most accurately 
obtained if the receptor was located on the patient’s finger or ear midge. Daily moni-
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toring of patient data using such a system could give a good accumulated  
experience of knowledge and dataset, for further use in various situations, espe-
cially it would be indispensable in a pandemic. It is also important to note that very 
simple devices were involved in this study, which would not cope with very com-
plex diseases in which more data on the patient’s condition is needed.

The system proposed by the authors in the research work [20] implemented a 
system with a high level of efficiency, which serves to monitor the patient’s life- 
critical medical data. They compare the newly obtained data with the previous ones 
using sensors. Also, one of the most useful aspects based on the study of the authors 
is that when it sends the above information to the patient to the nearest hospital, a 
notification is sent based on his location. According to the authors, this is noted in 
the fact that the system needs to be improved by adding temperature and ECG fre-
quency sensors.

The authors [21] fully monitored the patient’s heart frequency, the state of the 
arteries by monitoring the functionality of the ATmega328 microcontroller, as a 
result of which access to data from anywhere showed good results. In their opinion, 
monitoring the use of Wi-Fi concluded that the overlap of frequencies in wireless 
networks with different radio technologies can create a complex situation, and the 
resulting interference can reduce the reliability of communication.

In this research paper [22], Arduino and Android devices were used to control the 
patient’s state. Here, information about the patient’s condition is obtained and sent 
to 2 separate interfaces, which are to display the patient’s data and store that data on 
a server, which doctors can monitor the patient’s data through the application on 
their Android phone.

Telemedicine is one of the most important and very necessary industries in our 
time. However, the implementation of such devices so that they can work with 
smartwatches and devices is a requirement of the time. In this research [23], a 
patient health monitoring system is presented, which utilizes the Arduino microcon-
troller and the things board web server. Multiple individual metrics are taken into 
account and collected, such as temperature, humidity, and other variables. The data 
from various sensors, which contains information about the patient’s health, is 
transmitted to a server accessible by doctors. Through this setup, medical profes-
sionals can continuously and remotely observe the patient’s well-being.

Scientific researchers [24] reviewed several articles and investigated the connec-
tion of Arduino UNO input pins with other Arduino UNO output pins. As a result, 
specialists came to conclusion that in case of an emergency, patients can easily 
review their reports and come to an appropriate decision, give recommendations, 
such a system automatically generates a map and informs the doctor about changes 
in the body of the patient and the necessary News. It was concluded that cloud com-
puting is also useful for keeping patient information up to date. Cloud computing is 
also useful for keeping patient updates. But, according to the authors, this proposed 
machine should be further improved.

The authors of the [25] article took into account the shortage of oxygen ventila-
tors during the pandemic and proposed an electronic machine made with Arduino 
that works like an oxygen ventilator. According to the results of the study of the 
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system, the system is suitable for medical use for patients who cannot breathe  
voluntarily or have difficulty breathing. It allows patients to be treated comfortably, 
however, as mentioned in the article, this machine is a portable system for emer-
gency use only [25, 26]. proposed a smart sensor for measuring signals. The system 
is a prototype of advanced electronic components that use the national myRIO tool 
for intelligent data collection. Smart displays are designed as consumer products 
with smart sensors. In order to test the proposed monitoring system, four accuracy 
predictions of the physiological signals of the two users were calculated. In the 
experimental setting of the prototype, the average accuracy was obtained by 97.2%.

Studies [27, 28] consider the process of creating a system for use with patients 
with an intelligent module with an IOT element to monitor the patient’s condition 
online using heart rate, temperature, ambient temperature, and other important data 
sensors. For each specific situation, the percentage of errors in the prediction chain 
is within a certain limit (<5%) [29] considered the details of the reliability and 
safety of this system, a model was proposed using an intelligent module for the 
medical field using big data.

The paper [30] in order to provide an auxiliary diagnostic solution using smart 
phones, Holter had developed two wearable IHD detection platforms based on 
smartphones, which can collect and display ECG in real time, extract labels, and 
classify data, combining the portability of the monitor with the real-time processing 
power of the most advanced ECG equipment [31] and developed Android  
applications, providing suitable watches of different levels. Electrode pads or telem-
etry belts without wireless sensors made it effective to use it in health and health 
plans provided through mobile phones and additional tests required to determine its 
use in exercise-related exercises.

The authors of this article [32] explored the impact of a system with virtual real-
ity built into it with musical effects. Next, modules with musical elements were 
studied, which affect the reduction of stress and depression. In this virtual environ-
ment with elements of the three-dimensional space of the real world and the corre-
sponding accompanying music, relaxation and emancipation of the test subjects 
were observed. This system was aimed at patients who were in a coma. The system 
has built-in sensors for temperature control, heart control, SpO2 sensors, an eye 
pupil movement control sensor, CO2 control based on Arduino boards with the abil-
ity to send patient data to the cloud [33] in their scientific work considered a solu-
tion to the problem using the example of mini robots designed for home security. 
The robot uses ATMEGA2560 as a microcontroller to provide high clock speed and 
high clock speed due to the large amount of RAM and flash memory. Therefore, 
compared with other microcontrollers, the implemented system can provide faster 
response [34] point out the importance of strengthening the integrated types of 
microcontrollers with big data. There is a large amount of research and related work 
in the field regarding the use of IoT in medicine. Another interesting application of 
microcontrollers in medicine is a device called AliveCor [35], which has a connec-
tion to a mobile device, with the ability to control an ECG, interpret an image, send 
a record to the attending physician, record anomalies that may be present in 
the image.
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3  Materials and Methods

According to the Market Research Engine, the healthcare IoMT market will reach 
$158 billion by 2024. The IMT is being used in a wide variety of medical industries, 
where technology supports to remotely monitor patients and diagnose them more 
efficiently. People need convenient and useful digital technologies. In particular, 
according to Statista, user spending on the Internet of Things has doubled since 
2017 and will grow another 6 times in the next five years. The big advantage of 
using this technology in the field of medicine is its wide prevalence and ease of use. 
Monitoring the condition of patients will probably always be an urgent problem all 
over the world. That is why the topic of remote control will also always be explored 
and studied with great enthusiasm. Even now, the modern development and research 
of this topic are gaining global momentum not only in the field of healthcare, but 
also in the field of IT.

The challenges of global health systems today, such as population aging and the 
rise of chronic and viral diseases, are forcing clinicians, healthcare providers, and 
governments to look to new technologies to deliver high-quality healthcare and 
reduce overall costs. Huge discoveries in the use of microcontrollers in healthcare, 
reduction of computing devices in size, improvement in the computing power of 
devices in medical installations every year lead to an increase in connected systems 
and sensors that can collect data, analyze the information received, process, trans-
form, and broadcast them. The received data, together with sensors and microcon-
trollers, form a complete system of medical devices, software, and services. 
Microcontrollers are used as analogues of medical technology in the field of medi-
cine. As a result, the efficiency of honey is growing. Personnel and processes in the 
workplace, especially in remote areas. The microcontroller is nothing new and has 
recently become increasingly relevant in industries such as energy, transportation, 
and healthcare. Taking advantage of connected healthcare solutions allows health-
care providers to monitor patients in real time by collecting, recording, and analyz-
ing limitless information using microcontrollers. These are, in particular, patients 
whose physiological conditions requiring constant monitoring can be monitored 
using non-invasive monitoring controlled by a microcontroller. Thus, the use of sen-
sors and microcontrollers reduces the workload of medical personnel who monitor 
the condition of patients, collect, analyze, and process data, and also provide a valu-
able opportunity not inherent in medical personnel, such as continuous monitoring.

Monitoring health status requires specific components, including an Arduino 
Uno board, ATmega328 microcontroller, Wi-Fi module ESP8266, LM35 tempera-
ture sensor, heart rate sensor, 10kΩ resistor, button, connecting wires, breadboard, 
and MicroSD card. The heart rate sensor, also known as a pulse sensor, is a user- 
friendly plug-and-play device that easily connects to the Arduino board. It can be 
worn on the fingertip or earlobe and comes with an open-source heart rate monitor-
ing application capable of graphing real-time heart rate data.

The heart rate sensor has a heart-shaped logo on its skin-contacting side, which 
also features a small round hole for the LED light to shine through. Below the LED 
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is a light sensor, similar to those found in cell phones and laptops, used to adjust 
screen brightness under different lighting conditions. This sensor emits light toward 
the capillary tissue in the fingertip, earlobe, or any other suitable body point, and the 
light sensor measures the reflected light to determine the heart rate. To ensure mea-
surement accuracy and prevent short circuits caused by sweat, it’s important to pro-
tect the exposed part of the sensor before use. The pulse sensor has three contacts: 
Signal (S) for the signal wire, Vcc (3–5 V) for the DC supply voltage, and GND 
(ground).

The LM35 temperature sensor is an analog linear sensor whose output is propor-
tional to the temperature in degrees Celsius. It has an operating temperature range 
of −55 °C to 150 °C, and its output voltage changes by 10 mV per one-degree tem-
perature change. The sensor can operate on both 5 V and 3.3 V supply voltage, and 
its rest current consumption is less than 60 μA. In this health monitoring setup, an 
ATmega328 microcontroller is used on the Arduino Uno board (Fig.  1). The 
ATmega328 is an 8-bit CMOS microcontroller based on the advanced AVR RISC 
architecture. The schematic diagram of the ATmega328 microcontroller is shown in 
Fig. 2 [36].

The microcontroller measures human data such as temperature, pulse, and pres-
sure. All data is stored on a MicroSD card (Fig.  3). MicroSD card interface with 
Arduino board uses a microSD card module (SPI communication protocol). Six pins 
are used to connect the MicroSD card, and the interaction is carried out via the SPI 
interface. To connect the card, you need an ATmega328 microcontroller, a card mod-
ule, and 6 wires. Arduino Uno data logging to MicroSD card is shown in Table 1.

Fig. 1 ATmega328 microcontroller on Arduino Uno board [36]
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Fig. 2 Schematic diagram of the ATmega328 microcontroller

Fig. 3 MicroSD cards [33]
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Table 1 Data logging Arduino Uno to MicroSD card module

MicroSD card Vcc GND CS SCK MISO MOSI

Arduino Uno +5 V GND 4 13 12 11

a b

Fig. 4 MicroSD card module connects to the ATmega328 microcontroller

Digital I/O is connected as follows: MOSI and MISO pins on Arduino Uno 
board D11, SCK to D13, CS to 4, VCC to +5 V, GND to GND. The board has 
connectors connecting to 3.3 and 5 volts. The microSD card’s power supply is 3.3 
volts, so you need to use a microcontroller with the same power supply, otherwise 
voltage level converters are needed. SD and microSD cards (Fig. 4) can signifi-
cantly expand the capabilities of Arduino projects that work with large amounts of 
data: data loggers, weather stations, and smart home systems. The Arduino boards 
are equipped with a relatively small internal memory, only up to 4 kilobytes, 
including both flash memory and EEPROM. This memory will not be enough to 
write large amounts of data, especially if the board is constantly turning off or off. 
Connecting an Arduino SD card as an external drive allows you to multiply the 
storage space for any information. Removable SD drives are cheap, easy to con-
nect, and easy to use.

The diagram for writing data to a SD card using a microcontroller was imple-
mented in the Fritzing software utility. The type of connection is a simple scheme 
since all modules were combined on 1 board. On the next Fig. 5 shows how this type 
of connection is implemented.

The ESP8266 microcontroller is used as a Wi-Fi, as it has a Wi-Fi technology 
module embedded in it (Fig. 6).

The scheme of the patient health control technology based on the Arduino board 
is presented in the following Fig. 7. The program uses a special library for working 
with the pulse sensor Pulse sensor Playground. Timer.h is also used to set the time 
interval between data readings. First of all, all used libraries must be connected to 
the program. Serial communication library (software serial) is used for interaction 
with esp8266. Next, the ability to use low-level interrupts to increase the accuracy 
of measurements and enable DEBUG to display incoming commands in the serial 
monitor window is initialized. Then in the program you need to enter the name of 
your Wi-Fi connection, the password to connect to it and the IP service.
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Fig. 5 ATmega328 microcontroller schematic diagram

Fig. 6 ESP8266 Wi-Fi 
module [33]

The setup function establishes the baud rate for serial communication between 
the Arduino serial monitor and the esp8266 module. To initiate the esp8266 module, 
we issue the appropriate command and connect it to the Wi-Fi network by calling 
the connectWiFi() function. Subsequently, we set up the timer by invoking the 
t.every(time_interval, do_this) function, which determines the interval for reading 
data from the sensor.
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Fig. 7 Connection scheme 
[drawn in fritzing.org]

Additionally, within the program, we need to define the functions connectWiFi(), 
panic_button(), update_info(), and getReadings(). The connectWiFi() function 
returns a True or False value based on whether the module successfully connects to 
the Wi-Fi network. The command AT+CWJAP = 1 instructs the ESP8266 module to 
function in station mode, while the AT+CWJAP = \ command facilitates the connec-
tion to our Wi-Fi access point. The getReadings() function reads data from the pulse 
sensor and the temperature sensor LM35, converting them into strings using the 
dtostrf() function. To store BPM (beats per minute) and temperature values, we 
initialize a character array and then convert the sensor outputs into strings using the 
dtostrf() function [37].

3.1  Project Testing

To conduct the test, it is necessary to combine the physical details of this project, 
and then install the program on the board. To check and run the program, you need 
to open the display window.

In the scheme, it is necessary to make the following connections:

• Signal contact pulse sensor - > contact A0 board Arduino;
• Contact Vcc sensor pulse - > 5 V board Arduino;
• Contact GND sensor pulse - > GND board Arduino;
• Vout sensor LM35 - > contact A1 board Arduino;
• Tx module ESP8266 - > contact 10 board Arduino;
• Rx module ESP8266 - > contact 11 board Arduino;
• CH_PD and Vcc module ESP8266 - > 3.3 V board Arduino;
• GND module ESP8266 - > GND board Arduino.

Essential components for monitoring students’ health status are saved in the 
MicroSd card module (Fig. 8).
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Fig. 8 Patient information

Atmega328 Applications
Fig. 9 Transfer of patient 
information to applications

The stored health data of patients on the MicroSD card connects via the COM 
port to the application. Students’ health status can be viewed on the computer. 
Transfer of patient information to applications shows in Fig. 9.

4  Results

This paper describes the content of the experience of using the Arduino device and 
evaluates the effectiveness. Efficacy was assessed by a survey among patients using 
this intelligent system. Pre-processed and collected data from various sources make 
it possible to adequately evaluate the intelligent system in terms of the following 
parameters: patient satisfaction, reliability, usefulness.

In December 2022, patients using this intelligent system were asked to complete 
an online questionnaire through the google disk platform. The questionnaire was 
completed by 150 participants. 21.3% of participants—patients registered with car-
diologists with severe forms of cardiovascular disease (n = 32), 12%—with signs of 
high blood pressure (n = 18), 46.6%—patients with chronic kidney disease (n = 70), 
and 20% are healthy patients. (n = 30). These study participants were registered at 
Polyclinic No. 30 in Almaty. Most of the participants were trained in the use of this 
device beforehand. Written consent for the use of these survey results for scientific 
purposes was obtained from all participants prior to completing the questionnaire. 
It was agreed that the empirical data collected would be used for research purposes 
only and that the questionnaire did not include any questions regarding patients’ 
personal data, gender, age, and address. At the beginning of the questionnaire, 
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information is given about the objectives of this study and a guarantee of anonymity. 
The first group of questions was aimed at finding out the knowledge of the use of 
this device, and how this device was useful to them. There was an item for patients 
to ask if they were not using the device for any purpose. If this question received an 
affirmative answer, the next question was on a Likert scale with an assessment of the 
usefulness of this device.

The second group of questions is devoted to assessing the patients’ perception of 
the support of this device as an independent recommender device that can be used 
without a doctor. Participants used a 10-point scale to answer this question. The 
third group of questions contains 10 questions aimed at measuring patient satisfac-
tion with this system. For each question, a 5-point assessment was used with 
responses ranging from “not satisfied at all” to “completely satisfied.” In the last 
group of questions, patients had the opportunity to write their comments and opin-
ions about the intellectual system, suggestions for improvement. To compare and 
analyze the results of the survey, we use parametric statistics. Parametric tests are 
commonly used on normally distributed data. Student’s test and analysis of variance 
(ANOVA) is one of the most popular. Data normality was checked by kurtosis and 
skewness indices.

According to the data in Table 2, it can be seen that the deviation from the norm 
of asymmetry and kurtosis are small, it can be assumed that this distribution is close 
to normal.

Table 2 Rates of skewness and kurtosis of factors, scale validity using Cronbach’s alpha for 
150 data

Parameter Items Asymmetry Excess
Cronbach’s 
alpha

Average 
dispersion Reliability

Without a 
device 
with a 
doctor

Advisory and 
consulting 
support

3 −0.101 0.093 0.97 0.51 0.91

Interaction and 
cooperation

2 −0.033 0.305 0.89 0.56 0.89

Independence 1 −0.599 0.312 0.79 0.58 0.88
Stress reduce 
effect

5 −0.425 0.218 0.82 0.50 0.88

With 
device

Advisory and 
consulting 
support

3 −0.203 −0.499 0.96 0.52 0.95

Interaction and 
cooperation

2 0.100 −0.960 0.89 0.59 0.92

Independence 1 −0.932 0.456 0.79 0.51 0.85
Advisory and 
consulting 
support

4 0.203 −0.968 0.98 0.56 0.89

Stress reduce 
effect

5 −0.94 0.512 0.86 0.55 0.98
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The distribution skewness is the ratio of the central moment of the third order to 
the cube of the standard deviation:

 a ss = m3 / 3  

The kurtosis (or kurtosis coefficient) of a random variable is a number:

 es = -m s4 4 3/  

The number 3 is subtracted from the ratio because for the most common normal 
distribution, the ratio μ4/σ4 = 3. In addition, the amount of statistical power increases 
due to the decrease in the size of the sampling error. The large sample size and the 
skewness and kurtosis indices make it possible to conclude that the data are nor-
mally distributed and suitable for parametric analysis. Each dimension, namely 
advisory support, interaction and collaboration, device autonomy, and patient satis-
faction, was assessed for cohesion. Each questionnaire scale is represented by 
Cronbach’s alpha coefficients. These coefficients fluctuate between 0.79 and 0.98, 
which is an excellent indicator. The mean variance and reliability index were also 
calculated. For each parameter, the average dispersion coefficient is higher than 
0.50, and the reliability indicators are not lower than 0.85, which can be used to 
conclude that the presented scales are reliable.

To evaluate the advantages and disadvantages of the developed system, 150 
responses from the participants in this experiment were analyzed. As shown in Fig. 10, 
the most useful module of the system is the availability of the device anywhere and at 
any time, this item was preferred by almost 28% of all respondents. Many patients 
noted that this factor plays a key role in reducing stress. One patient commented: “This 
system is available anytime, anywhere, no need to make an appointment and wait” 
(Availability anytime, anywhere). Another survey participant commented: “There is no 
need to go to the doctor and waste time on this” (Saving travel time). Another 50% of 
respondents noted: “There is no need to sit in line to see a doctor.”

With regard to the convenience and ease of use of this device, 23 patients noted 
this factor as the most important. Also, the speed of work and the ability of the 

Security

Service

stress due to the lack of personal contact

Cheap

Self-improvement

Fast response

Ease of use

Saving travel time

Availability anytime, anywhere

% 5% 10% 15% 20% 25% 30%

Fig. 10 Priority parameters for respondents
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The need to improve individual modules

Loading time

Self-discipline

Interaction with the system

Doubt

The trust

Interaction directly with the doctor

% 5% 10% 15% 20% 25% 30% 35%

Fig. 11 Negative parameters for respondents

system to self-improve were noted by 12 and 11 respondents, respectively. 6% of 
respondents responded positively about the price. The absence of the need to com-
municate with other people and, accordingly, the possibility of avoiding stress in 
this way were noted by 9 patients. The security and maintenance of this system did 
not go unnoticed by the participants in this experiment, and 3% of the respondents 
noted these items as a priority.

The next Fig. 11 shows the negative aspects for the respondents.
More than 29% of the respondents expressed their unwillingness to interact 

directly with the doctor, although 10% of the respondents did not see anything of the 
kind in this and gave estimates in favor of this parameter. 20% and 15% expressed 
disbelief and doubts about the system, although these same participants noted the 
convenience, ease of use, safety, and stress reduction. 13% of respondents had prob-
lems directly interacting with the system, the main reasons for such problems were 
technical problems with the cable and microcontroller, communication interference. 
For the timely use of the device, self-discipline is also necessary, which 10% of the 
respondents could not show. Most of these 10% noted and recommended building a 
reminder module with a call or notification into the system. Boot and turn on time 
of the system usually did not take more than 15 seconds, however, 12 patients had 
problems with booting and this problem was again due to technical problems of the 
microcontroller, which were later corrected. A very small number of respondents, 
about 6%, recommend improving the system by integrating additional functions 
into it for recommendations and consultations, and improvements in design.

5  Conclusion

The almost complete introduction and use of the latest technologies such as the 
Internet of things, big data, and artificial intelligence in the healthcare sector have 
seen a revolution in the development of methods and methods of treatment, thereby 
developing medicine in a new direction. The covid period, which showed the impor-
tance of remote monitoring and treatment of people (IoMT) [38], developed these 
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areas with unprecedented speed and zeal. Round-the-clock monitoring of the 
patient’s condition and well-being without any special psychological and external 
influences and contacts at this time is also a problem requiring great attention. In 
this regard, the use of robotic systems simplifies the solution of this problem. 
Various devices developed on the Arduino platform help to automate the acquisition 
of data on the patient’s condition such as measuring physical activity, heart rate, 
blood pressure, and online pulse pressure are very important for medical staff to 
quickly respond and take action. High-quality and prompt provision of medical care 
is always an urgent problem that requires special attention. With the advent of intel-
ligent healthcare, doctors as well as patients can monitor, access, analyze data, and 
provide proper medication if any problem occurs from their location without the 
need to travel (R.Anandh, 2018). In the use of IoT technology, it is important to note 
the issue of security, which is important to always consider. Personal data hacking 
and information leakage from the cloud (G. Yamini, 2020) with medical data are 
especially dangerous for the medical profession.

In smart cities, intelligent healthcare systems extensively utilize IoMT sensors to 
monitor the health of patients. These sensors are designed for human use and include 
smart thermometers for tracking body temperature, Q-bands for assessing user 
mobility, and pacemakers integrated with medical alert systems to offer continuous 
monitoring and prompt alerts during cardiac emergencies. Moreover, proximity 
tracers are instrumental in identifying possible clusters of new contagious diseases. 
Additionally, temperature sensors are employed in hospitals to oversee plasma stor-
age, providing valuable resources for future studies. These medical sensors exem-
plify some of the many devices accessible for monitoring citizens’ well-being.

Implementation of data collection, a system module will be created that includes 
the following functions: data storage, anomaly fixation, receiving data from the 
Arduino sensor, smart watches and bracelets, sending signals to the treating staff, 
monitoring the patient’s condition, and predicting the development of the disease. 
This article discusses the methodology for using an automated heart rate monitor 
for effective patient care and health monitoring. This system is very easy to use and 
designed with minimal hardware to be efficient.

Currently, one of the most pressing issues is the promotion of the innovative use 
of the Internet of things in medicine and healthcare and the acceleration of the inte-
gration of medicine and healthcare with information technology. With the help of 
innovative applications such as online data monitoring, sensor-based positioning, 
and monitoring, intelligent development is being achieved with high performance in 
areas such as medical management, telemedicine, and hierarchical diagnostics. The 
Medical Internet of Things helps to provide remote services to patients in real time 
and improve communication between them and healthcare facilities. As a result, the 
huge amount of data generated by the Internet of Things in the field of medicine and 
wellness provides an informational basis for the development of predictive, preven-
tive, personalized, and participation-based drugs. Connected medical devices and 
the Medical Internet of Things can solve several challenges facing the global health-
care industry today. Despite rising treatment costs, turbulent regulatory environ-
ments, and changing reimbursement models, the Medical Internet of Things is still 
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expected to improve patient care, improve healthcare outcomes, and reduce the cost 
of the entire system. This is why the healthcare industry urgently needs the Medical 
Internet of Things. The COVID-19 pandemic has doomed many to change their 
minds about the use and integration of information and communication technology 
tools under quarantine. In this study, the use of these funds was analyzed using a 
survey of participants who took part in this study, and these were patients of the 
clinic in Almaty (Kazakhstan). The responses to the survey made it possible to eval-
uate the pros and cons of using this system, identify future work`, and clarify 
improvements in the operation of this system.
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Abstract The healthcare crisis emerged due to COVID-19 has escalated mental 
health predicaments ranging from several mental diseases and disorders. Mental 
illnesses triggered in the pandemic have shaped-up a challenging situation for the 
mental health practitioners to predict psychological distresses among the patients 
infected with COVID-19, healthcare practitioners/ workers, and a sizable popula-
tion of the world who followed the strict SOPs of the pandemic. Social distancing 
and isolation are imperatives for the survival of mankind in the new normal. 
Contrarily, these two factors are identified as the supreme threats to the psychoso-
cial well-being of the post pandemic population. The elderly population with known 
medical conditions suffered terribly during the global pandemic as psychological 
therapy and psychiatric services were halted across the world for a limited period. 
However, mental health practitioners were available online to provide the necessary 
therapy in a few developed countries. Advancements in medical science and com-
puting technology have made it possible to predict the mental state of people by 
monitoring trends of their vital parameters. This chapter sheds light on some of the 
major predictive measures that may help managing the mental well-being during 
COVID-19. Primarily, detailed review has been presented focused on mental disor-
ders. The technologies of Internet of Things, Machine Learning, mobile applica-
tions, big data analytics, assistive technologies, and federated learning have been 
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discussed for their role in mental health management. Finally, the challenges associ-
ated with the use of computational technologies such as data acquisition, consent, 
confidentiality, lack of integration, and reliability issues have been discussed, and 
the solutions have been suggested.

Keywords COVID-19 · Psychology · Machine learning · IoT

1  Introduction

The outbreak of the novel human Coronavirus (COVID-19)1 pandemic2 has not only 
shaken the world but also stretched over an incertitude3 of unprecedented healthcare 
crisis that has a colossal impact on mental health [1–3]. The novel disease has reck-
oned as the fifth documented pandemic of human pneumonia in the history of medi-
cine since 1918 and declared as exponentially spreading disease through 
human-to-human transmission (HHT) [4]). The savage emergence of the global 
pandemic claimed many lives, triggered several mental illnesses, and amplified 
mental health predicaments ranging from several mental diseases and disorders [5, 
6]. Mental health consists of psychosocial, emotional, behavioral, and cognitive 
well-being which denotes a positive aura of mental state and signifies absence of 
mental diseases and disorders. It falls under the ambit of all-inclusive allied disci-
plines of psychology and psychiatry. Conceptually, it focuses on a distinct aspect of 
positive feelings such as functioning happily and exhibiting prosocial behavior in 
personal and professional settings [7, 8]. Nevertheless, mental health conditions 
include mental diseases and disorders. Classifying mental illnesses into disorders 
and diseases has received significant attention in the literature over the last two 
decades. The terminologies are often used interchangeably but a clear demarcation 
can be drawn between the two in the light of nosology,4 pathology,5 radiology,6 and 

1 COVID-19 was caused by severe acute respiratory syndrome (SARS)-CoV-2, has emerged as a 
global public health threat. It was first reported in Wuhan, China, and subsequently spread world-
wide and later declared as a pandemic by WHO.
2 A pandemic is an outbreak of an exponentially wide spreading infectious disease that affect sub-
stantial population locally, regionally, or globally.
3 Incertitude is an unpredictable state of precariousness or uncertainty.
4 Nosology is the branch of medical science that deals with the classification of diseases.
5 Pathology is a branch of medical science that “involves the study and diagnosis of disease through 
the examination of surgically removed organs, tissues (biopsy samples), bodily fluids, and in some 
cases the whole body (autopsy). Pathology tests cover blood tests, and tests on urine, feces, and 
bodily tissues.” (Source: https://www.mcgill.ca/pathology/about/definition)
6 Radiology is a branch of medicine that uses imaging technology to diagnose and treat disease.
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radiography7 to use predictive measures to deal with mental illnesses [9, 10]. Mental 
diseases are akin on biological ailments, whereas mental disorders may also be 
diagnosed with the observable repeated patterns of behaviors. Mental diseases like 
Alzheimer, Amnesia, Huntington, Parkinson, etc., are either genetic or have biologi-
cal reasons may be tested through pathological, radiological, radiographical tests, 
etc.. However, the majority of mental disorders are not categorized as medical dis-
eases. No lab tests for chemical imbalance, X-rays, MRIs, or brain scans can verify 
the dependence of any mental disorder upon a physical/ biological condition 
[11, 12].

In psychiatry, the several mental disorders constructs led to much confusion over 
the years as all mental disorders were considered to be reducible to biological the-
ory involving some form of dysfunction in brain circuitry. Contrarily, mental health 
scientists of Health Development Agency8 (HDA) played a pivotal role in defining 
disease framework for establishing a foundation that identifies a set of mental disor-
ders that are akin to medical diseases, whereas others are not [2, 13–15].

The medical phenomenon of the global pandemic affects the psychodynamics of 
human behavior and disrupted the social dynamics of human interactions in pre, 
during, and post pandemic challenges and its aftermath. Ultra-rapid human-to- 
human transmission of the novel coronavirus ensued lockdowns to restrain the 
exponential spread of the disease worldwide. World Health Organization’s advisory 
confined people to stay indoors to break the chain of virus transmission. The restric-
tive measures include social distancing, wearing face masks, washing hands, and 
using sanitizers have forced the world’s population to follow the prescribed SOPs 
stringently. Closure of the workplaces, educational institutions, recreational activi-
ties, picnic venues pushed people to stay in quarantine and self-isolation and wors-
ened their mental health during the pandemic. The psychological impairment led to 
a negative impact on a community’s social, emotional, physical, and professional 
well-being [16, 17]. The survivors of the coronavirus disease faced with the severity 
of stigma which is closely associated with mental illnesses [18].

The pandemic has triggered several mental health disorders that are not akin on 
medical diseases. Moreover, social distancing and isolation are imperatives for the 
survival of mankind in the new normal. Contrarily, these two factors are identified 
as the supreme threats to the psychosocial well-being of the post pandemic popula-
tion. Social distancing and isolation have impacted many lives with the shockwave 
of xenophobia9 that has resulted into psychosocial meltdown [1]. The impact of 

7 Radiography is a type of X-ray procedure, and it carries the same types of risks as other X-ray 
procedures. The radiation doses the patient receives vary depending on the individual procedure 
but is generally less than that received during fluoroscopy and computed tomography procedures. 
It includes computed tomography (Source: https://www.fda.gov/radiation-emitting-products/
medical- x-ray-imaging/radiography#:~:text=Radiography%20is%20a%20type%20
of,fluoroscopy%20and%20computed%20tomography%20procedures.).
8 Health Development Agency is the UK’s special health authority to raise the quality of public 
health function.
9 Xenophobia is a metaphor used to define the fear of the unknown. It is a Greek word, where 
“phobos” means fear and “xenos” can mean stranger, foreigner, or outsider. The prefix “xeno” also 
signify strange or unprecedented occurrence of situations, circumstances, incidents, etc.
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social distancing ranges from panic to serious anxiety disorders which may lead to 
the development of obsessive-compulsive disorders out of fear of novel viral infec-
tion and maintaining excessive personal hygiene [19]. Furthermore, repetitive bul-
letins about the pandemic on television and social media have aggravated the 
xenophobic state among the masses. Mental illnesses have shaped-up a challenging 
state of affairs for the mental health practitioners to predict psychological distresses 
among the patients infected with COVID-19, healthcare practitioners/ workers, and 
a sizable population of the world who followed the strict SOPs of the pandemic.

Brief psychotic disorder triggered due to psychosocial distress during the 
COVID-19 healthcare crisis that lasts less than a week’s time as a result of acute 
stress [20]. However, the upsurgence to severe stress leads to anxiety and depres-
sion. Work from home (remote working with limitless working hours) is one of the 
causes of damaging physical, social, and emotional well-being of the isolated popu-
lation. Limitless working hours are not only a precipitous10 health hazard but also 
identified as a main cause of anxiety disorder. Setting work-life time fence for 
remote working model prevents obstacles in managing relationships, having work- 
life balance, and supporting community engagement initiatives. Comparatively, the 
isolated and quarantined COVID patients were more prone to depression as they 
were unsure about their recovery.

Many components of social distancing elicit more dangerous disorders such as 
paraphilic acts in public spaces. The terminology of “paraphilic attitude” is origi-
nated from paraphilia. In psychiatry, “paraphilia is defined as a mental disorder 
characterized by abnormal sexual desires, typically involving extreme or dangerous 
activities which may have social and legal consequences.” [21, 22]. Several studies 
conducted during the pandemic affirm that the restraints and confinements of social 
distancing have caused anxiety among the sexual offenders with paraphilic disor-
ders and increased their sexual desires of exhibitionism and touchrism that also fall 
under the ambit of deviant fantasies [23, 24]. The upswing in the prevalence of 
paraphilic disorder during the pandemic has been foreseen a significant and rising 
trend in healthcare expenditure with the expansion of “Global Paraphilia Disorder 
Treatment Market” in the post pandemic, i.e., from 2022 to 2029 [25, 26].

The pandemic has turned into an abysmal and drove people crazy as they were 
forced to work remotely for 24/7. Meeting crazy deadlines while being awake for 
the whole night set the irrational ethos for work from home such as “always on!” 
work culture [27]. Sleeplessness or sleep disturbance is a very common symptom of 
bipolar disorder which intensifies maniac episodes in the patients [28, 29]. 
COVID-19 stressors have not only disturbed the sleep patterns of the patients with 
known bipolar disorder but also triggered relapses in many patients [30]. Bipolar 
disorder has a high comorbidity with COVID-19 illness. Impairment in functioning 
has shown increased risk for severe manic episodes. Several cases have been 
reported with symptoms of mania in patients infected with COVID-19 who had no 

10 Precipitous health hazard means a dangerous health hazard which may steep to the unexpected 
levels such that its cure is unknown.
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prior psychiatric history. Many studies have shown that a pre-existing medical con-
dition of bipolar disorder may be triggered by COVID-19 [31, 32]. The novel virus 
has revealed an unknown condition of bipolar disorder in patients affected with 
COVID-19 who have no psychiatry history [33].

The elderly population with known medical conditions suffered terribly during 
the global pandemic as psychological therapy and psychiatric services were halted 
across the world for a limited period. However, mental health practitioners were 
available online to provide the necessary therapy in a few developed countries. 
Advancements in medical science and computing technology have made it possible 
to predict the mental state of people by monitoring trends of their vital parameters. 
This chapter sheds light on some of the major predictive measures that may help 
managing mental well-being with the help of computational technology.

1.1  Why Predictive Measures?

In the recent times of unprecedented healthcare crisis, detrimental lifestyle such as 
poor physical activity with observable repeated patterns of neuroticism11 are the 
significant predictors of developing a mental disorder in the healthy populations of 
the pre-pandemic world.

Predictive measures help in identifying the mental disorder, whereas predictive 
metrics and analytics provide with the remedy and cure of mental illness [34]. 
Computational technology has developed digital predictive metrics to calculate the 
presence of identifiable mental disorders such as bipolar, paraphilic, depression, 
anxiety, and obsessive compulsion by using quantitative techniques to measure the 
behavioral intensity of mental illness with accuracy. Computer scientists have deliv-
ered upon the promises of supporting the field of psychiatry in predicting, diagnos-
ing, monitoring, and providing with the intervention design of cure for these mental 
illnesses [35].

Predictive measures have received significant attention in the fields of psychiatry 
and computational technology to detect and prognosticate mental illnesses at an 
early stage so that the affected population may be treated without any delays. 
Technological advancements have played an important role in developing predictive 
models to improve e-mental health. Use of artificial intelligence, mobile technol-
ogy, sensor devices, and machine learning has created new opportunities for mental 
healthcare practitioners to tackle mental illnesses more proficiently [36]. All requi-
site predictive measures are discussed in the subsequent sections.

11 Neuroticism is the trait disposition to experience negative effects, including anger, anxiety, self- 
consciousness, irritability, emotional instability, and depression.
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1.2  How May Technology Aid?

The global pandemic has brought the treatment of mental illnesses at the crossroads 
where psychologists and psychiatrists have joined hands with the technologists in 
paving the pathways of technological interventions as a mental health cure [37]. 
Technology has charted out new avenues for psychiatric treatment during the 
COVID-19 pandemic by means of digital health. It includes multifarious techno-
logical interventions such as mobile health, telehealth, and wearable medical 
devices [38]. Mobile health involves the use of mobile apps for healthy living which 
entails obtaining access to significant information pertinent to the identified mental 
illness. It also helps in establishing the clinical foundation and setting therapeutic 
goal as a mental healthcare solution. Mental Health Apps are convenient and cost- 
effective solution with personalized mental health treatment for patients [39]. 
Contrarily, telehealth interventions include home-based telemental health/ online 
mental health services provided by the psychiatrists to treat patients of post- 
traumatic stress disorder (PTSD), depression and anxiety disorders, bipolar disor-
der, etc., by means of telemedicine technologies in primary care [40]. Telemedicine 
methods such as telepsychiatry and teletherapy are widely used during the lock-
down and helped several patients in recovering from their mental illnesses triggered 
by the xenophobic state of mind [38]. Furthermore, wearable sensors, electronic 
patches, and SMART devices attached to the skin monitor a patient’s stress, depres-
sion, and anxiety levels via physiological changes. Wearable technology detects 
anomalies and treats mental health conditions [41, 42].

2  Mental Disorders that Can Be Dealt 
with Computational Technology

Mental disorders can wallop people of all ages irrespective of their genders [43]. 
According to the World Health Organization, “one in four people in the world will 
be affected by mental or neurological disorders at some point in their lives” [44]. An 
escalating trend in mental illnesses was inevitable during the pandemic where sev-
eral populations struggled with their mental health since 2019 while others have 
managed the symptoms of their mental condition by means of technological aid.

Digital technology holds a great potential for improving the quality of mental 
health care. Most of the populations of the world had started shifting to the use of 
SMART Mobile Apps and other remote technologies for treatment and prevention 
of mental disorders in the pre-pandemic phase [45].

Nonetheless, computational psychiatry is a fast-growing advanced discipline of 
study that helps in prognostic diagnosis and better treatment for patients with men-
tal illnesses by means of computational neuroscience and machine learning. It is 
founded on both data and theory driven principles for suggesting predictive mea-
sures associated with brain disorders. Innovative developments in the field of 
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Fig. 1 Mental disorders 
triggered in COVID-19 
and dealt with 
computational technology

computational technology are facilitating psychiatrists in diagnosing the right treat-
ment of the prevalent mental illness [46]. The mental disorders that can be dealt 
with computational technology are as follows (Fig. 1).

2.1  Anxiety Disorder

Anxiety is a worrisome feeling of disquiet, such as unease which includes mild or 
severe emotions of disconcertment, tension, or fear. It is all about anticipating that 
something undesirable, unpleasant, unsavory, and irksome situation may occur. 
Baron [43], p. 484) defined anxiety as an “Increased arousal accompanied by gen-
eralized feelings of fear or apprehension.” If the intensity of such sentiments become 
severe and last for an extended period of time then such distressful feelings cause 
anxiety disorder which includes panicking, post-traumatic stress disorder (PTSD), 
generalized anxiety disorder (GAD), and a few specific phobias. There are several 
types of anxiety disorders, but the relevant to the pandemic are focused here.
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2.1.1  Phobia and Panic Disorder Triggered during the Pandemic

The outbreak of COVID-19 made people phobic which is an intense, irrational fear 
of the human-to-human transmission (HHT) of the novel coronavirus and massive 
deaths aggravated it. The intense xenophobic situation in the early phase of the 
pandemic caused panic disorder in most of the population of the world. Majority of 
the people experienced intense and terrifying anxiety pervaded by periodic and 
unexpected panic attacks with specific signaling symptoms of heart racing, pound-
ing, and palpitations, sweating, nauseating feelings, fear of dying, insensibility, and 
chills or hot flashes. Akin panic attacks clubbed with anger flights became the hall-
marks of panic disorder during the pandemic.

2.1.2  Generalized Anxiety Disorder (GAD)

It is a mental condition of exorbitant worry about daily/ routine issues without hav-
ing no good reason and remain in the upsetting situation for at least 6 months [43, 
47]. During the pandemic, the triggering symptoms include restlessness, agitation, 
impatience, fatigue, trouble concentrating, irritability and bad temperament, 
increased muscle tension, bodily cramps, and trouble sleeping [48, 49].

2.1.3  Post-Traumatic Stress Disorder (PTSD)

PTSD is an anxiety disorder in which people constantly and repetitively experience 
an episode of a past trauma in their thoughts/ dreams and keep reliving the event in 
their present. This mental health condition persists for more than a month where the 
patients get into the flashback of upsetting memories of the traumatic event such as 
re-experiencing it and occurring of repeated nightmares which completely disrupts 
their daily lives. Such patients usually avoid healthy interaction with people as they 
experience social anxiety as well [47]. The arousal level of reliving the past trau-
matic event causes chronic concentration issues that may result into an attention 
deficit. They often over-react and exhibit outbursts of anger to difficult situations in 
different settings. Feelings of hypervigilance, irritability, and sleeplessness are very 
common [50]. Patients who lost their loved ones during the pandemic and COVID 
survivors of all ages suffered through PTSD in the post pandemic phase [51, 52].

2.1.4  Obsessive-Compulsive Disorder (OCD)

People with this anxiety disorder have frequent repetitive thoughts (obsessions) that 
they cannot inhibit unless they perform specific learned behaviors (compulsions) 
that are resistant to extinction. Obsessive-Compulsive Disorder (OCD) is typified 
by conspicuous, intrusive, and uncontrollable thoughts or obtrusive urges that are 
followed by repetitive actions or compulsions that people feel determined to 
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perform [43]. Compulsions are the actions people perform to offset their obses-
sions. Common symptoms of OCD are illustrated in Table 1.

A few captivating gender differences are observed in OCD patients which are 
influenced by sociocultural factors. Both genders are at equal risks to be the victim 
of this mental disorder. Women are much more likely to be “hygiene conscious and 
compulsive washers” than men. Comparatively, there are no gender differences 
observed in connection with other compulsive behaviors listed in Table  1. OCD 
patients engage themselves in performing repetitive religious rituals to reduce the 
anxiety levels and by doing so they keep themselves busy [47].

The exponential spread of COVID-19 has an enormous impact on the chain of 
obsessive thoughts and compulsive behaviors in OCD patients with contamination 
symptoms. As they love to live in their self-constructed-anxiety-ridden prisons, 
therefore a delivery of evidence-based treatments for OCD is a top priority concern 
to reduce this public health issue during the global pandemic. [53]. OCD cases were 
on the rise during pandemic as preventive measures of COVID-19 include repetitive 
hand washing and sanitizing actions which had worsened the mental condition of 
the population suffering from this anxiety disorder [19, 54, 55].

2.2  Mood Disorder

Experiences of extreme mood swings that destabilize one’s emotional state for a 
prolonged period of time are known as mood disorders. These are triggered from 
gloomy, blue, and dejected feelings versus cheerful, elated, and thrilled emotions. 
Occasional mood swings are considered normal but rapid shifts in emotional states 
that are much more extreme and sustained for a longer period of time are catego-
rized as psychological disorder that has physiological base of happiness and depres-
sive hormonal secretion in the body. People who spend more time in these two 

Table 1 Generic symptoms of obsessive-compulsive disorder

Obsessions Compulsive actions

Cleaning and 
Hygiene

Repetitive hand washing, frequent bathing, cleaning bedrooms & 
restrooms, mopping with frequent intervals, excessive sanitizing habits, 
performing religious cleaning rituals higher than the required, etc.

Organizing and 
Maintaining Order

Maintaining symmetry and order such as rearranging books, flower vase, 
cutlery, or aligning wall pictures, bedsheets, pillows, and cushions, 
repeatedly.

Hoarding of old and 
useless objects

Collection of old newspapers, mails, outfits, tools, coins, and other objects 
for no obvious reason.

Anxiety of being 
safe and secured

Checking doors, windows, locks, water taps, or stove knobs repeatedly.

Repetitive counting 
and rechecking 
habit

Counting objects a precise number of times or repeating an action a 
specific number of times such as the number of steps on a staircase or 
number of lights in a corridor or on the roads. If they lose count, they go 
back and start again.
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extreme states than other people are described as sufferer of mood disorders. 
Depressive and bipolar disorders are the most significant mood disorders that are as 
follows.

2.2.1  Depression

Depression is a serious mood disorder that adversely affects the patient’s emotional 
state, cognitive processes, and daily routine. It may also be referred to as a human 
blight as it is a prolonged illness. Luckily, it is treatable but widely remained undi-
agnosed because of the stigma attached to it. Depression causes anxious distress, 
melancholy, and agitation in mood which results into several impulsive behaviors 
such as jiggling of legs, fidgeting with one’s hands, excessive physical movements, 
etc. [56]. The types and symptoms of depression derived from Diagnostic and 
Statistical Manual (DSM) IV & V are defined in Table 2 [43, 57, 58].

Several risk factors are associated with depression such as biochemical imbal-
ance in the brain may cause major or psychotic depression. It may run in the patients’ 

Table 2 Types and symptoms of depression

Types Symptoms

Major 
Depression

Depressive episodes prolonged for at least 2 weeks that typically interfere 
with one's ability to work, sleep, study, and eat.

Persistent 
Depressive 
Disorder 
(dysthymia)

It includes less severe symptoms of depression that last much longer, 
typically for at least 2 years
   • Change in your appetite (not eating enough or overeating)
   • Sleeping too much or too little
   • Fatigue
   • Low self-esteem
   • Trouble concentrating or making decisions
   • Feeling hopeless

Perinatal 
Depression

It occurs when a woman experiences major depression during pregnancy or 
after delivery. Around 80 per cent of women get the 'baby blues' in the first 
few days after childbirth. You might feel tearful or overwhelmed, but this will 
pass in a few days with care and support. The baby blues happens because of 
changes in your hormones after your baby is born and doesn't mean you'll 
develop depression.

Seasonal 
Affective 
Disorder (SAD)

It comes and goes with the seasons, typically starting in late fall and early 
winter and going away during spring and summer. Patients affected with 
SAD experience following symptoms.
   • Lack of energy
   • Sleep too much
   • Overeat and gain weight
   • Crave for carbohydrates

Depression with 
symptoms of 
psychosis

People with psychotic depression have the symptoms of major depression 
along with "psychotic" symptoms, such as:
   • Hallucinations (seeing or hearing things that aren't there)
   • Delusions (false beliefs)
   • Paranoia (wrongly believing that others are trying to harm you)
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genes and people with low self-esteem, introvert, and pessimistic personalities who 
stress out easily are more likely to experience depression. On the other hand, a vari-
ety of emotional distresses cause functional impairment in the personal and profes-
sional lives of the patients. Various environmental factors such as feeling of being 
neglected and exposure to violence or physical abuse also contribute to this mental 
illness. At times, poverty may put majority of the populations into vulnerable situa-
tions that cause depressive disorders [59].

The shockwave of the pandemic jolted a sizable population of the world and left 
them in an intense depressive phase of worrisome and awful feelings of catching 
coronavirus through human-to-human transmission (HHT) [60]. The prevalence of 
stress, anxiety, and depression heightened with a progressive rate in the COVID 
survivors during the pandemic [61]. Cases of depression and anxiety disorders sky-
rocketed by 25% over the last 2 years [62].

2.2.2  Bipolar Disorder

Baron [43], defined bipolar disorder as “a mood disorder in which individuals expe-
rience very wide swings in mood, from deep depression to wild elation.” The defini-
tion explicates that depression and bipolar disorder may be identified as the 
“emotional sinkhole and roller-coaster of life,” respectively. Furthermore, bipolar 
disorder is also known as manic depression that brings ultra-rapid mood swings, 
sleep disturbances, hyper- and hypoactivity in behavior, rapid speech, and racing 
thought, etc. Mood swings usually occur over a period of weeks, months, and it 
often stretches to several years that destroys the complete life span of an individual, 
if remain untreated.

Bipolar is also known as “manic-depressive disorder” as it is a severe mental ill-
ness in which people experience recurrent mood swings with lifetime prevalence of 
morbidity. The mortality rate of the patients with known mental illness is signifi-
cantly higher than that of the general population [63]. Bipolar disorder is classified 
into the following three types.

Bipolar I Disorder

People with bipolar I disorder experience chronic and persistent manic episodes 
with an extreme boost in their energy levels or dangerously ill-tempered mood 
swings. If such condition continues for more than a week’s time, then hospitaliza-
tion is recommended. In contrast, some people with bipolar I disorder also experi-
ence mixed emotions of depressive and hypomanic episodes. Mild manic symptoms 
are noted in a hypomanic episode that persists for 4 days in a row, but people can 
perform their daily tasks without any functional impairment. Bipolar I patients are 
treated with lithium or antipsychotic drugs [64].
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Bipolar II Disorder

People with bipolar II disorder experience depressive and hypomanic episodes 
simultaneously. Bipolar II disorder is very devastating and even more dangerous as 
it triggers symptoms of chronic depression. The depressive state stretched over sev-
eral years that lasts for lifetime. Such mental condition provokes the risk of suicidal 
attempts in patients. People with bipolar II disorder are first treated with anti- 
depressants and later with antipsychotic drugs to make them functional at work.

Cyclothymic Disorder (Cyclothymia)

People with cyclothymic disorder experience unstable mood state, i.e., mild depres-
sion and hypomania for at least 2  years in adults and 1  year in children/ teens. 
People with cyclothymia may have periodic phases of normal mood which lasts for 
less than 8 weeks.

The types and symptoms of bipolar disorder derived from Diagnostic and 
Statistical Manual (DSM) IV & V are defined in Table 3 [43, 57, 58].

Bipolar disorder is a chronic mental health disorder with significant morbidity 
and mortality that affects a sizeable population during pandemic [32, 65]). The suc-
cessful treatment of coronavirus onsets psychotic mania and depression in a male 
patient of 44 years who had no psychiatry history [33]. Biochemical, genetic, and 
environmental factors may cause bipolar disorder to anyone, irrespective of gen-
ders. Usually, it onsets at the age of 25 years or at the later age that ranges from 40s 
to 50s. A few cases of early childhood are also found in literature. The genetic 
prevalence is significant in onsetting mood disorder at the early age as compared to 
the older age-groups. The early age onset has symptoms of manic and hypomanic 
episodes, whereas the later age onset experience elevated moods [65–67]. Lithium 
is recommended as the preventive treatment for bipolar disorder. On the other hand, 
prophylactic treatment consists of use of carbamazepine and valproate as a second 
choice [63].

2.3  Sexual Disorder

Difficulties and disturbances in attaining sexual arousal, orgasms, and conditions 
involving pain during sexual relations are classified as sexual dysfunctions in nosol-
ogy. Such sexual dysfunctions cause sexual desire, arousal, and orgasm disorders 
that are studied psychology and psychiatry as well [68].

The confinement and social distancing measures of the global pandemic resulted 
into a paradoxical situation. The COVID-19 SOPs were meant to protect the masses, 
but it led to aggravate the feelings of anxiety, depression, physiological and psycho-
logical discomfort during isolation which resulted into several sexual dysfunctions 
[69, 70].
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Table 3 Types and symptoms of bipolar disorder

Types Symptoms

Bipolar I 
disorder

Signs and symptoms of a manic episode include:
   • Excessive happiness, hopefulness, and excitement
   • Sudden and severe changes in mood, such as going from being joyful to 

being angry and hostile
   • Restlessness, impulsive, rapid speech, and racing thoughts
   • Increased energy and less need for sleep
   • Making grand and unattainable plans
   • Reckless and risk-taking behavior, such as drug and alcohol misuse, rash 

driving, and having unsafe or unprotected sex
   • Feeling like you're unusually important, talented, or powerful
   • Psychosis - experiencing hallucinations and delusions (in the most severe 

manic episodes)
Bipolar II 
disorder

The symptoms of depressive episodes in bipolar disorder are the same as 
those of major depression. These include:
   • Overwhelming sadness, low energy, and fatigue
   • Lack of motivation and irritability
   • Feelings of hopelessness or worthlessness
   • Loss of enjoyment of things that were once pleasurable
   • Difficulty concentrating and making decisions
   • Uncontrollable crying
   • Insomnia or excessive sleep
   • A change in appetite, causing weight loss or gain
   • Thoughts of death or suicide (suicidal ideation)

Cyclothymic 
disorder

Cyclothymic disorder symptoms include the following:
   • For at least 2 years, many periods of hypomanic and depressive 

symptoms, but the symptoms do not meet the criteria for hypomanic or 
depressive episode

   • During the 2-year period, the symptoms (mood swings) have lasted for at 
least half the time and have never stopped for more than 2 months

Cybersex is one of the examples of deviant sexual behaviors that intensified sex-
ual arousal levels in paraphilias which resulted into the spread of paraphilic disorder 
across the globe [24, 25].

2.3.1  Paraphilia Disorder

Paraphilic disorder involves recurrent sexual arousal that intensifies sexual urges, 
desires, fantasies and provokes publicly unacceptable behaviors that are marked by 
bizarre metaphors such as images or acts that are atypical in nature [43, 71, 72].

Paraphilic acts fall under the ambit of public order crime and such sexual disor-
ders are diagnosed principally in forensic settings. Diagnostic and Statistical Manual 
(DSM) V has a huge emphasis on forensic implications for bringing significant 
changes in the definitions of paraphilic disorders as it involves legal ramification 
[73]. The types and symptoms of paraphilias derived from Diagnostic and Statistical 
Manual (DSM) IV & V are defined in Table 4 [43, 74].
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Table 4 Types of paraphilias

Description Symptoms

Exhibitionism Sexual urges or arousing fantasies involving exposure of one's genitals to 
an unsuspecting stranger.

Voyeurism Recurrent sexual urges or arousing fantasies involving the act of observing 
an unsuspecting person who is naked, disrobing, or engaging in sexual 
activity

Fetishism
Sadism and 
Masochism

Sexual arousal or persistent fantasies about or actual use of nonliving 
objects.
Sadism: Sexual arousal or fantasies about or from engaging in actions of 
dominating or beating another person.
Masochism: Sexual arousal or fantasies about or from engaging in the act 
of being dominated, humiliated, or even beaten.

Transvestic 
Fetishism

Intense sexual urges and arousing fantasies involving cross-dressing 
(dressing in the clothing of the other sex)

Other Paraphilias Frotteurism: Sexual urges involving touching or rubbing against a 
nonconsenting person
Necrophilia: Sexual obsession with corpses
Klismaphilia: Sexual excitement from having enemas
Coprophilia: Sexual interest in feces
Zoophilia: Sexual gratification from having sexual activity with animals

2.4  Traditional Predictive Measures in Psychology to Assess 
Mental Disorders

Baron [43] explained that psychologists usually adopt a mode of research for diag-
nosing and identifying the causes of the earlier discussed mental disorders. They 
ask pain and pleasure inducing questions during the research and use the following 
four traditional assessment tools to choose the right treatment for a specific patient.

2.4.1  Life History of Patients

Collecting life history of patients for the record purpose is one of the sources of 
fundamental information of the patients’ past life (e.g., childhood and adolescence 
academic performance, criminal records, medical history, family relations, etc.). 
This information helps in diagnosing the root cause by indicating the origin of the 
mental illness, its duration till the date of assessment, and how it has affected the 
patients’ life.

2.4.2  Assessment Interviews and Behavioral Observations

Patients’ personal opinion about their existing problems, reacting behaviors, and 
interpersonal relations are gathered via assessment interviews to understand their 
personality set. Another tool is observing repeated patterns of behavior of patients 
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in natural and standardized situations (e.g., at academia and work, behavioral inter-
actions and verbal exchanges family and friends, reactions to a traumatic video or 
news bulletin, showcasing objects, exposing them to situation they strongly fear to 
detect phobias).

2.4.3  Psychological Tests

Psychological tests are used to collect information on cognitive functioning of the 
brain as a few mental disorders occurred due to brain damage or malfunctioning of 
the nervous system. To diagnose such damages neuropsychological test titled 
“Halstead– Reitan Neuropsychological Battery is conducted to test the auditory, 
visual, and psychomotor functioning (e.g., eye–hand coordination). The pattern of 
scores obtained by a given individual can point to the existence of specific forms of 
brain damage” [43].

2.4.4  Biological Predictive Measures for Mood, Anxiety, 
and Sexual Disorders

As discussed earlier in Sect. 1, the biological measures include neuroimaging tech-
niques such as radiography and radiology to predict the existence of anxiety and 
mood disorders. In radiography, computerized tomography (CT) scans and positron 
emission tomography (PET) scans are used to identify any brain damage, whereas 
X-rays and magnetic resonance imaging (MRI) are applied as a radiographical tool 
to study the biological bases of nervous system disorders. Moreover, biological 
markers include changes in liver physiology. Such variation in standard enzyme 
secretion level indicates alcoholism in patients of anxiety disorders [75], whereas 
rise in heart rate, blood pressure, and muscle tension are other important signs as 
well [43, 47].

Contrarily, pathological tests are used as biological markers for sexual disorders 
such as paraphilia. Paraphilic disorder may also be identified through urine and 
blood pathology. Fisher and Marwaha [71] explained in their research that “the 
increased levels of serotonin and norepinephrine, with a decreased concentration of 
DOPAC (3,4-dihydroxyphenylacetic acid) in urine samples” is a biological indica-
tor of paraphilic disorder. Moreover, high levels of androgen (male hormone) in the 
blood sample of the patients are another predictive measure in association with 
physical medical checkup which includes complete blood count (CBC), rapid 
plasma reagent (RPR), and thyroid-stimulating hormone (TSH) level or thyroid 
function test (TFT) [76]. Psychiatrists prescribe three main pharmacological agents, 
namely selective serotonin reuptake inhibitors (SSRIs), synthetic steroidal analogs, 
and antiandrogens for managing paraphilic disorders [71].
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2.5  Use of Computational Technology as a Predictive Measure 
for Anxiety, Mood, and Sexual Disorders

Computational predictive measures have its roots in traditional/ biological predic-
tive measures of anxiety, mood, and sexual disorders as these are dependent upon 
Patient Health Questionnaire (PHQ) and the Depression, Anxiety and Stress Scale 
(DASS) for screening the symptoms associated with these mental illnesses. During 
pandemic, mental disorder like anxiety, depression, and stress have badly damaged 
psychological health of the masses and can be predicted by using machine learning 
algorithms with absolute accuracy [77, 78]; for example, recurrent episodes of bipo-
lar disorder can be monitored using predictive modeling [79]. Clinical prediction of 
bipolar disorders has been made easier by means of neuroimaging scans and 
machine learning [80]. Machine learning also added value to precision psychiatry 
for clinically informed psychiatric diagnosis by setting immunological, neuroana-
tomical, and cognitive biomarkers [81]. Moreover, smartphones are generally con-
sidered useful tool for detecting the symptoms of mental disorders, and various 
customized mobile applications have been developed. Computational chemo- 
proteomics played a significant role in treating sexual disorders (paraphilias) using 
pharmacological agents [82–84]. Detailed aspects of such technologies are 
explained next.

3  Major Computing Technologies for Tackling 
Mental Disorders

3.1  Internet of Things (IoT)

IoT technology promises to reshape the healthcare service delivery, and its role has 
particularly been prominent during the pandemic. Due to the crucial requirements 
of social distancing, novel ways of using IoT sensors and wearable devices emerged 
to control the spread of COVID-19 [85, 86]. The linked devices powered by IoT 
technology do not only ensure improving physical health but also guarantee moni-
toring and managing mental health of populations. Timely indication about change 
in psychological and physiological parameters may alert the users as well as mental 
healthcare providers about developing methods to prevent more serious mental 
disorders.

It is to be noted that the IoT is best suited for the mental disorders that result in 
observable changes. So far, IoT systems have been developed for bipolar disorders, 
depression, anxiety, PSTD, and schizophrenia [87]. As previously discussed, bipo-
lar disorders are characterized by mood changes that can be identified by varying 
energy levels of the patient. IoT sensors may be used for detecting behavioral 
changes and subsequently, appropriate level of medical or technology intervention 
(such as therapy) may be suggested. For example, monitoring of walking and 
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movement patterns is often utilized for identifying physical impairments in people 
[88], but they may also indicate behavioral or lifestyle changes. Cameras, motion, 
and pulse rate sensors are mostly deployed for physical activity monitoring. 
Similarly, data about location, speech features, and interaction with devices such as 
smart phone, watches, and computers may also indicate the presence of expected 
mental disorders; for example, the voice features collected from mics embedded 
with smart phones or watches are known to correctly identify depression disorders.

The emerging domains of Ambient Assisted Living (AAL) and Activities of 
Daily Living (ADL) provide capability of monitoring behaviors of people in their 
own home or work environments [89]. ADLs help to monitor the behaviors related 
to various routine activities related to mobility, hygiene, eating, continence, and 
dressing. Since in most of the mental disorders, the aspect of self-maintenance is 
compromised, the IoT could provide a timely insight into the changing patterns 
which may be utilized for developing prevention strategies.

In addition to detecting mental disorders using IoT, several solutions have also 
been proposed to solve them. For example, a novel scheme of automated music 
therapy integrated with wearable sensors has been proposed [90], where the focus is 
on reducing anxiety by playing music of appropriate type. Moreover, the brain 
activity sensing headbands may be used to analyze the impact of music therapy and 
neurofeedback may be incorporated for improving the automated therapy experi-
ence [91].

3.2  Emerging Mobile Applications

The mental healthcare sector was overwhelmed during COVID-19 due to the exist-
ing shortage of mental healthcare professionals/therapists and also due to the restric-
tions on providing elective therapy services. Thus, there has been a surge in digital 
initiatives for mental health along with the development of various mobile apps. 
These apps target the mental health needs of the population and deliver cost- effective 
service while maintaining confidentiality. Majority of the mental health apps are 
free, with optional subscription-based components; here, it is to be noted that even 
the full version of apps is significantly lower in cost as compared to the conventional 
therapy services [92]. For the cultures, where mental disorders are still regarded as 
a taboo subject, these apps have particularly been useful [93]. Also, the perceived 
need about therapy is often low, even in the highly vulnerable population groups.

A wide variety of apps have been developed to track and treat anxiety, depres-
sion, and other mood disorders. A few to mention include, What’sMyM3 [94] for 
tracking mood disorders, Depression CBT [95] for keeping cognitive thought diary, 
Breathe2Relax [96] for stress management, Headspace [97] for reducing anxiety 
through meditation, Mood Track Diary [98] for tracking and visualizing mood 
cycles, and eMoods Charting [99] for tracking bipolar disorders.
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3.3  Machine Learning/Deep Learning

Use of artificial intelligence, machine learning, and deep learning technologies 
brings numerous benefits to the mental health, some of these benefits include devel-
opment of new and reliable methods of treatment, opportunities to excess far-off 
populations, better patient response, and ensuring a greater deal of work-life bal-
ance for the mental health professionals as there is already a severe shortage of these 
practitioners. Standard prediction modeling techniques of machine learning such as 
logistic regression are widely established for predicting mental health problems. For 
example, a machine learning approach has been applied particularly to identify 
anxiety and depression symptoms. The random forest approach has been employed 
for classifying major predictors of mental distress. Moreover, expert systems have 
also been used for identifying the sexual deviations that might have appeared in 
people due to COVID-19. A web-based system using Dempster Shafer method can 
be used to detect Paraphilia and other sexual disorders [100]. As previously dis-
cussed, it has been crucial in clinical psychology to be able to differentiate between 
different mental disorders in order to develop appropriate treatment strategies. 
Machine learning models have also been proposed to differentiate between closely 
resembling mental disorders, such as bipolar disorder (BD) and major depressive 
disorder (MDD) [101]. Moreover, healthy people and those with BD can be differ-
entiated using neuroimaging scans coupled with a machine learning algorithm 
[102]. Schizophrenia has also been successfully identified using machine learning 
models. For such studies, the parameters of interest have been risky behavior, reck-
lessness, grandiosity, and elevated mood.

During COVID-19, various machine learning models have been used to identify 
the behavior changes among the population. Since social media has been one of the 
major forums where people have been expressing/sharing their concerns and views, 
human-centered machine learning models have been developed to predict the men-
tal health state of users. In this regard, Natural Language Processing (NLP) and 
opinion mining have been prominent technologies [103]. The major focus of these 
technologies has been on identifying extract symptoms, classifying severity of ill-
ness, providing psychopathological clues, comparing effectiveness of therapy, and 
challenging the current nosography. Moreover, NLP has often been used for con-
firming clinical hypotheses, rather than developing entirely new information. 
However, the unexplored data about lifestyles is extracted using machine learning 
and NLP. Similarly, social media population is the major category that has been the 
imprecise cohort for NLP.

Machine learning tools can even be used for detecting the impact of psychologi-
cal interventions delivered via internet. For example, the behavior of people who 
receive internet-based cognitive behavioral therapy (CBT) may be analyzed using 
machine learning algorithms [104]. Similarly, the impact of mental health mobile 
apps can also be assessed using supervised machine learning models that are gener-
ally used for classification problems.
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3.4  Big Data Analytics

IoT, AI, and big data are often combined for screening, prediction, and phenotyping 
of mental health problems. Data from various sources such as social media, ubiqui-
tous sensors, and healthcare systems are merged to identify complex trends in popu-
lation health data. During COVID-19, big data analytics algorithms may efficiently 
be used to collect user data and predict their mental disorder risk. Mainly, travel data 
has been combined with social media using big data algorithms to generate preven-
tive alerts and track quarantine. Data collected at multiple points such as airports, 
checkpoints, community entrances, traffic entrances, and social media were com-
bined to maintain the recommended level of social isolation.

Although the major trends of big data analytics during COVID-19 have been 
related to physical health, some solutions have also been developed for mental 
health. As previously mentioned, social media has been the major forum to collect 
information about sentiments and lifestyle changes of populations. In this context, 
Twitter corpus has been used to identify the emerging themes regarding mental 
health at the US during COVID-19. Various other insights have also been developed 
using big data techniques, such as changing patterns of social media usage during 
COVID-19 and sentiment change as a response to social isolation [105]. In some 
approaches, big data algorithms merge data from electronic health records and 
social media to assess the mental health risk. Similarly, social media big data has 
been used to study the impact of collectivism and fear on the public’s preventive 
intention toward COVID-19. All these big data trends provided an opportunity to 
predict the mental health state. Since it has been a challenge to collect data about 
mental health due to restricted clinical visits, big data techniques provided a great 
deal of insight by collecting massive datasets.

Furthermore, big data analytics have been used to guide the policy making 
regarding lockdown and quarantine. Mental health was most affected due to social 
isolation and limited access of population to the community facilities, data collected 
about impact of policies were directly associated with mental health management. 
Therefore, data analytics was performed at different countries that practiced differ-
ent levels of lockdown [106]. The effectiveness of different lockdown strategies was 
compared by collecting big data about number of cases reported in each country, the 
severity of those cases, the number of deaths, etc. Similarly, the prevalence of men-
tal disorders among different regions has been identified using big data algorithms, 
and the impact of lockdown and isolation policies has been assessed. Moreover, big 
data analytics techniques may also help to understand the attributes of users of men-
tal health services.
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3.5  Assistive Technologies

As per the Technology Related Assistance to Individuals with Disabilities Act of 
1988, “any item, piece of equipment or product system, whether acquired commer-
cially off the shelf, modified or customized, that is used to increase, maintain or 
improve functional capabilities of individuals with disabilities,” is referred to as an 
Assistive Technology (AT) [107]. Predominantly AT has been developed and used 
to help with different ailments of the body and physical disabilities, like hearing 
impairments, blindness, dumbness, etc. However, recently several digital platform- 
based ATs have been introduced to help with mental disorders like stress, anxiety, 
depression, especially during the spread of COVID-19. Social distancing, high mor-
tality rate, financial lockdown resulted in an increased mental health concerns like 
increased depression and anxiety, predominantly among the elderlies. A few AT 
digital platforms have been developed over the past few years, both to deal with 
COVID-19-related and, in general, mental health issues.

In the following, we describe one such digital platform-based AT for real-time 
monitoring and self-assessment of individual’s psychological health. The solution 
integrates wearable devices, computing platform, psychological intervention tools, 
and a mobile application called Stay Healthy [108]. Wearables record relevant psy-
chological data from an individual and the individuals self-report their perceptions 
through two intervention tools suitable for elderlies, Geriatric Anxiety Scale (GAS) 
[109] and Geriatric Depression Scale (GDS) [110]. Both observations are collected 
through a mobile application of Stay Healthy, which, in turn, determines the range 
of anxiety and depression risk of the monitored individual at any particular point 
in time.

The functional overview of Stay Healthy is provided in Fig. 2, where the wear-
ables report psychological parameters like pulse rate, SPO2, temperature, and blood 
pressure and the individuals report their cognitive perception through GAS (30- 
items version) and GDS (15-items version). 4-point Likert scale (0 = not at all, to 
3 = all of the time) is used in GAS involving three sub-scales: somatic, cognitive, 
and affective. Anxiety scores are leveled at, 0–7: No Anxiety; 8–15: Mild Anxiety; 
16–25: Moderate Anxiety and 25 indicates severe level of anxiety. GDS records yes/
no with scores between 0 and 15; < 5: Normal, 5–9: Mild and  >  9: Severe 
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Fig. 2 Functional 
overview of stay healthy
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Fig. 3 Snapshot of stay healthy

Depression. Based on the recordings from both the wearable platform and the indi-
vidual’s perceptions, Stay Healthy can categorize the anxiety level of the individu-
als and generate alerts if the individual needs immediate attention from oneself and/
or doctors and caregivers. A snapshot of Stay Healthy is provided in Fig. 3.

Stay Healthy could be extended to several application possibilities. It can be 
further developed to support multiple national and regional languages and integrate 
it with cloud hosting services. Stay Healthy can be deployed for clinical trials to 
assess user comfort level and improve outcomes for individuals as well as caregiv-
ers. Finally Stay Healthy can be integrated with an Artificial Intelligence (AI) plat-
form for anxiety risk categorization and activating automated response.

3.6  Federated Learning

As AI and Machine Learning (ML) are pervading every walk of life in different 
forms, they are also finding applications in healthcare and remote health manage-
ment. One of the most popular techniques that found its way to healthcare applica-
tions is Federated Learning (FL) owing to its capability of training multiple devices 
with data-handling capacity, preserving patient privacy and managing compliance 
with data protection acts. An FL algorithm is developed below to predict patient 
anxiety level in individuals using decentralized body parameters from the patients. 
These parameters include pulse rate, blood pressure and blood oxygen level, SPO2, 
which are indicative of anxiety and stress level of individuals [90].

Let us consider there are M number of individuals that are monitored and their 
hand-held device (mobile phone, tablet, etc.) jointly execute the FL algorithm. The 
first step is the FL training process whose aim is to solve the minimization problem
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In each FL iteration, each individual can exhibit his/her anxiety level in one of 
the four ranges: normal, moderate, severe, and extreme. Let the probability of each 
individual experiencing one of the anxiety levels at the t th time instant can be 
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 pm t m t m tp p
, , , , ,

.. .= … 0 4
,  (2)

where pm, t, 0 is the probability that the individual experience current stress level, 
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changes to normal, moderate, severe, and extreme, respectively. Once the local FL 
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where τm is the waiting time for the m th individual, 1 τ γm ≤{ } is the indicator function 

and is equal to 1 for the time taken by the local FL model to reach the global con-
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Finally, W ′ is distributed back to the individuals to finalize their FL models. 
Using this procedure, it is possible to manage anxiety risk in real time whether aris-
ing due to COVID-19 or in general scenario.

4  Challenges Associated with Use of Computing for Mental 
Health Management

Although computing brings numerous benefits to the domain of mental health man-
agement, there are certain challenges that must be addressed to avail the full benefit. 
There are issues related to data acquisition, consent, privacy, organization of devices, 
service level agreements in addition to the possibility of bias and flaws in the com-
puting solutions/automated services. In this section, we briefly look at such 
challenges.

4.1  Data Acquisition

It is vital for computing technologies to be able to acquire accurate data for prevent-
ing mental disorders. However, there are various limitations and challenges that 
must be efficiently dealt with. First, device limitations come into play in majority of 
the technical solutions developed toward mental health management, cameras and 
sensors are used for data collection. For the cases where cameras are used, the users 
are always assumed to be in a specific range and remain line-of-sight which is 
clearly not possible [88]. Therefore, wearable movement and other vital parameter 
sensors are used in integration to ensure continuous data collection regarding activ-
ity monitoring. Second, there are also constraints associated with malfunctioning or 
lack of precision in the sensing devices.

4.2  Consent

The ambitious claims made by technological proposals for mental health manage-
ment are often constrained due to the ethical principles of protection of autonomy 
and consent. Although when population data is collected and analyzed using Big 
Data techniques, individual human subjects are not identified, yet it is not possible 
to ensure consent of the users. The data is not only accessed by the designated 
healthcare practitioners, but also by software and hardware developers and other 
third-party users. Therefore, there is a need to clearly define the access level of each 
user for the patients’ data, and the consent for same must be obtained by the patients.
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4.3  Confidentiality

Digital software and hardware have heavily been used by mental health profession-
als for communicating with patients and storing their information. Various comput-
ing tools including emails, text messages, mobile apps, cloud-based storage, 
electronic medical records are used for facilitating mental health monitoring and 
management processes. Although technology has empowered patients and medical 
professionals a lot, at the same time, there are serious concerns related to patient’s 
confidentiality. For example, the apps developed for offering online CBT collect 
audio, video, text messaging, and activity data from patients’ phones to assess the 
impact of CBT. Furthermore, the advanced apps also collect data from sensors and 
sleep monitors. Although such data would provide valuable insight to the treatment 
teams, at the same time, unauthorized users including device manufacturers, app 
developers, network operators, data storage, and data analytics companies present 
threat to the patients’ privacy and security. Even the researchers and app developers 
may be using patients’ data for testing their AI and other computing solutions, with-
out considering the crucial requirements of ethics and privacy. Therefore, the risk 
for patients to face unintended breaches has been increasing and there must be 
effective security measures (such as encryption and cryptography) embedded within 
the computational systems associated with mental healthcare.

4.4  Lack of Legislation

It is a public health priority worldwide to protect health related data. Unauthorized 
access to sensitive health information may lead to various consequences including 
social stigma, embarrassment, social discrimination, etc., by insurers and employ-
ers. The use of computing technologies in the field of mental health is still in infancy 
stage and necessary legislations are yet to be made in most parts of the world. 
Similarly, guidance for the development, implementation of computing technolo-
gies, and underlying ethical principles are also not clearly stated. These constraints 
of technology often act as a major barrier for accessing treatments. Although there 
are laws such as Health Insurance Portability and Accountability Act of 1996 
(HIPAA), their application is restricted to only certain applications and organiza-
tions. The wide scale deployments of computing solutions for mental health moni-
toring and management are not required to comply with the existing laws.
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4.5  Reliability Issues

A major concern for using computational technology for healthcare in general and 
mental health in particular is the lack of reliability from both the software and hard-
ware perspectives. This is particularly true for the patients suffering from elevated 
risks such as those having suicidal thoughts. In case the technology solution is not 
able to timely detect the mental health risk, life-threatening situations may occur. 
The hardware equipment (sensors, actuators, and similar) should be smart enough 
to timely communicate the risks; similarly, the software solutions (AI applications 
and others) must also be transparent.

In addition to technical reliability issues, there is also a lack of awareness in 
people regarding the use of computational technologies. For example, limited digi-
tal literacy acts as a major barrier for population to begin using mobile apps that 
could offer them accessibility to cost effective mental care. Similarly, due to the lack 
of trust on technology, people often refrain from accessing online therapy and other 
treatment services as they are afraid of becoming vulnerable to data breach. There 
is limited to no guidance provided to communities about choosing from thousands 
of available mental health apps. Hence, there is a need to develop reliable computa-
tional solutions targeted at mental healthcare needs; at the same time, community 
awareness needs to be created providing clear evidence of safety, possible risks, and 
benefits.

5  Summary

Advanced computing technologies are capable to offer predictive measures for 
monitoring and managing mental disorders under normal and pandemic situations. 
This chapter presented a detailed account of mental disorders that emerged during 
COVID-19 including phobias, anxiety, depression, bipolar disorders, and para-
philia. The role of Internet of Things, Machine Learning, Big Data analytics, 
Assistive Technologies, and Federated Learning has been discussed for reducing the 
mental healthcare services cost and delay. Multiple technologies are often com-
bined to ensure timely assessment of mental health state of the patients, which sub-
sequently helps the therapists to identify the risk levels and developed customized 
therapy/treatment plans. Despite promising revolution in mental healthcare, the use 
of computing technology for this domain still faces several constraints related to 
data acquisition, patient consent and confidentiality, and lack of legislation and reli-
ability. Hence, there is a scope of future research for addressing gaps in regulatory 
and ethical framework to ensure safe access of computing technologies for improv-
ing mental health state.
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1  Introduction

Human thought and behaviour are influenced by various factors, including stress 
management. Stress was originally defined by Hans Selye in 1936 as a non-specific 
response of the body to any demand [1]. Stress is a reaction of the body towards 
different situations and circumstances which the mind finds complex to process or 
handle. Multitasking can often become physically and mentally exhausting for the 
body’s processes, inducing stress. The secretion of hormones by various glands 
regulates these bodily processes. Cortisol, a feel-bad hormone, is responsible for 
increasing stress levels in the body. This primary stress hormone releases glucose in 
the bloodstream and has various effects on different parts of the body. Health risks, 
bad habits, and diseases can further increase stress levels. Figure.1 displays some 
parameters that affect stress levels.

There are many types of stress such as acute stress, episodic acute stress, chronic 
stress, etc. which can affect a person’s physical, mental, and emotional well-being. 
The types of stress are tabulated in Table 1. This can also induce illnesses and dis-
orders leading to several diseases such as diabetes, heart ailments, depression, 
asthma, obesity, Alzheimer’s disease, gastrointestinal problems, anxiety, etc. Stress 
has huge impact on the neurological processes as well as other physical and emo-
tional processes of human body and is a game-changer in making or breaking a 
person. Therefore, the management of stress levels becomes a very important factor 

Stress
levels

Physical
Activity

Bad habits,
alcohol use

Screen use

Heart rate
variability

Sleep
patterns

Health
conditions

Fig. 1 Parameters affecting stress levels
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Table 1 Types of stress

Sr.
No. Types of stress Characteristics

1. Acute stress    • Body’s reaction towards a relatively new and challenging 
circumstance

   • Severe acute stress could result from post-traumatic stress 
disorders

   • Reactions towards life threatening situations can cause severe 
acute stress

2. Episodic acute 
stress

   • Frequent episodes of acute stress cause this type of stress
   • Anxiousness and worries in routine activities

3. Chronic stress    • When stress levels remain high for a significant period of time, 
chronic stress is induced in body

   • Causes various disorders, headaches, changes in sleeping patterns, 
eating patterns, etc.

for the overall well-being of a person. Onus lies on the research community to find 
out technological ways to measure the levels of stress in human body so that appro-
priate methods for stress management may be devised.

This chapter discusses various techniques that are reported in the literature to 
measure stress levels such as wearable devices, behavioural coding, self-reporting, 
physiological measuring tools, heart rate variability analysis, psychosocial approach, 
perceived stress scale, measuring salivary and hair cortisol, etc. [2].

This chapter also focuses on the techniques involving digital monitoring of stress 
levels, for example, using intelligent wireless sensor systems, personal digital assis-
tants, mobile applications, bioelectronics, digital signal processing, etc. The role of 
recent computational techniques like machine learning, deep learning, and the 
Internet of Things in real-time stress detection has also been discussed.

2  Measurement of Stress Levels

Various physical, behavioural, situational, emotional, and psychological factors 
lead to the rise in levels of stress. Quantitative indication of stress by observation of 
these factors can help in the management of stress. For instance, human facial 
expressions can indicate the presence of stress. According to the facial action cod-
ing system developed by Ekman and Friesen, seven basic emotions anger, disgust, 
neutral, fear, happiness, sadness, and surprise are innate and universal to humans 
and these can be used for indication of stress levels. Digital techniques to measure 
stress levels are gaining popularity due to their non-invasive and convenient nature. 
In this section, we discuss various techniques which can help in the measurement of 
stress levels in the human body.

Intelligent Digital Monitoring of the Levels of Stress
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2.1  Wearable Devices

In the rapidly emerging field of stress monitoring, real-time cortisol-sensing wear-
able devices are being developed. Wearable cortisol aptasensors and cortisol sweat- 
sensing devices [3] significantly collect stress-related information which can be 
used for monitoring and measurement. Objective stress monitoring systems are also 
being designed which can measure stress based on electrocardiograms (ECG), pho-
toplethysmography (PPG), and galvanic skin response. The wearable sensors used 
for the above-said technique are Shimmer3 ECG, Shimmer3 GSR+, and 
Empatica E4 [4].

Wearable devices which involve the audio signal and heart rate monitoring for 
stress detection provide effective solutions in a real-world scenario. Machine learn-
ing is applied to test the accuracy of these frameworks so that these can be employed 
in the real world for the safety of people especially children [5]. A list of currently 
available wearable devices which monitor stress and related parameters is given in 
Table 2.

The wearable devices provide lot of benefits but face several challenges as well. 
Accuracy of these devices needs further research elaboration. COVID-19 pandemic 
has brought a change in the lifestyle of people. More dependency on digital devices 
has added to the stress parameters in human body and also affects the overall well- 
being by introducing habitual changes.

Therefore, the use of wearable devices should be planned with care and consid-
eration, while not affecting the very spirit of natural bodily processes. Figure.2 
shows a graphical abstract of stress detection using wearable devices, where the 
data is collected by the wearable sensors [6]. The collected data is then pre- processed 
using various data cleaning approaches. From the data that is now put in format by 

Table 2 Wearable devices for stress monitoring

Name of the device Characteristics

Fitbit Sense2 Scans the body for the presence of stress, notifies the user, asks for 
feedback, and provides suggestions on coping mechanisms

Garmin watch Provides stress tracking by taking into consideration heart rate variability 
measurements and also monitors sleep, guides into breathing exercises

Samsung 
smartwatches

Heart rate monitoring, stress tracking, heart rate variability measurement, 
mindfulness, meditation,

Apple watch series 
8 and watch SE

Third-party apple watch apps may provide stress monitoring features by 
taking into consideration the heart rate variability

Google Wear OS 
smartwatches

Heart rate monitoring, breathing exercises, monitoring stressful moments

Apollo neuro Haptic technology for skin vibrations, various modes such as energy, 
wakeup, clear, focussed, sleep, and renew

Muse2 Uses seven electroencephalogram sensors along the scalp, real-time brain 
activity measurement, calming exercises, monitoring body movements and 
breathing, heart rate rhythm tracks using the pulse oximeter

A. Kaur et al.
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Samsung Galaxy S

Empatica E4

HR, EDA, ACC

Preprocessing
Feature
Extraction

3-level stress
classification

SVM, MLP,
kNN, LDA, RF

ML Algorithms

Fig. 2 Graphical abstract of stress detection using wearables [6]

Table 3 Various behaviours of stress management

Stress management behaviours

Positive 
behaviours

Deep breathing, exercising, mindfulness, yoga, listening to calming music, 
connecting with the community, finding time for yourself, walking, travelling

Negative 
behaviours

Alcohol use, smoking, addiction towards screens, absence of physical 
activities, junk eating

pre-processing, relevant features are extracted. Then, classification techniques of 
machine learning are implemented to get 3-level stress classification.

2.2  Behavioural Coding

The behavioural coding focusses towards the stereotypical behaviours of people 
under stress. The parental monitoring and psychological controls during adoles-
cence years also affect the cognition and stress handling capabilities of the indi-
vidual. The development of stereotypes during the early years affects thought and 
behaviour, which in turn affects the ways of managing stress by the body of that 
individual.

Electronic monitoring of the stress-inducing parameters plays a significant role 
in stress management. Intellectual physical disabilities also introduce stress levels at 
the unprecedented situations. The coding of all such behaviours under given cir-
cumstances is very important to design stress monitoring solutions for individuals 
with different backgrounds and abilities. Various stress management behaviours are 
listed in Table 3.

Intelligent Digital Monitoring of the Levels of Stress
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2.2.1  Self-Reporting

Self-reporting is a powerful tool for managing stress as it allows individuals to 
monitor their own stress levels and identify triggers for stress. Self-reporting 
involves tracking and recording one’s thoughts, emotions, and behaviours over time 
to gain insights into patterns and trends. One of the primary benefits of self- reporting 
for stress management is that it empowers individuals to take control of their own 
well-being. By tracking their stress levels and identifying triggers, individuals can 
develop strategies to manage stress proactively. For example, if an individual notices 
that they feel particularly stressed after a certain activity or in response to a specific 
situation, they can take steps to avoid or minimize those triggers. Self-reporting can 
take many forms, including keeping a journal, using mobile apps, or participating in 
online support groups. Mobile apps, in particular, have become increasingly popu-
lar for self-reporting stress management. These apps often include features such as 
mood tracking, stress tracking, and goal setting, enabling individuals to monitor 
their progress and stay motivated.

While self-reporting is a powerful tool for stress management, it also has some 
limitations. Self-reported data may be subject to bias or inaccuracies, as individuals 
may not always accurately recall or report their emotions and behaviours. 
Additionally, self-reporting may not be sufficient for individuals with severe or 
chronic stress, as they may require more intensive interventions such as therapy or 
medication. Self-reporting can be an effective tool for managing stress, particularly 
for individuals with mild to moderate stress. By tracking and monitoring their stress 
levels, individuals can gain insights into their own well-being and develop strategies 
to manage stress proactively.

Self-reporting is a way of managing stress by being vocal about it. Listing the 
issues that cause stress helps in finding ways to alleviate these. Wearable sensors 
provide a personalized stress monitoring mechanism in order to measure self- 
reported stress. The ways of reporting include developing a mood adjective check-
list, filling up questionnaires and surveys, getting yourself tested through remote 
applications via web browsers or mobile phone interface. During the stages of preg-
nancy, the hormonal changes introduce several mood related issues which can be 
monitored via self-reporting and stress can be categorised accordingly. This makes 
it possible to assess the risks during pregnancy through self-reported stress.

2.2.2  Physiological Measuring Tools

There are various studies to find out accurate algorithms to measure the stress levels 
of users. One such study is about inconspicuous stress monitoring system that 
makes use of physiological sensors [7]. In this system, around 50 participants were 
included in the experimentation through a mobile application interface. Three phys-
iological signals were taken into consideration, viz. heart rate, galvanic skin 
response, and skin temperature, in order to classify the stress-related data and pro-
duce distributions. The algorithms of support vector machines and K 
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means- clustering were deployed to carry out the classification and monitoring tasks. 
This system gave an accuracy of about 91.26 and is able to assist people in alleviat-
ing their stress significantly.

Another study considering the wearable physiological sensors to monitor stress 
in the working environments was developed as an integrated system using biologi-
cal markers [11]. ECG, EDA, and EEG parameters were used to identify the stress 
in humans and correlate the detected stress with cortisol levels of salivary glands. 
The statistical analysis was majorly carried out using support vector machine clas-
sification algorithm. This system was able to test human stress and carry out the 
quantification of the stress levels. The results obtained from this study are further 
encouraging the design of portable and remotely controlled systems.

2.2.3  Heart Rate Variability Analysis

Heart rate variability (HRV) analysis is a technique that refers to the beat-to-beat 
fluctuations of the rate of heart [8]. The various factors that affect the heart rate are 
further instrumental in causing a rise in the stress levels. Therefore, the analysis of 
heart rate variability becomes paramount. There is various software which are capa-
ble to do this analysis. One such software is Kubios HRV [9] which is considered an 
advanced and easy-to-use software for HRV analysis. There are various data for-
mats which can be supported by this software to process ECG and beat-to-beat data. 
The algorithm used in this software is QRS detection algorithm, and there are num-
ber of tools for analysis sample selection, trend removal, and artefact correction in 
order to complete the analysis task. The software can compute the time domain as 
well as frequency domain parameters of HRV and many other non-linear parame-
ters as well. Various settings are there which are adjustable and optimum for differ-
ent types of data. The results are available in different formats so that further 
processing can be done on different platforms and software. Heart rate variability 
analysis can be performed using HRV analysis software [10] which is available for 
Windows and MAC operating systems. It is ideal for human as well as animal car-
diovascular studies. It displays the time domain, frequency domain as well non- 
linear parameters associated with beat-to-beat analysis. HRV software utilizes 
algorithms and mathematical calculations to process and analyse heart rate data 
obtained from wearable devices, such as heart rate monitors or electrocardiogram 
(ECG) devices. These software applications can transform the raw heart rate data 
into meaningful metrics and provide comprehensive reports for further analysis.

HRV software can receive heart rate data from various sources, including wear-
able devices, fitness trackers, ECG monitors, or data files stored in compatible for-
mats. The software may include data pre-processing capabilities to clean and filter 
the heart rate data, removing any artefacts or outliers that may interfere with accu-
rate HRV analysis. It applies mathematical algorithms, such as time domain, fre-
quency domain, and non-linear analysis methods, to extract relevant HRV metrics. 
These metrics include measures of overall HRV, sympathetic and parasympathetic 
activity, stress levels, and cardiovascular health markers. This software generates 
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detailed reports and visualizations, presenting HRV metrics in an understandable 
format. This enables users to track their HRV trends over time and identify patterns 
or changes in their autonomic function. It may also integrate with other health and 
fitness platforms, allowing users to synchronize and analyse their HRV data along-
side other health parameters, such as physical activity, sleep patterns, and nutrition.

2.2.4  Psychosocial Approach

Psychosocial stress occurs when the individual is fearful of the social threats and 
situations such as feeling excluded from the society, fearing failures, fearing being 
evaluated by the society as per the set parameters. People having certain disorders 
like inflammatory bowel diseases, bipolar disorders, metabolic syndromes, etc. also 
encounter such challenges due to their health conditions. It is even observed that 
people with severe ailments such as cancer are being affected by the psychosocial 
stress with their weakening immune systems. Therefore, an approach to analyse this 
kind of stress and develop ways to manage it is the need of the hour.

One approach to monitor acute stress after a traumatic experience has been 
developed, which basically integrates the available evidence for behaviour therapy 
of cognition and recently found neuroscience results [11]. This approach signifies 
the importance of fear reduction learning which can be increased by modulation of 
glutamatergic systems, which are the major excitatory neurotransmitter systems in 
the nervous system. The integration of neurological findings with the digital tech-
nologies can be further explored in order to develop psychosocial approaches to 
monitor stress levels.

2.2.5  Perceived Stress Scale

Perceived stress scale is a psychological instrument which is helpful in finding out 
the perception of stress. It measures the degree which tells about the situations and 
circumstances that make the life of a person stressful. A study on the review of per-
ceived stress scale was conducted, and it was found that reliability of internal con-
sistency, factorial validity, and hypothesis validity of the perceived stress scale 
(PSS) was reported significantly by various research articles [12]. Questionnaires 
were quite helpful to measure the PSS and identify the stressful situations. However, 
there is a lack of computational methods to measure PSS and correlate it with other 
parameters which induce stress. Based on perceived stress scale tests, brain wave 
stress patterns can be generated and analysed. Various region-specific studies on 
PSS have also been made in Greece, Turkey, Spain, Germany, etc.
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2.2.6  Measuring Salivary and Hair Cortisol

In today’s world, the effects of stress on human health and overall well-being are 
well recognized. Therefore, establishment of biomarkers to measure the levels of 
stress over a period of time is critically required [13]. Saliva, urine, and hair cortisol 
are some of the hormones which can complement the real-time monitoring of stress 
levels. Hair cortisol as a parameter to assess stress is being used widely in the clini-
cal studies. There are many studies which are focussing on these parameters indi-
vidually, but there is a scope of exploring digital solutions which assess the levels of 
stress based on all of these three parameters to have a comprehensive analysis.

A smartphone-based technique has been developed to measure psychological 
stress based on salivary cortisol [14]. This technique involved the development of a 
mobile application which will measure the different concentrations of cortisol using 
images. The statistical analysis is then carried out and validation is done with the 
smartphone by using actual human saliva to evaluate the system.

2.2.7  Pupil Dilation Measurement

Pupil dilation measurement is a non-invasive digital technique used to measure 
stress levels. The size of the pupil changes as a result of the activity of the auto-
nomic nervous system, which is responsible for the body’s response to stress. The 
sympathetic nervous system activates the “Figureht or flight” response, causing the 
pupils to dilate, while the parasympathetic nervous system activates the “rest and 
digest” response, causing the pupils to constrict.

By measuring changes in the size of the pupils, researchers can infer the activity 
of the autonomic nervous system and estimate stress levels. Pupil dilation measure-
ment can be done using a digital pupillometer, which is a small device that shines a 
light into the eye and measures the amount of light that is reflected back. The device 
can provide objective and accurate measurements of pupil size, which can be used 
to assess stress levels in various contexts, such as during cognitive tasks, emotional 
situations, or physical activity. However, it is important to note that other factors, 
such as lighting conditions, medication use, and individual differences, can also 
affect pupil size, so results should be interpreted with caution and in combination 
with other measures of stress.

2.2.8  Electroencephalography

EEG (electroencephalography) is a non-invasive technique used to record and mea-
sure the electrical activity of the brain. EEG can be used to measure stress levels by 
detecting changes in brainwave patterns that are associated with stress. When a 
person is under stress, there is an increase in the beta wave frequency in the frontal 
region of the brain and a decrease in the alpha wave frequency in the parietal and 
occipital regions of the brain.
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In studies, participants who underwent stress-inducing tasks showed an increase 
in beta waves, particularly in the frontal area, and a decrease in alpha waves in the 
parietal and occipital regions. These changes in the brainwave pattern can be 
detected and analysed using EEG to indicate the level of stress.

Moreover, EEG can also be used to identify different stages of stress. For exam-
ple, when a person is initially exposed to a stressful situation, there is an increase in 
the beta wave frequency in the frontal region. As the stress continues, the alpha 
wave frequency in the parietal and occipital regions also decreases. By analysing 
these changes in brainwave patterns, it is possible to differentiate between different 
stages of stress and provide early intervention. However, it is important to note that 
EEG is not a standalone method for measuring stress levels, and it should be used in 
combination with other techniques such as self-report questionnaires or behavioural 
observations.

Additionally, EEG requires specialized equipment and trained professionals to 
perform the analysis and interpretation of the results, which can make it more chal-
lenging to implement on a large scale.

2.2.9  Speech Analysis

Speech analysis is another digital technique used to detect stress levels. Stress 
affects the way we speak, altering the pitch, tone, and rhythm of our speech. 
Therefore, speech analysis can be a non-invasive, low-cost, and easy-to-use tech-
nique for detecting stress.

Several studies have investigated the use of speech analysis for stress detection. 
For example, researchers have used various features of speech, such as pitch, energy, 
and speech rate, to develop stress detection models. These models have been trained 
on speech samples collected from individuals under various stress conditions, such 
as public speaking, mental arithmetic, and cognitive tasks.

One study used automatic speech recognition (ASR) technology to transcribe 
speech and extract features such as the fundamental frequency (F0), spectral cen-
troid, and formant frequencies. The study showed that speech features could be used 
to detect stress with an accuracy of up to 80%. Another study focused on the analy-
sis of speech prosody, which includes features such as pitch, loudness, and rhythm. 
The study found that speech prosody can be used to detect stress with an accuracy 
of up to 85%.

Overall, speech analysis can be a promising digital technique for detecting stress 
levels. However, the accuracy of the technique depends on various factors, such as 
the quality of the speech signal, the type of stressor, and the individual differences 
in speech patterns. Further research is needed to develop reliable and accurate stress 
detection models based on speech analysis.
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2.2.10  Computer Mouse Usage

Computer mouse usage can be used as a proxy for stress detection. When a person 
experiences stress, their movements can become more erratic and jittery, which can 
be reflected in the patterns of mouse movement. This has led to the development of 
software applications that can track mouse movements and use them as a means of 
detecting stress. These applications typically use machine learning algorithms to 
analyse the patterns of mouse movement and identify when they deviate signifi-
cantly from the user’s normal behaviour. However, it’s important to note that mouse 
movement is just one potential indicator of stress and should be used in conjunction 
with other measures for more accurate results.

3  Digital Monitoring of Stress Levels

The digital monitoring of stress levels includes the use of intelligent wireless sensor 
systems, personal digital assistants, mobile applications, bioelectronics, digital sig-
nal processing, machine learning, etc. This section discusses such techniques which 
would be helpful in monitoring the stress levels efficiently.

3.1  Intelligent Wireless Sensor Systems

Intelligent Wireless Sensor Systems (IWSS) can be used for stress monitoring in a 
variety of applications, including healthcare, sports, and workplace safety. These 
systems use advanced sensors to detect and monitor physiological signals associ-
ated with stress, such as heart rate variability, electrodermal activity, and respira-
tion rate.

The data collected by these sensors can be transmitted wirelessly to a central 
monitoring system, where it can be analysed and used to identify patterns of stress 
and potential triggers. This information can be used to help individuals manage their 
stress levels, as well as to inform organizational policies and interventions aimed at 
reducing workplace stress.

In addition to physiological sensors, IWSS can also incorporate other types of 
sensors, such as environmental sensors, to provide a more comprehensive under-
standing of the factors contributing to stress. For example, temperature, noise, and 
lighting can all have an impact on stress levels, and incorporating these data into 
IWSS can help identify potential stressors and inform interventions aimed at reduc-
ing them.

IWSS have the potential to revolutionize stress monitoring by providing real- 
time, objective data that can be used to inform personalized interventions aimed at 
improving mental health and well-being. Wireless sensor systems make use of sens-
ing devices to carry out the task at hand. Various smartwatches and fitness trackers 
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which monitor the daily routine and bodily processes of individuals are proving to 
be quite effective in monitoring the levels of stress during different intervals of time. 
Salivary sensors and sweat cortisol sensors are becoming the front runners in mea-
suring the stress levels effectively.

A device named SKINTRONICS [13] has been created to determine the stress 
levels by using electrodermal sensing of skin galvanic response. Personal health 
monitors using wireless intelligent sensor systems are being developed to monitor a 
group of people and identify their stress levels [15]. In order to accomplish these 
tasks, high precision computational instrumentation is required.

3.2  Personal Digital Assistance

Personal digital assistants are a way of breaking the barriers of social stigma to 
report, analyse and monitor personal health issues. A non-intrusive stress monitor-
ing system has been developed based on the personal digital assistants. Sensing and 
estimation of stress is done in two phases in this system. The sensing phase consists 
of measurement of heart rate, skin temperature variation, and electrodermal activi-
ties. All these parameters are acquired from the finger without causing any comfort 
issue to the individual [16]. The benefits of personal digital assistants in healthcare 
domain are multi-fold, therefore steps are being taken to make use of these for stress 
monitoring.

3.3  Mobile Applications

Mobile applications pave the way to make digital assistance convenient and friendly 
for the users. The following Table 4 lists some of the mobile applications which are 
helpful in stress management.

3.4  Bioelectronics and Digital Signal Processing

For continuous stress monitoring over a period of time, wearable bioelectronics are 
quite significant. Emotion recognition systems based on non-intrusive and intrusive 
sensors have been developed [18]. There are three stages in this system: setting up 
experiments for physiological sensing, feature extraction using pre-processing of 
signals, and recognition using learning-based system. Four signals are monitored 
and analysed to find out the stages of stress. These signals are blood volume pulse, 
pupil diameter, skin temperature, and galvanic skin response. Support vector 
machines are used to classify the states of stress and provide information about the 
emotional changes in the person.
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Table 4 Mobile applications for stress management [17]

Sr. 
No. Name Features

1 Breathe2Relax Breathing exercises and instructions, documentation on stress 
management, information on the harmful effects of stress

2 Pacifia Deep breathing and muscle relaxation guided exercises, anti-anxiety 
experiments, mood tracking, analysis of thinking patterns, and anxiety 
triggers

3 GPS for the soul Stress level identification, meditation tools, calming pictures, and 
music

4 Happify Brain training, activities to get rid of stress, anxiety, and negativity
5 Stress doctor Stress busting deep breathing exercises, heart rate monitoring, etc.
6 Headspace Guided meditation sessions, mindfulness training
7 Personal Zen Games based on clinical findings, reducing anxiety levels
8 My mood tracker Helping you to feel good and manage your moods
9 Squeeze and 

shake
Anger management

10 Pocket yoga Yoga techniques for relaxation, range of yoga styles from beginner to 
difficulty level

11 Finding 
optimism

Recording symptoms and triggers, data visualization tools, 
information on wellness strategies

12 The Mindfulness 
app

Guided meditation, calming music, natural sounds

13 Pay it forward Stress reduction with kindness, connecting with the community

3.5  Cognitive Behavioural Therapy 
and Conversational Chatbots

Cognitive behavioural therapy (CBT) is a technique of assessing human thought 
and behaviour to manage the problems faced by an individual. It has proven to treat 
acute stress disorders by monitoring and managing anxiety levels and stress reac-
tions. If acute stress disorder is not treated timely, it may lead to severe post- 
traumatic stress disorders (PTSD). Since, CBT is a talk therapy, it makes it difficult 
for people with social issues to connect with their medical health counsellor. 
Therefore, techniques are being evolved to prepare chatbots who can counsel the 
subjects using cognitive behavioural therapy techniques. Connecting with a chatbot 
is much convenient for such people as they no longer have the fear of being judged 
while discussing about their mental health issues. The terminology used for such 
chatbots is therapy chatbots, which aim to have conversations with the patient in 
order to help them with anger, anxiety, and depression issues.

Table 5 provides a list of some chatbots which are helping people in manag-
ing stress.
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Table 5 Chatbots for stress management [19]

Sr. 
No. Name Features

1 Woebot Mood monitoring, cognitive behavioural therapy, therapeutic conversations
2 Moodkits Depression monitoring, cognitive behavioural therapy, activity tools
3 MoodNotes Categorizes user’s thought patterns, records their emotions, identify 

thinking errors
4 Wysa AI based, emotionally intelligent chatbot, dialectical behaviour therapy, 

guided meditation, evidence-based CBT
5 Youper Monitors and improves emotional health, personalized conversations, 

mindfulness techniques

4  Role of Recent Technological Trends in Real-Time 
Stress Detection

Real-time stress detection involves the collection of data in real time using various 
sensors and then sending it to a processing unit through some mobile interface. The 
processed information is relayed back to the user to detect the levels of stress at the 
given time. The processing unit capable to carry out this task has a number of tech-
nologies running in its background such as database systems, machine learning, 
deep learning, and Internet of Things. This section discusses the role of such recent 
computational techniques employed for detection of stress in real time.

4.1  Machine Learning

Machine learning (ML) has a significant role to play in stress detection and monitor-
ing. ML algorithms can analyse large volumes of physiological and environmental 
data collected by sensors to identify patterns and predict future stress events [20]. 
Here are some ways in which ML can be used for stress detection and monitoring:

• Feature extraction: Machine learning algorithms can automatically identify rel-
evant features from physiological signals, such as heart rate variability, electro-
dermal activity, and respiration rate, that are associated with stress. These 
features can then be used as inputs to predict stress levels.

• Pattern recognition: ML can be used to identify patterns in physiological and 
environmental data that are associated with stress, such as changes in heart rate, 
respiration rate, and skin conductance. This can help in the early detection of 
stress and provide an opportunity for timely interventions.

• Personalization: ML algorithms can be trained on individual data to develop per-
sonalized stress models. This can help in providing tailored interventions and 
support to individuals, based on their unique stress patterns.

• Predictive analytics: ML can be used to develop predictive models that can iden-
tify individuals who are at risk of developing stress, based on their past stress 
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Fig. 3 Process of stress detection using machine learning

patterns, environmental factors, and other relevant data. This can help in prevent-
ing stress-related illnesses and promoting early interventions.

• Real-time monitoring: ML can be used to develop real-time stress monitoring 
systems that can provide continuous monitoring of physiological and environ-
mental signals. This can enable timely interventions and support for individuals 
who are experiencing high levels of stress.

Machine learning has the potential to revolutionize stress detection and monitor-
ing by providing real-time objective data that can be used to inform personalized 
interventions aimed at improving mental health and well-being. ML-based stress 
detection and monitoring systems can be used in a variety of settings, such as 
healthcare, sports, and workplace safety, to help individuals and organizations man-
age stress and promote well-being. The general process of using machine learning 
to detect and classify stress levels is shown in Fig. 3.

For instance, if we are developing a system that uses social media analysis to 
identify stress. One method would be to collect the social media posts pertaining to 
the user by using various data collection methods. Next step would require the 
cleaning and pre-processing of the data. The dataset is organized in a way so that 
feature selection could be possible. And after that the machine learning model is 
trained and accordingly the results for stress detection and classification are gener-
ated [21].

4.2  Deep Learning

Deep learning (DL) has emerged as a powerful tool for stress detection and monitor-
ing. DL algorithms can learn complex representations of physiological and environ-
mental data, which can be used to accurately predict stress levels and identify 
potential triggers. Here are some ways in which DL can be used for stress detection 
and monitoring:

• Multimodal data integration: DL algorithms can integrate data from multiple 
sensors, including physiological sensors (such as heart rate variability, electro-
dermal activity, and respiration rate) and environmental sensors (such as tem-
perature, noise, and lighting), to develop a more comprehensive understanding of 
the factors contributing to stress.
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• Transfer learning: DL algorithms can use pre-trained models to extract features 
from physiological and environmental signals that are relevant to stress. This can 
help in developing more accurate stress models, even when data is limited.

• Real-time monitoring: DL can be used to develop real-time stress monitoring 
systems that can provide continuous monitoring of physiological and environ-
mental signals. This can enable timely interventions and support for individuals 
who are experiencing high levels of stress.

• Personalization: DL can be used to develop personalized stress models, based on 
individual data. This can help in providing tailored interventions and support to 
individuals, based on their unique stress patterns.

• Deep reinforcement learning: DL algorithms can be used to develop adaptive 
stress interventions, based on real-time stress monitoring. This can enable per-
sonalized interventions that are tailored to an individual’s unique stress patterns.

Deep learning has the potential to revolutionize stress detection and monitoring 
by providing real-time, objective data that can be used to inform personalized inter-
ventions aimed at improving mental health and well-being. DL-based stress detec-
tion and monitoring systems can be used in a variety of settings, such as healthcare, 
sports, and workplace safety, to help individuals and organizations manage stress 
and promote well-being. Machine learning techniques require hand-crafted manu-
ally generated features in order to detect stress. This drawback can be eliminated by 
the use of deep convolutional neural networks. One such architecture has been pro-
posed by researchers where all the parameters obtained from different sensors are 
processed individually in different 1D convolutional blocks [22]. These different set 
of features are then concatenated and processed further using deep learning models. 
Deep learning models are proving to provide much better accuracy by use of deep 
neural networks and address the issue of manual feature generation.

4.3  Internet of Things

Internet of Things paradigm provides opportunities to manage and monitor stress 
levels by making use of sensors and transmitting that information directly to the 
processing units. Real-time stress monitoring can be done using Internet of Things 
concepts. The parameters like heart rate, blood pressure, and body temperature are 
captured using sensors. The collected information is then pre-processed and sent to 
the processing units or devices through the internet, and the real-time results can be 
displayed or visualized using high end monitoring systems [23].

A cloud server and Internet of Things based stress monitoring assistance system 
has been proposed recently, which aims to detect stress in real time [23]. This sys-
tem has the capability to provide personal assistance to people in stress. Galvanic 
skin response is taken as the input parameter to measure stress by the stress device. 
The threshold value is identified after due analysis on MATLAB software and then 
the interfacing of the stress device with the cloud server is done to log real data. 
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Following are some more ways in which IoT can be used for stress detection and 
monitoring:

• Wearable devices: IoT-enabled wearable devices, such as smartwatches and fit-
ness trackers, can collect physiological data (such as heart rate and skin conduc-
tance) and environmental data (such as temperature and noise) to provide a 
comprehensive understanding of an individual’s stress levels.

• Smart home devices: IoT-enabled smart home devices, such as smart thermostats 
and lighting systems, can collect data on environmental factors that can impact 
stress levels, such as temperature and lighting. This can provide a more compre-
hensive understanding of the factors contributing to stress.

• Real-time monitoring: IoT-enabled devices can collect and transmit data in real 
time, allowing for continuous monitoring of physiological and environmental 
signals. This can enable timely interventions and support for individuals who are 
experiencing high levels of stress.

• Data analytics: IoT can be used to collect and analyse large volumes of data, 
which can be used to develop predictive models and identify patterns that are 
associated with stress. This can help in the early detection of stress and provide 
an opportunity for timely interventions.

• Personalization: IoT can be used to develop personalized stress models, based on 
individual data. This can help in providing tailored interventions and support to 
individuals, based on their unique stress patterns.

IoT-based stress detection and monitoring systems can be used in a variety of 
settings, such as healthcare, sports, and workplace safety, to help individuals and 
organizations manage stress and promote well-being [24].

4.4  Brain-Inspired Computing

Brain-inspired computing, also known as neuromorphic computing, is an emerging 
field that draws inspiration from the structure and function of the human brain to 
design computing systems. This technology has the potential to revolutionize stress 
detection by leveraging the power of artificial neural networks to process large 
amounts of data in real time. One of the primary advantages of brain-inspired com-
puting is its ability to process data in a parallel, distributed manner, similar to the 
way in which the human brain processes information. This allows for the efficient 
processing of large amounts of data, making it well-suited for stress detection and 
monitoring applications.

Brain-inspired computing can be used to detect stress by analysing physiological 
signals such as heart rate variability, electroencephalography (EEG) signals, and 
skin conductance. By modelling the way in which the human brain processes these 
signals, artificial neural networks can be trained to detect patterns and identify signs 
of stress. Brain-inspired computing can also be used to develop personalized stress 
detection models based on individual data. By training the neural networks on 
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individual physiological and environmental data, the models can be tailored to each 
individual’s unique stress patterns, allowing for more accurate and effective stress 
detection.

However, the use of brain-inspired computing for stress detection also poses 
some challenges. One of the significant challenges is the need for large amounts of 
data to train the neural networks effectively. Additionally, the interpretability of the 
models can be challenging, making it difficult to understand the factors that contrib-
ute to stress. Overall, brain-inspired computing holds significant promise for stress 
detection and monitoring, offering a powerful tool for processing and analysing 
large amounts of data in real time. Further research in this area has the potential to 
lead to the development of more accurate and effective stress detection models, 
enabling individuals to take timely action to manage stress and improve their overall 
well-being.

4.5  Natural Language Processing

Natural Language Processing (NLP) is a subfield of artificial intelligence that 
focuses on the interaction between computers and human language. NLP has the 
potential to revolutionize stress detection and monitoring by analysing textual data 
such as social media posts, chat messages, and emails to detect patterns and identify 
signs of stress. One of the primary advantages of NLP is its ability to analyse 
unstructured data, enabling the detection of stress in natural language expressions. 
By analysing linguistic features such as sentiment, tone, and lexical patterns, NLP 
algorithms can detect stress and other emotional states in text.

NLP can also be used to monitor stress over time, enabling the detection of pat-
terns and changes in stress levels. By analysing longitudinal data, NLP algorithms 
can identify stress triggers, monitor the effectiveness of stress management inter-
ventions, and provide personalized recommendations for stress management. 
However, the use of NLP for stress detection and monitoring also poses some chal-
lenges. One of the significant challenges is the need for large amounts of data to 
train the NLP models effectively. Additionally, NLP algorithms may have difficulty 
understanding sarcasm, irony, and other nuances of language that can affect the 
interpretation of emotional states.

NLP holds significant promise for stress detection and monitoring, offering a 
powerful tool for analysing natural language expressions to identify signs of stress. 
Further research in this area has the potential to lead to the development of more 
accurate and effective NLP models, enabling individuals to take timely action to 
manage stress and improve their overall well-being.
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5  Conclusions and Future Research Directions

This chapter offers a comprehensive overview of digital monitoring and detection 
techniques that can be effectively utilized for stress management. The recent 
advancements in digital technologies, such as the Internet of Things, machine learn-
ing, deep learning, and brain-inspired computing, have led to a surge in studies 
exploring these techniques for real-time stress detection. However, despite these 
technological advancements, there are numerous challenges that must be addressed. 
Firstly, the presence of a digital divide can create barriers in effectively utilizing 
these digital techniques. Secondly, testing and validating these techniques to estab-
lish their accuracy in various scenarios are significant challenges. Additionally, it is 
essential to consider the unique circumstances and situations of individuals experi-
encing stress, which can significantly complicate the problem. Thus, a comprehen-
sive analysis of all parameters affecting stress levels is necessary to establish 
correlations and develop integrated digital solutions. This chapter not only discusses 
various digital techniques of stress monitoring but also presents a literature review 
in this area, shedding light on potential avenues for future research. There are sev-
eral potential future research directions that could be explored to improve stress 
detection and monitoring techniques. Some of these include the following:

• Developing digital tools that can overcome the digital divide: One of the primary 
challenges in utilizing digital techniques for stress monitoring is the presence of 
a digital divide. Future research could explore ways to bridge this divide and 
develop digital tools that are accessible and user-friendly for all individuals, 
regardless of their technological expertise.

• Exploring the use of augmented reality and virtual reality: Augmented reality 
(AR) and virtual reality (VR) technologies could offer innovative ways to moni-
tor stress levels in real time. For example, AR or VR environments could simu-
late stress-inducing situations, allowing individuals to practice stress management 
techniques in a controlled setting.

• Utilizing wearable technology for stress monitoring: Wearable technology, such 
as smartwatches and fitness trackers, could offer a non-invasive way to monitor 
stress levels in real time. Future research could explore ways to improve the 
accuracy of wearable sensors and integrate them with other digital tools for more 
comprehensive stress monitoring.

• Examining the role of social media in stress monitoring: Social media platforms 
have become increasingly popular for individuals to express their emotions and 
share their experiences. Future research could explore ways to utilize social 
media data for stress monitoring, such as analysing language patterns and senti-
ment analysis.

• Developing personalized stress management solutions: As mentioned in the 
paragraph, it is essential to consider the unique circumstances and situations of 
individuals experiencing stress. Future research could explore ways to develop 
personalized stress management solutions that are tailored to an individual’s spe-
cific needs and circumstances. This could involve combining multiple digital 
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techniques, such as machine learning and brain-inspired computing, to develop 
comprehensive solutions.
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Abstract Recent scientific evidence suggests that frequent use of digital technol-
ogy, such as problematic mobile use (PMU), has both negative and positive effects 
on brain function and behavior. Excessive screen time and technology use can lead 
to attention deficit symptoms, impairments in emotional and social intelligence, 
technology addiction, social isolation, impaired brain development, and sleep dis-
turbances. Moreover, the COVID-19 pandemic has further increased screen time for 
both adults and children due to virtual classrooms. This has harmed brain health, as 
individuals have been attending their classes and working online without interaction 
with peers. However, certain online games and apps can improve neural activity in 
the brain. Additionally, numerous apps and digital tools are available to manage 
mental health issues, such as self-management, monitoring, skill training, and 
enhancing mood and behavior. In this digital era, we are akin to sailors without rud-
ders, being driven by digital stimuli rather than our deliberate direction in the ocean. 
This chapter explores the various consequences for brain health in this digital era.

Keywords Brain health · Emotional and social intelligence · Skill training · 
Digital apps

1  Introduction

In the past, our great-grandparents were not exposed to the digital life that exists 
today. They relied solely on interpersonal communication and a few other sources 
for their information. However, in contemporary times, people of all ages are con-
suming and processing vast amounts of data from the digital world. Moreover, they 
are not just consuming data, but also generating large quantities of it in their daily 
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lives. The number of internet users worldwide (in millions) from 2006 to 2020 is 
displayed in Fig. 1 (Source: FinancesOnline).

Over the past 3 years, people, especially the younger generation, have become 
more at ease with the digital world than the physical one. They spend the majority 
of their time online, and this shift toward an online existence has created a new field 
of study for neuroscientists [1]. They can now investigate how digital technology is 
changing the functioning of our brains and our behavior. However, as with most 
things, there are both positive and negative impacts. Neuroscientific data indicates 
that the digital era is affecting the brain in both negative and positive ways. For 
example, an elderly individual who can maintain their independence by using vari-
ous digital apps is a positive outcome. Scientists use Magnetic Resonance Imaging 
(MRI) to track brain health and neural activity to measure the effect of the digital 
era on the brain. This chapter will cover all of the impacts that the digital era has had 
on the human brain.

The COVID-19 pandemic has had various impacts on children, particularly on 
their personality and brain health. Schools are supposed to shape children’s person-
alities and brains with a positive approach, but unfortunately, the system often 
restricts them to a rat race, leading to anxiety, depression, and other mental illnesses 
at an early stage. With the pandemic, children have become more reliant on the 
internet for education and leisure activities. Additionally, the neglect of mental 
health issues has further exacerbated these problems. To understand how twenty- 
first century children have been affected, four main themes need to be taken into 
consideration as shown in Fig. 2 [2].

The digital era has brought about numerous benefits to society, but it has also 
resulted in potentially harmful effects on brain health. Some of the harmful effects 
have been discussed in further sections.
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• Plat and activities

• Digital divide
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• Social networks
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Physical
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Digital
technology

Family and
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Fig. 2 Four main themes for analysis of twenty-first century children issues [2]

1.1  Attention Deficit Disorders

Many studies have shown a link between screen time on computers, mobile, or tab-
lets and symptoms of Attention Deficit Hyperactivity Disorder (ADHD). Scientists 
have found a close association between excessive usage of digital media and symp-
toms of ADHD. Also, when people are online often they get less time to interact 
offline and reset their brains [3]. ADHD is a neurodevelopmental disorder that 
affects both children and adults. It is characterized by symptoms of inattention, 
hyperactivity, and impulsivity. People with ADHD may struggle with staying 
focused, paying attention, completing tasks, organizing themselves, and controlling 
their impulses.

The exact cause of ADHD is not fully understood, but it is believed to be a com-
bination of genetic and environmental factors. Some of the common risk factors for 
ADHD include genetics, brain structure, and function, exposure to toxins, prema-
ture birth or low birth weight, and maternal smoking during pregnancy.

ADHD can be diagnosed by a healthcare professional based on the symptoms, 
medical history, and behavioral assessments. Treatment for ADHD may include 
medication, behavioral therapy, and lifestyle modifications. Medications such as 
stimulants and non-stimulants can help improve attention and reduce hyperactivity 
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and impulsivity. Behavioral therapy can help individuals with ADHD develop cop-
ing strategies and improve their social skills, organization, and time management.

It is important to note that ADHD can impact people in different ways and that 
each individual’s experience with the disorder is unique. With the right treatment 
and support, individuals with ADHD can learn to manage their symptoms and lead 
fulfilling lives.

1.2  Impairments in Emotional and Social Intelligence

The amount of time children spend online has significantly increased as everything 
becomes digital, but it is recommended by the American Academy of Pediatrics that 
screen time for children aged 2 years or younger should be limited due to the brain’s 
heightened malleability at that age.

Spending excessive time online can reduce opportunities for face-to-face com-
munication, and Kirsh and Mounts [4] hypothesized that playing video games can 
interfere with the ability to recognize human emotions. They studied the effects of 
playing video games on the recognition of facial expressions of emotions in 197 
students and discovered that participants who had played violent video games 
before viewing a calm face were unable to recognize the emotion. Some of the bad 
effects of technology are displayed in Fig. 3.

Problematic mobile use (PMU) refers to a pattern of excessive and compulsive 
use of mobile devices, such as smartphones and tablets, that leads to negative con-
sequences for the user. PMU is sometimes also referred to as mobile phone addic-
tion, smartphone addiction, or nomophobia (fear of being without a mobile phone).

PMU is characterized by a range of symptoms, including the following:

• Spending an excessive amount of time on mobile devices, often at the expense of 
other important activities such as work, school, or socializing with others.

• Feeling a compulsive need to check one’s mobile device regularly, even when it 
is not necessary or appropriate.

• Experiencing anxiety or distress when separated from one’s mobile device or 
unable to use it for some time.

• Neglecting personal hygiene or self-care in favor of using a mobile device.
• Experiencing negative consequences as a result of PMU, such as poor academic 

or work performance, social isolation, relationship problems, or physical 
health issues.

PMU is a growing concern in today’s society, as mobile devices have become an 
integral part of many people’s daily lives. While the majority of mobile device users 
do not experience PMU, for those who do, it can have a significant impact on their 
well-being and quality of life. Treatments for PMU typically involve cognitive- 
behavioral therapy, which focuses on changing problematic behaviors and thought 
patterns related to mobile device use.
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Fig. 3 Bad effects of technology in different ways

1.3  Physical Effects

Physical effects are the most easily quantifiable of other negative effects of tech-
nologies on the brain. Metabolic disease can be a very common cause of the use of 
technologies in daily life. As we sit with a digital device, it indirectly reduces the 
movement of the body. Movement of the body is required to stay healthy. Therefore, 
screen time and digital usage not only affect the brain but the entire body.

Prolonged and excessive use of screens can cause several health problems, 
including eye strain, headaches, neck and shoulder pain, back pain, and sleep distur-
bances. Here are some more diseases and conditions that can be associated with 
severe screen use:

• Computer vision syndrome (CVS): This condition includes a range of vision- 
related problems, such as eye strain, dry eyes, blurred vision, double vision, and 
headaches. CVS is often caused by the prolonged use of digital devices, espe-
cially computers.

• Carpal tunnel syndrome: This is a condition that causes numbness, tingling, and 
weakness in the hand and wrist. It is caused by pressure on the median nerve, 
which runs through the wrist. Repetitive use of a keyboard or mouse can increase 
the risk of developing carpal tunnel syndrome.
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• Tennis elbow: Also known as lateral epicondylitis, tennis elbow is a condition 
that causes pain and inflammation in the elbow. It is often caused by repetitive 
use of the forearm muscles and tendons, such as when using a computer mouse 
or typing on a keyboard.

• Text neck: This is a term used to describe the neck pain and stiffness caused by 
constantly looking down at a phone or other digital device. The posture  associated 
with this behavior can strain the neck muscles and lead to long-term neck 
problems.

• Insomnia: Exposure to blue light from digital devices can interfere with the 
body’s natural sleep cycle and make it more difficult to fall asleep. This can lead 
to insomnia and other sleep disorders.

• Obesity: Spending too much time in front of screens can lead to a sedentary life-
style, which is a major risk factor for obesity and other health problems.

• Anxiety and depression: Studies have shown that excessive screen use, particu-
larly social media, can contribute to anxiety and depression in both children 
and adults.

It’s important to take breaks from screen use, practice good posture, and main-
tain a healthy lifestyle to prevent these and other health problems associated with 
excessive screen use.

1.3.1  Mental Health

One of the major problems associated with the digital era is addiction, which can 
have detrimental effects on mental health, social life, and family bonds. Additionally, 
chronic smartphone stress has been identified as a newly discovered effect on health. 
Children who overuse technology are at a higher risk of developing serious mental 
health issues, including reduced attention and thinking power, delayed language, 
social and emotional development, and addiction to technology. Teenagers aged 15 
to 16 years have been found to use digital media for longer periods, increasing the 
likelihood of creating symptoms of attention deficit hyperactivity disorder (ADHD). 
Furthermore, there are several other mental health issues associated with the digital 
era as mentioned below and as detailed in [5].

• Addiction.
• Anxiety and depression.
• Attention deficit hyperactivity disorder (ADHD).
• Decreased attention span.
• Poor sleep quality and insomnia.
• Impaired cognitive function.
• Decreased social skills and increased social isolation.
• Cyberbullying and online harassment.
• Low self-esteem.
• Body image issues.
• FOMO (fear of missing out).
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• Online gaming addiction.

It’s important to note that these issues may not affect every individual who uses 
digital media excessively, and the severity and prevalence of these issues can vary 
from person to person. However, it’s still important to be aware of these potential 
risks and to use digital media in moderation to promote overall well-being.

1.3.2  Social Health

Social health is affected to a great extent due to the dependency on digital devices. 
A connection with the community is lost. For instance, earlier people used to visit 
banks physically and were patient enough to wait in queues to get their work done 
and there was a usual social connection. But with the advent of Internet banking 
facilities, the banks are now at a single click of our finger and the interaction with 
the community is lost [6]. Following are some of the one-liners which deprecate the 
effects of the digital era on human health.

• “Digital technologies have made it more difficult for me to say on task and devote 
sustained attention. This interferes with my work productivity.”

• “I can’t seem to get my brain to calm down and focus. It is all over the place. I 
can’t concentrate. I just start thinking about what I’m going to do next.”

• “Increased isolation is a negative effect I feel in my life; the time I spend using 
digital technologies could well be spent in other more creative and produc-
tive ways.”

• “I am becoming increasingly aware of the way constant access to digital forms 
of communication can be overwhelming.”

• “It has become an ever-present overhang on all aspects of life. There is no 
escape.”

• “The rise of hatred, the manipulation of politics, and so on – these are not distant 
events with no personal impact.”

• “Digital life has tipped the balance in favor of John Stuart Mill’s ‘lower plea-
sures’ and has made engaging in higher-order pleasures more difficult.”

• “One major impact is the overall decrease in short-term memory, and … what 
was the question?”

• “Real-life relationships are less bearable; everyone is so much less interested 
with the spoiling of technology.”

• “Digital technology radically increases expectations for instantaneous responses. 
This is unhealthy.”

• “It has become harder to take your eyes off a screen to enjoy life as it’s happening.”
• “Technology is being driven by business across all areas for money, money, 

money. Greed has taken over.”
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1.3.3  Impact on Cognitive and Brain Development

The use of screens has the potential to negatively affect cognitive and brain health, 
as shown in research [7]. Previous studies have revealed that children under the age 
of two spent approximately 1 h per day on screens, but this number increased to 3 h 
per day by the age of three. For infants aged between 6 and 12 months, excessive 
screen time has been linked to poorer early language development and behavioral 
problems.

Although digital media can aid in active learning in preschool and older children, 
it should be accompanied by parent–child interaction. However, excessive screen 
time and a lack of reading time have been linked to decreased brain connectivity in 
the areas of the brain responsible for word recognition, language, and cognitive 
control in children aged eight to twelve. This reduced connectivity can negatively 
impact reading skills, which highlights the detrimental impact of screen time on 
brain development. Given the increasing prevalence of screen use among very 
young children, whose brains are highly plastic, there is growing concern about the 
cognitive and brain development of children exposed to screens, which warrants 
further study.

1.3.4  Sleeping Patterns

Recent research suggests that screen time can negatively affect sleep, which in turn 
can impact cognition and behavior. Studies have shown that daily touch-screen use 
is associated with sleep disturbances such as reduced duration and increased night- 
time awakenings in infants and toddlers. Spending more time on mobile phones and 
touch screens is linked to more sleep disruptions, while tablet use is associated with 
poor sleep quality and more awakenings after sleep onset. Poor sleep quality can 
lead to brain changes, including decreased functional connectivity and gray matter 
volume, and increase the risk of age-related cognitive impairment and Alzheimer’s 
disease.

Although it is unclear whether looking at screens or watching media content 
disrupts sleep, it is well established that the wavelength of light exposure affects 
circadian rhythms, and light-emitting diode (LED) screens on computers and 
phones emit slow-wave blue light that can disrupt these rhythms. Exposure to LED 
screens has been shown to alter melatonin levels and sleeping quality and reduce 
cognitive performance. Therefore, it is crucial to recognize the effects of screen 
time on sleep as a moderator of multiple negative impacts on memory and brain 
function.
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1.3.5  Effects on Brain Functions

In a study, functional MRI was used to record neural activity in the brains of 12 
participants who had never used the internet before and 12 who had, while perform-
ing simulated internet search tasks. It was hypothesized that the net-naive group 
would show increased activation in their frontal lobe network after internet training, 
whereas the net-savvy group would either show no change or a reduction in activa-
tion due to increased cognitive efficiency after training. During their initial scan, the 
net-naive group recruited a neural network that included various regions of the 
brain, and only this group showed additional activation in the middle and inferior 
frontal gyri during their second scan as shown in Fig. 4.

The net-savvy group initially displayed more extensive activation in a cortical 
system that controls mental activities involved in internet search tasks, but they 
showed a trend of reduced activation following the training, which is consistent with 
the hypothesis that the brain becomes more efficient and habituates to the task over 
time. These findings suggest that even short periods of internet browsing can alter 
brain activity patterns in middle-aged and older adults.

Naive

1st Scan Session 2nd Scan Session

Savvy

Fig. 4 Comparison between internet searching tasks before and after training
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Several other research teams have studied how internet search training affects 
brain function and structure. One study [8] utilized diffusion tensor imaging to 
explore the impact of brief internet search training on the microstructure of white 
matter. They found that after just 6 days of training, the 59 participants (average age 
of 21) had an increased fractional anisotropy in the right superior longitudinal fas-
ciculus and a reduced radial diffusivity in that area. These results imply that short- 
term internet search training can improve the integrity of white matter in the right 
superior longitudinal fasciculus, perhaps due to increased myelination.

2  Technological Interventions to Monitor and Protect 
from the Harmful Effects on Brain Health in a Digital Era

Several technological interventions can be used to monitor and protect individuals 
from the harmful effects of excessive screen time:

• Screen time tracking apps: These apps help individuals track and monitor their 
screen time and set usage limits. Some examples of screen time tracking apps 
include Moment, Screen Time, and Freedom.

• Blue light filters: These filters can be applied to digital devices, such as smart-
phones and tablets, to reduce the amount of blue light emitted. Blue light has 
been shown to disrupt circadian rhythms and negatively affect sleep. Some 
devices have built-in blue light filters, or users can download software that adds 
the filter.

• Parental controls: These features allow parents to set limits on their children’s 
screen time and restrict access to certain apps and websites. Many devices have 
built-in parental controls, and there are also third-party apps available.

• Digital detox programs: These programs are designed to help individuals take a 
break from digital devices and reduce their screen time. Some examples of digi-
tal detox programs include the 30-Day Digital Detox Challenge and the National 
Day of Unplugging.

• Mindfulness and meditation apps: These apps help individuals practice mindful-
ness and meditation, which have been shown to reduce stress and improve men-
tal well-being. Some examples of mindfulness and meditation apps include 
Headspace, Calm, and Insight Timer.

These technological interventions can be effective in helping individuals monitor 
and protect themselves from the harmful effects of excessive screen time. However, 
it’s important to remember that reducing screen time and practicing other healthy 
habits, such as exercising and socializing in person, are also important for maintain-
ing good brain health in the digital era. Some more techniques involving brain train-
ing have been discussed in this section.
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2.1  Method of Cognitive Training to Improve Brain Health

Cognitive training refers to a set of activities or exercises designed to improve cog-
nitive functions such as attention, memory, and problem-solving. Cognitive training 
has been studied as a potential intervention to improve brain health and cognitive 
abilities in older adults and individuals with neurological disorders.

Several methods of cognitive training have been developed to improve brain 
health, and some of them are discussed below:

• Computerized cognitive training: This method involves the use of computer- 
based programs designed to improve cognitive functions. These programs typi-
cally involve a series of exercises that challenge various cognitive skills, such as 
working memory, attention, and processing speed. The exercises can be adjusted 
in difficulty and intensity to suit individual needs.

• Cognitive stimulation therapy: This method involves engaging individuals in 
group activities that stimulate cognitive functions, such as discussion, reminis-
cence, and problem-solving. The activities are designed to be enjoyable and 
engaging to encourage participation.

• Mindfulness training: This method involves the practice of mindfulness medita-
tion, which is aimed at improving attention and emotional regulation. Mindfulness 
training typically involves focused breathing and attention to the present moment.

• Physical exercise: Physical exercise has been shown to improve cognitive func-
tions, particularly executive functions such as planning, decision-making, and 
working memory. Exercise may improve brain health through increased blood 
flow and neuroplasticity.

• Cognitive-behavioral therapy: This method is a type of psychotherapy that 
focuses on changing negative thinking patterns and behaviors that may be con-
tributing to cognitive problems. Cognitive-behavioral therapy may involve 
problem- solving exercises, cognitive restructuring, and behavioral activation.

Overall, the goal of cognitive training is to improve cognitive function and pro-
mote brain health. The specific method of cognitive training used may depend on 
individual needs, preferences, and cognitive strengths and weaknesses. Cognitive 
training involves exercising the brain rigorously using intense mental exercises. 
Many applications can keep your brain busy as listed in Table 1.

Many other applications can help to keep the brain active and healthy while 
using digital devices. However, it is suggested to try and adopt natural cognitive 
training methods by taking a leave from the digital world for a short while. Following 
are some of the benefits of cognitive training which encourage taking care of 
the brain.

Consequences of Brain Health in the Digital Era



138

Table 1 Mobile apps to keep the brain active [9]

N Name of the app Features

1. Lumosity Improvement in memory and focus, concentration, mindfulness, 
cognitive ability

2. Duolingo Lessons in over 35 languages, language learning, and practicing tools
3. Calm Reduces anxiety, meditation, music, sleep stories, self-care
4. Psychology 

compass
Cognition coach, weekly lessons to automate habits

5. Headspace Sleep-aiding tools, guided meditations, music
6. Ten percent happier Topic-specific meditations
7. Insight timer Workshops, guided meditations, music, etc.
8. TED Inspire me feature, many languages supported, world-class thinkers
9. Forest Virtual forests creation to view habitual changes, reminders, targets, 

and routines
10. Words with friends Build vocabulary, words with friends feature, challenges, games
11. Chess—play and 

learn
Puzzles, brain games

2.2  Cognitive Behavioral Therapy

Cognitive-behavioral therapy (CBT) is a type of psychotherapy that aims to help 
individuals improve their mental health by changing negative thought patterns and 
behaviors. It is a goal-oriented, problem-solving approach that is based on the idea 
that thoughts, feelings, and behaviors are interconnected.

CBT is effective in treating a wide range of mental health conditions, including 
anxiety disorders, depression, post-traumatic stress disorder (PTSD), obsessive- 
compulsive disorder (OCD), and eating disorders. It is also used as a complemen-
tary therapy for individuals with chronic pain, sleep disorders, and substance abuse.

The basic principles of CBT include the following:

• Cognitive restructuring: This involves identifying and challenging negative 
thought patterns that may be contributing to mental health problems. The thera-
pist helps the individual to replace negative thoughts with more positive, realis-
tic ones.

• Behavioral activation: This involves identifying and changing negative behaviors 
that may be contributing to mental health problems. The therapist helps the indi-
vidual to develop new, positive behaviors that promote mental health.

• Exposure therapy: This involves gradually exposing individuals to situations that 
trigger anxiety or fear, to reduce their sensitivity to these triggers.

• Relaxation techniques: This involves teaching individuals relaxation techniques 
such as deep breathing, progressive muscle relaxation, and visualization to help 
reduce anxiety and stress.

• Homework assignments: Individuals are often given homework assignments to 
practice the skills learned in therapy, such as challenging negative thoughts or 
practicing relaxation techniques.
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CBT is typically a short-term therapy, lasting between 12 and 20 sessions. 
However, the length of therapy may vary depending on the individual and the sever-
ity of their mental health condition. CBT can be delivered in various formats, 
including individual therapy, group therapy, and online therapy. The therapy can 
also be adapted for children and adolescents. Overall, CBT is a structured, evidence- 
based therapy that can help individuals improve their mental health by changing 
negative thought patterns and behaviors. It is a highly effective treatment option for 
a range of mental health conditions and can be tailored to individual needs and 
preferences.

2.3  Meditation Apps

Meditation apps have become increasingly popular in the digital era as a way to 
improve brain health. These apps offer a convenient and accessible way to practice 
mindfulness meditation, which has been shown to have numerous benefits for men-
tal and physical health. Meditation apps typically offer guided meditations, which 
can be tailored to different levels of experience and different goals. For example, 
some apps offer meditations for stress reduction, while others offer meditations for 
sleep or anxiety.

There are several benefits of using meditation apps for brain health, including the 
following:

• Stress reduction: Mindfulness meditation has been shown to reduce stress and 
anxiety, which can have a positive impact on brain health. Studies have found 
that regular meditation practice can reduce the size of the amygdala, which is 
part of the brain that is responsible for the Fight-or-flight response.

• Improved cognitive functions: Regular mindfulness meditation practice has been 
shown to improve cognitive functions such as attention, memory, and executive 
function. Studies have found that meditation can increase gray matter volume in 
the prefrontal cortex, which is part of the brain that is responsible for decision- 
making and planning.

• Improved emotional regulation: Mindfulness meditation can improve emotional 
regulation by helping individuals become more aware of their thoughts and emo-
tions. Studies have found that regular meditation practice can reduce symptoms 
of depression and anxiety.

• Better sleep: Mindfulness meditation can improve sleep quality by reducing 
stress and promoting relaxation. Studies have found that meditation can improve 
sleep duration and reduce the time it takes to fall asleep.

Some popular meditation apps include Headspace, Calm, and Insight Timer. 
These apps offer guided meditations of varying lengths and can be accessed on a 
smartphone or tablet. Some apps also offer features such as progress tracking and 
personalized recommendations. Overall, meditation apps can be a useful tool for 
improving brain health in the digital era. However, it is important to remember that 
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meditation is a practice that requires regular and consistent effort. Like any form of 
exercise, the benefits of meditation come with regular practice over time.

2.4  Wearable Technology

Wearable technologies have become increasingly popular in the digital era as a way 
to improve brain health. These technologies include devices such as fitness trackers 
and smartwatches, which can track physical activity, sleep patterns, and heart rate, 
among other metrics. These data can provide valuable insights into the overall 
health and can be used to inform lifestyle changes that can have a positive impact on 
brain health.

Some of the ways in which wearable technologies can improve brain health are 
as follows:

• Encouraging physical activity: Regular physical activity has been shown to have 
numerous benefits for brain health. Wearable fitness trackers can help individuals 
monitor their activity levels and provide feedback on progress toward activ-
ity goals.

• Improving sleep: Sleep is critical for brain health, and poor sleep has been linked 
to a range of cognitive and emotional problems. Wearable technologies that track 
sleep patterns can provide individuals with valuable information about their 
sleep quality, which can be used to make lifestyle changes that improve sleep.

• Reducing stress: Wearable devices such as smartwatches can provide feedback 
on stress levels and offer features such as guided breathing exercises to help 
individuals manage stress.

• Monitoring heart health: Heart health is closely linked to brain health, and wear-
able devices can track metrics such as heart rate variability, which is an indicator 
of overall cardiovascular health. Improving heart health can have a positive 
impact on brain health by improving blood flow to the brain.

• Providing feedback on cognitive performance: Some wearable technologies 
offer cognitive performance tracking, which can provide individuals with feed-
back on cognitive functions such as attention, memory, and executive function. 
This feedback can be used to inform lifestyle changes that improve cognitive 
performance.

Wearable technologies have the potential to be a valuable tool for improving 
brain health in the digital era. However, it is important to use these technologies in 
conjunction with other lifestyle changes such as regular physical exercise, healthy 
diet, and social connection. Additionally, it is important to use these technologies in 
moderation and to seek professional advice before making significant changes to 
lifestyle or starting any new exercise or health program.
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2.5  Virtual Reality Technology

Virtual reality (VR) technology has emerged as a promising tool for improving 
brain health in the digital era. VR technology creates a simulated environment that 
can be experienced through a VR headset, allowing users to engage in activities and 
experiences that can have a positive impact on brain health.

Some of the ways in which VR technology can improve brain health are as 
follows:

• Stress reduction: VR technology can create immersive environments that can 
help users relax and reduce stress. For example, VR-guided meditations can cre-
ate a calming environment that can promote relaxation and reduce stress levels.

• Cognitive training: VR technology can be used to create cognitive training pro-
grams that can help improve cognitive functions such as attention, memory, and 
executive function. VR cognitive training programs can provide a more engaging 
and immersive experience than traditional cognitive training methods, which can 
increase motivation and adherence to the program.

• Rehabilitation: VR technology can be used in rehabilitation settings to help indi-
viduals recover from brain injuries and improve motor function. For example, 
VR games can be used to improve hand-eye coordination and balance.

• Exposure therapy: VR technology can be used to create simulated environments 
that can help individuals overcome fears and phobias through exposure therapy. 
For example, VR exposure therapy can be used to help individuals overcome 
their fear of heights or fear of flying.

• Social connection: VR technology can be used to create virtual social environ-
ments that can help combat loneliness and social isolation, which are risk factors 
for cognitive decline and dementia.

While VR technology has the potential to improve brain health in numerous 
ways, it is important to use this technology in moderation and under the guidance of 
a trained professional. Additionally, VR technology is not suitable for everyone and 
may not be appropriate for individuals with certain medical conditions. As with any 
new technology or treatment approach, it is important to consult with a healthcare 
professional before incorporating VR technology into a brain health program.

2.6  Brain Stimulation Devices

Brain stimulation devices have become increasingly popular as a way to improve 
brain health in the digital era. These devices use electrical or magnetic stimulation 
to alter brain activity and have been used to treat a range of neurological and psy-
chiatric conditions. They can also be used for non-medical purposes to enhance 
cognitive function, memory, and mood.

Consequences of Brain Health in the Digital Era



142

Some of the brain stimulation devices that are commonly used for improving 
brain health are as follows:

• Transcranial Magnetic Stimulation (TMS): TMS is a non-invasive brain stimula-
tion technique that uses magnetic fields to stimulate nerve cells in the brain. It 
has been approved by the FDA for the treatment of depression and has also been 
used for the treatment of anxiety, chronic pain, and other conditions.

• Transcranial Direct Current Stimulation (tDCS): tDCS is a non-invasive brain 
stimulation technique that uses a low-level electrical current to stimulate the 
brain. It has been used for the treatment of depression, anxiety, and chronic pain 
and has also been shown to improve cognitive function and memory.

• Deep Brain Stimulation (DBS): DBS is a surgical procedure that involves 
implanting electrodes into specific areas of the brain to stimulate or inhibit activ-
ity. It has been used to treat a range of neurological and psychiatric conditions, 
including Parkinson’s disease, obsessive-compulsive disorder, and depression.

• Vagus Nerve Stimulation (VNS): VNS involves implanting a device that delivers 
electrical impulses to the vagus nerve, which connects the brain to the rest of the 
body. It has been used for the treatment of epilepsy and depression and has also 
been used for the treatment of chronic pain and other conditions.

While brain stimulation devices have the potential to improve brain health in 
numerous ways, they should be used under the guidance of a trained healthcare 
professional. These devices can have side effects and are not appropriate for every-
one. Additionally, they should be used in conjunction with other lifestyle changes 
such as regular exercise, healthy diet, and social connection, as these factors also 
play an important role in brain health. It is important to consult with a healthcare 
professional before incorporating brain stimulation devices into a brain health 
program.

2.7  Online Therapy Platforms

Online therapy platforms have become increasingly popular as a way to improve 
brain health in the digital era. These platforms provide individuals with access to 
licensed therapists and mental health professionals via the internet, making it more 
convenient and accessible for individuals to seek treatment for mental health condi-
tions and improve their overall brain health. Some of the benefits of using online 
therapy platforms for improving brain health are as follows:

• Accessibility: Online therapy platforms make it easier for individuals to access 
mental health care, particularly for those who may live in remote areas or have 
limited mobility.

• Convenience: Online therapy sessions can be conducted from the comfort of 
one’s own home, which can be particularly beneficial for individuals with busy 
schedules or those who have difficulty leaving the house.
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• Privacy: Online therapy sessions offer a level of privacy and anonymity that may 
not be possible in traditional in-person therapy settings.

• Affordability: Online therapy platforms may be more affordable than traditional 
in-person therapy sessions, particularly for individuals who do not have insur-
ance coverage for mental health care.

• Variety of services: Online therapy platforms offer a range of services, including 
individual therapy, group therapy, and specialized treatment programs for spe-
cific mental health conditions.

Online therapy platforms have numerous benefits, but it is important to choose a 
platform that is reputable and employs licensed therapists and mental health profes-
sionals. It is also important to ensure that the platform is secure and protects per-
sonal information. Additionally, online therapy may not be appropriate for everyone 
and may not be effective for certain mental health conditions. It is important to 
consult with a healthcare professional to determine if online therapy is a suitable 
option for improving brain health.

3  Benefits of the Digital Era on Brain Health

The digital era has brought about many benefits for brain health, particularly in 
terms of accessibility and convenience. However, it is important to use technology 
in moderation and to consult with healthcare professionals to ensure that technology 
is being used safely and effectively. Following are some benefits of the digital era 
on brain health.

3.1  Neural Exercises

The internet and digital era have provided many opportunities for neural exercise, 
allowing individuals to engage in activities that challenge and stimulate the brain 
from the comfort of their own homes. Here are some examples of neural exercises 
using the internet and digital tools. However, it is important to use these tools in 
moderation and to engage in a variety of neural exercises for optimal brain health.

• Brain training apps: There are many brain training apps available for smart-
phones and tablets that offer exercises and games designed to improve cognitive 
function, memory, and attention.

• Online learning platforms: Online learning platforms, such as Coursera and 
Udemy, offer a wide range of courses and tutorials that allow individuals to learn 
new skills and challenge their brains.

• Brain games and puzzles: Some many websites and apps offer brain games and 
puzzles, such as Sudoku, crossword puzzles, and memory games.
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• Meditation apps: Meditation apps, such as Headspace and Calm, offer guided 
meditations that can improve attention and reduce stress.

• Virtual reality games: Virtual reality games offer a unique opportunity to chal-
lenge the brain in a new and immersive way, allowing individuals to improve 
cognitive function and memory.

• Online discussion forums: Engaging in online discussion forums can stimulate 
the brain and improve cognitive function by exposing individuals to new ideas 
and perspectives.

3.2  Access to Information

The internet and digital era have made it easier than ever to access information 
about brain health. Here are some ways that the internet and digital tools have 
improved access to information about brain health:

• Online resources: There are many online resources available that provide infor-
mation about brain health, including websites, blogs, and forums. These resources 
offer a wealth of information on topics such as brain function, mental health, and 
neuroplasticity.

• Health and wellness apps: There are many health and wellness apps available 
that offer information and guidance on brain health. These apps may include 
features such as mindfulness exercises, brain training games, and sleep- 
tracking tools.

• Social media: Social media platforms can be used to access information about 
brain health, including posts from experts, research studies, and news articles. 
Users can follow accounts and pages that share information on brain health to 
stay informed on the latest news and trends.

• Online courses and webinars: Online courses and webinars offer access to infor-
mation on brain health, including topics such as meditation, mindfulness, and 
cognitive-behavioral therapy. Many of these courses and webinars are led by 
experts in the field and offer a convenient way to learn about brain health from 
the comfort of your own home.

• Telehealth services: Telehealth services offer a convenient way to access health-
care professionals who specialize in brain health, including psychiatrists, psy-
chologists, and neurologists. These services allow individuals to receive support 
and guidance on brain health from anywhere with an internet connection.
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3.3  Improved Multitasking Skills

The internet and digital era have provided many opportunities for individuals to 
improve their multitasking skills. Here are some ways that the internet and digital 
tools have improved multitasking skills:

• Multiple windows and tabs: Modern web browsers allow users to open multiple 
windows and tabs simultaneously, enabling them to switch between different 
tasks quickly and easily.

• Mobile devices: Smartphones and tablets allow users to access multiple apps 
simultaneously, making it easier to multitask while on the go.

• Productivity apps: There are many productivity apps available that offer features 
such as task management, note-taking, and calendar organization. These apps 
can help individuals keep track of multiple tasks and stay organized.

• Collaboration tools: Collaboration tools such as Google Docs and Slack allow 
individuals to work together on projects in real time, enabling them to multitask 
and work more efficiently.

• Online learning: Online courses and tutorials allow individuals to learn new 
skills while multitasking. For example, someone could watch a video tutorial on 
how to use a new software program while also working on a different task.

Overall, the internet and digital tools have provided many opportunities for indi-
viduals to improve their multitasking skills. However, it is important to note that 
multitasking can also have negative effects on productivity and mental health. It is 
important to find a balance between multitasking and focusing on one task at a time. 
Additionally, it is important to prioritize tasks and set realistic goals to avoid feeling 
overwhelmed or burnt out.

3.4  Working Memory and Fluid Intelligence

The internet and digital era have provided many opportunities for individuals to 
improve their working memory and fluid intelligence. Here are some ways that the 
internet and digital tools have improved working memory and fluid intelligence:

• Brain training games and apps: There are many brain training games and apps 
available that have been designed to improve working memory and fluid intelli-
gence. These games and apps may include tasks such as memory games, atten-
tion exercises, and problem-solving tasks.

• Online courses and tutorials: Online courses and tutorials can help individuals 
improve their working memory and fluid intelligence by teaching them new 
skills and knowledge. These courses and tutorials may include topics such as 
coding, language learning, and critical thinking.

• Social media and online communities: Social media and online communities can 
also improve working memory and fluid intelligence by providing opportunities 
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for social interaction, debate, and discussion. These activities can help individu-
als develop their critical thinking and problem-solving skills.

• Online research and information retrieval: The internet provides a vast amount of 
information on almost any topic, and individuals who are skilled in finding, orga-
nizing, and retaining this information are likely to have strong working memory 
and fluid intelligence.

• Online collaboration and teamwork: The internet has made it easier than ever to 
collaborate with others on projects and tasks. Working with others online can 
help individuals develop their teamwork skills, problem-solving abilities, and 
communication skills.

3.5  Visual Attention Reaction Time

The internet and digital era have also provided opportunities for individuals to 
improve their visual attention reaction time. Here are some ways that the internet 
and digital tools have improved visual attention reaction time:

• Video games: Video games can improve visual attention reaction time by requir-
ing the player to quickly respond to visual cues on the screen. Games such as 
first-person shooters or racing games can improve reaction times and visual 
attention.

• Online sports and fitness training: Online sports and fitness training can also 
improve visual attention reaction time by requiring the user to react quickly to 
visual stimuli. Training programs such as agility drills or reaction time exercises 
can improve visual attention and reaction time.

• Virtual and augmented reality: Virtual and augmented reality technologies can 
provide immersive environments that require the user to react quickly to visual 
stimuli. These technologies can improve visual attention and reaction time by 
simulating real-world scenarios that require quick reactions.

3.6  Telemedicine

Telemedicine, which involves the use of digital technology to provide remote medi-
cal care, has the potential to improve brain health in the digital era in several ways:

• Improved access to healthcare: Telemedicine allows individuals to receive medi-
cal care and support for brain health challenges from the comfort of their homes, 
regardless of their location. This can improve access to care for individuals who 
live in remote areas or have mobility challenges that make it difficult to access 
traditional healthcare services.
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• Increased convenience: Telemedicine offers the convenience of receiving care 
without the need to travel to a healthcare facility, which can be especially benefi-
cial for individuals with busy schedules or mobility challenges.

• Enhanced monitoring and management: Telemedicine technology can be used to 
remotely monitor and manage brain health conditions, such as dementia or 
Parkinson’s disease. This allows for early detection of changes in symptoms and 
timely adjustments to treatment plans.

• Access to specialists: Telemedicine technology can provide access to specialists 
in the field of brain health, even if they are located in a different city or country. 
This can improve the quality of care for individuals with complex brain health 
conditions who require specialized expertise.

• Increased patient engagement: Telemedicine can increase patient engagement in 
their own healthcare by providing access to digital tools that support brain health, 
such as cognitive training apps or online therapy platforms.

Overall, telemedicine can be a valuable tool for improving brain health in the 
digital era by increasing access to care, enhancing convenience, and improving 
patient engagement and outcomes.

4  Discussions

In this chapter, the impact of digital media on the human brain was examined. While 
it was discovered that digital technologies and media can have both negative and 
positive effects, excessive use can be harmful and potentially damage the brain. 
However, if used in moderation, there can be benefits as well. The increasing use of 
digital media in the modern era has raised concerns about its impact on the human 
brain. This chapter highlights that while there are some benefits associated with the 
use of digital media, the negative consequences of excessive use cannot be ignored. 
Research has shown that excessive use of digital media can lead to addiction, 
depression, anxiety, decreased attention span, and decreased cognitive abilities. 
However, it is important to note that the impact of digital media on the brain is not 
entirely negative. In some cases, it can have positive effects, such as improving 
cognitive abilities and increasing access to information. For example, digital media 
can be used to promote brain health through the use of cognitive training apps, 
online therapy platforms, and telemedicine.

In order to improve the brain health, there are certain recommendations which 
may be taken into consideration depending upon the age-group, as listed in Table 2.

Following are some of the technical and standard recommendations to improve 
brain health in the digital era:

• Use technology responsibly: To minimize the negative effects of digital technol-
ogy on brain health, it is important to use it responsibly. This includes setting 
limits on screen time, taking regular breaks, and using tools such as blue light 
filters to reduce the impact of digital devices on sleep.
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Table 2 Recommendations for reducing effects of digital technologies [10]

Sr. No. Age-group Recommendations

1 Younger than 18 months Should avoid screen time other than video calling
2 1824 months Spend time in other high-quality programs
3 2–5 years 1 h/day supervised high quality programming
4 6 years and above Place consistency in limits of using media

• Follow ergonomic guidelines: To reduce physical strain and injury associated 
with computer use, follow ergonomic guidelines such as positioning your com-
puter screen at eye level, using an ergonomic keyboard and mouse, and taking 
regular breaks to stretch and move.

• Use assistive technology: If you have a condition that affects your ability to use 
digital devices, such as a visual impairment or a mobility impairment, consider 
using assistive technology such as screen readers or voice-activated assistants.

• Follow security best practices: To protect your brain health and personal infor-
mation online, follow security best practices such as using strong passwords, 
avoiding public Wi-Fi networks, and being cautious about clicking on links or 
downloading attachments from unknown sources.

• Use evidence-based digital tools: When choosing digital tools to support brain 
health, look for evidence-based tools that have been scientifically validated to 
improve brain function, such as cognitive training apps or virtual reality therapy.

• Seek professional support: If you are experiencing mental health challenges or 
cognitive impairment, seek professional support from a qualified healthcare pro-
vider. Online therapy platforms and telehealth services can provide access to 
mental health support and cognitive assessments from the comfort of your home.

By following these technical and standard recommendations, you can help 
improve brain health in the digital era while minimizing the negative impacts of 
digital technology on your well-being. To reap the benefits of the digital era while 
minimizing the negative consequences, it is important to use digital media in mod-
eration. The chapter provides age group-wise recommendations to promote respon-
sible use of digital media. For children and teenagers, it is recommended to limit 
screen time, prioritize physical activity and social interaction, and promote healthy 
sleep habits. For adults, it is recommended to limit screen time before bed, take 
breaks from digital media, and engage in activities that promote brain health, such 
as exercise, reading, and meditation.

5  Conclusions

In conclusion, the impact of digital media on brain health is complex and multifac-
eted. While it can have both positive and negative consequences, responsible use 
and moderation are key to promoting brain health in the digital era. The recommen-
dations provided in this chapter can serve as a guide for individuals to make 
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informed decisions about their use of digital media and promote healthy brain 
function.Conflicts of InterestNo author has any potential conflicts of interest.
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Abstract Introduction: Digital technologies have completely transformed the way 
humans work, communicate, and socialize over the last three decades. Human 
beings are now completely dependent on their digital devices to interact with the 
world. That transformation has not come without challenges. Digital technologies 
have impacted the mental well-being of humans like no other technology before it 
has done.

Methodology: The book chapter examined the complex relationship between the 
digital world and how it is impacting the mental well-being of individuals. The pre-
ceding chapters present both pros and cons of the digital era with regard to brain 
health as well as policy recommendations.

Conclusion: Digital technologies have the potential to provide solutions to the 
most pressing questions humanity is facing today. The perfect balance will require 
moderation and oversight when interacting with the digital world.

Keywords Brain health · Digital era · Mental health · Social media · Technology · 
Internet · Digital hygiene

1  Introduction

The human brain is complex and acts as the control center to the entire nervous 
system which allows the entire body to function effectively at different levels. These 
functions range from control of body movements to maintenance of cognitive, men-
tal, and emotional functions which are responsible for our normal social well-being 

S. S. Mahdi (*) · S. Gunjal · M. G. Babar · N. S. Andiesta 
Division of Clinical Oral Health Sciences, School of Dentistry, International Medical 
University, Kuala Lumpur, Malaysia
e-mail: syedsarosh.mahdi@unicam.it 

S. Syeda 
Department of Sociology, University of North Texas, Denton, TX, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6637-0_7&domain=pdf
https://doi.org/10.1007/978-981-99-6637-0_7
mailto:syedsarosh.mahdi@unicam.it


152

[1]. The American Heart Association/American Stroke Association (AHA/ASA) 
defines brain health as the “average performance levels among all people at that age 
who are free of known brain or other organ system diseases in terms of decline from 
function levels, or as adequacy to perform all activities that the individual wishes to 
undertake” [2].

Maintaining sound health of the brain is key for a sound well-being. However, 
modern lifestyle comes with a lot of significant and persistent cognitive demands. 
This somehow leads to increased mental illness and less well-being. The human 
prefrontal cortex manages these demands, usually without difficulty. When the 
demands become chronic and stressful, the prefrontal cortex struggles and may fail. 
The result is a broadened vulnerability to mental disorders for all citizens of moder-
nity [3]. Numerous factors that affect the health of our brain are reduced attention, 
impaired emotional and social intelligence, technology addiction, social isolation, 
sleep disturbance, and adverse impact on cognitive and brain development [4]. 
Physical damage to the brain through trauma, tumors, and inflammatory conditions 
can cause certain neurological disorders. Functional impairments can be the fea-
tures associated with neurodegenerative diseases (Parkinson’s disease, Alzheimer’s 
disease, and dementia) or the mental disorders (schizophrenia, alcoholism, or drug 
abuse). The latest factor, but not the least, that is now considered to play a key role 
in the maintenance of mental health is the association of the present generation with 
digital technology.

Digital technology has transformed the way people live for the past two to three 
decades. Digital technology has influenced people of all ages. Majority of adults use 
the internet daily with one in four adults being online all the time [5]. This has 
resulted in a great impact on the way humanity functions, especially the way they 
communicate, form relationships, and obtain the information they need. All age 
group people have now able to access vast online information available and are able 
to connect with others. This technology helps us to generate, store, and process 
enormous amounts of information and interact with each other rapidly and effi-
ciently [4].

Digital technologies are believed to have many good factors and can affect men-
tal health in a better way. The common digital tasks studied online are internet 
browsing, searching, gaming and educational apps. Online searching may play a 
role in neural exercise as it brings about stimulating exercise to the brain and may 
bring about myelination of the brain tissue. Such neural training associated with 
sound health exercises can depict lower pre-cortical metabolism, which can be 
interpreted as greater cognitive ability [4]. At the same time, studies have shown 
that it may bring about cognitive training to the brain and aids in overall develop-
ment, multitasking skills, enhanced memory, and improved motor skill [6]. However, 
specific programs, videogames, and other online tools may provide mental exer-
cises that activate neural circuitry, improve cognitive functioning, reduce anxiety, 
increase restful sleep, and offer other brain-health benefits. Future research needs to 
elucidate underlying mechanisms and causal relationships between technology use 
and brain health, with a focus on both the positive and negative impact of digital 
technology use.
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However, today’s adolescents have grown up in the digital era. More than any 
generation before, their life has been shaped by the constant availability of online 
contents and services, the 24/7 possibility to reach and be reached by others, and the 
easy access to gratifying and personalized contents and functionalities on screen- 
based devices. Concerns have been raised in the adolescent population about the 
extensive dissemination of screen-based devices which includes smartphones, lap-
tops, tablets on the clinical and psychological effects of overuse of screen time [7]. 
Numerous research has studied the negative effects of the utilization of technology. 
Screen time has shown to have some relation with the reduced attention and are 
linked with disorders like attention deficit hyperactivity disorders (ADHD). This 
may also lead to less face-to-face communication with impaired intelligence and 
differed cognitive development. This may also bring about changes like social isola-
tion and impaired sleep disorders [6].

Numerous reports have clearly identified the extensive uses of social media like 
Facebook, Twitter, Snapchat, and Instagram by the young population. The associa-
tion between the usage of social media and social isolation is being established in 
few studies [8, 9]. The increased screen time has also been closely associated with 
the impaired cognitive development like poorer language development, especially 
in children [10]. So, the World Health Organization (WHO) have issued a concern, 
recommending that children younger than 5 years old should spend no more than 
1 h in front of a screen on any day [11]. A systematic review has reported relation-
ship between media use and ADHD-related behaviors in children and adolescents 
[12]. Adolescents with more screen time were associated with overt improper and 
disturbed sleep [13]. Due to these findings, neuroscientists have started focusing 
their attention on how digital technology may be changing our brains and behavior.

The information age as they call it has been extremely exciting and beneficial for 
mankind. Ever since the internet came into existence humanity has seen almost 
every aspect of life being influenced by the technologies associated with informa-
tion technology and the internet [14]. Like with all previous technologies, there 
have been both benefits and harms associated with digital technologies and the 
internet. While the benefits mostly outweigh the harmful effects, the digital age 
hasn’t been without its cons and vices. Throughout this century, we have seen the 
proliferation of digital technologies with a relentless speed. The creation of the 
smartphone and its ubiquitous presence has massively exposed people of all ages to 
digital technologies like never before in the history of humanity [15]. It is almost 
impossible not to feel the impact of digital technologies and they are present in 
almost household.

Technological advances usually outpace our understanding of how they affect 
humanity both at the physical and mental level, that is also true for all technologies 
associated with the digital era. Universal access to the internet through smartphones 
has also led to the rise of social media giants like Facebook, Snapchat, Twitter, 
Instagram, and many others. What began as a way communicate with friends, fam-
ily, and acquaintances virtually and keep humans connected has led to the rise of 
criminal activity, cyber stalking, harassment, impersonations, financial fraud, sui-
cides, and a plethora of complex problems for people of all ages but particularly for 
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vulnerable populations like women and children [16]. The mental health crisis is 
exacerbated by the 24/7 presence of social media in our lives and the societal pres-
sure it creates on ordinary and gullible humans. Influencer culture has resulted in 
extremely fake personas being marketed as “achievable” by ordinary people. This is 
putting pressure, especially on immature minds like teenagers.

The coming years will present even greater challenges for mental health due to 
the rapid advancements in the field of artificial intelligence and machine learning. 
Social media platforms will get better at understanding human minds and target 
aspects of our personalities that trigger a favorable response for the platform (like 
spending more time on a specific platform, buying products, and engaging in news 
articles), etc. All this will be achieved more effectively as the algorithm becomes 
stronger through AI, predictive modeling, and machine learning [17]. Their under-
standing of each of us will be more complete as we spend more and more time on 
digital platforms. The “FOMO” fear of missing out will get even more frenzied, 
particularly for teenager and younger adults. This will lead to a complex web of 
social, economic, and mental health issues. The tech giants have shown that they 
have the money, power, and political connections to control the narrative on digital 
technologies and also thwart or misdirect regulations and legislation. The next chap-
ters will highlight how digital technologies are impacting various facets of human 
lives and their possible solutions. The preceding chapters will discuss the implica-
tion on digital era on various segments of society.

2  Digital Era and Mental Health of Children

Children are most vulnerable to the vagaries and complexities of the digital age. The 
child’s mind is not developed enough to understand the dangers and hazards of 
social media [18]. Children are generally forbidden by social media apps from join-
ing but there is a very simple way around this issue. They can simply certify that 
they were over 18 and no more questions are asked. Digital technologies also impact 
children, as children also spend a lot of time online. Excessive use of digital tech-
nologies can negatively impact a children mental health. It can lead to sleep distur-
bances, low attention span, and poor quality of sleep. Some studies suggest excessive 
team can also lead to myopia. Children who spend excessive time online do so at the 
expense of physical activities which can lead to obesity as well as poor communica-
tion skills due to lack of traditional face-to-face interactions [19].
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2.1  Digital Era and Issues Related to Security, Privacy, 
and Mental Health of Teenagers

Teenagers represent perhaps the most avid users of social media platform. A signifi-
cant proportion of teenage population worldwide is hooked to various social media 
platforms and spends a considerable amount of time on online platforms. Teenagers 
primarily use social media platforms to communicate and socialize. Teenage brain 
like the brains of children, but not to that extent, is still evolving and growing, teen-
agers suffer from depression, anxiety, and issues related to negative self-image more 
than the adult population [20]. Social media amplifies and promotes the seeking of 
social status, unrealistic goals, shortcuts, hedonistic lifestyle, and detachment from 
reality. The constant social media stream puts the teenage mind in a state of neurosis 
and hence detrimental to mental health. Teenagers are also prone to blackmailing, 
revenge porn, grooming, and other forms of abuse online. Monitoring of teenager’s 
social media use by parents and caregivers is highly recommended [21].

Excessive use of social media can also have a detrimental effect on the develop-
ment of the brain as it changes the brain’s reward system, which in turn can make it 
difficult for teenage girls and boys to regulate and control their impulses. Excessive 
use can also result in low self-esteem, addiction, cyberbullying, and poor emotional 
control. Social media use can also hamper the development of communication skills 
as it doesn’t involve face-to-face communication, hence impeding the development 
of communication skills and empathy [22].

2.2  Cyberstalking and Female Mental Health

Cyberstalking, the practice of continually harassing, threatening, or monitoring 
someone else online or through social media, can have detrimental repercussions on 
a person’s mental and physical health, especially in women. Cyberstalking, accord-
ing to research, can result in emotions such as dread, worry, and depression as well 
as a loss of privacy and control over one’s personal information. This may result in 
the victim having trouble sleeping, having their appetites shift, and feeling uneasy 
all around. Additionally, the ongoing surveillance and harassment might cause emo-
tions of helplessness and loneliness [23].

Cyberstalking can have detrimental effects on one’s physical health. Cyberstalking 
victims’ immune systems may become compromised because of the ongoing stress 
and anxiety it causes, making them more vulnerable to sickness. High blood pres-
sure, palpitations, and headaches are additional effects of stress. Additionally, PTSD 
(post-traumatic stress disorder) symptoms like flashbacks, nightmares, and avoid-
ance behaviors can develop as a result of cyberstalking. This may negatively affect 
one’s mental health over time and make it challenging to manage daily life [24].

It’s vital to remember that cyberstalking is illegal, and victims should contact the 
police as well as their friends, family, and mental health experts for support. The 
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effects of cyberstalking can be managed and victims’ sense of control over their life 
can be regained with the aid of support groups and counseling. Online harassment 
can cause significant harm to mental and emotional health of the victim and ano-
nymity accorded by the internet empowers the abusers who feels he has the license 
to harm the victim.

It is important to understand that digital technologies are still evolving and there 
is a need to monitor their effect on the mental well-being of humanity. Moderation 
and supervision are the key when it comes to use of these technologies. States 
should also come up with legislation protecting the health and well-being of their 
citizens. The well-being of humans should be above all considerations including the 
interest of large tech firms and social media giants.

2.3  Revenge Porn and Brain Health

Revenge porn, or the release of sexually explicit photographs or material of some-
one without their knowledge, can have severe psychological and emotional reper-
cussions, including post-traumatic stress disorder (PTSD), anxiety, sadness for the 
distressed individual (PTSD) [25, 26]. It can also lead to social isolation and the 
inability to build or maintain connections. There is no research on the direct effects 
of revenge porn on brain health, but it is plausible that the psychological and emo-
tional pain induced by revenge porn can indirectly impair brain function.

3  Impact of Videogames on Brain Health

The effects of video games on cognitive function are still being investigated, and so 
far, the results have been contradictory. Cognitive abilities like focus, memory, and 
the ability to solve problems may all benefit from time spent playing video games, 
according to some research. Other research has shown that playing video games for 
long periods of time can have detrimental impacts on the brain, including addiction, 
diminished social connections, and a loss of gray matter in key regions of the 
brain [27].

It’s worth noting that different themed games, differing amounts of time spent 
playing, different personality types of different age-groups, and with different health 
histories might all have varying effects on the brain. Furthermore, studies have 
shown that moderate amount of gaming can have positive impacts on the brain, 
including elevating mood, decreasing stress and anxiety, and fostering creativity 
[28]. Although there is still a lack of a complete understanding about the effects of 
video games on brain health and research is still ongoing, it is generally accepted 
that moderation is the key and that excessive video game play should be avoided.
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3.1  Virtual Reality and Brain Health

Virtual reality (VR) is yet another ancillary of the myriad of digital technologies 
that have mushroomed in the recent past, through VR, users interact with a simu-
lated three-dimensional environment by wearing a headset that has a display and 
several sensors. Many studies have been published to examine the effects of virtual 
reality on the human brain, but the results have been inconclusive, thus far [29].

Research has shown that virtual reality can help with things like memory reten-
tion and focus, as well as conditions like anxiety, PTSD, and phobias. People with 
mental health issues or physical ailments like pain have benefited from VR treat-
ment, which has been used to alter their reactions to various stimuli and alleviate 
symptoms like phantom limb discomfort [30].

Headaches, eye strain, and motion sickness have all been linked to too much time 
spent in virtual space, according to other research. As VR technology is in such a 
nascent stage, more research over extended periods of time is required to fully 
understand the potential negative/positive effects of VR on long-term brain health. 
Like other digital technologies, the impact of VR on different people is expected to 
be variable. Variables such as age, gender, personality types, and cultural ethos will 
all likely impact how VR impacts a particular individual.

It’s important to remember that VR is still in its infancy, so more research is 
required before humanity can completely grasp the effects it has on brain health and 
determine how best to apply the technology therapeutically.

3.2  Use of Digital Technologies for Augmenting 
and Supporting Mental Health

Digital technologies like all technologies can play a very constructive role in brain 
health, diagnosis of mental health, treatment modalities, and as an auxiliary to other 
treatments. Many neurodegenerative diseases lead to lifetime debilitation for those 
inflicted by these diseases. Digital technologies can aid these patients in improving 
their quality of life [31].

Brain–computer interface (BCI) technology can assist those suffering from any 
form of paralysis like (locked in syndrome, spinal cord injury, brainstem stroke, 
muscular dystrophy, and amyotrophic lateral sclerosis). Patients suffering from 
these conditions usually lack ability to walk, talk, write, and communicate due to 
loss of fine motor function but their thinking capabilities are usually fully intact. 
Brain interface technology has shown promise in making lives of such patients bet-
ter, as it could potentially allow such patients to communicate with the outside 
world, surf the web, send email, and communicate their thoughts to their loved ones 
through these technologies [32, 33].

BCI technology focuses on enhancing the quality of life for people with severe 
motor disabilities through the development of gadgets that aid in daily activities. 
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This comprises instruments for communication through direct brain-device connec-
tions, as well as rehabilitation aids and the control of prosthetics, computers, and 
other gadgets. Moreover, BCIs exhibit promise in gaming, teaching, and training.

3.3  Telemedicine Based Technologies to Improve Mental Health-

We have seen a proliferation of telemedicine-based technologies in recent years, 
particularly after the COVID-19 pandemic. Telemedicine is the use of information 
technology to improve health outcomes across all healthcare domains. The technol-
ogy uses information technology and internet-based technology transfer mediums 
to transmit information from the physician’s side from the comfort of his home. It 
is used in situations where the medical personnel are not readily available, such as 
remote locations like ships in international waters, remote and rural areas, and also 
in situations where the patient has very limited mobility [33].

Over the years, telemedicine-based services have been used to improve the men-
tal health outcomes of patients. Telemedicine-based interventions were key to 
addressing mental health needs to patient during the COVID-19 pandemic. 
COVID-19 pandemic caused a lot of anxiety and fear among people worldwide, and 
we saw an increase of general anxiety and PTSD due to fear of the unknown and 
contagion during the acute phase of the pandemic [34].

Telemedicine-based technologies can be very useful to help vulnerable segments 
of the population to get mental health even when they are not in the presence of a 
trained mental health professional or a psychologist. Telemedicine is now ubiqui-
tous technology that can reach anywhere in the globe, no matter how remote the 
location is, the only prerequisite is the presence of an internet connection on both 
ends. Telemedicine can also help people with mental health issues, addictions, and 
those facing abuse of any sort to seek professional help from the comfort of their 
own house. Telemedicine combines the use case of traditional medicine with latest 
advancements in information technology to provide tailor made solutions for all 
forms of health services. It can be used to provide one-on-one counseling to those 
seeking advice and consultation for various mental health issues [35].

Millions of people around the world are suffering from addictions of various 
forms including addition from hardcore drugs like cocaine, heroin, and other forms 
of highly dangerous psychoactive drugs. Many of these drug addicts don’t seek 
medical attention due to stigma, financial issues, and other societal constraints. 
Telemedicine-based services could provide the perfect platform for those afflicted 
by addictions to remain anonymous, in the comfort of their homes and seek medical 
advice and counseling. Telemedicine could offer out of the box solutions in terms of 
drug rehabilitation and integration of former drug addicts back in the society. 
Similarly, women and men suffering violence, bullying or domestic violence of any 
form can also use telemedicine-based digital services to talk to a trained mental 
health professional who can council them and provide best possible solutions to 
their mental health needs.
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Telemedicine-based technologies can also supplement mental health needs to 
children who have suffered child abuse, bullying or any other form of abuse result-
ing in depression, anxiety, and PTSD. Children are also often very averse to seeking 
help, particularly after getting abused. Telemedicine provides the opportunity for 
such children to receive face-to-face therapy albeit digitally from the comfort of 
their homes. This could be used to build trust with the mental health professional 
providing therapy and counseling, setting the stage for one-to-one traditional ther-
apy sessions later [36].

People suffering from learning disorders like autism and other autism spectrum 
disorders can also benefit from the use of digital technologies and learning aids. The 
COVID-19 pandemic hit people with disabilities differently than most other groups. 
People suffering from learning disorders were already living a very secluded life 
and the pandemic only exacerbated the problem .

4  Screen Time and Mental Health

The ubiquitous presence of smart phones has upended almost every aspect of human 
society. Excessive screen time can cause problems related to attention deficit disor-
der and sleep disorder. Children aged 2–5 should ideally be allowed no more than 
1 h per day, 6 years, and older 2 h per day. It is important that parents should control 
screen time and not allow children unfiltered screen time. Excessive screen time can 
also lead to communication problem in growing age children. Attention deficit syn-
drome can lead to learning disabilities that can cause problems even in adulthood. 
Children with attention deficit disorder will have problems later in life in academ-
ics, work life, and personal life. That is why it is important to create a balanced 
relationship with technology. Parents should encourage digital hygiene and open 
discussion regarding the use of digital technologies with children. Parents should 
monitor the content their children are consuming online and try to avoid their expo-
sure to extreme and harmful content. Parents should also develop a trusting relation-
ship with their children where children are willing to discuss their problems with 
ease [37]. Parents should also create rules in consultation with their children about 
screen time and what content they are allowed to consume. Increased screen times 
is linked depression and anxiety in both children and adults. The internet also has 
great potential for children as there is very good content available online which 
fosters growth, creativity, and self-expression. Digital technologies for children 
should be always used with caution and under parental guidance [38].
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4.1  Suicide and Digital Technologies

There is evidence to suggest that internet and related digital technologies have led 
to increase in suicides due to cyber bullying, harassment, and low self-esteem. The 
pressure to present the ideal image forces young adults into going to extremes to 
present that ideal (which doesn’t exist in the real world), when those ideals are shat-
tered it can put the individual at risk of suicide, depression, and suicidal thoughts 
[39]. Negative feedback on the internet can lead to low self-esteem, feelings of 
helplessness, and sense of hopelessness, which in turn can turn into a cocktail of 
negative emotions triggering suicidal thoughts. Individuals should seek support 
when feeling these emotions. Organizations and Governments have a responsibility 
of preventing suicides through support networks and legislations [40].

4.2  Radicalization in the Digital Era

Internet is an unregulated space hence it can encourage negative and harmful behav-
iors such as extremist propaganda, criminal behavior, anti-social activities, and radi-
calization [41]. Extremist propaganda has the potential to turn young minds into 
radicalized bots willing to do bidding of any extremist outfit based on false or mis-
guided ideals. Extremist propaganda can be racist, political, or religious. Conspiracy 
theories have been extremely disruptive and polarized societies [42].The COVID-19 
pandemic was also turned into a fertile ground by conspiracy theorist who tried to 
cash on a natural calamity and turned uncertainty into a profitable business by 
churning out conspiracies about the origins of COVID-19 and even created doubts 
about the vaccine. The pandemic saw the world divided once again due to ridiculous 
conspiracy theories which resulted in confusion, fear, and paranoia. Exposure to 
conspiracy theories also resulted in many declining the COVID-19 vaccine result-
ing in increased mortality and morbidity. The recent past we have seen how the 
Islamic state of Iraq and Syria exploited the internet to recruit young people into 
their violent organization by radicalization vulnerable teenagers and youngsters into 
an ideal that only leads to death and destruction. The ISIS devised a very method-
ological online campaign which helped it recruit thousands of vulnerable and dis-
gruntled individuals to its violent platform [43]. It is important to regulate the 
internet and what viewers can watch online. Political and religious extremist propa-
ganda can result in negative health outcomes. Propaganda can only result in 
polarization,paranoia, and loneliness. People indoctrinated online who hold extreme 
political and religious views can feel isolated and falsely believe that their views are 
misunderstood. Government and private organization must enable an environment 
that encourages open debates but not conspiracy theories. Material that is openly 
false/fake should be labeled as such, or better removed entirely from the internet. 
Religious and political indoctrination can have real life consequences like the rise 
of the Nazi party and the ISIS. These are sensitive issues and the world .
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4.3  Family Functioning and Digital Era

Digital era has also had an impact on the personal lives of all individuals. Social 
media and the internet have led to new challenges with regard to privacy, trust, and 
communication. The widespread presence of 24/7 communication has led to 
increase in illicit affairs leading to marital issues and even divorces. The easy avail-
ability, deniability, and urge to engage in online affairs can erode trust and boding 
in relationships [38].

However, there are also positive interpersonal effects of digital technologies. The 
elderly can be in touch with their offspring’s even when they are not in the vicinity. 
Communication software with video calling capabilities can create a sense of prox-
imity even when families are apart due to various reasons. Social media has also 
facilitated long-distance relationships which can often transform into lifelong bonds 
of friends and partnerships [44]. People with shy demeanor who tend avoid real-life 
encounters with people of the opposite sex can also benefit greatly from the detach-
ment and obscurity offered by the internet in seeking partnerships, friendship, and 
romance. Online dating has several pros for those trying to seek lifelong healthy 
relationships without putting themselves out there in the real world for judgment. 
People suffering from low self-esteem and confidence can also benefit from online 
dating as it gives them an opportunity to present themselves in a positive light [37].

5  Impact of Remote Working During COVID-19 
on Mental Health

COVID-19 pandemic has changed the way we work. The terms remote working and 
work from home became common place during the pandemic as the world reimag-
ined work during the pandemic. The traditional workplace was disrupted as it was 
no longer possible for a large group of people to work together in a confined space. 
That helped foster a new culture of remote working through applications like Zoom 
and Microsoft teams. On the positive side, work from home can offer flexibility, 
work-life balance, and can reduce commute time, which in turn help improve men-
tal well-being, but on the contrary, it can also cause feelings of isolation, lack of 
boundaries between work and personal life, and decrease opportunities for face-to- 
face interactions and connections with others,which can especially effect those who 
struggle with such interactive workspaces [45]. It is important for individuals and 
companies to create boundaries while working from home and creating a routine. 
Work-life balance should be prioritized even while working from home [46].
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6  Conclusion

Digital age has been very challenging for the mental health of individuals across the 
world. The pandemic has only exacerbated these concerns. Digital technologies 
have been made all aspects of life easier and more accessible but it also come with 
certain caveats. The need to strike balance between digital life and mental health has 
never been greater as these technologies are ubiquitous. Moderation remains the key 
and oversight is required when these technologies are being used by minors. 
Government legislation is also required to protect the digital rights of citizens.
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Abstract The COVID-19 epidemic has shaped the major disturbance of all living 
in the history, disturbing billions, in more than 200 countries. Staying home because 
of lockdown were put into practice as the desirable act to reduce the affect and have 
a control over the spread of the disease. The COVID-19 epidemic brought the con-
cept of working from home (WFH), the novel method of work for personnel. Many 
had to shift, abruptly, for the first time to distant work and without any groundwork. 
Accepting this flexibility in work was a deliberate option that needed time, ground-
work, and getting adapted to efficiently support output for ensuring balance in life 
and work. COVID-19, though, the outburst has considerably required most admin-
istrations to accept this style of work. Few studies described pros and cons of remote 
work. The effects of WFH were sightseen. Other side of coin speaks the necessity 
to inspect how work from home, as a “innovative method” has exaggerated the sus-
tainability and and efficiency of staff by stating precise circumstances in work dur-
ing the COVID-19. The purpose of this work is to explore the impact of WFH from 
the survey done considering stress, adaptability to work environment, work satisfac-
tion, time management, health, well-being, and anxiety with data collected from 
different individuals under different age groups both male and female. The results 
examined the work from home experience among the individuals had both positive 
and negative influence, respectively, on workflow.
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1  Introduction

The current quick universal spread of a new COVID-19 virus contamination intro-
duced an economic recession globally. A total lockdown was instructed by the gov-
ernment announcing to the complete shutdown of all activities that are not essential 
which crested inconvenience to many working atmospheres. Serious challenges 
arouse in traditional working atmospheres. Long-term sequences also started simi-
lar to crisis in 2008 which had a great impact on the global economy. Education and 
health-care were the areas which were impacted pronouncedly along with indus-
tries. A flexible working atmosphere was adopted by few companies and industries 
to decrease the spread of virus taking into consideration the health of people. 
Throughout the COVID-19 disaster, people used online as well as digital businesses 
and work from home (WFH). This crisis also changed the patterns of work and the 
concept of working from home changed rapidly. The corresponding side-effects 
also arouse along with the start of WFH as explained by authors in [1].

WFH required people to practise novel online skills with practical skills in commu-
nication work. Along with this, working at home also has a need for confidentiality of 
data which raises a necessity to get adapted to a different environment. Secondly, per-
son from home, will have a shortage of direct contact with contemporaries, and when 
difficulties rise at workplace, it was problematic to resolve rapidly online. Psychological 
pressure and nervousness were increased in spite of online system communication. In 
count, work from home leads to the livelihood of space of family members. Care of the 
children, tasks of the family, household work were few of the difficulties faced by the 
people who work from home which created a struggle amid work and family. The ineq-
uity amid family and work created a negative impact on job efficiency that should be 
seriously considered by the HR experts to compensate the effect.

Even, the culture of the firm might be overlooked by the employees when the 
work style of office is once changed. Meanwhile employed from household only can 
connect and toil virtually, individuals may incline towards ignoring the part of office 
culture. The training detected that WFH had both pros and cons affecting various 
throughout pandemic, like struggles in personal, being unable to accustom to com-
municate, and absence of care from colleagues. Special office skills are to be learnt 
by the employees who worked from home. WFH made individuals sense remote and 
lead to emotional pressure. Throughout the pandemic, employees repeatedly faced 
struggle amid taking care for their relations and work. Hence, this study consolidates 
the impact of work from home based on the above aspects considered.

2  Literature Survey

2.1  Work from Home

WFH has always been deliberated during pandemic for the reason that of distorting 
limits of not being absent at work about personal, work and non-work, and social 
significances, the hazards and aids of flexible hours of work. According to Kniffin 
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et al., [2] there were few rewards of work from home, like, planning for time, to take 
attention on family, the choice to effort for the most imaginative time, and opportu-
nity to work from home in situation of illness. Experiential trainings create numer-
ous consequences of WFH, like performance of job, satisfaction in job, smaller 
income intents, and condensed levels of pressure as said by Moretti et al. [3]. Work 
from home was accepted out by numerous public and private parts to work without 
harm by adjusting the concepts of WFH.

According to Milasi et al. [4] and Hunter et al. [5], WFH is a two-edged weapon 
that has a varied result on well-being, work-lifetime equilibrium and fulfilment. 
Home-based work increases job satisfaction. Numerous academics have discussed 
how working remotely or from home might affect work-life balance both positively 
and adversely. As said by Ervasti, J.; Aalto, V.; Pentti, J.; Oksanen, T.; Kivimäki, M.; 
Vahtera, J [6] when working from home, stress levels are typically greater & if one 
has a flexible schedule, stress levels are lower. Recent research of 40 knowledge 
workers by [7] 2021 who were required to work from home during COVID discov-
ered some productivity benefits of WFH but also raised some questions about the 
practice’s long-term efficacy, creative potential, and individual resiliency.

Evidence from a sizable sample of email and meeting metadata reveals sharp 
increases in virtual meetings and emails following government-enacted lockdowns 
during COVID (which in effect forced WFH on sizable samples of employees), 
perhaps to make up for the loss of in-person connections. This project made several 
contributions to the WFH literature as explained by authors in [8]. First, most stud-
ies on WFH have traditionally concentrated on employees who perform standardised 
tasks or who were in highly certain disciplines. By exploring the effects of WHF as 
narrated by authors in [9] arrangements on a wider range of workers and industries 
and by presenting fresh data on the distinctions between independent workers and 
managers, we add to the body of literature on this subject.

Additionally interesting is the quantity of detail that was gathered regarding the 
workers’ WFH-related time consumption. These data allow us to look at changes in 
the actual time (not than aggregate memory) spent on personal and professional 
activities (such as meetings for work, reading/writing reports, and personal time) 
across time and for a large sample of people. A comprehensive investigation on the 
impact of WFH during COVID-19 on collaboration in a sample of Microsoft US 
employees was carried out by Yang et al. (2020).

According to their findings, the impact of WFH is mitigated by a person’s remote 
collaboration experience. They also found that the preferred method of collaboration 
has changed: instant messages were utilised more frequently than scheduled meetings.

However, the analysis suggests that the observed changes are primarily due to 
factors related to the COVID-19 pandemic and that WFH under normal circum-
stances is likely to decrease collaboration and increase focus time. The findings also 
show more total collaboration hours, more meeting hours, and fewer focus hours. A 
switch to WFH, the authors wrote in their conclusion, “may be good for individuals 
participating in concentrated work that demands big blocks of free time but may be 
negative for those engaging in work that is more collaborative in character”. This 
assertion emphasises the necessity for research into the varied effects of COVID-19 
WFH on various categories of knowledge workers.
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2.2  Level of Living

A person’s mental health and psychological welfare may be significantly and pro-
foundly impacted by pandemic breakouts and other upsetting life experiences. 
Stress, anxiety, mental confusion, social isolation, and depression are some of the 
mental or psychological issues that may develop. Additionally, those who are quar-
antined due to COVID-19 infection frequently experience anxiety, dread, and dis-
satisfaction. Moreover, significant schedule changes have been linked to COVID-19 
unpredictability, which could result in an increase in stress, hopelessness, and anxi-
ety. The COVID-19 outbreak and individual well-being have also been the subject 
of a review of the literature by authors in [10]. An element that is believed to have 
an effect on a person’s quality of life is anxiety.

One of the most prevalent mental health conditions affecting people of all ages 
globally is anxiety [11]. Because they are unable to handle the stress, at least 11% 
of people worldwide experience anxiety each year (Craske and Stein, 2016). This 
also dealt with anxiety. Due to uncertain situations and survival resources that are 
considered to be life threatening, various groups within the global society have 
experienced symptoms of anxiety.

One of the first mental health conditions to get attention is anxiety due to 
COVID-19. Certain academics’ interest as they perform an exploratory study into 
assessment techniques and additional psychological impacts or remedies brought 
on by the epidemic.

Two key aspects that explain how stress is produced were the main focus of 
research on stress at work. The first topic that has been covered over the years is the 
normal stress factors associated with employment. The studies looked at how 
demanding psychosocial aspects of the workplace, like growing workloads, role 
ambiguity, a lack of control, and a lack of social support, may lead to workplace 
stress and impair work performance. The second topic covered is environmental 
factors, including assessing how an employee’s talents and their physical surround-
ings affect their performance and how an environment misfit would have negative 
psychological as well as physiological repercussions.

However, uncertainty and possibly hazardous conditions at work are also a key element that 
might raise stress levels among employees. As a result, elements of the external environment 
interfere with employees’ ability to perform or place unwarranted demands on them, which 
hinders job performance by elevating stress levels [12].

Assumption 1 (H1): Work ability and psychological and physical stress symptoms 
are negatively impacted by the percentage of time spent working from home 
(Factor 1).

2.2.1  Job Satisfaction of Staff in Home Offices

Job satisfaction among employees and mental health are directly related as sug-
gested by authors in [13, 14]. The level of an employee’s fulfilment with their work 
can be referred to as job satisfaction. It is also the joyful emotional condition brought 
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on by the professional experience. Working remotely for a while can improve organ-
isational dedication, the calibre of relationships with leaders, and reduce conflict at 
the office. Therefore, the unplanned and transient transition to WFH caused by 
COVID-19 may enhance job satisfaction. Previous research on the effect of WFH 
on job satisfaction, however, has shown mixed results, such as a decline in the qual-
ity of relationships with co-workers.

Job satisfaction is substantially influenced by social contacts at work. 
Consequently, social isolation may have a negative effect on job satisfaction as a 
result of the laws against social distance and WFH during the COVID-19 epidemic. 
Social isolation was found to have a detrimental impact on distant job satisfaction 
in a study by Toscano and Zappalá [15]. However, Bouziri and colleagues point out 
that numerous businesses entirely moved to remote work, allowing all staff to work 
from home, to curb the COVID-19 pandemic. As a result, these businesses exclu-
sively use digital technologies for communication. According to Bouziri and col-
leagues, the risk of social isolation in this situation is lower than it was for teleworkers 
in times before to the epidemic. While some of their co-workers engaged in face-to-
face conversations, the latter worked from home.

Assumption 2 (H2): Job satisfaction is positively impacted by Factor 1, which is 
the percentage of time spent working from home.

The current study’s innovative focus is on investigating particular WFH features. 
The technological equipment at home (Factor 2), the availability of a company 
requirement for WFH (Factor 3), and the flexibility provided by the employer for 
one’s job (Factor 4) were the four different aspects of WFH that we looked at. 
Furthermore, as a subjective quality of the home office, we concentrated on the 
impression of greater autonomy (Factor 5). The effects of each of the four traits on 
an employee’s job happiness, work capacity, and symptoms of psychological and 
physical stress are examined.

Employees that work in WFH are reliant on information and communication 
technologies (ICT), which might comprise a variety of technical tools. In response 
to the COVID-19 pandemic’s inception, spread, and containment efforts, many 
workers and businesses swiftly shifted to WFH and other types of mobile working.

As a result, a sizable share of workers with disabilities brought on by technology 
would be working from home. However, there are no laws governing the furnish-
ings that should be used in home offices. We assume that certain employees do not 
have access to enough technical equipment at the home office because it is not 
required by law and because the COVID-19-related move to WFH was unplanned 
and rapid. We therefore assume that numerous health indices, as well as employee 
job satisfaction, are influenced by the efficacy of technologies for working 
from home.

Assumption 3 (H3): The presence of a corporate policy allowing for remote work 
has a favourable impact on factors, work ability, physical and mental stress symp-
toms, and job satisfaction.

WFH is under a lot of pressure during the COVID-19 pandemic. The right 
resources are necessary for employees to handle them in a healthy manner. We 
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presume that the ability to be flexible in one’s own work, enabled by the employer, 
is a crucial tool for coping with the ambiguous and ever-changing needs of the 
workplace as also suggested by researchers in [16]. The participants were specifi-
cally questioned if they could plan their working hours while WFH on their own or 
if arrangements with superiors were required. WFH can be linked to more flexibility 
in terms of working hours, breaks, and job sequencing, allowing workers to exercise 
more autonomy. According to studies, the core characteristics of WFH such as 
greater individual responsibility, greater flexibility, and freedom have an impact on 
job satisfaction. Employees can combine professional and personal duties, giving 
them more freedom in their work-life balance, which is one benefit of the greater 
flexibility. Numerous studies have revealed that WFH contains some elements that 
are health-promoting, such as more flexible working hours. These may result in 
improved performance, motivation, and satisfaction.

3  Methods

3.1  Techniques: Sample

Professionals who began working from home after the pandemic’s breakout were 
given the questionnaire designed to gather data. The convenience sampling method 
was employed for the respondents. Participants were primarily IT professionals 
because telework adoption rates were shown to be higher in knowledge-based ser-
vice bvusinesses. It was made clear to participants that their participation was 
optional and anonymous. Participants’ age, demographic data, including sex were 
requested in the questionnaires to give a more complete picture of the sample.

3.1.1  Data Gathering

The data was gathered using the survey method, with an internet questionnaire serv-
ing as an instrument. By describing the purpose of the questionnaire to the respon-
dents, data were gathered by email using a google form. Out of the 675 surveys that 
were first sent through email, the process resulted in 472, for a response rate of 
69.9%. Different scales were included in the questionnaire with various hypotheses: 
stress, adaptability to work environment, work satisfaction, time management, 
health, well-being, and anxiety.

3.1.2  Questionnaire

Based on the below survey, its stated that COVID-19 work from home had notewor-
thy influence on responsibilities, both adaptive and relative.
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Did the concept of work from home affect

• The efficiency of work
• Timings of work
• Family space
• Work satisfaction
• Time management
• Health
• Workflow
• Stress levels
• Adaptability to work environment
• Well-being
• Anxiety levels

3.1.3  Demographic Data

A total of 472 surveys as listed in Table 1 were collected on 5-point scale consider-
ing different domains.

5 points indicating accepting the effect and its impact extremely.
0 points stating no impact of WFH on the parameter.
The results of WFH can be divided into two categories: results for the “job 

domain” and “life domain”. Studies have shown that WFH improves work domain 
outcomes like productivity, job satisfaction, flexibility, and engagement. A self- 
explanatory analysis of WFH’s assets, drawbacks, prospects, and pressures was 
conducted with a particular focus on the IT industry.

Table 1 Demographic data representing the count of surveys in different domains

Gender Count %
Age 
(Years) Count %

Work 
experience 
in years Count % Education Count %

Male 298 63 22–30 386 82 1–5 386 82 UG 378 80
Female 174 37 31–40 47 10 10–15 47 10 PG 94 20

41–50 32 7 20–25 32 7
51–55 7 1 >25 7 1

Total 472 100 472 100 472 100 472 100
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4  Discussion

With the rise of multiple family workforces, COVID-19 allowed everyone the 
chance to experience WFH, which had long been a sought employment alternative 
for many. The problem of caring for elderly parents and/or young children while 
working in a demanding setting has been raised.

4.1  Did the Concept of Work from Home  
Affect the Efficiency of Work?

The survey collected from different individuals working in IT sector stated that 
around 62% of individuals state that there is no impact of working from home on 
their efficiency of work as shown in Fig. 1. The opinion of the people is crucial to 
take into account, along with the efficacy of the WFH procedures. An overwhelming 
majority of the feedback the practise received was positive.

WFH is influenced by both organisational and “individual and family factors”, 
with “self-control, self-motivation, ability to work self-reliantly, determination, 
self-organization, self-confidence, time managing skills, computer knowledge” 
being some of the factors that need to be addressed.

4.2  Did the Concept of Work from Home Affect Timings 
of Work?

The poll estimated that productivity has decreased significantly, by as much as 20%, 
because the goals had not changed but working hours had. According to the poll, 
“these results are consistent with employees becoming less productive during WFH 

Fig. 1 Effect of work 
efficiency in IT sector
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Fig. 2 WFH effect on 
timings of work

and working longer hours to make up for it”. The study determined that around 44% 
of employees spent more time participating in various sorts of formal and informal 
meetings during WFH, especially video conferences, as the cause of this reduction 
in productivity is shown in Fig. 2. Another factor was that they worked for signifi-
cantly less time uninterrupted. They also spent less time receiving coaching or hav-
ing one-on-one meetings with managers, as well as networking both inside the 
company and with clients.

Employees who had children at home extended their working hours considerably 
more than those who did not, which led to a higher decline in productivity. The 
study stated that businesses should not undervalue the value of networking and 
uninterrupted work time on employee productivity. “Among other considerations, 
these and previous data imply that communication, coordination, and collaboration 
are inhibited under WFH”, it said.

4.3  Did the Concept of Work from Home Affect Family Space?

Family dynamics significantly affects work and life satisfaction, which is related 
to the harmony of work and life. Individuals’ adaptation mechanisms are also 
influenced by the quality of family relationships. Quality of family relationships 
and adaptive mechanisms are inversely correlated. Overall, the current study’s 
findings largely confirmed the conceptual model that was suggested regarding the 
relationships between WFH, demographic variations, adaptive processes, and 
family connection quality. The perceived amount of time spent with family mem-
bers was favourably correlated with WFH, which in turn positively correlated 
with the quality of the family relationships. Among 472 responses collected, 389 
mentioned that due to continuous and non-timely online meetings, family time 
was disturbed. Family connection happiness increased as a result of better work-
life balance, but family relationship satisfaction itself was a poor predictor of 
work-life balance.
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Fig. 3 Parameters illustrating the job satisfaction

Fig. 4 WFH effect on 
work satisfaction

4.4  Did the Concept of Work from Home Affect 
Work Satisfaction?

A key element influencing the work from home arrangement is satisfaction or the 
capacity to schedule time to complete activities before due dates when working 
from home. Different parameters that show impact on job satisfaction are as listed 
in Fig. 3. When working from home, employees could alter or choose their daily 
timetable or routine. Good time management skills are viewed as a valuable resource 
when working independently from home, and the freedom to set one’s own schedule 
is considered a benefit of remote work. Flexible scheduling is possible while work-
ing from home, and it gives you the freedom to work late into the night, schedule 
personal appointments during working hours, and finish chores in the evenings or 
on days off. Figure 4 illustrates around 82% predominantly accepted that there is 
job satisfaction even worked from home.
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4.5  Did the Concept of Work from Home Affect 
Time Management?

One of the biggest time wasters whenever it comes to managing the workday is 
immediately eliminated while working from home. It’s crucial to understand how to 
take advantage of these new timetables, though.

4.5.1  Improved Timeliness

Anyone can be more prone to complete work and duties on time, indicating that one 
is skilful at meeting deadlines. The more on-time projects finished, the less pressure 
there will be to worry about losing a client or failing your boss.

4.5.2  Improved Job Standards

Utilising the most precious hours to concentrate on the most difficult activities is 
part of successful time management. A greater quality of work may result from 
learning what to do with the bulk of brainpower.

4.5.3  Greater Output

By managing time, more time can be spent getting things done and less time decid-
ing what to do next. One can find rushing toward goals at even a greater rate while 
using smart goals as a guide.

4.5.4  Decreased Stress and Anxiety

It can cause a lot of worry and anxiety to feel that one is constantly falling behind at 
work. As a result, productivity suffers, and general life quality and health suffer. 
Work from home affects on health, workflow, stress levels, adaptability to work 
environment, well-being, and anxiety levels.

A worker with good time management abilities will frequently have exposure to 
more boss-approved opportunities for interesting new assignments and may even 
find new opportunities for promotions. Additionally, it has been demonstrated that 
people can prosper in a real world.

Just as effective time management has a wealth of advantages, poor time man-
agement has several drawbacks. Without a plan for your day, you’ll find yourself 
fumbling between one task to the next without ever receiving the proper level of 
focus. Even though remote working environments can be beneficial, they can also 
result in stress, procrastination, and low productivity if they are not well managed. 
Delay, the most obvious outcome of bad time management, occurs when there is 
uncertain about what ought to be done at any time. When there is no clear strategy 
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Fig. 5 Overall statistics of the data collected

in place, it’s simple to start with simple activities and postpone more tough ones. 
Utilising effective time management techniques enables to work efficiently.

It might be difficult to get moving when there is an enormous amount of work 
before. Learning time management skills will help feel more at ease during every 
workday. As a result, one can get more motivated and can use energy in the best way 
possible. When one doesn’t know how to efficiently manage time, it frequently 
takes longer to complete some tasks. This could mean that longer hours should be 
spent to complete important jobs. There exists a sign of burning out which raises 
exposure to illness.

From Fig. 5 the survey states that:

• 69.22% of the qualitative responses showed support for WFH and showed satis-
faction towards WFH.  The elimination of commuting times and the ensuing 
decrease in stress were factors in the enhanced quality of work.

• Some participants confirmed the WFH had badly impacted their productivity, or 
that their output had decreased. The respondents believed that working 24 hours 
a day was a new demand by supervisors who did not honour personal time, and 
that there were distractions at home as a result of the WFH’s longer working 
hours, absence of a formal lunchtime, tea/snack break, and even dinner time. 
Only 25% felt that they could effectively manage time between work and family.

• Many participants expressed the opinion that the family atmosphere was encour-
aging and boosted productivity. It also true to responders who had past knowl-
edge of WFH, although for smaller lengths of time.

• Other answers from women included being completely numb because of the 
COVID and WFH’s various duties, including being a spouse, mother, and 
parents- in-law at home in addition to being a team manager at work, and occa-
sionally overwhelmed since there is no time restriction for women. Especially its 
clear from the statistics that almost 49% of the total survey felt that WFH created 
stress and the data was mostly from women.
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5  Conclusion

The once-desired, highly desirable WFH has not consistently shown to be one of the 
better solutions for the majority, according to research. WFH still has interest, but 
not in the way it does right now. To effectively regulate and make WFH practicable, 
the government needs implement better rules and regulations. The provision of 
advice on how to adjust to distant online work is one area of policy where prepara-
tion and implementation are essential. Without any instructions, the decision to halt 
in-person meetings and work was quickly put into effect. Workers lack the tools 
necessary for this transition, such as software, access to formal papers, and a suit-
able workspace, and many are unclear of what WFH implies.
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Abstract Mental health disorders or psychiatric issues such as Alzheimer’s disease 
(AD), cognitive impairments, and depression have an impact on physical health. The 
early detection of patients who are at risk of a mental health crisis is of paramount 
importance to reduce burdens and costs that can result from. However, the high prev-
alence of mental health issues makes it impractical to manually review complicated 
patient health records to make proactive psychiatric health care decisions. Artificial 
intelligence (AI) techniques have recently been developed to aid mental health pro-
fessionals, such as psychiatrists and psychologists, in making clinical decisions. 
Recently, deep learning approaches find great attention among biomedical research-
ers due to their unmatchable ability to use very large size datasets to predict medical 
results. One such tremendous application is the use of deep learning for the predic-
tion of psychiatric disorders. However, typical deep learning (DL) approaches suffer 
from limitations due to their significant presumptions, which make this not suitable 
for medical imaging. This book chapter reviews the literature on DL algorithm appli-
cations in predictive research on psychiatric health. In particular, it gives a succinct 
overview of contemporary DL techniques in psychiatric health research. This chapter 
proposed a novel deep learning method using deep feedforward neural networks 
coupled with psychiatric tools, which could hasten a new way for integration into 
prognostic research in digital psychiatry and eventually lead to its use in clinical 
results. In our final section, it examined the major difficulties in applying DL algo-
rithms and psychiatric tools to enhance the prognosis and prediction of mental health 
disorders and leveraging several interesting applications for DL algorithms along 
with physician’s intelligence for enhancing mental health treatment.
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1  Introduction

The digital mental health sector has experienced rapid growth over the past decade 
due to the proliferation of digital tools and technical advancements, increasing con-
sumer preferences for digital health, and the impacts of COVID-19 and natural 
disasters on the user’s ability to access face-to-face services [1]. However, despite 
the rapid growth of the digital mental health sector, supply and demand barriers 
continue to exist, impeding the effective operation of the sector [1–3]. Consumers 
can experience issues accessing services due to poor health or digital literacy, digital 
infrastructure, or pre-existing social inequalities. Some may also be hesitant to use 
digital mental health services due to mistrust in their efficacy or concerns about the 
use of their data. Poor awareness and distrust are also experienced by health profes-
sionals, in part due to an underdeveloped evidence base for how digital mental 
health services could be best used [4]. In particular, there is limited evidence to 
understand the suitability of digital interventions for low prevalence and complex 
mental health issues, and vulnerable or at-risk population cohorts. While health 
professionals understand the need to cater to the unique needs and preferences of 
consumers, they can find it overly complex to navigate the digital mental health 
ecosystem and match consumers to the right services.

Cognitive challenges are suggestive highlights of all psychological messes. High 
paces of mental indications, prominently tension, sorrow, self-destructive conduct, 
and posttraumatic stress disorder have been accounted for in the all-inclusive com-
munity following past nCoV scourges, independent of irresistible status. An inves-
tigation of 90 COVID-19 cases with a 97% reaction rate also demonstrated 
undeniable degrees of mental trouble with 59% determined to have mental prob-
lems furthermore [5]. The modest quantity of data accessible from creature exam-
ines and past respiratory scourges recommend not just that novel coronavirus may 
influence the cerebrum, but that the subsequent impact on cognitive operations 
might persevere for a significant stretch after recuperation. While new cases of very 
much described neurological problems resulting from the current pestilence might 
be moderately simple to distinguish, enduring sub-clinical problems, for example, 
mild cognitive decline, focal memory and speech loss, or intensification of previous 
degenerative neuropathology like vascular dementia, and Alzheimer’s illness, may 
effectively go undetected or then again be ascribed to mental responses and social 
change produced by the pandemic.

The current longitudinal studies of neurological disorders should be expanded to 
collect data on COVID-19 openness and immune response status in addition to the 
psychological functioning, brain imaging, and disease biomarker data that are now 
collected [3]. The development of new COVID-19 mice models, which will enable 
the assessment of the interaction between viral pathology and neurodegeneration and 
contribute to the advancement of new therapies, will encourage preclinical studies 
aimed at determining the robotic relationship between COVID contamination and 
neurological illness [6]. The common barriers to cognitive assessment are listed below:
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• Poor coordination of psychological evaluations with EMR frameworks makes a 
significant clerical work burden to archive the yield of a cognitive performance 
assessment.

• Moreover, the absence of an appropriate combination with the EMR framework 
additionally restricts the capacity to follow a person’s cognitive/psychological 
insight over the long run.

• In certain conditions, testing apparatuses are ineffectively planned and addition-
ally unintuitive for clients.

• Also, numerous cognitive tests have exhibited restricted worth when sent to a 
heterogeneous patient populace. This constraint arises due to the initial develop-
ment and testing being inhomogeneous.

• Early identification of MCI is challenging because of constraints related to 
cognitive diseases. Symptoms or signs identified with the underlying begin-
ning of MCI can change altogether between people, contingent upon etiology, 
intellectual hold, and variable requests of everyday living, among different 
elements.

• Alzheimer’s association encourages parental care to be aware of the main indica-
tion of the presence of COVID-19 disease in people with dementia or AD.

By aiming at the above-mentioned factors, the current chapter proposes to exam-
ine the wide scope of mental health issues, neuropsychiatric ramifications, neuro-
logical issues, psychiatry issues, and neuropsychiatric issues like disarray and 
cognizance. Even though extreme neuropsychiatric consequences are relatively 
rare, a sizable number of people would be impacted globally. Since previous flu 
pandemics were linked to long-lasting neuropsychiatric effects, it is plausible that 
new viral contaminations with a wide range could also generate persistent men-
tal gloom.

The majority of psychiatric studies, which have used machine learning, have 
been on categorization or diagnosis. However, researchers have pointed out that the 
existing methods underperform due to a lack of understanding of the constraints of 
the various machine learning techniques or psychiatric issues and their associated 
procedures and highlighting the challenge in developing and validating such mod-
els. Previous studies have shown that the analysis of neuroimages using deep learn-
ing (DL) techniques can offer evidence of mental health issues, which can be applied 
in clinical settings and aid in the identification of mental illnesses [7]. However, to 
accomplish this goal, numerous issues must be resolved.

• Because the DL architectures often need large data samples to train the models, 
the analysis of neuroimaging data may be difficult due to the absence of such data.

• The imaging data typically occupy a high-dimensional space; for instance, a 64 
2D neuroimage can yield 4096 characteristics [8]. As a result, there is a chance 
that the DL models will overfit.

• One potential solution to this problem is to use feature engineering to make the 
data less dimensional before supplying it to the DL models.
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Fig. 1 Deep learning architecture

The DL models have been proven to perform better than the conventional ML 
models in the prediction of several disorders, including depression, and schizophre-
nia [9, 10]. These models can profit from feature engineering techniques. However, 
because these techniques extract features based on past knowledge, they might 
leave out some details that are important for mental outcome study. Using convolu-
tional neural networks (CNN) to automatically extract information from the raw 
data is an alternate method [11, 12]. Figure 1 presents the architecture of DL model, 
and it is indicated that neural networks are effective in processing unprocessed neu-
roimage data.

One of the simplest and most often used neurological symptom diagnostics in the 
literature is electroencephalography (EEG) [13, 14]. The EEG data are typically 
categorized as high-density, continuous streaming data. There are several difficul-
ties despite the early success of using DL algorithms to evaluate EEG data for 
researching various mental health issues.

• One significant issue is the amount of inaccurate, noisy, and redundant informa-
tion present in raw EEG data obtained from sensors due to depleted batteries, 
errors in sensor readings, and sporadic communication failure in wireless sensor 
networks.

• The raw EEG signal must first undergo several preprocessing stages (such as 
data denoising, data interpolation, data transformation, and data segmentation) 
before being fed to the DL models.

• The analysis of the EEG streaming data is computationally due to the dense 
properties of the raw EEG data, which presents a challenge for the model archi-
tecture choice. One solution is to use a dimensionality reduction technique using 
feature engineering.

• On the one hand, using feature selection/extraction techniques, several types of 
features can be gleaned from the raw data.

• The ability of DL to learn relevant features from “all” available data is one of its 
intuitive qualities, hence feature selection procedures are less frequently used in 
DL application scenarios.
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• One option is to pre-train a deep neural network using a sizable source dataset 
using Google Inception v3 model is fully connected layers on top of the network, 
and then use traditional backpropagation to fine-tune the network using the small 
target dataset.

Some of the major mental health issues are addressed and listed below:

• Schizophrenia is a severe mental illness that causes aberrant reality 
interpretation.

• An extreme mental health disease called bipolar disorder, also known as manic 
depression, generates emotional highs (mania or hypomania) and lows 
(depression).

• Attention Deficit Hyperactivity Disorder (ADHD): A brain disorder that impairs 
your ability to focus, remain still, and maintain behavioral control (common in 
children) [15].

• Anxiety is a state of unease, anxiety, or dread. Extreme mood swings, such as 
emotional highs and lows, are a sign of bipolar disorder.

• Depression is a common and serious medical disorder that negatively affects a 
person’s feelings, thoughts, and behavior.

• After experiencing a traumatic, frightening, or hazardous event, some people 
develop.

• Post Traumatic Stress Disorder (PTSD): A disorder, which affects people who 
suffered from a traumatic, frightening, or dangerous incident.

The methods and classification modes presented in Table 1 majorly highlighted 
and used in the current literature to predict and classify psychiatric issues.

A new method for the proactive prediction of mental health or psychiatric issues 
using digital psychiatric tools and a feedforward deep convolution neural network 
(FFDCNN) was discussed in this work. The rest of the manuscript is organized as 

Table 1 List of classification and prediction models

Prediction models Classification

Bayesian network model
Naive Bayes algorithm
Logistic regression algorithm
Multilayer perceptron model
Sequential minimal optimization
K-star model
Random subspace model
J48 algorithm
Random forest algorithm
Random tree
LASSO model
Linear regression algorithm
SVM classifier
CatBoost algorithm
XGBoost algorithm
KNN classifier

Gaussian classification
Logistic regression algorithm
Neural networks model
Random forest algorithm
Support vector machine
XGBoost algorithm
K-nearest neighbors model
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follows. Section 2 explores the psychiatric tools and their biomarkers. Section 3 
provides brief introduction on FFDNN, followed by a discussion, and a few future 
challenges ahead in Sect. 4. Section 5 concludes the chapter with possible future 
works ahead for further work.

2  Psychiatry Tools

There are numerous neurological complications, psychological complications, and 
mental health complications. The following neuropsychological complications are 
observed among psychiatric patients, as shown in Table 2. In the current literature, 
there are numerous analog psychiatry tools such as anxiety scales, anxiety inven-
tory, PTSD inventory, depression inventory, cardiac anxiety questionnaires, ICD 
questionnaires, etc.

2.1  Electroencephalogram (EEG)

EEG is one of the easiest and most important neurological analytical tests that can 
alter clinical decisions. Determining whether a patient has neurological entangle-
ments is beneficial. Scientists found that around 33% of COVID patients who were 
given an EEG had unusual neuroimaging restricted in the frontal flap of the mind 
[16]. A portion of the EEG adjustments found in COVID-19 patients may show 
harm to the brain that probably won’t have the option to be fixed in the wake of 
recuperating from the sickness. EEG stays vital in the assessment of the patient with 
impeded cognizance, especially with the end goal of barring non-convulsive sei-
zures and status epilepticus. It may not generally be the infection acting straightfor-
wardly on the cerebrum causing the strange EEG readings, it is very well may be the 

Table 2 Neurological/psychological/mental health complications

Neurological complications Psychological complications Mental health complications

• Developmental dyslexia
• Encephalopathy
• Encephalitis
• Epilepsy
• Hereditary ataxia
• Huntington’s disease
•  Juvenile myoclonic 

epilepsy
• Myelitis
• Parkinson’s disease
•  Progressive supranuclear 

palsy
• Stroke

•  Attention deficit hyperactivity 
disorder (ADHD)

• Anorexia nervosa
• Autism
• Anxiety
• Asperger syndrome
• Addiction
• Bipolar affective disorder
• Depression
•  Obsessive-compulsive disorder 

(OCD)
• Panic disorder
• Post traumatic stress

•  Dementia in Alzheimer’s 
disease

• Dementia in Parkinson’s
• Frontotemporal dementia
• Cognitive decline
•  Mild cognitive decline 

(MCD)
• Memory loss
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oxygen admission, heart issues identified with COVID-19, or another kind of result, 
which is the reason he says that exhaustive patient consideration ought to incorpo-
rate more imaging of the cerebrum or EEG testing as important. Specifically, EEG 
can be utilized to survey encephalopathy, epileptogenicity, also, any central anoma-
lies in patients with COVID-19 [17]. Previous studies have proven that the EEG is 
a vital tool that shows the neurological complications, mental health issues, etc. 
associated with various diseases. Hence, this research paper proposes to investigate 
mental health issues and psychiatric issues, especially those affected with neuro-
cognitive impairments.

Measurement of EEG to diagnose psychiatric disorders using a novel methodol-
ogy was proposed. It will also investigate the effect of COVID on mental health and 
psychological complications including stress, depression, cognitive deficits, motor 
palsies, sensory deficits, cranial nerve deficits, and cerebella affection such as ataxia 
or nystagmus, etc. by monitoring brain waves through brain–computer interface 
(BCI) [18]. In this work, it can be evaluating the EEG parameters of patients encoun-
tering shifting levels of encephalopathy concerning an essential COVID-19 ailment. 
This will help us to get sufficient details on variations in mental health and neuro-
psychiatric parameters due to the COVID attack. A multi-channel brain wave EEG 
equipment will be used to record the brain waves of the COVID patient who is 
affected or who has recovered. Theta waves are obtained during the COVID attack 
by filtering the brain waves acquired by the BCI mind-wave kit. Theta wave power 
levels are then compared before and after the COVID-19 attack using the BCI 
Graphical User Interface (GUI) software tool. The following neuropsychological 
complications will be analyzed. At the patient’s bedside, an experienced neurophys-
iologist will record the patient’s EEG. The EEG data will be recorded using a mini-
mum of 9 silver/silver chloride recording electrodes, arranged according to the 
10–20 international standard, with the extra ground and reference electrodes. The 
EEGs will be acquired during a 20–30-min period by a BCI-based EEG system 
(Refer to Fig.  2). Filters with low and high frequencies of 0.53  Hz and 70  Hz, 
respectively, were applied to the EEG channels at a 3 dB level. A single-channel 
ECG was concurrently recorded. The variations in frequency bands across a range 
of psychiatric diseases are described in Table 3 in the resting state condition.

The brain waves alpha, beta, and theta can be visualized using an EEG device 
and its associated eSense meter, as shown in Fig. 3. The EEG Lab brainwave visual-
izer uses a signal processing method using MATLAB, applying FIR filter and wave-
let transform to extract the brain wave frequencies, respectively, alpha 1, alpha 2, 
and delta signals.

2.2  QEEG

The Quantitative Electro Encephalo Gram (QEEG), more commonly known as a 
brain map, is a very powerful tool, which is used to get very important objective 
information about the brain [19]. The computerized EEG spectral analysis of a 
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Fig. 2 EEG based on neuropsychological/mental health monitoring

Table 3 Features of EEG and qEEG

EEG features qEEG features

Linear features:
   • Low-frequency power
   • Decay from lower to higher frequencies
   • Alpha -power, frequency, dispersion
   •  A baseline of the entire frequency 

spectrum
Non-linear features:
   •  Sample-Entropy, Approx Entropy 

(ApEn)
   • Correlation dimension (CD)
   • Lyapunov exponent (LLE), Hurst exp (H)

• Power in α1 ,α2 ,β1 ,β2 , δ ,θ
•  Relative strength in the specified frequency 

spectrum
•  Relative strength in the specified frequency 

spectrum
• Relative strength in the band of frequencies 1
• Relative strength in the band of frequencies 1
• Relative strength in the band of frequencies 2
•  Relative strength in the specified frequency 

spectrum
• The EEG power spectrum’s overall strength
• Beta Ratio, Theta (TBR)
• Alpha to Theta ratio (TAR)
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Fig. 3 Visualizing brain waves with eSense meter

neuro-cognitive impaired person provides more quantitative data than visual analy-
sis of EEG.

• qEEG provides absolute and relative power of brain waves
• Z-transform of qEEG indicates deviation from the mean value
• Z-scores were summed to yield an accordance value for each electrode in each 

frequency band.

All the more explicitly, qEEG estimates profoundly coordinated large-scale level 
neurophysiological marvels in the cerebrum, which catch the activities of enormous 
scope cortical organizations of neuronal gatherings and which are astoundingly 
related to perception, and psychological well-being. The salient spectral features of 
EEG as well as qEEG are listed in Table 3.

The main cognitive and psychological factors that influence COVID’s effect will 
be quantified by the qEEG experiment. COVID generates a qEEG profile that depicts 
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Table 4 Biomarkers for qEEG

Spatial biomarkers Temporal biomarkers Spectral biomarkers

Spearman 
correlations of the 
amplitude
Envelope across 
channels

Analysis of detrended fluctuations
Widest multifractal spectrum
Duration of oscillation bursts
Duration of stable phase bursts
Stable frequency; standard deviation
Inter-quartile range of the central 
frequency, maximum wavelet frequency, 
and phase values
Oscillations per window number
Kurtosis, skewness, inter-quartile range, 
median, range, and variance are amplitude 
envelope metrics

Power, both absolute and 
relative middle frequency
Central frequency power
spectral edge and bandwidth
Activity, complexity, and 
mobility of Hjorth
Strength, global frequency, 
and spatial complexity of the 
Wackerman Global Field
Amplitude, frequency, and 
spectral purity of Barlow
Peak frequency and width 
for alpha
The baseline for alpha peak 
power corrected for 1/f
peak frequency and width 
for beta
Beta peak power with 
baseline correction for 1/f

the patient’s physiological condition. An accessible technique to comprehend quan-
titative parameters for otherwise complex neuro-physiological entities is provided by 
the qEEG metrics and associated scales. The z-score will then be determined and 
compared to the normative individual. The difference between the value of the 
COVID-attacked person and the mean of the population divided by the population’s 
standard deviation (SD) is known as the Z-score, which is a great statistic to use.

 
Z

x Xi=
−
SD  

where the z-score indicates how much variation of the measured value from the 
standard optimal value. The qEEG experimental profile reveals the following bio-
markers as shown in Table 4.

Neuro-feedback is the “blueprint” for changing the electrical activity of the cen-
tral nervous system using feedback from the brain. It can be done using a brain–
computer interface such as a mind-wave kit/sensors/electrodes placed on the scalp 
and ears. The BCI is then connected to the specialized neuro-feedback computer, 
where the software tool detects, measures, and stores brain activities. Before apply-
ing the neuro-feedback approach, QEEG is used to objectively analyze the physio-
logical state and brain activity as shown in Fig. 4.

The psychiatric data is analyzed using psychiatric tools and the DL model. The 
acquired EEG data is fed into data normalization, followed by segmentation and 
optimal allocation of samples for getting feature selection. Then, the data size is 
reduced to the optimal one by using dimensionality reduction techniques with linear 
discriminant analysis (LDA), followed by the least square support vector (LS-SVM) 
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based classifier [20]. From the LDA analysis, the neurological/psychological 
parameters are finally passed into clinical data analytics using the DL model.

The multi-channel BCI kit interfaced with the EEG lab tool and Montreal 
Cognitive Assessment (MOCA) tool for evaluating the EEG and cognitive parame-
ters including cognitive index (CI) is as follows.

• Encephalopathy: Glasgow Coma Scale (GCS)
• Level and the grade of hepatic encephalopathy (HE): “p” or class of liver cirrhosis
• EEG parameters: Alpha, Beta, Gamma, and theta
• Cognition parameters: Cognitive Index (CI), Cognitive Symptom Index (CSI), 

Emotional Symptom Index (ESI), MOCA score, etc.
• Mild cognitive decline (MCI) with Glasgow Coma Scale <13 or “severe 

Cognitive decline (SGD)” (GCS  >  13) and reduced consciousness were only 
noted when patients were off sedation

• Performance Parameters: Classification accuracy, correlation coefficient, and 
Confidence Interval (CI).

where cross-correlation (rxy) = Cov (X,Y)/SDx, SDy
Generalized configuration score (GCS) = classification accuracy + correlation 

coefficient
Classification accuracy = No. of cases correctly classified/Total no. of cases

3  Feedforward Neural Networks

With the help of past and current data, predictive modeling is a statistical technique 
that uses machine learning and data mining to anticipate and forecast likely future 
outcomes. It functions by looking at both recent and historical data, then applying 
what it discovers to a model created to predict future outcomes. Nowadays, DL 
models are used to acquire or predict specific types of information. Data science, 
which also encompasses statistics and predictive modeling, contains deep learning 
as a key component. The artificial neural network (ANN) is working based on the 
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Fig. 5 Feedforward DNN with multiple hidden layers [22]

neuron relations between input and output functions through certain weights [21]. 
The weights and input/output functions assigned to the unit determine how the ANN 
will behave. For the output of each unit in this case, we will utilize the Sigmoid 
function. Linear and threshold are some additional functions. In comparison to the 
threshold and linear functions, the sigmoid function is more closely related to real 
neurons. We must carefully select the connections and appropriately weigh the con-
nections for a neural network to learn.

As shown in Fig. 5, in the feedforward neural network, each connection has a 
weight Ѳ j. There are three hidden layers, namely hidden layers 2, 3, and 4. The jth 
layer is connected to the j + 1th layer through the weighted connection. Weight (θ) 
and activation value together find the activation value of the next layer. Data fed into 
the network is represented by input layer activity. The weights between the layers 
and the activity of the preceding levels define the activity of each buried layer. The 
weight between the previous layer’s activity and that of the output layer determines 
the activity of the latter.

In the above network, we have two layers. Given input vectors are
X = [x0, x1, x2] where x0 = 1 and a0 = 1 are biased terms

We calculate z a wherea g z
ej

l

i
i
l

ij
l

j
l

z= = ( ) =
+∑ −θ
1

1
; g is the sigmoid function,

where ai
l is the activity of ith unit in the l–1th layer and θij

l  is the weight of the 
connection between the ith and jth unit.

The back propagation neural network algorithm is also known as backpropaga-
tion of errors since it transfers faults from output nodes to input nodes. A popular 
algorithm for training feedforward neural networks is backpropagation [23]. It cal-
culates the loss function’s gradient about the network weights. It is far more effec-
tive than simply computing the gradient for each weight directly. Gradient methods, 
including variations like gradient descent or stochastic gradient descent, are fre-
quently used to train multilayer networks and update weights to reduce loss due to 
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this efficiency. Using the chain rule and computing the gradient layer by layer, the 
backpropagation method calculates the gradient of the loss function concerning 
each weight. The back propagation neural network algorithm is defined in 
Algorithm 1.

4  Discussion

This book chapter has reviewed the existing literature on the prediction of psychiat-
ric disorders with the application of internet and communication technologies (ICT) 
tools such as ML and DL algorithms. The prediction of psychiatric issues such as 
multiple conditions like depression, schizophrenia, and ADHD is analyzed with the 
help of EEG as a psychiatric tool, applied with a feedforward deep learning neural 
network. However, there are future challenges ahead to investigate the follow-
ing issues.

Table 5 presents the different psychological issues combined with biomarkers. 
Cognitive, emotional, and behavioral impairments can be caused by mental ill-
nesses. Psychiatric disorders can interfere with children’s learning abilities. Mental 
illness can also cause inconvenience for adults, especially in their families, work-
places, and communities. Schizophrenia, depression, bipolar disorder, and anxiety 
are just some of the mental illnesses that exist.

People suffering from mental illness undoubtedly experience emotional prob-
lems, cognitive difficulties, and social difficulties. In light of these issues, it can be 
concluded that mental illness has serious consequences for societies across the 
world. In addition, new strategies are necessary to prevent and treat it. For these 
goals to be achieved, it is crucial to detect mental illness early. Predictive analytics 
will revolutionize healthcare. Self-reports of mental illness, which include question-
naires that analyze patterns of feelings and social interactions, are used to diagnose 
mental illness. When the right treatment and care are provided, many people can 
recover from mental illness or emotional disorders.

Algorithm 1 Backpropagation Neural Network Algorithm
Step 1: Inputs X, arrives through the pre-connected path.

Step 2: The input is modeled using true weights W. Weights are usually 
chosen randomly.

Step 3: Calculate the output of each neuron from the input layer to the hid-
den layer to the output layer.

Step 4: Calculate the error in the outputs
Backpropagation Error = Actual Output − Desired Output
Step 5: From the output layer, go back to the hidden layer to adjust the 

weights to reduce the error.
Step 6: Repeat the process until the desired output is achieved.
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Table 5 Psychiatric disorders and associated biomarkers

Psychiatric disorders Psychiatric tools Psychiatric biomarkers

AD Brain imaging Complete brain atrophy
Increased CSF level

Bipolar disorder Brain imaging Reduction in hippocampus
Brain-derived neurotrophic factor and 
pro-inflammatory biomarkers
Brain proteins
Retinal binding protein-4
Growth differentiation factor-15
Hemopexin, hepsin, matrix 
metalloproteinase- 7

Neurotrophic method Decreased serum BDNF level
Depression PHQ-9

Electrophysiological
Determination of MDD score
Variation in EEG frequencies at rest
EEG—α and θ waves
Variation in O and P activity of EEG
PTEN gene
C-reactive protein, interleukin-6,
tumor necrosis factor-a

ADHD SNAP25 gene SNAP-25 gene Ddel and 
Mull-polymorphisms

Major psychiatric 
disorders

Inflammatory Pro-inflammatory biomarkers
Gut microbiota Bacterial translocation via chronic stress, 

leaky gut
Major depressive 
disorder

Long non-coding RNAs (lncRNAs)
a-1 anti-trypsin, brain-derived
neurotrophic factor, Epo-lipo- protein C3,
epidermal growth factor, cortisol, resistin, 
prolactin, myeloperoxidase, tumor necrosis 
factor-a receptor type-II

Schizophrenia Inflammatory Increased CRP
Up-regulation of mRNA

Neurotransmitter Increased synaptic dopamine concentration
Decreased plasma level of GABA
DISC1-gene
Protein phosphorylation patterns

It is now possible to model mental health and understand health outcomes using 
social media. A variety of psychological disorders are now being predicted quanti-
tatively, including depression, anxiety, and suicidality. Using this research can help 
monitor mental health statuses, diagnose problems, and design interventions for 
these conditions. The research and methodology used in these studies are not stan-
dardized, so it is impossible to evaluate their validity. Data collected during regular 
medical examinations, such as wearable data, blood samples, and urine samples, 
can also be used as biomarkers. Researchers have found that tryptophan 
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concentration is particularly useful for classifying people with depression based on 
multiple blood metabolites [24].

In addition to providing relevant data to complement clinical care, computational 
approaches to mental health could also identify risky behaviors, provide timely 
interventions, or reach populations that traditional clinical approaches are unable to 
reach. Because this field is still nascent, identifying trends in research modes and 
practices is vital for identifying gaps before they emerge systemically. In addition to 
reflecting scholarly research quality, these issues also demonstrate the impact clini-
cal care and social media predictions can have on the mental health of individuals.

Machine learning is believed to have originated from machine learning. As an 
example, supervised learning and unsupervised learning are two of the most com-
monly used machine learning approaches. An approach called supervised learning 
predicts outcomes based on labeled input data. Classification and regression prob-
lems are excellent candidates for supervised learning. Data is being analyzed to 
specific measurements to make sense of the data. Unlike supervised learning, unsu-
pervised learning aims to make sense of data on its own. Measurements and guide-
lines are not present in unsupervised learning. As well as being a strategy to solve a 
particular problem, ensemble learning strategically combines multiple classifiers. In 
ensemble learning, models are improved, or a reduced chance of selecting poorly 
performing models is reduced.

To make mental healthcare more effective and tailored, it seems essential to pre-
dict the outcomes of individual participants. Machine learning-based predictions 
have, however, received surprisingly little attention in digital mental health inter-
ventions. In machine learning, advanced statistical and probabilistic techniques are 
applied to construct systems that can learn from experience and improve over time. 
Mental health prediction can be greatly enhanced by using this tool. Research can 
be acquired from the data, personalized experiences can be provided, and intelligent 
algorithms can be developed. Support vector machines, random forests, and artifi-
cial neural networks are widely used algorithms in the field of machine learning for 
predicting and categorizing future events.

The opportunities with machine learning involve the extent of neurological con-
ditions connected to COVID-19 and its intellectual symptoms. The fundamental 
connection between the pathophysiology of infection and the dissemination of 
viruses and their associated pro-inflammatory modifications can be studied. The 
challenges involve the duration and intensity of neurological and psychosocial alter-
ations that occur after an acute viral illness. Short-term and long-term memory 
capacity can be affected by viral illness severity and psychological effects.

The possible future research contributions are developing suitable deep learning 
algorithms, which can handle high-dimensional data space with the aid of feature 
engineering. More research work is needed to extract appropriate psychiatric bio-
markers, which are fed as input to the DL-based training model. Moreover, the 
development of web applications or mobile applications equipped with digital psy-
chiatric tools as well as DL models can be easily accessible by psychiatric patients 
to know about the impact of psychiatric issues on their mental health.

Deep Feedforward Neural Networks for Prediction of Mental Health



194

5  Conclusions

This book chapter reviews the literature on deep learning techniques and their appli-
cations in predictive research on psychiatric health. This chapter proposed a novel 
deep learning method using deep feedforward neural networks coupled with psychi-
atric tools, which could hasten a new way for the integration into prognostic research 
in digital psychiatry and eventually lead to its use in clinical results. Our final sec-
tion explores the challenges ahead for the prediction of mental health disorders and 
leveraging some interesting applications for DL algorithms along with physicians’ 
intelligence for enhancing mental health treatment.
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The Challenge of Self-diagnosis on Mental 
Health Through Social Media: 
A Qualitative Study

Seda Yıldırım

Abstract People usually get some health information or read similar health cases 
from internet and other digital media channels to self-diagnose. The COVID-19 
pandemic has spurred self-diagnosis, and people motivated to be self-diagnosis by 
finding health information on social media. In this context, this study aims to explore 
how social media influences self-diagnosis behavior and mental health. Firstly, this 
study will review prior studies and reports to give a holistic approach for the link 
between self-diagnosis, mental health, and social media. Then, recent news and 
reports will be analyzed to give qualitative evidence for the significant link between 
self-diagnosis and mental health and social media based on Turkish cases. As a 
result, it is planned to compare the positive and negative sides of self-diagnosis 
when considering its effect on mental health and to give an original model examin-
ing the link between social media and self-diagnosis.

Keywords Self-diagnosis · Mental health · Cyberchondria · Social media · Fake 
medicine · Fake news · COVID-19 pandemic

1  Introduction

The twenty-first century refers to a digital age in the literature, and it is seen that the 
internet meets the basic information needs of society during this period [1]. 
Especially, it can be said that digital transformation leads everyone in society to 
digital areas as a result of the development of mobile technologies and internet 
infrastructures [1–3]. Algorithms and machine learning (ML) enable people to do 
many tasks in their daily lives more easily. With the introduction of this technology 
into our lives, digital adaptation also increases people’s interest in this technology 
[4]. In this respect, it is seen that the number of people seeking for information on 
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disease and health through digital systems has increased, recently [5]. Some patients 
prefer to use digital tools such as chatbots and other portals with AI (Artificial 
Intelligence) drivers, and some of them prefer to seek health information on the 
internet and social media. For example, Ayonrinde and Michaelson (1998) deter-
mined that patients receive assistance from electronic resources and allow digital 
resources to guide them when making health-focused decisions [6]. Fan et al. (2021) 
investigated employing self-diagnosis by health chatbots in China, and they empha-
sized that health chatbots should be designed based on patient (consumer) expecta-
tions and needs [7]. Ćirković (2020) pointed out that patients can benefit from 
self-diagnosis applications based on AI systems. He investigated alternative digital 
applications for self-diagnosis as “Ada (Berlin-based app), Babylon (London- based 
app), Buoy Health (Harvard Medical School based) and Your.MD (Oslo and 
London).” However, he determined that healthcare professionals should be careful 
about the outcomes and threats of using AI application for medical consultant and 
self-diagnosis in long term [4].

You and Gui (2021) investigated how users perceived chatbot-based symptom 
checker (CSC) apps based on AI. The chatbot is a computer program that can chat 
(interactively communicate) with people. CSC applications used for medical diag-
nostics can evaluate users’ medical symptoms. People get a diagnosis according to 
their symptoms by talking with the CSC application. Of course, there are expected 
threats in these applications as well. In cases where users have high-risk diseases, 
these applications may cause people’s health to be worsened [8].

Nundy and Patel (2020) said that self-diagnosis can be useful implication during 
unusual conditions such as COVID-19 pandemic. During the COVID-19 pandemic, 
the “car service test” practices used in the United States have also found their place 
in other countries. It is thought that the increase in self-testing practices for 
COVID-19 has allowed physicians and other healthcare professionals to concen-
trate on more serious cases [9]. Essentially, the use of self-diagnosis during pan-
demics is a pre-COVID-19 practice. Self-diagnosis is considered as the primary 
step for disease control and management during pandemic and epidemic periods. In 
this case, leaflets were distributed to patients during the 2009 pandemic, and the 
symptoms of the disease were explained. Although pre-diagnosis has an auxiliary 
effect on epidemic control, there should be a control mechanism within self- 
diagnosis practices [10]. It is a fact that self-diagnosis is an effective implication 
during the pandemic such as COVID-19 pandemic when there is a complex man-
agement procedure for healthcare services. However, free usage of self-diagnosis so 
frequently can be harmful for individuals’ health [11]. Lewis (2016) investigated 
the experience of self-diagnosis of autism spectrum among adults. He determined 
that most of participations employed self-diagnosis before having a formal medical 
diagnosis. Individuals used the internet and digital channels to get information and 
self-diagnosis when waiting for an official diagnosis [12].

The expected benefit and ease of use in the adoption of technology affect the 
adaptation. It can be difficult to evaluate the effectiveness of technologies used in 
medical services such as medical diagnosis and to determine how effective this 
technology is for the consumer. As it is known, consumers seem to be inclined to 
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adapt and use digital services that are easy to use and fast accessible [13]. At this 
point, excessive use of self-diagnosis practices and the complete abandonment of 
consulting physicians may result in risky results.

This study focuses on explaining the impact of social media on self-diagnosis 
and mental health. The main contribution of this study is expected to give a brief 
view of the link between social media and self-diagnosis. In addition, investigating 
recent selected cases, there will be useful practical implications. As it is purposed, 
this study has four main parts as “introduction, literature review, descriptive study 
and conclusion.” The importance of the related issue, aim, research design, and 
contribution of the study are all explained in the first part. In literature review, the 
links between social media usage, self-diagnosis, and mental health problems are 
explained. Then, the third part explains selected sample cases and includes descrip-
tive findings. In the conclusion part, descriptive findings are discussed by giving 
some future recommendations.

This study employs qualitative research methodology and uses descriptive con-
tent analysis to find answers for the below questions:

 – RQ1: What is the link between self-diagnosis and mental health problems?
 – RQ2: How do social media influence self-diagnosis?
 – RQ3: What does self-diagnosis cause?

2  Self-diagnosis, Mental Health, and Social Media

Historically, medical consultation was a process between patient and doctor during 
clinical encounters. The basic element required for medical consultation is that the 
doctor and the patient meet under appropriate conditions. However, in some circum-
stances, the clinical environment may not be very conducive to the medical consul-
tation process. Long waiting times, difficulties in getting an appointment and other 
physical restrictions create significant barriers to medical consultation. Digital 
opportunities, on the other hand, provide an important support in overcoming physi-
cal restrictions and obstacles [7].

It can be said that there is a close relationship between self-diagnosis and digital 
applications. Increasing usage of social media sources and social media makes indi-
viduals more awareness of some mental health problems and makes people concern 
about their health when looking some disease symptoms on social media. In this 
part, this study explains the link between self-diagnosis, mental health problems, 
and social media usage.

Social media and internet usage encourage self-diagnosis and consumption of 
vitamins and dietary supplement. For example, many patients with mental disorders 
take nutritional supplements, but it is very difficult to establish a precise understand-
ing of the way these patients use nutritional supplements. In the study, it was 
observed that Twitter users who self-diagnosed with a mental disorder stated that 
they actively took nutritional supplements on Twitter. In addition, these people were 
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found to have more negative emotions than those who did not mention their dietary 
supplement intake [14]. Sadagheyani and Tatari (2021) stated in their study that 
social media can have negative and positive effects on mental health. In the study, it 
was seen that as a result of social media use, mental problems such as anxiety, 
depression, loneliness, bad sleep, self-harm, and suicide may occur. On the other 
hand, it has been stated that accessing other people’s health experiences and expert 
health information may be beneficial in terms of managing depression more effec-
tively [15].

Increasing self-diagnosis by taking advantage of social media may cause people 
to attribute simple disease symptoms to larger and more serious diseases. For exam-
ple, many people who review social media for headaches may self-interpret a diag-
nosis of brain cancer. Most people suffer from anxiety, stress, and other mental 
illnesses because they see every illness they see on social media appropriate for 
themselves. The use of digital tools such as social media mostly by young people 
may cause young people to be more exposed to self-diagnosis and mental health 
problems. On the other hand, on social media platforms such as Instagram and 
TikTok, untrained professionals transfer information to people in the form of life 
coaching and wellness coaching in increasing numbers. The rise of talk about self- 
care and health is leading people to more self-diagnosis behavior [16]. As a result of 
the searches people do on their mental health in the Google search engine, they push 
many people into the habit of self-diagnosis. Experts state that people who engage 
in self-diagnosis behavior become vulnerable to some dangers. At this point, accord-
ing to Micheline Maalouf (A Licensed mental health counselor), many people on 
social media are asking if they have a mental health problem. A client said she 
thought she might have obsessive-compulsive disorder (OCD), and she saw that the 
client diagnosed her by looking at the symptoms in the TikTok video. According to 
Lindsay Fleming (licensed professional counselor–LPC), people need mental health 
answers more. According to Kaileen McMickle (licensed professional counselor–
LPC), the higher a person’s anxiety, the more likely they are to seek information 
about their experience. Therefore, Google and social media tools are also suitable 
tools for these people [17]. While it is certain that social media is the most used tool 
for self-diagnosis and identifying mental health problems, experts have a great job 
here. In cases where it comes to self-diagnosis, it may be difficult to reveal the true 
diagnosis of people. People may begin to follow the wrong treatment methods 
because they attribute the wrong diseases to themselves. Unfortunately, there are 
videos about various mental health problems in many places on social media such 
as TikTok, and such videos become more relevant. On popular social media plat-
forms such as TikTok and YouTube, young people exhibit self-diagnosis behavior 
according to the media content they see. There is a growing influx of people who 
have been diagnosed with many personality disorders and are seeking treatment. On 
the positive side, while young people are more aware of the importance of mental 
health, people are more likely to have depression, anxiety, and suicidal thoughts due 
to misdiagnosis and treatments [18]. With increasing social media usage, self- 
diagnosis can worsen an individual’s existing mental disorders and complicate the 
right treatment. In other words, social media can worsen undiagnosed mental health 
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disorders and worsen self-esteem and lead people to engage in self-harming behav-
iors such as suicidal thoughts [19]. As seen in Fig. 1, various mental illnesses can be 
increased as a result of excessive usage of social media.

The heaps of advertisements and phenomenon content that present health condi-
tions in a simpler way on social media support the self-diagnosis craze. Users face 
a great danger. Upon the complaints received, some advertising content on TikTok 
and Instagram was removed from the broadcast because it provided harmful medi-
cal information. However, these practices do not prevent false health referrals. 
TikTok has stated that it “removes ads that promote self-diagnosis or are intended to 
discourage you from seeking appropriate medical advice from a healthcare profes-
sional.” But there are still many gaps in the control of applications. In addition, as a 
result of the increased search for health information due to the COVID-19 crisis, 
social media has been filled with health content. In particular, there seems to be a lot 
of mental health content. In the last 2 years, the number of phenomena that produce 
content by focusing on conditions such as OCD, dissociative identity disorder, and 
autism has increased tremendously. For example, on TikTok, the ADHD hashtag 
10.6 billion, anxiety 13.1 billion, neurodivergent has about 3 billion views. While 
the danger of self-diagnosis mostly covers young people, the tendency of young 
people to follow peer groups also supports this type of behavior [20].

Table 1 presents views from experts on self-diagnosis. When considering litera-
ture and experts’ opinion, it is seen that self-diagnosis is a threat to young people 
with mental illness. Social media make is more accessible for people who seek for 

Excessive
usage of Social Media

cause

Mental Health
Problems

FOMO — Fear OfMissing Out

Increased social anxiety

Increased rate of depression

Low self-esteem

Body images issues

Increased risk of self-harm behaviors

Increased risk of suicidal thoughts

Misinformation, cyberbullying, and catfishing

Loneliness

Social media addiction

Mood, thought, and behavior problems

Polarization and cancel culture

Fig. 1 Social media and mental illness (Source: based on [19] and created by author)
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Table 1 Some findings: expert opinions based on self-diagnosis, mental illness, and social media 
association

Elements What experts say Key findings

Demographics Most experts said that young adults 
had a higher potential to self- 
diagnose through social media or 
internet

Teenagers and young adults appear to 
be more open to self-diagnosis and 
are more prone to self-diagnosis 
because of greater peer influence

Health status Most experts determined that people 
who have already some mental 
illness, are more open to self- 
diagnose rather than healthy people 
in general

It can be said that patients with mental 
disorders such as depression or 
anxiety disorder search more for 
disease information on the internet. 
Therefore, they are closer to seeking 
treatment with self-diagnosis

Social media Social media content offers a wide 
variety of disease and treatment 
information, but their accuracy is 
unknown

The rise of social media usage makes 
it easier to self-diagnose for people 
who search for health and illness info

Health concern Self-diagnosis can increase health 
concerns for people

People who self-diagnose have more 
health concerns in the long run

Information 
search

Internet and social media present 
much info about health, treatment, 
and illness. Access information is so 
easy through social media contents

As a result of the selection and 
registration of social media content 
according to the interests of the 
people, people who are in search of 
illness and treatment are unwittingly 
exposed to more health and treatment 
content

Advertisements 
through social 
media

A large number of social media 
content makes it very difficult to 
audit. Pharmaceutical companies 
can also encourage people to use the 
wrong drug by publishing their 
advertisements on social media

Drug advertisements published on 
social media may cause people who 
self-diagnose to use these drugs more

Mental illness The symptoms of some mental 
illnesses are similar and social 
media people share these symptoms 
without being an expert

Even though a person has no mental 
health problems, most people think 
they have some illness due to 
self-diagnosis

health and treatment info to self-diagnose. In addition, the more people self- 
diagnose, the more anxious they become in long term.

3  Descriptive Study

This part explains the link between self-diagnosis, social media, and mental health 
problems by exploring sample cases from Türkiye. As employing qualitative 
research methodology, this study collected some sample cases through internet 
sources and then cases were analyzed by descriptive content analysis. This study 
employed purposive sampling methodology to select specific cases from Türkiye. 
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According to prior literature, it is mostly seen that self-diagnosis also cause over-
consumption of drugs or vitamins without any physician control and internet usage 
encourages self-diagnosis. The following criteria were adopted in the purposive 
sampling method. The study included cases related to self-diagnosis, mental health, 
and social media and its outcomes in Türkiye. This study selected the below cases:

• Case 1: The most common situation in the counterfeit drug market is the intro-
duction of substandard or counterfeit versions of drugs. Products that do not 
contain the active substance of the original drug or contain other substances are 
sold. In addition, illegally bringing original drugs to the country, changing the 
barcode and data matrix information on them and selling them are among the 
methods frequently used. On the other hand, since there is a high demand for 
weight loss pills and pills that are claimed to increase sexual power (erection 
support, aphrodisiac supplements), various supplements are also among the 
favorites of scammers. According to Prof. Mustafa Cetiner (Acıbadem Hospital, 
Internal Diseases, Hematology), “the number of buyers of supplements that are 
claimed to contain aphrodisiacs, increase sexual power and help with erection 
problems is substantial. This demand can be attributed to the fact that individuals 
avoid talking about their problems due to the fact that sexuality is seen as a 
‘taboo’ in Turkish society.” People who cannot open to a specialist doctor hope 
to benefit from such drugs [21].

• Case 2: Gangs that produce counterfeit drugs open websites with the names of 
pharmacies and sell on the internet and social media. Food supplements, herbal 
medicines, vitamins, burn creams, muscle relaxants, eye drops stand out among 
the most sold products. Products that are forbidden to enter Türkiye from abroad 
are also offered for sale on these sites, as well as counterfeit products of world- 
famous drug brands. The vast majority of people who use counterfeit drugs con-
sult a doctor as a result of serious reactions. In the complaints, it is stated that 
there are side effects such as dizziness, vomiting, high fever, itching, and swell-
ing [22].

• Case 3: Pharmacist Şeker Pınar Özcan (Member of the Board of the Istanbul 
Chamber of Pharmacists) stated that there has been a serious increase in demand 
for vitamins with the pandemic. This increase is a physical but uncontrolled 
increase. Some patients order from the internet or buy products from the market 
or gas station other than the pharmacy, see the side effects of this and get sick or 
do not see any benefit. Unfortunately, it appears to be a very unconscious use. It 
is necessary not to be fooled by various images from the internet. Sometimes real 
product images are used, but a completely different product is delivered to peo-
ple. The patient who uses it can sometimes be a blood pressure patient. For 
example, a person thinks that he only bought a simple vitamin or something with 
herbal ingredients from the internet, but this may have triggered his blood pres-
sure. Some drugs can cause bleeding when used together. Pharmacist Özcan 
determined that many patients suffered from problems due to the unconscious 
usage of drugs [23].
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• Case 4: Exp. Bio. Çiğdem Üregen stated that vitamin intake was mostly pro-
vided by self-diagnosis detection of individuals from pharmacies and digital 
channels. This situation was extremely dangerous. People did not know by them-
selves whether there was a vitamin deficiency in their body. A single vitamin 
cannot make up for the deficiency of another vitamin. Therefore, before taking 
vitamins, it is necessary to consult a specialist and doctor and use it under his 
direction. Doctors can recommend the right vitamin to people in the right 
amounts. Hypervitaminosis occurs when unnecessary vitamins are taken. It is 
known that vitamins taken from natural foods as much as daily needs do not 
cause any problems. On the other hand, the need for additional vitamins should 
be planned according to the doctor’s advice [24].

• Case 5: Prof. Vefik Arıca (Dean of Yalova University Faculty of Medicine) stated 
that it has been observed that families take vitamins for their children without 
consulting the physician. For the use of vitamins, the child must first undergo a 
medical examination. The use of vitamins should be started after the necessary 
examinations are made and which vitamin deficiency is determined. Therefore, 
vitamins should not be taken by self-diagnosis without consulting the physician 
and pharmacist. Prof. Arıca stated that during the epidemic period, the vitamins 
that were taken outside the control of the doctor and without consulting the phar-
macist, under the counter and whose effectiveness has not been proven cause 
some problems. The main problem in unconscious vitamin consumption is seen 
in children. In unconscious use, vitamin syrup whose effectiveness has not been 
proven may not have completed the missing vitamin in our body. If the child has 
iron deficiency, learning difficulties, autism, and retardation in IQ may occur in 
the future. According to Prof. Arıca, the internet threats individuals’ health by 
selling fake and dangerous medicines, vitamins, etc. [25].

• Case 6: Exp. Dr. Filiz Arabacı stated that due to the Coronavirus, people prefer 
vitamins D and C to protect their body resistance. The unconscious use of vita-
mins has increased during the epidemic period. However, people have chronic 
diseases, and unconscious use of vitamins can cause serious systemic problems. 
For example, unnecessary and irrespective use of vitamin D causes very serious 
consequences. Before using vitamin D, the blood level should be checked and if 
the blood level is low, vitamin D should be taken. This should be with the recom-
mendation of the doctor. With self-diagnosis, people go directly to the pharmacy 
and buy vitamin D. Long-term use of vitamin D and high levels of vitamin D in 
the blood lead to kidney diseases, kidney stone disorders, and high blood pres-
sure in long term [26].

• Case 7: Dr. Aslı Karadeniz (Maltepe University Faculty of Medicine, Infectious 
Diseases and Clinical Microbiology) stated that if antibiotics and other drugs are 
not used in the right dose and time, the body may be harmed, unexpected dis-
eases and side effects may occur. For example, allergic reactions may occur, liver 
and kidney failures may occur, different drug interactions and side effects may 
occur. In order to prevent the negative effects of excessive, unnecessary and 
wrong drug use, it is necessary to use drugs at the right time and in the right way, 
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with the advice of a doctor. Even if there are side effects, the patient will be under 
control. Physicians have an important responsibility in rational drug use. 
Unconscious drug use may complicate the control of the disease. Stating that the 
treatment of cold and flu can mostly be done with rest, plenty of fluids, and 
simple medicines at home, Dr. Karadeniz stated that unconscious drug use can 
make it difficult to control the disease. Dr. Karadeniz pointed out that the drugs 
given in influenza infections should not be used uncontrolled and warned that 
vitamins should not be taken without a doctor’s advice. In some cases, it is seen 
that patients stop taking the drug on their own [27].

• Case 8: The Ministry of Health announced some data on antidepressant drug use 
in Türkiye on February 2, 2015. Accordingly, 1 out of every 10 people in Türkiye 
uses antidepressants. These high rates show that there are prescriptions issued by 
physicians who are not in the field of mental health, drugs recommended by 
pharmacy staff, drugs used with “neighbor advice,” and unconscious use. People 
may start to use drugs incorrectly, not be able to cope with drug side effects, 
worry, and withdraw from treatment. During the treatment process related to 
mental health, people cannot be patient enough and go to frequent doctor changes 
and frequent drug changes and can cause them to enter a vicious circle again. 
Sometimes, relapse or chronicity of symptoms and unresponsiveness to treat-
ment can be seen because people stop taking the drug early without consulting 
their doctor as soon as their symptoms improve [28].

• Case 9: Prof. Abdurrahman Altındag (Gaziantep University Faculty of Medicine, 
Department of Psychiatry), the increase in the pace of life and competition and 
the weakening of social bonds have isolated people and increased the risk of 
depression. Psychiatric diseases have a prevalence of 10% in women and 5% in 
men. When they get depressed, people look for various solutions and start trying 
other people’s drugs. Non-prescription drugs can be easily purchased from phar-
macies. Unconscious use of antidepressants can lead to the worsening of the 
person’s mental state or to the emergence of different disorders. The side effects 
of some drugs are not suitable for the use of the patient. Antidepressants should 
be used under the supervision of a doctor, in doses that he deems appropri-
ate [29].

• Case 10: According to Prof. Karaduman, help should not be sought from people 
who are not experts in the treatment processes of the low back, neck, and joint 
pains. Commonly in the community, people talk about their experiences and 
offer mutual advice for solving illness or pain. The recommended exercises can 
make people physically sicker. Unconscious sports exercises can worsen the 
health of patients [30].

• Case 11: Evaluating the results of the research in the news of M. Günay from 
Milliyet newspaper, there is an interview with Dr. Aylin Tutgun Ünal about 
cyberchondria. According to Dr. Ünal, with the increase in the time spent at 
home during the epidemic, internet use has also increased. It has brought a new 
problem in the field of health to the agenda in the new media era. The prevalence 
of moderate cyberchondria in all generations between the ages of 18 and 75 also 
revealed the extent of the danger. Twenty-two percent of them stated that they 
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constantly searched for a disease on the internet, thinking that they had an undi-
agnosed disease. Unfortunately, when Gen Z realizes something about their body 
that they can’t explain, they search for it online many times. He takes the infor-
mation he obtains from the internet seriously rather than the opinion of his fam-
ily doctor or specialist doctor. While researching the symptoms of the disease on 
the internet, he also visits forum sites where the medical conditions, symptoms, 
and experiences of people with the disease are discussed. In the study, it was also 
seen that the generations who applied to the family health center searched more 
diseases on the internet and were highly cyberchondria [31].

• Case 12: The concepts of health and disease are among the most talked about 
and discussed topics in the digital environment today. According to Dr. Alptekin 
Çetin, “Shares, comments, different treatment options and results of these treat-
ment options have become easily accessible on the internet.” However, infer-
ences and diagnoses for serious diseases can emerge from simple symptoms. For 
example, a person who takes over the internet search engines for heartburn may 
be in a position to diagnose him with stomach cancer at the end of the day. 
People with symptoms of cyberchondria also have higher levels of health anxi-
ety. People who do not receive professional help for a disease they think they 
have, or who do not prefer to receive it, believe that they have different health 
problems based on non-scientific comments on the internet based only on per-
sonal experiences [32].

• Case 13: Cyberchondriac disorder is a variant of hypochondriasis under the 
somatoform disorders. Cyberchondria disease is the state of “trying to diagnose 
or treat him by searching information, documents and treatment methods on the 
internet about the diseases he thinks he has.” Cyberchondriacs do not trust doc-
tors very much. They think that the procedures are insufficient, even though they 
go to the hospitals many times because of their complaints. Although the physi-
cians exhibit a compelling attitude in the examination and analysis procedures, 
all the examinations are normal. This situation may make them more ambitious 
and continue their research on the internet for self-diagnosis. They can browse 
forums, blogs, or even start researching foreign articles. Worst of all, the cyber-
chondriac person doesn’t deal with just one complaint. They investigate the 
slightest disruption or discomfort in their bodies, often with exaggerated conclu-
sions. However, it is natural treatments that attract the most attention of cyber-
chondriac patients. Because they don’t trust drugs too much. They do not find it 
very reassuring because they always read the package inserts of the drugs. For 
this reason, they can also access expert-level knowledge about medicinal plants 
over time [33].

• Case 14: Çiftçi (2022) interviewed with Clinical Psychologist Cemre Ece 
Gökpınar about self-diagnosis. According to Gökpınar, cyberchondria increased 
health concerns, and people try to feel relax when searching health info on the 
internet without going to any expert or medical doctor. Unfortunately, digital 
media present many health info and some of them are very dangerous for the 
health of society. For example, websites that offer some natural and herbal mix-
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tures cause people to try these mixtures regardless of whether they are allergic or 
not, and people’s health is worsened [34].

• Case 15: Dr. Rıdvan Üney (Psychiatrist/Psychotherapist) has identified some 
situations related to the behavior of searching for illness on the internet. Health 
sites on the internet are attracting a lot of attention. When people notice a symp-
tom of a disease in them, they first research on the internet. Some people call this 
behavior Google doctors. The state of being overly worried about their health is 
called Health Anxiety (Health Anxiety). This anxiety ranges from simple curios-
ity to sickness. As the health concern increases, so do searches for the disease on 
the internet. Now, at the slightest indication, a person spends a lot of time on the 
internet. This condition is called “Illustration Searching on the Internet” or 
“Cyberchondria.” Searching for a disease on the internet can cause the following 
types of damage according to Dr. Üney [35]:

 (a) The person can find dozens of diseases as the cause of the slightest symptom.
 (b) While searching for illness on the internet, a person may first feel relief and 

then be exposed to negative information.
 (c) As people find illness, their health concerns increase.
 (d) People can access wrong disease information from their symptoms.
 (e) Although people have a simple symptom, they may have a fear that it may 

be fatal.
 (f) Due to the information pollution on the internet, in order to cope with his 

illness, he receives treatment information from sites that have no scien-
tific basis.

 (g) Due to self-diagnosis, people apply too many vitamins or use nonsensical 
herbal medicines.

 (h) They shop from completely commercial sites that are not remotely related to 
health. They endanger their own health.

This study provides some descriptive findings based on selected cases from 
Turkey as below:

3.1  Descriptive Evidence

This study selected some cases related to self-diagnosis, mental health, and social 
media from Türkiye. Based on selected cases, some descriptive findings can be 
presented as below:

Table 2 presents main themes related to self-diagnosis, mental health, and social 
media based on Turkish cases. It can be said that experts mostly determine the link 
between social media and self-diagnosis by terms of “Cyberchondria, Health con-
cern and anxiety, Internet and Social Media, Fake Treatment, Fake Medicine and 
Counterfeit Drug, Overdose of Vitamins and food supplement in Türkiye.” Self- 
diagnosis is mostly related to the level of health concern and anxiety, then 
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Table 2 Findings about the link between self-diagnosis, mental illness, and social media from 
Turkish cases

Main titles Key points

Cyberchondria As the health concern increases, the addiction behavior of 
searching illness through internet increases too
Cyberchondria mostly depends on health concern, and self- 
diagnosis is also related with cyberchondria

Health concern and anxiety Health concerns and anxiety encourage people to search for 
illness or treatment through internet and social media

Internet and social media Internet and social media make it easier to access health info for 
households

Fake treatment Self-diagnosis can cause fake treatment for people
Fake medicine and 
counterfeit drug

The industry of fake medicine and counterfeit drug increases 
through self-diagnosis

Overdose of vitamins and 
food supplement

During the COVID-19 pandemic, people become to consume 
vitamins and food supplement more

Table 3 Risks of self-diagnosis through social media

Variables Key points

The level during 
the COVID-19 
pandemic

Fake treatment 
and fake 
diagnosis

People search some sign of a medical problem by social 
media and then they self-diagnose. Unfortunately, 
nobody knows what kinds of treatment or diagnosis will 
be occurred

Increase

Fake experts During the COVID-19 pandemic, social media included 
higher numbers of health contents and many fake experts 
suggest some health recommendation for households

Increase

Fake news Fake news increased by social media and people who 
mostly self-diagnosed, believed this news much more

Increase

Fake medicine 
consumption

Fake medicine consumption increases due to self- 
diagnosis, and digital media provides a huge 
marketplace for the fake medicine industry

Increase

Mental illness Self-diagnosis causes mental illness such as depression 
or addictive

Increase

Allergies and 
health hazard

The consumption of overdose of vitamins and food 
supplements will make allergies and health hazard

Increase

cyberchondria increases based on health concerns. The vicious circle between self-
diagnosis and health concern is dangerous for society’s health in long term.

Table 3 shows how self-diagnosis can threaten human health in long term. 
Unfortunately, social media channels give many fake news and info about health 
issues. For example, influencers or some fake experts suggest some vitamins or 
organic mixture for people and people tend to believe them as they self-diagnose 
through social media. The COVID-19 pandemic made people more anxious about 
their health and self-diagnosis and cyberchondria increased.
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Social Media

includes Information Source motive

Cause

cause

cause

cause

increase

Health Concern

Mental Illness

Self-diagnosis

Fake diagnosis

Fake treatments

Content Share

Fake experts/Influencers

Misleading advertisement

Cyberchondria

Fig. 2 A conceptual model (Source: created by author)

3.2  A Model: The Link Between Social Media Usage, 
Self- diagnosis, and Mental Health

As determined by the literature review and selected Turkish cases, some key points 
can guide for the link between social media, self-diagnosis, and mental illness. 
Figure 2 shows an alternative model as below:

4  Conclusion and Discussion

The COVID-19 pandemic has changed the lifestyles of people globally and almost 
forever when considering its effect on the rapid digital transformation. In other 
words, the COVID-19 pandemic has accelerated digital adaptation from younger to 
older. However, it has been expected that digitalized world would be the new uni-
verse for people since the beginning of twenty-first century [36, 37]. As accessing 
information in an easy and fast way through digital media, people challenge with 
over-information, too. The main trouble is finding or accessing real information 
from digital media channels. Unfortunately, there are lots of digital media channels 
and information in the digital world. In this point, self-diagnosis is another problem 
related to rising digitalization in recent days. In this context, this study aims to 
explore how the internet influences self-diagnosis by analyzing its impact on mental 
health. Accessible applications for physicians and specialists can deliver efficient 
results in healthcare. On the other hand, self-diagnosis practices used by people 
who are not healthcare professionals can have dangerous consequences. Therefore, 
it is necessary to pay attention to the use of AI-based digital health applications [4]. 
The internet can cause wrong diagnosis and misunderstanding by decreasing the 
belief in healthcare professionals [12]. Self-diagnosis can provide some benefits but 
digitalization has caused individuals to overuse the internet and social media chan-
nels, and accessing false information through digital channels has brought serious 
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health problems. In particular, people can make themselves sick as a result of 
unconscious consumption of vitamins and supplements through self-diagnosis. 
Exp. Bio. Cigdem Üregen stated that when fat-soluble vitamins (vitamins A, D, E, 
K) are taken in excess, they cause accumulation in the body. Due to the uncontrolled 
usage, it causes an excess of vitamins called “hypervitaminosis” [25]. 
Hypervitaminosis can occur acutely and chronically. Acute hypervitaminosis occurs 
as a result of the use of one or more vitamins, depending on the high dose. Chronic 
hypervitaminosis occurs when clinical symptoms occur with a latent course. The 
toxicity of water-soluble and fat-soluble vitamins causes poisoning syndrome [38].

When considering the link between self-diagnosis and social media usage, it is 
seen that using fake drugs or overconsumption of vitamins are critical threats for 
sustainability of society’s health in long term. The counterfeit drug market which is 
exceeding 300 billion dollars worldwide continues to grow day by day due to the 
development of social media channels. According to the 2021 data of the World 
Health Organization, 10–15% of the pharmaceutical market is in the hands of the 
counterfeit medicine market and more than one million people die every year due to 
counterfeit medicine [21]. During the COVID-19 pandemic, it has been seen that 
many people turn to vitamins and food supplements to strengthen their immune 
systems. Citizens started to buy vitamins through websites, not pharmacies, as they 
met many of their needs by shopping online due to the epidemic. However, when 
talking about clothes, shoes, and electronic materials, now fake vitamins are offered 
for sale on e-commerce platforms. Recently, the number of people complaining in 
consultation with their pharmacist that the vitamin they buy online is different from 
the ones they bought before has increased [23].

While using the internet for reliable information about mental health problems, 
the following may be recommended [18]:

• Information can be obtained from sites ending with the “.gov” suffix because 
they are supported by the federal government.

• Sites ending in “.edu” may be more reliable because they are managed by medi-
cal schools or universities.

• Information on health sites ending with “.org” may be more reliable because they 
are maintained by non-profit organizations.

• Articles from scientific journals or medical journals can be read.
• Diagnoses themselves can be complex. Therefore, mental health problems 

should not be solved by self-diagnosis alone without professional help.
• Many people who are not licensed and educated on social media present them-

selves as experts and give health advice. Therefore, it is important to check 
whether the people from whom health advice will be sought are truly experts.

While social media channels support the counterfeit drug market [1], self- 
diagnosis has also become a driving force for the vitamin market and other supple-
ment markets. Economically, self-diagnosis has become a profit tool for digital 
platforms, but it is a threat to the sustainability of public health. As it is known, the 
COVID-19 pandemic has increased health concern and people tend to self-diagnose 
much more than ever. When considering digital transformation in health industry 
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[39], digitalized tools and digital media channels will be core source in the future. 
In this point, people should be aware of fake news [40, 41] fake medicines, fake 
experts [1], and fake treatments to save their health.

This study has some limitations such as data selection, case selection, sample, 
and methodology. Future studies can explore the impact of self-diagnosis on mental 
health for different countries by using different methodologies. However, this study 
is thought to guide future studies by giving some descriptive evidence for the link 
between self-diagnosis, social media, and mental health as a result of investigating 
Turkish cases.
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Relationship Between Mortality 
and Mental Health Disorders

Aarti K. Thakre, Nitin G. Dumore, and Monali N. Dumore

Abstract Background: The potential value of comprehending extra mortality 
among individuals with mental illnesses. It is unknown how professionally deter-
mined mental illnesses affect mortality. The major causes of impairment worldwide 
are severe mental diseases. With ageing, their prevalence decreases, probably as a 
result of early mortality. However, it is unknown whether those with serious mental 
problems who live longer still have shorter life expectancies than their peers and 
whether their causes of death are different.

Aim: To investigate the relationship between mental illnesses and cause-specific 
mortality.

Method: Data sources—Our search method includes terms for mortality, par-
ticular diagnoses (such as schizophrenia, depression, anxiety, and bipolar disorder), 
and mental disorders. In order to find articles that cited acceptable articles, we also 
used Google Scholar. We observed the several mortality rate (SMR) on Tamil Nadu 
in 2011–2015. The total number of several mental disorders (SMD) patients, their 
sociodemographic characteristics, their alive/dead status, and the reason of death 
were recorded. For the calculation of SMR, which is determined by the formula, 
observed deaths/expected deaths, we utilized the crude death rates (CDR) for rural 
Tamil Nadu from 2011 to 2015 as a reference.

Result: The figures are astounding. In low-income countries, there are at least a 
billion people suffering from mental illness, of whom roughly 75% go untreated. 
Every year, 3–4 billion people die as a result of drug abuse. One suicide happens 
every 40 s. The SMR of SMD patients in Tamil Nadu was 3.33, 2.76, 2.11, 1.91, and 
1.89 between 2011 and 2015. Out of the 74 deaths that occurred overall over these 
5 years, 62 (83.7%) were caused by natural causes, and 12.2% were suicides. Age, 
education, and marital status between SMD patients who were living and died 
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 differed statistically significantly. The aggregated relative risk of mortality among 
people with mental illnesses for all causes of death was 2.22.

Conclusion: According to these data, mental disorders affect mortality. The sig-
nificance of mental illnesses in avoidable death has to be better taken into account in 
efforts to assess and manage the global burden of sickness. An enhanced risk of mor-
tality is linked to mental illnesses including schizophrenia and depression and patients 
with SMD showed nearly two times higher the mortality, according to our findings.

Keywords Schizophrenia · Suicide · Depression · Several mortality rate (SMR) · 
Several mental disorders (SMD) · Crude death rates (CDR)

Abbreviations

CDR Crude death rate
CI Confidential interval
PANSS Positive and negative syndrome scale
SHR Sub-hazard ratio
SMD Several mental disorders
SMR Several mortality rate

1  Introduction

Researchers have consistently found that as compared to the general population, those 
with mental problems had higher mortality rates. In New York, the death rate among 
psychiatric inpatients was higher than the average [1]. Since then, additional research 
and evaluations on the mortality risks of people with a range of mental disorders 2–6 
and particular diagnoses have been done [1] (e.g., schizophrenia [2], depression [3, 4], 
and bipolar disorder [5]). Mortality risk is higher in psychiatric patient. The danger of 
passing away too soon is increased by psychiatric diagnoses in and of itself [6]. 
Alcohol-related disorders are more prevalent in men [7]. Excessive mortality is linked 
to anxiety or panic disorder [7, 8]. An increased risk of dying from cardiovascular 
disease is associated with neurotic depression [9]. Establishing the importance of 
mental problems as indicators of disease-specific mortality was our goal.

Mentally ill persons typically pass away earlier than those who are not. A study 
on the Danish population revealed that people with mental illnesses pass away 7 and 
10 years earlier than people who are otherwise of similar age and sex. People who 
have various mental problems (such as mood disorders, schizophrenia, etc.) are 
more likely to die young and have shorter life spans overall [10, 11].

Globally, men, women, and children are all affected by mental diseases. Early- 
onset intellectual disability and diseases of the autistic spectrum increase the chance 
of mental illnesses, which also persists into old ages with schizophrenia, depressive 
disorders, and anxiety disorders [12]. According to recent research from study on 
the global burden of disease, mental and addiction illnesses contributed to 7% of the 
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total global burden of disease as assessed by disability [13]. Disability was present 
for 19% of all years lived and adjusted life-years.

Given that a number of biological, psychological, and social elements appear to 
be involved, the relationship between mortality and several mental disorders SMD 
is complex. Because of the handicap they cause rather than the mortality, mental 
disorders are one of the leading causes of the global burden of diseases [14, 15]. 
Mortality in SMD is more to 2–3.5 than the general population, according to the 
majority of systematic reviews [16, 17]. Furthermore, recent data suggests that this 
difference is widening. The majority of deaths are caused by physical health condi-
tions, particularly cancer, respiratory and cardiovascular diseases [18]. One of the 
main non-natural causes of mortality for those with serious mental illness is suicide. 
Other elements like drug use, disregard for medication instructions, ignorance of the 
need for medical attention, and discrimination may also be important [19]. The risk 
factors for excess mortality among SMD were divided by the World Health 
Organization with three categories: personal characteristics, health system issues, 
and social determinants of health. Few researches have looked at death as an out-
come, despite the fact that several studies from India have looked at the long-term 
clinical and functional outcomes [14, 15] of people with SMD.  Even current 
research on SMDs like bipolar disease and depression with psychotic symptoms is 
limited to schizophrenia [20].

Around the world, mental and drug use problems are the main factors contribut-
ing to years spent disabled [21]. Furthermore, there is proof that those with severe 
mental illnesses have life expectancies lower than those of the general population 
[9], primarily as a result of the high rate of cardiovascular deaths, respiratory ill-
nesses, and suicide [3, 4, 9, 22]. The underlying causes of the high mortality from 
cardiovascular and respiratory disorders are less evident, even if suicide could be 
seen as a direct result of severe mental illness [1].

2  Material and Method

2.1  Thirthahalli Is a Taluk of Shimoga District of Karnataka

2.1.1  Indicators of the Mortality Rate in Karnataka 
for Schizophrenia Include

The state of Karnataka serves as the administrative hub for the majority of villages 
and towns [23]. According to the 2011 Census, the town has a population of 14,357, 
and the Taluk as a whole has 141,453 residents. Patients who live in communities 
throughout the entire taluk served as the study’s subjects. Case identification specif-
ics are covered elsewhere. In a nutshell, the study team used the key informant 
approach for this goal with assistance from the local health authority. Once a patient 
has been identified, a skilled psychiatrist will evaluate them and confirm the diagno-
sis using a mini-international neuropsychiatric interview [24]. The annual rate of 
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Table 1 Number of incidents 
between 2005 and 2012

Year No. of cases

2005 94
2006 225
2007 270
2008 290
2009 310
2010 330
2011 350
2012 370

recruitment grew throughout the first 2 years before beginning to stabilize (Table 1). 
Each patient is given medication after being diagnosed, coupled with psychoeduca-
tion for the patient and their family. There isn’t any organized psychological inter-
vention available. Patients and families are encouraged to stay under the study 
team’s care or seek out other mental health specialists of their choosing. With the 
use of correspondence via letters, telephone calls, and home visits, every effort is 
being made to maintain the patients under routine follow-up.

Indian Disability Assessment and Evaluation Scale (IDEAS; Rehabilitation 
Committee of the Indian Psychiatric Society, 2002) [25] and Positive and Negative 
Syndrome Scale (PANSS) [26] are administered once every 6 months to evaluate 
the severity of the symptoms and the disability, respectively, during follow-up visits 
along with the routine assessments. All information is useful in determining how 
death is related to mental illnesses.

According to Mini-Finland Health Survey, a prior study measured the health 
status, morbidity, and healthcare needs of Finns aged 30 or older. The conditions 
that were picked as the primary focus were those that prevented people from work-
ing most frequently: mental illnesses, illnesses of the musculoskeletal system and 
connective tissue, ailments of the cardiovascular and respiratory systems.

The diseases that were selected as the primary targets were those that frequently 
result in working impairment, including conditions of the cardiovascular and pul-
monary systems, mental illnesses, and conditions of the musculoskeletal and con-
nective tissue systems [13].

2.1.2  Participants

Patients with SMD were included in the investigation. Patients with schizophrenia, 
bipolar disease, or depression with psychotic symptoms are included in this defini-
tion of SMD.

As and when deaths occur, the study team continuously updates the data regard-
ing mortality. Accessible medical data and information from family members indi-
cate the cause of death. Only with the family members’ permission does this process 
of investigating the specifics of death take place. For the purposes of this study, we 
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considered the patient population from 2009 to 2011 when the cohort’s patient 
count stabilized.

2.1.3  Mortality Data

Statistics on mortality were collected from participants and their families for SMD 
patients, and data was updated as soon as a death was reported. The cause of death 
was established by the family member interview and further supporting evidence 
provided by the family members. Hospital records were also used when they were 
accessible.

Figure 1 displays drop in mortality rates from the previous year in India. The 
family member interview, additional supporting information offered by the family 
members and hospital data all helped to establish the below-average death rate [27]. 
MLA. India Death Rate 1950–2023. www.macrotrends.net. Retrieved 30 Jan 2023.

3  Results

Seventy-four patients died in the patient population between 2011 and 2015. 
Regarding the SMRs for these years individually, (Table 2) is displayed. SMD’s 
SMR varied from 3.33 in 2011 to 2.76 in 2012 to 2.11 in 2013 to 1.91 in 2014 to 
1.89 in 2015. Details about patient mortality are included in (Table 3), which shows 
that between 2011 and 2015, 83% of deaths were due to natural causes and 18% 
were not. The majority of deaths from non-natural causes were caused by successful 
suicide. The average SMR over the course of the 4 years was 2.4, showing a two- 
fold increased death rate for individuals with SMD. 12.2% of the total patient popu-
lation die by suicide each year. The correlation between the sociodemographic 
characteristics and the patients’ mortality rates during a 4-year period is shown in 
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Table 2 South India’s mortality ratio for mental illnesses from 2011 to 2015

Year
Total no. of patient 
with SMR

Crude death rate/1000 
population

Expected 
death

Observed 
death SMR

2011 122 8.1 0.9 3 3.33
2012 714 8.2 5.8 16 2.76
2013 1117 8.2 9.4 19 2.11
2014 1168 8.1 9.5 18 1.91
2015 1244 7.6 9.0 18 1.89

SMR Several Mortality Ratio

Table 3 Patients with 
serious mental illnesses are 
more likely to die from 
certain conditions and at 
what rates

Cause of death n (%)

Natural 62 (83.7)
Unnatural
Accidental 3 (4.1)
Suicide 9 (12.2)

Table 4 Mortality rates among people with serious mental illnesses and sociodemographic factors

Variables Alive, n (%) Dead, n (%) P (Chi-square test/t-test)

Age, Mean (±SD) 42.72 ± 12.36 52.50 ± 16.66 < 0.001
Gender 0.447
   Male 643 (51.7) 42 (56.8)
   Female 583 (48.3) 32 (43.2)

(Table 4). Age, education, and marital status categories, but not gender, statistically 
distinguish the two groups differently. The mean age of SMD patients who passed 
away was 52.5, as opposed to 42.72 for those who are still alive. The education span 
(measured in years) for the former group was 4.82, but it was 6.64 for the patients 
who are still living. The patients who were still alive had received their education 
earlier and for a longer period of time than the patients who had passed away.

According to the presence of a severe mental disorder, Fig. 2 displays the per-
centage of participants who were still alive during follow-up. In comparison to their 
counterparts, males with serious mental disorders had a shortened life expectancy of 
2.8 years (95% confidence interval (CI) = 2.6, 3.0) and an age-adjusted mortality 
hazard ratio of 2.3 (95% CI = 2.2, 2.4). For men with schizophrenia spectrum, bipo-
lar, depressive, and alcohol-induced disorders, respectively, age-adjusted life expec-
tancy was lowered on average by 2.0 (95% CI = 1.6, 2.3), 1.1 (95% CI = 0.4, 1.9), 
2.8 (95% CI = 2.6, 3.1), and 3.1 (2.8, 3.4) years, respectively. The mortality risk 
linked with any serious mental condition remained virtually unchanged for men 
who passed away within the first 2 years of follow-up.

For men who had previously been diagnosed with schizophrenia spectrum disor-
der (Schizophrenia-S), bipolar disorder, depression, or disorders brought on by 
alcohol, the age-adjusted mortality hazards were 2.0 (95% CI = 1.8, 2.2), 1.5 (95% 
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Fig. 3 According to their age category at the time of inclusion, the bars display the mortality rate 
per 1000 person-years for older men with and without serious mental illnesses

CI = 1.2, 1.9), 2.3 (95% CI = 2.1, 2.5), and 2.6 (95% CI = 2.4, 2.8). https://doi.
org/10.1371/journal.pone.0111882.g001.

To determine their death rates for age groups (65–69, 70–74, 75–79, and 80+). 
The findings of these analyses are presented in Fig. 3 according to the presence of a 
serious mental condition prior to randomization [28]. A serious mental disorder was 
consistently associated with a greater annual mortality rate for men than it was for 
those without it. There were only 6 males with bipolar disorder in this sample, 
therefore the estimate of the mortality rate for those over 80 was not exact.
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Fig. 4 149 relative risks (RRs) on the mortality of people with mental illnesses for all-cause mor-
tality. 135 of these research found that the mortality rate is higher than other comparator group 
(Fig. 4) [7].

The 95% confidence intervals for the mean rate are shown by whiskers. 
Schizophrenia-S: illnesses on the schizophrenia spectrum. The standard deviation 
was 4.2 and the range from 1 day to 14.7 years, with the mean time to event (death 
or end of follow-up) being 10.1  years. https://doi.org/10.1371/journal.
pone.0111882.g002.

Compares participants’ causes of death between those who had and did not have 
a severe mental condition. Men who had previously been diagnosed with schizo-
phrenia spectrum disorders had higher rates of mortality from diseases such infec-
tions, cardiovascular disease, chronic respiratory conditions, mental problems 
brought on by drugs, diseases of the nervous system, and other conditions. This 
group did not include any suicides. In comparison to controls, men with a history of 
bipolar disorder died more often from chronic bronchitis, euthanasia, and psycho-
logical disorders (including substance-induced). Men with depression had higher 
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rates of suicide and other fatal causes, as well as cancer, cardiovascular disease, 
chronic respiratory illnesses, and diseases of the central nervous system. Last but 
not least, males who had previously been diagnosed with an alcohol-induced prob-
lem died more frequently than those without a serious mental illness [28].

Based on competing risks regression models, the risk of particular causes of 
mortality according to the four severe mental disorder groups (schizophrenia spec-
trum, bipolar, depression, and alcohol-induced) was examined. These models exam-
ine the incident. When competing occurrences are present and prevent the occurrence 

Table 5 Death causes for older men with and without significant mental problems over a 
14-year period

Cause of death

No severe 
mental disorder Schizophrenia-S Bipolar Depression Alcohol
N = 35691 N = 444 N = 101 N = 958 N = 698
n (%) n (%) n (%) n (%) n (%)

1 (Reference) SHR (95% CI)
SHR 
(95% CI)

SHR (95% 
CI)

SHR 
(95% CI)

Alive 17750 (49.7) 101(22.7) 38 (37.6) 211 (22.0) 148 (21.2)
Infection 222 (0.6) 7 (1.6) 0 9 (0.9) 9 (1.3)

2.4 (1.1, 5.1) – 1.5 (0.8, 
2.9)

2.0 (1.0, 
3.9)

Cancer 5976 (16.7) 61 (13.7) 11 (10.9) 185 (19.3) 143 (20.5)
0.8 (0.6,1.0) 0.6 (0.3, 

1.1)
1.2 (1.0, 
1.4)

1.2 
(1.0,1.5)

Cardiovascular 
disease

6160 (17.3) 118 (26.6) 23 (22.8) 254 (26.5) 185 (26.5)
1.6 (1.3, 1.9) 1.4 (0.9, 

2.1)
1.6 (1.4, 
1.9)

1.6 (1.4, 
1.9)

Chronic respiratory 
disease

1634 (4.6) 44 (9.9) 10 (9.9) 102 (10.6) 86 (12.3)
2.1 (1.6, 2.9) 2.2 (1.2, 

4.1)
2.4 (2.0, 
2.9)

2.8 (2.2, 
3.4)

Substances induced, 
mental disorders

432 (1.2) 22 (4.9) 5 (4.9) 14 (1.5) 13 (1.9)
3.7 (2.4, 5.7) 4.2 (1.7, 

10.4)
1.1 (0.7, 
1.9)

1.5 (0.9, 
2.6)

Nervous system 
including dementia

702 (2.0) 33 (7.4) 1 (1.0) 44 (4.6) 14 (2.0)
3.7 (2.6, 5.2) 0.5 (0.1, 

3.5)
2.3 (1.7, 
3.1)

1.0 (0.6, 
1.7)

Suicide 78 (0.2) 0 2 (2.0) 7 (0.7) 1 (0.1)
– 8.6 (2.1, 

35.0)
3.6 (1.7, 
7.9)

0.6 
(0.1,4.4)

Accidents 249 (0.7) 5 (1.1) 1 (1.0) 7 (0.7) 7 (1.0)
1.5 (0.6, 3.7) 1.4 (0.2, 

10.0)
1.0 (0.5,2.2) 1.4 (0.7, 

2.9)
Other 2488 (7.0) 53 (11.9) 10 (9.9) 125 (13.0) 92 (13.2)

1.7 (1.3, 2.2) 1.4 (0.8, 
2.7)

2.0 (1.6, 
2.4)

1.6 (1.5, 
2.4)

SHR Sub Hazards Ratio from comparing risk regression, Schizophrenia-S schizophrenia spectrum 
disorders, 95%CI 95% confidence interval of the sub-hazard ratio. https://doi.org/10.1371/journal.
pone.0111882.t001 [28]
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of the event of interest (for example, death from cardiovascular disease) (e.g., death 
from cancer, death from a respiratory disease, etc.). In this instance, the risk esti-
mates are expressed as a sub-hazard ratio (SHR) [28] (Table 5).

4  Discussion

According to the study mentioned above, patients with schizophrenia have a signifi-
cantly higher mortality rate in rural South Indian communities. Patients died 
40–116% more frequently overall.

There were 12 total fatalities among the patient population between 2009 and 
2011. The information on the SMRs for each of these years is provided in Table 6. 
Information on the causes of patient mortality is provided in Table 7. These show 
that for the years 2009, 2010, and 2011, the percentage excess of mortality in 
patients was 44, 78, and 116, respectively, compared to the mortality experience of 
the general population. The average SMR over the course of the 3 years was 179.48, 
which indicates that schizophrenia patients had a roughly two-fold increased 
death rate.

A noteworthy fact was that 33.3% of patient had died by suicide. Three of them 
had very little social support; aside from their immediate family members, they had 
no other source of money or emotional support.

In other words, the patients’ mortality rate ranged from 1.42 to 2.16. In wealthy 
nations with as to be expected top-notch medical and other treatment resources, the 
SMR for schizophrenia is reported to be 2.8. We had anticipated a significantly 

Table 7 Details regarding 
cause of death

Causes of death Frequency

Medical 6 (50)
Suicidal 4 (3.33)
Accidental 1 (8.3)
Unknown 1 (8.3)
Total 12

a Medical cause included heart, lung, kidney, and other infec-
tions, severe anemia, and other factors (one cause for each 
patient)

Table 6 Evidence on the 2009–2011 standardized mortality ratios

Year

Total number of cases 
(patient with 
schizophrenia)

Crude death rate 
(CDR) × per 1000 
expected death

Expected 
death

Observed 
death

Standardized 
mortality ratio

2009 301 6.9 2.08 3 144.1
2010 317 7.1 2.25 4 177.2
2011 325 7.1 2.31 5 216.4
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higher SMR for patients, especially for patients living in rural communities, in a 
nation like India where the treatment gap can reach up to 80%. Although the data 
show significantly higher patient mortality rates, it should be highlighted that SMR 
is far lower when compared to wealthy nations. The observation that schizophrenia 
results are comparatively better in India is further supported by this problem.

In this significant sample of older males from a representative population, the 
prevalence of severe mental illnesses was 5.8%. 1.2% of people had schizophrenia 
spectrum disorders, 0.3% had bipolar illness, 2.5% had depression, and 1.8% had 
disorders brought on by alcohol. Males with serious mental disorders had a mortal-
ity risk ratio that was 2.3 times higher than men without significant mental health 
issues. Age-related increases in mortality rates were accompanied by a roughly con-
sistent difference in rates between males with and without a history of serious men-
tal illness. Our data also revealed that men with severe mental illnesses who 
volunteered to participate in a clinical examination had various educational, 
sociodemographic, lifestyle, and clinical backgrounds, even if these factors were 
insufficient to fully account for the population’s increased mortality. Patients’ mor-
tality rates for schizophrenia are significantly higher, increasing by 40–116%.

Availability of Data On request, the corresponding author will provide the data 
that back up the study’s conclusions.
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Recent Developments in the Application 
of Computer-Aided Drug Design 
in Neurodegenerative Disorders

Kunal Bhattacharya, Biswajit Devanath, Dibyajyoti Das, 
Nongmaithem Randhoni Chanu, and Atanu Bhattacharjee

Abstract Alzheimer’s disease, amyotrophic lateral sclerosis, Parkinson’s disease, 
and Huntington’s disease are all examples of neurodegenerative disorders (NDs), 
which currently do not have a treatment that can reverse their progression. These 
diseases have an effect on the lives of millions of people all around the world. 
Researchers from all around the world are facing a tremendous challenge when it 
comes to the development of medicines that might fulfill this unfulfilled therapeutic 
requirement. The huge number of possible ligands that need to be examined in bio-
logical assays can be reduced by using computer-aided drug design (CADD) meth-
odologies, which in turn reduces the amount of money, time, and effort that is 
required to generate novel drugs. In this chapter, we provide an introduction to 
CADD and analyzed the progress that has been achieved in using CADD and other 
forms of computational studies for NDs. Additionally, we will discuss some 
of the challenges that have been encountered in this line of research. We offer an 
up-to- date assessment of prospective therapy targets for a variety of NDs.
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1  Introduction

Neurodegenerative diseases are becoming more prevalent and more costly for 
healthcare systems as a result of longer life expectancies. They also pose a steadily 
rising burden on society as a whole. Targeted, individualized patient care will be 
required due to genetic and environmental risk factors, which are already foresee-
able. To understand the (individual) mechanisms causing neurodegenerative ill-
nesses, it is very important to identify novel pharmacological molecules. The 
destruction of nerve cells, which results in the loss of cognitive, motor, or sensory 
functions, is a major characteristic of these diseases. Reactive oxygen species (ROS) 
and inflammation appear to play a critical role despite the fact that the underlying 
mechanisms are still unclear [1]. An important strategy for increasing the lifespan 
and comfort of the life of the patient is the development of novel drugs for the man-
agement of neurodegenerative illnesses. The development of therapeutic strategies 
for NDs represents a significant challenge because current therapies are ineffective 
and frequently unable to halt or delay the degeneration of the process of a neuron, 
which is extremely complex and includes a variety of neuropathological conditions 
and cognitive function losses, such as memory and learning losses. NDs lead to 
brain aging and loss of neurons, resulting in death. In fact, it has been calculated that 
brain-related conditions, including Parkinson’s disease, amyotrophic lateral sclero-
sis, Alzheimer’s disease, and Huntington’s disease, are responsible for more than 
25% of global fatalities and impairments [2].

The central nervous system’s nerve cells gradually degenerate or die as a result 
of neurodegenerative disorders (NDs), which are fatal and disabling ailments 
(CNS). The prevalence of dementia is frighteningly rising worldwide. There were 
more than 50 million people suffering from dementia in 2020 worldwide, with over 
60% of them living in undeveloped and developing nations. By 2050, there will be 
152 million people on the planet or roughly twice as many as there are now. In the 
UK, an estimated 1.14 million people will have dementia by 2025, and that figure is 
estimated to increase to 2.1 million by 2051, a 40% increase in the next 5 years, and 
a 157% increase in the following 31 years. The health systems will face enormous 
financial demands as a result of dealing with a patient population that is still expand-
ing: the WHO estimates that 139 million people worldwide will have dementia by 
the year 2050, an increase from the current 55 million [3]. Small compounds would 
at least have cheap production costs, and medication repurposing and preliminary 
screening using biological sources that have not yet reached their full potential are 
two possible paths for the discovery of novel therapeutics. Despite the considerable 
amount of research that has been conducted in the area of drug discovery, only a 
small portion of the naturally occurring anti-oxidative and anti-inflammatory com-
pounds have been investigated in relation to neurodegenerative diseases [4].

Millions of people throughout the world suffer from neurodegenerative diseases. 
The two neurodegenerative illnesses with the highest prevalence are Parkinson’s and 
Alzheimer’s. According to an estimate from the Alzheimer’s Disease Association, 
6.2 million people in the US may have Alzheimer’s disease by 2022 [5]. According 
to the Parkinson’s Foundation, there are around a million people living with the 
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condition in the United States. When neurons in the brain or peripheral nervous sys-
tem start losing functionality and finally die, this leads to neurodegenerative illness. 
Although symptoms of some neurodegenerative disorders may be alleviated by cer-
tain treatments, currently, there is no cure and no way to stop the progression of these 
illnesses. With increasing age, a neurodegenerative disease becomes much more 
likely to occur. As life expectancy rises, more people may develop neurodegenerative 
diseases in the ensuing decades. Researchers have discovered that a person’s genes 
and their environment each play a role in determining the likelihood that they will 
develop a neurodegenerative disease. For example, even if a person has a genome 
that tends to lead them to Parkinson’s disease, their environmental exposures can 
determine whether, when, and how strongly they are affected. Examining possible 
exposures that took place prior to a disease diagnosis and comprehending their 
impact are part of critical research [3].

For many neurodegenerative illnesses, there are few viable therapies currently on 
the market. It is challenging to find novel, promising treatments for neurodegenera-
tive illnesses using conventional drug discovery methods. Computer-aided drug 
design (CADD) or computer-assisted molecular design (CAMD) is the name given 
to the practice of utilizing computers to speed up and facilitate the process of drug 
discovery in the last one decade. This method is also known as computer-assisted 
molecular design (CAMD). The use of computer-aided drug design (CADD), which 
has been shown to be an effective tool for locating prospective lead compounds and 
aiding in the development of innovative therapies for a variety of ailments, has been 
widely used in recent years. At this time, the process of locating potentially bioac-
tive chemicals within vast compound libraries makes use of a wide variety of com-
puter methods. The CADD technique for drug discovery is being used more and 
more frequently. Recent trends in drug development emphasize the rational design 
of powerful treatments with multiple targets, more efficacies, and fewer side effects, 
especially in terms of safety [2].

Creating a novel drug is a labor-intensive procedure, but the payoff is worth it. 
According to the research of Myers and Baker [6], it typically takes over 14 years to 
bring a new pharmaceutical product to market from the time it is first conceived. A 
significant amount of money is also invested in this time-consuming process. The 
developments in genomics, proteomics, and structural genome sequencing may ben-
efit medication development. Technological advancements, like as high- throughput 
screening and combinatorial chemistry, have been held out as the key to success. A 
particularly efficient way to accelerate the drug development process is through com-
puter-aided drug design (CADD). Libraries with a large number of chemical com-
pounds for use in lead optimization and discovery can be quickly and easily created 
using combinatorial chemistry methods. One way to do this is by using computer-
aided drug design (CADD), which has been shown to reduce costs and speed up the 
hunt for new drug leads. There are undeniable advantages to using CADD. Virtual 
screening (VS) techniques, created to explore large libraries of compounds in silico, 
often have a much better success rate and yield hits that are more similar to medica-
tions than conventional high-throughput screening (HTS). CADD aids in boosting 
rationality in the drug discovery process. Since CADD relies on mathematical 
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definitions and numerical evaluations, it can be used for virtually all phases of drug 
development. Using this technique, we can acquire many intricate details about the 
atomic structure of both small and large molecules, which cannot be done via experi-
mental methods. For the purpose of comprehending the chemistry and biology of the 
molecules, it makes heavy use of computer programming and utilizes mathematics 
and physics. The ligand’s pharmacological activity at the location of the site is due to 
the spatial arrangement, electronic make-up, and interactions between the ligand’s 
atoms and their biological counterparts. Understanding the mechanisms behind 
drug–receptor interactions and assisting medicinal chemists in the discovery of novel 
therapeutic medicines are both made possible by molecular modeling and computa-
tional chemistry. With the development of computer graphics as a cost-effective tool 
and the availability of sufficient computing power, computational chemistry is no 
longer constrained by these limitations. The creation of software tools for examining 
the three-dimensional aspects of specificity has been incited by these developments. 
Several recent reviews by [7–9] offer more detailed coverage of this area. Each year, 
a large number of new unexplored compounds are found, necessitating the use of 
electronic information processing to store this knowledge in databases and improve 
our understanding of the chemistry that is currently known.

Before beginning a CADD project, it is common to practice to consider the drug 
target’s intricate 3D structure. Novel lead compounds can be developed using either 
a ligand-based (pharmacophore, QSAR, CoMFA) or a structure-based (de novo 
ligand design, docking) approach. The most promising strategies will then be put 
through a cycle of analysis, synthesis, purchasing, activity testing, and CADD feed-
back. Using crystal structure complexes that depict the ligand features involved in 
interactions with the target protein and the region around the ligand occupied by the 
protein, integrated CADD methodologies produce structure-based pharmacophores 
that reveal the size of the binding cavity and all relevant and significant interactions. 
One of the biggest issues in structural biology is delving into the energy landscapes 
to see what it means for things like protein dynamics, aggregation, and folding. A 
mountain of data on conformational changes on the nanosecond time scale has been 
generated over the past 30  years via traditional molecular dynamics in Cartesian 
coordinate space, but this is insufficient to provide a complete answer to the problem. 
This is because genetic modifications in infectious organisms that alter their interac-
tion with the target protein are the primary mediators of resistance to infectious dis-
eases. Mutation prediction and mechanistic assessments of different sequence- and 
protein-based computational techniques are also important parts of drug design.

2  Neurodegenerative Diseases

2.1  Parkinson’s Diseases

Nearly one million Americans are currently affected by Parkinson’s disease, a neuro-
logical condition. The typical age of onset is around 60 years, and as more Americans 
are likely to live longer, it is anticipated that illness prevalence will rise. Parkinson’s 
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disease advances gradually as small groups of brain cells known as neurons deterio-
rate. Dopamine, a neurotransmitter that sends signals to the areas of the brain that 
control muscular movement, is less abundant as a result of the progressive death of 
those neurons. Symptoms of Parkinson’s disease include tremors or shaking in the 
hands, arms, legs, jaw, and face; rigidity or stiffness in the limbs and trunk; bradyki-
nesia; or slowness of movement; and difficulties with balance, speech, and coordina-
tion. In most cases, the symptoms start off mild and gradually get worse [10].

2.2  Alzheimer’s Disease

Alzheimer’s disease is a neurodegenerative disorder that gradually destroys nerve 
cells in the brain, resulting in a thinning of the brain’s tissue. The most common 
kind of dementia is Alzheimer’s disease, which is characterized by a gradual loss of 
cognitive, behavioral, and social abilities and severely limits a person’s capacity for 
self-sufficiency. 5.8 million Americans aged 65 and more are living with Alzheimer’s 
disease. Around 80% of them are 75 or older. Somewhere between 60 and 70% of 
the 50 million or so people worldwide with dementia are believed to have 
Alzheimer’s disease. In the early stages of the condition, patients may report a gen-
eral inability to recall even recent conversations or events. A person with Alzheimer’s 
disease will suffer severe memory loss and an inability to carry out even the most 
basic of duties as the disease advances. Medications have the potential to alleviate 
symptoms momentarily or slow their progression. Treatments like this have the 
potential to improve the quality of life for certain people with Alzheimer’s disease 
and extend the time they can remain independent. Those who suffer from Alzheimer’s 
disease and their carers can find support through a number of organizations and 
initiatives designed specifically for them. There is currently no approved treatment 
for Alzheimer’s disease that can slow or stop the progression of brain damage. In the 
later stages, mortality is caused by complications connected to a severe decline in 
brain function, such as malnutrition, dehydration, or infection [11].

2.3  Huntington’s Disease

Huntington’s disease is a rare genetic illness that leads to the gradual death of brain 
cells. Huntington’s illness, which often causes locomotion, and intellectual and psy-
chological impairments, has a considerable effect on a person’s functional capabili-
ties. Although symptoms of Huntington’s disease can appear at any age, they are 
most common in individuals between 30 and 40 years of age. When Huntington’s 
shows well before the age of 20, it is referred to as juvenile Huntington’s disease. 
Juvenile Huntington’s has somewhat different symptoms and may progress faster. 
Medication can assist in alleviating the signs of Huntington’s disease. Treatments, 
however, are not able to reverse the condition’s consequences on the mind and 
behavior [12].
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2.4  Amyotrophic Lateral Sclerosis (ALS)

A neurological abnormality that impairs functional capacity and weakens muscles. 
As a result of condition, the function of the muscles that the nerve cells supply is 
diminished. There are no recognized common causes. The most noticeable symptom 
is muscular weakness. Although there is no remedy for ALS, medicines and therapy 
can help to delay the condition and alleviate symptoms. Some of the typical signs of 
ALS include muscle weakness, cramps, issues with coordination, tight muscles, loss 
of muscle, muscle spasms, or hyperactive reflexes. Additionally, there may be issues 
with lifting the foot, chewing, drooling, restraining, minor cognitive decline, severe 
constipation, severe accidental weight loss, or breathing difficulties [13].

2.5  Motor Neuron Disease

At ages 60 and 70, motor neuron disease, a rare disorder, damages the brain and 
neurons. It is brought on by an issue with motor neuron cells and nerves in the brain. 
With time, these neurons slowly lose their function. Motor neuron disease signs and 
symptoms develop over time. Early signs can include slurred speech, a shaky grasp, 
muscle spasms, and loss of weight. Early on in the course of motor neuron disease, 
a diagnosis might be challenging [14].

3  New Trends in Drug Discovery

The purpose of the time-consuming and expensive drug discovery process is to 
generate novel treatment alternatives. Computational methods have been used to do 
this at the preclinical phase of drug discovery. The use of computational tools to 
create, produce, and assess medications and active substances with identical bio-
logical properties is defined as computer-aided drug design (CADD). CADD’s main 
components include homology modeling, virtual screening, molecular docking, 
quantitative structure-activity relationship (QSAR), and three-dimensional (3D) 
pharmacophore mapping in general. Virtual screening appears to be the main con-
tributor to CADD among these techniques and has largely replaced experimental 
high-throughput screening for lead discovery and development as a well-established 
and popular computational methodology. More than 70 commercially available 
medications were discovered using some sort of computational technique up to this 
point. Keep in mind that the initial drug lead was typically found using a CADD 
approach [15].

It is possible that a rise in research in the field of computational chemistry and 
the current trend of more multidisciplinary investigation is related to the constant 
rise in commercial pharmaceuticals obtained through the CADD approach. Virtual 
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screening is a technology used in the development of medications for systematic 
investigations for new small compounds having pharmacological activity against a 
protein. It is extremely effective and affordable. Notable advancements support this 
computational method’s foundation in computational algorithms, a sharp rise in the 
processing power of computers, extensive knowledge of the structural and physico-
chemical characteristics of molecules in libraries and databases, and a growing 
understanding of the functional and structural characteristics of protein molecules. 
Virtual screening uses three-dimensional visuals for easier manipulation and more 
nuanced information. This technique can be used to screen for synthetic and natural 
chemical compounds, peptides, or proteins [16]. Virtual screens include two basic 
types: structure-based and ligand-based. The two paved the way for various supple-
mentary virtual screening methods, such as those based on chemical genomics, 
accelerated free energy perturbation, fragments, docking, hybrids, homology mod-
els, QSAR, pharmacophores, shapes, conformal predictions, retrospectives, and 
similarities. Virtual screening is crucial for medication repositioning or repurposing 
as well. This makes it possible to characterize and optimize new therapeutic candi-
dates quickly, which accelerates the design and development of new drugs [5].

In situations when the three-dimensional structure of a protein is available, a 
technique known as molecular docking has been used extensively in virtual screen-
ing in an effort to speed up the research process. In its most basic form, docking can 
be classified as either ensemble, induced fit, or lock and key docking. There are 
three types of docking methodologies: flexible ligand and flexible receptor docking, 
and rigid ligand and rigid receptor docking. To that end, a variety of docking and 
scoring software applications that use different methods and functions are accessi-
ble as internal or open-source apps. Predicting a ligand’s bound configuration within 
a receptor’s binding site is the goal of docking. The most effective binding confor-
mations are identified using scoring methods such as descriptor-based, empirical, 
force-field-based, and knowledge-based [17].

Machine learning and deep learning have also been employed to augment or 
boost the virtual screening technique. These have been used on their own or in con-
junction with various virtual screening processes or as a comparative or benchmark 
for virtual screening applications. Deep learning and machine learning have been 
utilized to improve scoring systems for structure-based virtual screening, perfor-
mance evaluation, and similarity finding in ligand-based virtual screening in a num-
ber of virtual screening studies. Improvements in de novo drug design are one area 
where CADD has benefited from these two approaches. It’s an ongoing computa-
tional process whereby novel lead compounds are created from scratch while still 
satisfying fundamental constraints. In order to apply Newtonian mechanics to 
improve the binding qualities and effectiveness of lead compounds, molecular 
dynamics simulations are crucial. In addition to using molecular dynamics simula-
tions to supplement virtual screening, some investigations have found that these 
computations are superior to docking.

Drug discovery efforts should ideally result in commercial or public health suc-
cesses where measurable outcomes, such as licensed medications, are discernible. 
Since the invention of computational methodologies, CADD has helped identify 
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several medications that are already available on the market, and many more are still 
in the process. As a result, virtual screening has become an essential method for 
finding new drugs [18].

4  Computer-Aided Drug Design Methods

4.1  Drug Targets

Once referred to as drug receptors, they are generally known as drug targets and 
are divided into different types of receptors, enzymes, ion channels, and other 
targets. The majority of therapeutic agents used today have an enzyme or a 
membrane- bound receptor as their site of action. Identifying several unidentified 
proteins that may serve as new pharmacological targets has been made possible by 
sequencing the human and animal genomes. However, detailed information about 
the 3D structure of several membrane proteins is still not known to us. Future col-
laborative structural genomics programs may seek to determine the three-dimen-
sional (3D) structure of every protein that is currently known using a combination 
of experimental structural characterization and molecular modeling. A significant 
number of enzymes and nucleic acids have access to information on the three-
dimensional structures of macromolecules in detail (the most recent Brookhaven 
database has about 290 structures). It is now possible to isolate and clone enough 
target macromolecules for experimental research as a result of the quick innova-
tion and breakthroughs in the field of genetic engineering. Because of recent 
developments in nuclear magnetic resonance (NMR) spectroscopy and the high 
performance and faster reading speed of modern X-ray crystallography detectors, 
it is now possible to accurately and quickly determine the three-dimensional 
structure of non- crystalline materials; this gives the discovery of the target’s 
three-dimensional structure a greater emphasis as the starting point for rational 
drug design. In recent years, it has been seen that support vector machine (SVM) 
methods have gained significant advancements for predicting druggable proteins. 
This in silico-based machine learning approach, known as SVM, has been inves-
tigated as a novel method for druggable protein prediction using amino acid 
sequence without any sequence similarity, allowing the identification of drugga-
ble proteins with low or no similarity to the targets that are being studied. 
Identifying a protein’s biological function is necessary for determining its poten-
tial as a therapeutic target and its use in structure-based drug design. Numerous 
times, the target protein’s amino acid sequence is known, and there are homolo-
gous proteins whose three-dimensional structure has been established, where the 
target structure has been created by combining sidechain substitution and energy 
minimization with the known structure using computer modeling. When the tar-
get’s structure is relatively similar to the known structure, one has a higher suc-
cess rate.
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4.2  Statistical Methods

Techniques known as quantitative structure-activity relationships (QSAR) are uti-
lized in an effort to establish a connection between the structural and/or physical 
properties of the compounds and the biological activities they are involved in. In the 
past, these descriptors that characterize the topologic, steric, hydrophobic, and elec-
tronic properties of a series of molecules were found empirically. However, compu-
tational techniques are used these days to make these determinations. Comparative 
molecular field analysis, also known as CoMFA, is currently one of the most suc-
cessful and widely used 3D QSAR techniques. Its primary function is to facilitate 
the production of bioactive molecules. CoMFA relates chemical characteristics to 
biological activity by computing the lipophilic, steric, and electrostatic properties 
around the molecules and then using the partial least square approach on the result-
ing data [19]. Statistical learning methods are being employed more often in order 
to predict compounds with a specific property and to assess algorithms frequently 
used to represent the physicochemical and structural features of compounds. 
Additionally, various statistical learning techniques, such as SVM and neural net-
works, have been assessed and are frequently used to estimate molecules with 
greater structural variety than those covered by QSAR and quantitative structure- 
property relationships (QSPR) [20]. Recent work that examines the techniques, 
present advancements, and underlying challenges has focused on the use of tech-
niques for predicting compounds using statistical learning with specific pharmaco-
dynamics, pharmacokinetic, and toxicological properties, and it improves the 
evaluation of drug safety and drug discovery [19].

4.3  Pharmacophore Modeling

A 3D hypothesis on the organization of structural characteristics is called pharma-
cophore modeling. These models primarily contain aromatic rings, which are 
hydrophobic groups on compounds that bind to biological targets, and donor and 
acceptor groups for hydrogen bonds. When one obtains the receptor target’s 3D 
structure, by contrasting them to inactive analogs, one can determine the geometric 
and steric limitations. Once a pharmacophore model is established, it is possible to 
do 3D searches in big databases, which significantly increases the number of active 
analogs. The use of pharmacophore modeling and 3D database searches to enrich 
screening tests for the discovery of novel bioactive chemicals has proven to be 
effective. Pharmacophore models that are based on ligands and structures are still 
essential for the discovery of hits and may help with lead optimization. Structure- 
based pharmacophores provide for a comprehensive investigation of the binding 
interactions that take place at a binding site. These pharmacophores also permit the 
addition of shape and volume data that is immediately derived from the structural 
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data. The search for molecules with chemical functions arranged in a three- 
dimensional manner (i.e., pharmacophoric features) shared by known active ligands 
is done using ligand-based pharmacophores, which may prevent the investigation of 
novel, beneficial interaction patterns that are not satisfied by currently existing 
ligands. Pharmacophore characteristics contain details on the ionic, hydrophobic, 
and hydrogen bonding interactions that ligands can have with macromolecules. 
Pharmacophore searches are commonly employed in the drug development process 
to identify compounds that may bind to the receptor in a manner that is comparable 
to that of the known actives but does not have a high degree of sub-structural simi-
larity. Although pharmacophore-based methods can help identify promising hits or 
leads, further experimental work is required to ascertain their biological activity.

4.4  Virtual Screening

Virtual database screening is a key technique of the computer-aided search for new 
lead compounds. In the early stages of drug discovery, a great deal of work was put 
into compressing the early stage of hit-to-lead development in the pharmaceutical 
business. In particular, in silico-based virtual screening (VS) techniques have 
developed and largely expanded, whereas high-throughput screening (HTS) and 
combinatorial chemistry have not had the success that was anticipated. In compari-
son to the popular HTS technique, VS has emerged as an important method for 
identifying potential lead structures. In order to distinguish between wanted (sup-
posedly active) and unwanted (presumably inactive) molecules inside compound 
libraries, VS has now increasingly been recognized as one of the most significant 
computational techniques. Fundamentally, there are two ways to approach this 
broad subject: automated docking techniques using virtual screening (VS), which 
involves understanding the target binding site’s 3D structure, and similarity-based 
virtual screening, which does not require target structure knowledge (instead, com-
pounds that are known to bind the target are used as structural queries) [21]. Open 
computing grid, a new distributed computing infrastructure that offers secure and 
robust methods of discovering and accessing remote data resources and software is 
primarily used in molecular science and engineering. This infrastructure holds 
great promise for solving significant chemical, pharmaceutical, and material sci-
ence challenges on a large scale. For instance, an open computing grid-like 
OpenMolGRID can provide resources for developing QSPR/QSAR models as well 
as a repository for chemical data. As a result, it is possible to construct molecules 
with preset chemical properties and biological activity [22]. In the past few years 
of publications dealing with pharmacophore-based designs [23] published a unique 
work, the scientists used a ligand-based VS technique that integrated molecular 
shape descriptors with pharmacophore constraints for database mining to show 
that some drugs bind to the targets being studied down to the sub-nanomolar con-
centration level.
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4.5  Docking and Molecular Dynamics

The challenges of structural molecular biology and structure-based drug discovery 
have accelerated the development of the discipline of molecular docking over the past 
three decades. Molecular docking is one of the most crucial aspects of structural 
molecular biology and computer-assisted drug development. The goal of ligand-pro-
tein docking is to make predictions about the principal binding modes between a 
ligand and a protein with a known three-dimensional structure. The program is useful 
for lead optimization since it allows for the virtual screening of vast chemical librar-
ies, rates the results, and suggests structural suggestions for how the ligands block the 
target. The adaptability of proteins is a significant obstacle for modern drug design 
because of the difficulty of hitting a complicated flexible protein. In the biotechnology 
and pharmaceutical sectors, numerous docking programmes are widely employed. 
Given the enormous demand that flexibility entails, the majority of docking algo-
rithms presumptively assume that the protein is inflexible. The ligands are, however, 
viewed as flexible molecules by many of the current docking systems. Force field-
based techniques like molecular dynamics or Monte Carlo simulations that allow for 
the movement of ligands and targets are included in the docking algorithms. Programs 
for docking based on molecular dynamics include QXP38 and ICM39. Programs for 
docking based on evolutionary approaches include Tabu Search (TB), Evolutionary 
Programming (EP), and Genetic Algorithms (GA), which have been implemented in 
PROLEADS40, GOLD43, and AutoDock44. FlexX DOCK 4.0, 42.

5  Stages of Drug Design

Drug design refers to the process of systematically seeking for new compounds with 
considerable biological activity. Drug research must first begin with the identifica-
tion and validation of viable targets. New therapeutic molecules that can be used to 
treat or manage certain diseases are discovered through the process of drug discov-
ery. Starting with a massive chemical compound screening, the best disease targets 
can be determined. Understanding the structure of the drug receptor is crucial for 
designing therapeutic compounds that fit snugly into the binding site. In the follow-
ing parts, we’ll go into further depth about the various phases of drug design (Fig. 1):

5.1  Target Identification and Validation

When docking small molecules to a 3D model of a target, the effectiveness of the 
screening relies on the accuracy of the 3D structure data [24]. The first thing you should 
do is check the target for places you could attach the binding sites [25]. The initial stage 
in developing a new drug is generally to identify a druggable target that is associated 
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Fig. 1 Stages of computer-aided drug design (Created in Biorender.com)

with the condition of interest. In the face of such targets, researchers search for com-
pounds that can modulate the route in question and cause the desired phenotypic 
response [26]. In order to do this, researchers often apply in silico methods to analyze 
known target-ligand co-crystal structures or to discover novel binding sites. The tar-
get’s topology, structure, ligand-binding sites, key residues, and ligand-binding interac-
tions are all greatly aided by in silico methods. Supporting in vitro investigations for 
target validation through methods like protein structure elucidation (e.g., X-ray diffrac-
tion), alanine scanning, site-directed mutagenesis, and radio ligand binding has become 
increasingly reliant on in silico methods like homology modeling, molecular docking, 
and MD simulations. This is supported by the literature ([27–29]. Docking is best initi-
ated once a target structure has been experimentally determined using X-ray crystal-
lography or nuclear magnetic resonance techniques and deposited in the PDB. Integrating 
the wet lab with computers is greatly aided by chemical and biological databases. 
Millions of molecules’ information, from structural details to chemical formulas to 
gene and protein sequences, are stored and processed in multiple databases.

5.2  Hit Identification

Hit identification is the discovery of compounds having the desired activity against 
a completely validated target. This is a critical step of the CADD process where the 
identified small molecules bind to the desired target, usually a protein, and modifies 
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its function. Once the target is identified and validated for a specific disorder, the 
identification process of hit matter is initiated for compounds that display the desired 
activity against the target. Robotic technology enabled high-throughput screening 
(randomly screening hundreds of compounds for biological activity in  vitro at 
once), just as computer technology enabled in silico screening of millions of chemi-
cals. Small chemical sets that were rationally selected from large libraries for bio-
logical screening have become more prevalent thanks to the so-called high-throughput 
virtual screening (or simply virtual screening). A variety of filters are used in virtual 
screening to gradually narrow down the libraries and eventually offer potential hits 
for in vitro tests [30]. The computational load and time required to increase signifi-
cantly as the filters progress from rough to exhaustive, although a smaller library 
balances this off throughout the steps. Rough filters, which are frequently used at 
the start of virtual screening campaigns, are an example. They consist of evaluating 
the presence of drug-like chemicals and PAINS (Pan-assay Interference Compounds) 
[31, 32]. The entities with non-specific reactive functions and those with potentially 
poor pharmacokinetics are eliminated because these entities or compounds make up 
or produce a significant amount of unsuccessful clinical candidates [33]. A ligand- 
and/or structure-based virtual screening is typically performed after this stage [34].

5.3  Lead Discovery

The fundamental steps of the CADD process are lead generation and optimization. 
Lead compounds can be generated in a variety of ways, and they can be divided into 
numerous groups based on various techniques and tactics. While there are many 
different strategies, they may all be roughly divided into two groups: database 
exploration and de novo design. Comparatively, de novo design creates novel mol-
ecules with specific pharmacological activity in the binding region of a target pro-
tein, whereas database searching locates pre-existing molecules from libraries of 
chemical compounds.

5.4  Structure of Target Protein

It is crucial to understand the three-dimensional structure of target proteins. De 
novo design aims to produce innovative pharmaceutically active compounds that 
are compatible with a specific biological target’s binding pattern. Typically, there 
are two methods to generate the required 3D structures of the particular macromol-
ecules. The most popular method is to access databases. One such database is 
Protein Data Bank (PDB), which contains a wide range of biological macromole-
cule crystal structures with high resolution that have been determined experimen-
tally. It is generally acknowledged as the only global database of macromolecular 
biological structural information and is the main and most trustworthy source for 
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knowledge and information regarding the 3D structures of protein targets [35]. 
However, the current demand for drug discovery cannot be fully satisfied by the 
experimentally solved protein structures that already exist. These are the two main 
causes where there is a large barrier between the number of protein structures, 
protein sequences and certain proteins, in particular, that have been experimentally 
determined, cannot be crystallized by X-ray diffraction. On the other hand, several 
promising new developments have been seen. Experiments known as CASP (criti-
cal assessment of protein structure prediction) have been carried out continuously 
since 1994 and are organized by the Protein Structure Prediction Centre. These 
experiments have considerably advanced the development of protein modeling. 
More than 50% sequence similarity is thought to increase the reliability of the 
projected 3D target sequence model ([6, 36]. On fully automated servers, some of 
the best CASP-certified performing techniques are put into use (http://prediction-
center.org/). These automated servers, together with the well-known comparative 
modeling servers Swiss Model and MODELLER, are accessible to the gen-
eral public.

5.5  Structure-Based De Novo Design

De novo ligand design, in general, refers to the development of novel ligands that 
do not already exist in compound libraries. It is also an effective way to overcome 
intellectual property constraints. If the target with a high-resolution structure pro-
tein is available, it is generally possible to produce a molecule containing the 
appropriate electrostatic and structural properties compatible with the target pro-
tein via molecular fragments connected through computing [37, 38]. A critical 
initial step in the drug development process is identifying the ligand-binding site 
of a protein. The location could be quickly located if one or more protein-inhibitor 
complexes’ 3D structures are known. Otherwise, it is necessary to employ com-
putational methods to examine into the target protein’s potential binding site [39, 
40]. De novo ligand design can commence as soon as the binding site is located. 
To achieve automated ligand design in binding sites, there are numerous special-
ized programmes [41, 42]. Combinatorial explosion is an obstacle that is faced by 
de novo design, and it is essential to significantly reduce the huge search space. 
Restricting the scope of the structure space to a single class of ligands is an effec-
tive strategy for minimizing the search space [37]. Since they can effectively sam-
ple the search space and reduce the size of the search space, combinatorial search 
methods are seen to be the most effective way to solve the combinatorial problem 
[43]. Simulated annealing ([44, 45]; genetic algorithms [46–48], molecular 
dynamics [49, 50], evolutionary-based [46, 51] and particle swarm algorithms 
[52] are well-known combinatorial techniques that are frequently employed in the 
development of new drugs [42].
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5.6  Database Searching

Database searching can be used as a replacement for de novo design. Utilizing the 
three-dimensional structure of a target protein with a known binding site to screen a 
database of known compounds, lead compounds could be found. Future efforts to 
identify new medicines are anticipated to place a greater emphasis on the search of 
huge commercial and internal libraries, which is currently a major method for gen-
erating structure-based lead generation [53]. The DOCK programme is thought to 
be the earliest virtual screen programme [8, 54] through which the information on 
receptor binding site for database searching was used for the first time [55]. 
Surprisingly, compared to HTS, database screening against protein tyrosine phos-
phatase- 1B had a greater hit rate, which has traditionally been the primary method 
for generating new drug development leads, according to a comparative study by 
Domain and co-workers [56]. This intriguing result implied that database searching 
might compete with HTS as a lead-generating strategy [56]. DOCK uses a geometry- 
based searching algorithm [54]. Spheres produced using SPHGEN [57] are used to 
represent the binding site’s negative image throughout the search process, and 
ligands are then superimposed on top of the spheres. FRED (Fast Rigid Exhaustive 
Docking) is another example of a geometry-based algorithm [58]. Gaussian dock-
ing functions accurately detect the geometry of the protein binding site [58]. 
Rejected ligands lack adequate shape complementarity with the binding site. FRED, 
which is available for free to academic users, is recognized as one of the best data-
base screening methods [59]. Another type of method that is used to identify lead 
compounds when there is no knowledge of the receptor structure is pharmacophore- 
based database searching. The 3D configuration of the essential components of a 
drug is responsible for its biological activity, which is referred to as a pharmaco-
phore [8, 60]. Pharmacophore-based approaches have the clear advantage of being 
able to offer a variety of lead compounds that may have the appropriate biological 
activity but have entirely different chemical scaffolds [60]. A few significant com-
putational tools for pharmacophore identification are currently available [60, 61], 
and numerous effective pharmacophore techniques in the discovery of computa-
tional drugs have been described in recent years [8, 21, 53, 62–69].

5.7  Lead Optimization

Just after lead discovery comes the step of lead optimization. Lead compounds that 
are less potent would then undergo optimization to improve their drug-like charac-
teristics. Increasing a lead compound’s drug-like characteristics by making minute 
changes to the lead structure is the focus at this stage, in accordance with the 
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hypothesis that any incremental (positive or negative) change in the chemical struc-
ture generates incremental changes in bioactivity [38]. Bioactivity and ADMET 
(absorption, distribution, metabolism, excretion, and toxicity) properties are among 
the characteristics [70].

5.8  Binding Affinity Prediction

It is generally accepted that the biological activity of a given drug has a tight con-
nection to the affinity of that molecule for its respective macromolecular receptor 
[71]. As a result, from a computational standpoint, it is very necessary to arrive at 
accurate estimates of the receptor-ligand binding affinities [72]. According to [71]), 
the primary factors that determine the affinity are the electrostatic interactions that 
take place between the ligand and the receptor, the role that solvation and desolva-
tion play, the spatial complementarity of both binding partners, the enthalpic and 
entropic contributions that arise from changes in the number of degrees of freedom, 
and the conformational alterations that the ligand and the receptor undergo during 
the formation of the complex.

5.9  Efficient Approaches

An efficient method of estimating binding affinity is to use scoring functions, 
which are frequently employed in the lead generation phase. By typically summing 
together the force field scoring functions, which take into account the individual 
contributions from non-bond interactions like van der Waals and electrostatic inter-
actions, estimate the binding affinity of a protein-ligand complex [73–75]. The test 
set, which should contain several hundred entries of various types and be appropri-
ately large, significantly impacts how well empirical scoring methods operate. The 
complexes in the set must also possess binding affinities that span multiple orders 
of magnitude [76]. Large-scale statistical analyses of protein-ligand complex 
structures serve as the foundation for knowledge-based scoring functions ([43, 77]. 
Knowledge-based scoring functions produce better results than force field-based 
techniques do [71], and these kinds of functions have gained popularity in recent 
years [43].

Lead optimization, as previously indicated, is conducted to improve the lead 
compounds’ therapeutic potential. If you don’t know the structure of the recep-
tor, a quantitative structure-activity relationship (QSAR) model is crucial for 
lead optimization. The goal of developing a QSAR model is to increase output 
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while simultaneously decreasing turnover. It is important to note that traditional 
2D-QSAR approaches can only be used to datasets consisting of structurally 
related substances [71]. On the other hand, 3D QSAR approaches employ molec-
ular physicochemical and structural traits as descriptors to stand in for biological 
aspects (e.g., affinity or selectivity). One frequent 3D-QSAR method is the com-
parative molecular field analysis (CoMFA) strategy. It connects the shapes of 
ligands to their biological roles through the use of interactive visualizations and 
statistical analysis [78].

5.10  Preclinical and Clinical Studies

In order to acquire vital data about the safety profile and biological effectiveness of 
a candidate drug before it can be assessed on a target population, namely humans, 
preclinical studies are carried out using in vitro, in vivo, ex vivo, and in silico mod-
els. These models are used during the preclinical phase of drug development. In 
order to assure the reliability and reproducibility of the outcomes of preclinical 
research and testing, it is often carried out in line with the GLP and GSP standards 
(good laboratory practice and good scientific procedures). After the preclinical trial 
is over, the study is then put through clinical studies, which include research utiliz-
ing human participants (sometimes referred to as volunteers) that is meant to further 
medical knowledge.

Table 1 shows the molecules discovered for neurodegenerative diseases with the 
help of computational methods.
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6  Current Scenario and Future Scope of Computer-Aided 
Drug Designing in the Management 
of Neurodegenerative Disorders

The NDs present significant difficulties for medical professionals and researchers 
since they are incurable. More encouragement is needed to combat NDs because the 
number of affected people is growing more quickly. In the near future, there will be 
additional potential to create novel treatments as we gain a deeper knowledge of 
NDs and the original molecular pathogenesis. By utilizing computational tools, this 
may be accomplished. By reducing costs and time as well as minimizing the risk of 
chasing non-viable leads, CADD can significantly influence drug discovery [3].

Predicting the binding of ligands to the target in terms of the binding site and 
binding energy is one of the primary goals of using in silico drug design. New tar-
gets of proteins must be discovered and investigated in order to anticipate possible 
ligands to treat NDs [97]. The ensuing docking studies must then be verified in vitro 
and finally in the clinic. Although several medications are available that produce 
only slight symptom alleviation, there is yet no viable cure for NDs. The BBB, 
which keeps numerous chemicals out of the parenchyma of the CNS, makes it much 
more difficult to find treatments that work. As a result, even with encouraging find-
ings from in silico, in vitro, and in vivo studies, a potential drug’s clinical success 
cannot be assured. Future CADD projects may benefit from new experimental tech-
niques such as CRISPR-Cas9 technology, genome-wide association studies 
(GWAS), organ-on-chip technologies, high-throughput screening (HTS), functional 
MRI (fMRI), and positron emission tomography (PET), which may expose novel 
targets of drugs for neurodegenerative disorders [15].

Scientists are creating enormous amounts of data utilizing bioinformatics in this 
era of Big Data. For target selection, lead identification, optimization, and compu-
tational drug design strategies employed bioinformatics techniques and databases. 
A relatively new and developing interdisciplinary science called bioinformatics 
seeks to solve biological problems by using computational, mathematical, and sta-
tistical methods [98]. Using bioinformatics technologies to design novel drugs has 
created an entirely new area of study. The requirement for supplementary, low-risk 
drug design in a very short time is driving up interest in bioinformatics. The use of 
bioinformatics tools can help create new inhibitors for treating neurological disor-
ders by providing information on potential nucleotide and sequence of a protein, 
protein expression types, relatives of disease, distinctions, homology, information 
of map, and structural information [99].

The use of CADD in the current era of drug discovery accounts for the most 
crucial aspects and offers computational tools and algorithms that lower the danger 
of identifying non-viable developing leads while saving time, money, and effort. 
Recent CADD patterns demand a comprehensive study of the molecular and clini-
cal circumstances brought on by diseases in order to find new leads or drugs. For 
academics and doctors, ND early diagnosis continues to be quite difficult. CADD, 
however, can help researchers better understand how medications interact with 
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receptors. The pharmacoinformatic technique is used in contemporary drug discov-
ery and supplies a lot of fundamental information on drug–receptor interactions. To 
advance the CADD approach, new advancements in technology and computer algo-
rithms are necessary since they are expected to produce tools for identifying dis-
eases and screening possible lead compounds. Understanding the neuronal changes 
related to NDs may be aided by the developing research in the neurological field, 
which encompasses neurogenomics and neuroproteomics. Additionally, the use of 
technologies related to neurogenomics, neuroproteomics, next-generation sequenc-
ing, and genome-wide association studies may help us find new therapeutic targets 
and, in turn, enhance our capacity to treat NDs [100].

Despite the numerous successful CADD applications in contemporary drug dis-
covery, it still has several drawbacks. It is not uncommon for compounds generated 
in silico utilizing computational and theoretical physicochemical to fail to work in 
real physiological systems. Only 40% of medication candidates successfully com-
plete clinical trials in phase I due to inadequate pharmacokinetics and/or pharmaco-
dynamics. Additionally, every computing method is based on pre-established 
methods, each of which has drawbacks [101]. Since many compounds that seem to 
bind in the computational study do not perform as expected in vitro, in silico results 
must be verified in actual biological systems. Another restriction of CADD is that 
all strategies for creating and discovering new medications rely on software, which 
must simplify the underlying chemistry and physics. As a result, these algorithms 
have a number of drawbacks and must be updated frequently in order to improve 
accuracy and, ultimately, the production of novel drugs. Additionally, several docu-
mented failures have been caused by the lack of investigational data addressing 
expected ADMET outcomes. Updating and developing new software and associated 
methodologies, verifying with investigational data, using trustworthy databases, 
and employing algorithms that offer docking scores that correctly predict in vitro 
binding are all necessary steps toward overcoming the limitations of CADD and 
increasing its accuracy. The tools indicated above could therefore be used in the 
creation of pharmacophores in the future that have the appropriate biological activ-
ity [102].
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Abstract Stress is a state of mental strain for a specific person experiencing issues 
with their social and environmental well-being, which can result in a variety of ill-
nesses. Young age is a crucial stage since it is a time when youth experience many 
changes in their lives. They are anticipated to be the social elite. Thus, in order to 
have a healthy life once they are integrated into society, individuals should improve 
their stress management skills. The newly infectious disease COVID-19 became the 
pandemic and due to this government around the world has closed all the educa-
tional institutions to stop the spread of COVID-19. The sudden shift from physical 
class room to virtual space has created the direct impact on students, educators, and 
institutions. This study explored and analysed the academic stress level experienced 
by students during online education which arose due to COVID-19 pandemic with 
regard to mental health of students during social isolation. Our study intends to 
define and characterise how the COVID-19 pandemic and the development of new 
technology affect an individual’s stress levels. This research employed deep learn-
ing algorithms such as Convolutional Neural Networks (CNN) and Multilayer 
Perceptron (MLP) and machine learning algorithms support vector machine (SVM), 
K-Nearest Neighbour (K-NN), Decision Tree (DT) to quickly and accurately iden-
tify stress in a large population. To achieve the best accuracy rate, a comparative 
study between the machine and deep learning algorithms has been performed. The 
results exhibited that CNN the deep learning algorithm outperformed than non-deep 
learning methods and MLP. As a result, CNN, a deep learning technique, might 
serve as a more accurate predictor for the identification of stress level. In order to 
prevent stress from endangering those millions of people’s lives, this paper aims to 
raise their awareness of early stress diagnosis and treatment. Finally, the report clar-
ifies how policies on stress and preventative measures for stress will be rebuilt by 
policymakers in the school sector and general industry sector.
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1  Introduction

Stress is a state of physical or mental tension or worry that a person may experience 
as a result of inescapable events or any thinking that causes them to feel restless, 
irate, or frustrated. A person’s physical, mental, or emotional responses are the 
result of the body’s response to whatever change it encounters. Simply said, when 
expectations predicted and actuality experienced are not in sync, a person feels 
stressed. This causes them to become restless and tight [1]. Stress can be good if it 
keeps a person alert, energised, and prepared for any danger. On the other hand, if 
the stressors (i.e. stress-related elements) persist for prolonged periods of time with-
out relief or waiting until a breakdown occurs, stress may have a general detrimental 
effect on an individual. We are well aware that stress cannot be completely eradi-
cated, but we can at least recognise and deal with the numerous elements of stress 
in people from diverse vocational fields. We are fully aware that stress cannot be 
completely eliminated, but we can at least recognise and deal with the numerous 
elements of stress in people from diverse vocational fields. Consequently, overcom-
ing the stresses is crucial to creating a stress management strategy that works [2]. In 
recent years, there have been many developments in the field of stress. Stress level 
increased during the COVID-19 pandemic for different factors like online classes 
and assignments and covid infection [3].

Novel Corona Virus (COVID-19) is the deadliest virus that claim the lives of 
million people around the globe. Corona virus belongs to family of coronavirus. It 
is zoonotic virus. The main reason of zoonotic virus is transmission of pathogen 
from animal to human. Virus outer covering is crown-like spikes so it is called coro-
navirus. Coronavirus rapidly spread by droplets at the time of talking, coughing, and 
sneezing as droplets can only propagate via direct contact [4]. It is known from the 
recent research that COVID-19 virus can exist in air up to 3 h, 4 h on copper, 72 h 
on plastic and stainless steel. In March 2020, COVID-19 spread across several 
countries, and World Health Organization (WHO) declared COVID-19 as pandemic 
[5, 6]. Online learning is the only way at social distancing period for all levels of 
education and teaching. In distance learning, learning and teaching took place 
through electronic medium. This virtual environment was the main medium of 
interaction between learners and educators [7].

Online education is not the new concept but COVID-19 pandemic make this 
online education as global need. Adapting the new teaching methodology due to the 
transition to online learning was a challenging task. So, all the countries were not 
able to handle this challenge. Research showed that 85% of institutions transfer the 
learning procedure from in person online learning and 29% of African institution 
can cope with online education [8]. Stress is defined as body’s response which 
changes the mental state that is the cause of physical, emotional, or psychological 
strain. Stress requires attention or action. Stress is very crucial mediator which 
relates the stressful events to health. Perceived a very important tool is used to 
assess the student’s stress level [9]. Different learning method has introduced in 
China. In early Feb 2020, this online-based learning platform accomplishes the 
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objective of suspending classes without suspending learning [10]. To alleviate the 
education issues, in Jordan, online teaching was started [11].

Online learning though introduces students to various resources across the world 
yet it also comes with a lot of challenges as enormous time is consumed for strate-
gizing goals plans required for proper utilisation of available resources. Apart from 
its problems in students’ engagement, coupled with lack of motivation to maintain 
proper online routine cannot be ruled out. One of the main issues of online learning 
is mission out the traditional and time-tested classroom experiences. It is also perti-
nent to mention that a lack of adequate internet access for the downtrodden is also a 
hindrance for scale implementation of online learning [12]. This pandemic affects 
globally in social, emotional, and psychological way. Due to this pandemic out-
break, lot of students faced psychological problems that affected not only academ-
ics but also all over personality.

Psychological problems such as depression, stress, and anxiety students during 
their school and college year COVID-19 pandemic have aggravated the problems to 
a larger scale. COVID-19 pandemic has introduced online classes for students 
which have also had a devastating effect on the mental health of students as they 
were detached from the interaction of fellow students causing enormous mental 
health issues and it had a direct impact on the social life. Limitations on online 
learning due to lack infrastructure also played a huge role in it [13]. Lockdown life 
had great impact on the mental health of everyone as it effects on three parameters: 
autonomy, competency, and connectedness. During lockdown, people could not 
meet their near and dear ones and perform their day-to-day activities.

A recent study on “The psychological impact of quarantine and how to reduce it” 
by Samantha K Brooks presents as to how COVID-19 was having a huge impact on 
people during lockdown. Symptoms like sadness, insomnia, anger, confusion, post- 
traumatic stress, emotional disturbance, and exhaustion were very common. Stress 
can be defined as a non-specific response of the body to any demand [14]. Every 
single person at some point of time experienced stress which makes them shaky or 
frightened. Stress if continued for a longer period of time damages people’s health 
and it affects their quality of their daily life. These days stress becomes very com-
mon for everyone irrespective of age and genders while it cannot be denied that 
stress if is given on a right scale can sharpen the mind, reflexes and encourage for 
change and growth. The major shift in communication due to COVID-19 pandemic 
not only affects our physical health, but it also creates a great impact on mental 
health [15–18]. Students bear more pressure due to this recent change in education 
domain resulting the government around the world close all the educational institu-
tions to stop the spread of deadly disease among the students, educators, and all 
associated people [19, 20].

The major movement in teaching from physical to virtual classroom creates a 
severe disruption on students, and it suddenly entirely changed the lives and per-
spectives of all people. The current online education has brought a lot of shocks for 
students as well as parents [21–24]. Parents have to spend more time to monitor 
their children and motivate them to continue their study as home confinement and 
distance learning may have adverse effect on students’ physical and mental health. 
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Different types of issues like fear of contagion, frustration, boredom, inadequate 
information increase due to this disease outbreak, and that impacted individual 
mental health and well-being. The communication shifted from face to face to vir-
tual due to this outbreak [25]. Academic stress, separate the students from their class 
mates’ that effect on students’ behaviour. COVID-19 outbreak has emerged the 
problems like change of eating and sleeping habits, conflicting family schedules, 
loneliness may have adverse impact on the mental health of students [26–28].

The aim of the study is to identify the three main stressors which are directly 
influence impact on the mental health of students such as academic workload, sepa-
ration from school, and fear of contagion [29]. This study also focuses to analyse 
the perception of academic stress experienced by students due to online education. 
Analysing the coping strategy of students using emotional intelligence is the objec-
tive of this study. Our study provides a list of many stress-related variables, causes 
of stress, and the effects of technological apprehension on stress. The paper will 
present a perspective for educators and students to develop appropriate solutions 
and maintain best practises of stress management in schools, colleges, and 
universities.

2  Degree of Stress

Acute stress: It is a very common form of stress which has a positive as new as a 
negative effect. It arises in answer to unexpected energies. However it does not lead 
to serious health issue. If it is does not liger on for a considerable period of time, 
there is nothing to worry about. Some common sign of acute stress includes stom-
ach pain, chest pain, headache, and increasing blood pressure.

Episodic stress: It is a continuous stress. It is accompanied by a constant worry. 
The symptoms of episodic stress are almost similar to that of acute stress but it 
extends for a longer period of time. Episodic stress is most seen in people who dis-
play so-called Type A personality. This people are often ambitious, organised, pro-
active, and carrier oriented in nature. People affected by episodic stress remain 
unaware of how bad effect of episodic stress can be.

Chronic acute active stress: This stress has a feeling of never-ending stress. It 
often arises in response to situation that a person finds himself in an utterly hopeless 
position like a trouble marriage or poverty.

2.1  Stress Classification

Stress can be experienced, in four main varieties: time, anticipatory, situational, and 
encounter. This type of stress can be experienced in different situation from home to 
work place. Students are facing this type of stress.
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Time stress: When someone feels constantly shortage of time to do any unneces-
sary task, the stress cause is known as time stress.

Anticipatory stress: Anxiousness of finishing a task in hand is crux of this type of 
stress. This kind of stress is more predominant among students.

Situational stress: When someone cannot control an alarming situation, then situ-
ational stress occurs. The two essential characteristics of this kind of stress are as 
follows: (a) it happens suddenly, (b) it happens without any anticipation and 
warning.

Situational stress: When the situation is not under control like present situation 
and that the cause of stress and upset is called situational stress. This type of stress 
occurs suddenly.

Encounter stress: Encounter stress occurs when a person is not comfortable to 
stay alone or in a group or feel anxious to see certain people. Students experience 
this situation when they meet unfamiliar classmates or intimidating professors.

2.2  The Impact of Stress on Human Body

Stress is a typical physical and psychological response to experience throughout 
life. Everybody occasionally displays signs of stress. Stress can be brought on by 
anything, from regular obligations like job and family to significant life events like 
a new illness, war, or the loss of a loved one. Stress can be good for your health in 
conditions that are urgent and short term. It can assist you in handling potentially 
dangerous circumstances. Stress causes your body to release hormones that quicken 
your heartbeat and breathing as well as prepare your muscles for action.

However, if your stress response doesn’t slow down and your stress levels remain 
high for a lot longer than is necessary for survival, it could negatively impact your 
health. Numerous symptoms and your general well-being might be brought on by 
chronic stress. Chronic stress has the following symptoms:

• Irritability
• Anxiety
• Depression
• Headaches
• Insomnia

Stress can affect the function of different body parts. Some of them are 
listed below.

2.2.1  Respiratory Systems

The respiratory system eliminates carbon dioxide waste from the body and delivers 
oxygen to cells. Air enters the body through the nose, travels down the trachea 
through the larynx in the throat, and then enters the lungs through the bronchi. Red 
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blood cells are subsequently given oxygen by the bronchioles so they can circulate. 
As the airway between the nose and the lungs narrows under stress and under the 
influence of intense emotions, respiratory symptoms including shortness of breath 
and fast breathing might manifest. Psychological stressors can exacerbate breathing 
issues for people with pre-existing respiratory diseases like asthma and chronic 
obstructive pulmonary disease, but this is typically not a problem for people without 
respiratory disease because the body can manage the additional work to breathe 
comfortably (COPD; includes emphysema and chronic bronchitis). According to 
studies, a sudden stressor, like losing a loved one, might actually cause asthma 
attacks. In addition, someone who is prone to panic attacks may experience a panic 
attack due to the rapid breathing—or hyperventilation—caused by stress. It can be 
beneficial to acquire relaxation, breathing, and other cognitive behavioural tech-
niques with the assistance of a psychologist.

2.2.2  Cardiovascular System

The cardiovascular system is made up of the heart and blood arteries, which together 
transport nutrients and oxygen to the body’s organs. The body’s reaction to stress is 
likewise coordinated by the functioning of these two components. The stress chemi-
cals adrenaline, noradrenaline, and cortisol serve as messengers for these effects in 
acute stress, which is instantaneous or short-term stress such as meeting deadlines, 
getting stopped in traffic, or abruptly slamming on the brakes to escape an accident. 
Additionally, the blood arteries that carry blood to the heart, large muscles, and 
other major organs of the body expand, boosting blood flow to these areas of the 
body and raising blood pressure. The fight-or-flight reaction is another name for 
this. The body returns to normal after the acute stress episode has ended.

Chronic stress, or persistent stress that lasts for a long time, can cause heart and 
blood vessel issues in the long run. The body can suffer from the constant and con-
tinuous increase in heart rate, as well as the high levels of stress hormones and blood 
pressure. The risk of hypertension, heart attacks, and stroke may rise as a result of 
this long-term, continuing stress. This is one mechanism that is believed to link 
stress to heart attack. Repeated acute stress and persistent chronic stress may both 
lead to inflammation in the circulatory system, especially in the coronary arteries. 
Additionally, it seems that a person’s reaction to stress can influence choles-
terol levels.

Depending on whether a woman is premenopausal or postmenopausal, her risk 
of heart disease from stress seems to vary. Premenopausal women with higher oes-
trogen levels tend to have better blood vessel response to stress, which helps their 
body cope with stress better and guards against heart disease. Due to the decrease of 
oestrogen after menopause, postmenopausal women are less protected from the 
effects of stress on heart disease. Cardiovascular is impacted by stress hormones. 
You breathe more quickly when under stress in an effort to immediately deliver 
oxygen-rich blood to your body. Stress can exacerbate respiratory issues, such as 
asthma or emphysema, if you already have them. Your heart also beats more quickly 
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when under stress. Your blood vessels narrow as a result of stress hormones, which 
increases the amount of oxygen delivered to your muscles and gives you more 
power. But doing this also makes you more hypertensive. Therefore, sustained or 
ongoing stress will cause your heart to beat too quickly and forcefully, the likeli-
hood of experiencing a heart.

2.2.3  Endocrine System

The hypothalamic-pituitary-adrenal (HPA) axis, which is the main regulator of the 
endocrine stress response, starts a cascade of events when someone views a situa-
tion as difficult, dangerous, or unpredictable. As a result, the synthesis of steroid 
hormones known as glucocorticoids—among which is cortisol, also known as the 
“stress hormone”—increases.

The HPA Axis

The pituitary gland, which is placed above the kidneys, receives signals from the 
hypothalamus, a group of nuclei that connects the brain and endocrine system, tell-
ing it to make a hormone, which then tells the adrenal glands to produce more cor-
tisol. By releasing glucose and fatty acids from the liver, cortisol raises the amount 
of energy fuel that is readily available. Over the day, cortisol is frequently created in 
variable amounts; it typically rises in concentration before awakening and gradually 
falls throughout the day, creating a regular cycle of energy. During a stressful situa-
tion, a rise in cortisol can give you the energy you need to handle a protracted or 
difficult challenge.

The immune system and inflammation are controlled by glucocorticoids, which 
include cortisol. The communication between the immune system and the HPA axis 
can become hindered under chronic stress, despite the fact that this is helpful under 
stressful or hazardous circumstances where harm may result in enhanced immune 
system activation. Chronic fatigue, metabolic diseases (such as diabetes and obe-
sity), depression, and immunological disorders have all been related to the future 
emergence of a wide range of physical and mental health conditions.

2.2.4  Gastrointestinal System

The fact that one can feel “butterflies” in the stomach is due to the hundreds of mil-
lions of neurons that make up the gut. These neurons can operate somewhat autono-
mously and are in constant communication with the brain. This brain-gut connection 
can be hampered by stress, which makes it easier to experience pain, bloating, and 
other stomach discomfort. Millions of bacteria reside in the gut, and their health, as 
well as the health of the brain, which affects thinking and emotion, can have an 
impact on both. Gut bacterial alterations brought on by stress have been linked to 
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changes in mood. Thus, the neurons and bacteria in the stomach have a significant 
impact on the brain and vice versa. Early life stress can alter how the nervous sys-
tem develops and how the body responds to stress. The likelihood of developing 
subsequent gastrointestinal illnesses or dysfunction can rise as a result of these 
alterations.

Exophages

People may eat significantly more or significantly less than usual when under stress. 
Heartburn or acid reflux can be brought on by eating more or different types of 
meals, increasing your alcohol or smoke intake, or both. The intensity of chronic 
heartburn pain can also be exacerbated by stress or weariness. Infrequently, severe 
stress can cause oesophageal spasms, which are frequently mistaken for heart 
attacks. Stress can also make it more difficult to swallow food or cause you to swal-
low more air, which causes more burping, gassiness, and bloating.

Stomach

Stress may make it easier to feel pain, bloating, nausea, and other stomach discom-
fort. Vomiting could happen if the stress is too great. Stress might also result in an 
unneeded increase or decrease in appetite. Unhealthy diets may worsen a person’s 
mood in turn. Contrary to popular perception, stress does not make the stomach 
produce more acid or lead to ulcers. The latter are actually brought on by an infec-
tion with bacteria. Ulcers may be more unpleasant when under stress.

Bowel

Additionally, stress can make it easier to detect pain, bloating, or discomfort in the 
intestines. It may slow down or speed up digestion, which may result in diarrhoea 
or constipation. Additionally, stress may cause uncomfortable gut muscular spasms. 
Digestion and the nutrients the intestines receive might be impacted by stress. It’s 
possible that gas generation from nutrient absorption will rise. The body is shielded 
from (most) food-related bacteria by the tight barrier that exists in the intestines. 
Stress can weaken the intestinal barrier, allowing the body to absorb bacteria from 
the gut. Although the majority of these germs are quickly eliminated by the immune 
system and do not harm humans, the ongoing, minimal demand for inflammatory 
response can result in long-lasting moderate symptoms. Chronic bowel illnesses 
like inflammatory bowel disease and irritable bowel syndrome are particularly 
affected by stress. This might be caused by more sensitive gut nerves, altered gut 
bacteria, altered rates of food transit through the gut, or altered gut immunological 
responses.
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2.2.5  Nervous System

The nervous system is divided into two main groups: the central group, which 
includes the brain and spinal cord, and the peripheral group, which includes the 
somatic and autonomic nervous systems. The sympathetic nervous system (SNS) 
and the parasympathetic nervous system are two components of the autonomic ner-
vous system that directly affect how the body reacts to stress (PNS). The SNS plays 
a role in the “fight or flight” response that occurs when the body is under stress. The 
body redirects its energy resources in order to defend itself or run away from an 
aggressor. Adrenalin (epinephrine) and cortisol are released by the adrenal glands in 
response to signals from the SNS. These hormones drive the heart to beat more 
quickly, the breathing rate to rise, the blood vessels in the arms and legs to widen, 
the digestive process to alter, and the blood glucose levels (sugar energy) to rise in 
response to the emergency.

To get the body ready to react to an emergency scenario or acute stress—short- 
term stressors—the SNS response is rather quick. The body often returns to its pre- 
emergency, unstressed state after a crisis has passed. The PNS, which often has 
opposite effects to the SNS, aids in this recuperation. However, excessive PNS 
activity can potentially exacerbate stress responses by, for instance, encouraging 
bronchoconstriction (as in asthma) or increased vasodilation and weakened blood 
circulation. The immune system, which can also control stress reactions, is strongly 
influenced by both the SNS and the PNS. Since the central nervous system controls 
the autonomic nervous system and is crucial in evaluating environments as poten-
tially dangerous, it plays a significant role in inducing stress reactions.

Chronic stress, or being exposed to stressors for an extended length of time, can 
have a lasting negative impact on the body. The body experiences wear and tear as 
the autonomic nervous system continues to create bodily reactions. Chronic stress 
affects the neurological system, but what the nervous system does to other bodily 
systems when it is constantly activated is what causes problems.

2.2.6  Male Reproductive System

The neurological system has an impact on the male reproductive system. While the 
sympathetic portion of the nervous system generates arousal, the parasympathetic 
portion causes rest. The fight-or-flight reaction, commonly known as the autonomic 
nervous system, is what causes arousal and produces testosterone in the male anat-
omy. It also stimulates the sympathetic nervous system. The hormone cortisol, 
which is made by the adrenal glands, is released by the body in response to stress. 
Blood pressure management and the healthy operation of various bodily systems, 
such as the cardiovascular, circulatory, and male reproductive systems, depend on 
cortisol. The male reproductive system’s typical biochemical operation can be ham-
pered by high cortisol levels.
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Sexual Desire

The production of testosterone can be affected by chronic stress, which is persistent 
stress for an extended length of time. This can lead to a loss in libido and sex drive, 
and it may even result in erectile dysfunction or impotence.

Reproduction

Chronic stress can hinder sperm maturation and production, making it difficult for 
couples who are trying to get pregnant. In comparison to males who had no stressful 
life events, researchers discovered that men who had two or more stressful life 
events in the previous year had lower percentages of sperm that were motile (able to 
swim) and had normal morphology (size and shape).

Diseases of the Reproductive System

Stress can weaken the immune system, making the body more susceptible to illness. 
Infections of the testicles, prostate, and urethra in the male anatomy can interfere 
with normal male reproductive function.

2.2.7  Female Reproductive System

Menstruation

Teenage girls’ and women’s menstruation may be impacted by stress in a variety of 
ways. For instance, excessive levels of stress may be linked to menstrual cycle 
absence or irregularity, painful periods, and variations in cycle duration.

Sexual Desire

Over the course of their lives, women balance a variety of pressures including finan-
cial, professional, family, and personal obligations. Particularly when women are 
also caring for small children or other sick family members, managing chronic 
medical issues, feeling depressed, experiencing marital troubles or abuse, managing 
challenges at work, etc., stress, distraction, weariness, etc., may impair sexual desire.
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Pregnancy

The plans a woman has for getting pregnant might be significantly impacted by 
stress. A woman’s ability to conceive, the health of her pregnancy, and her postpar-
tum adjustment may all be severely impacted by stress. The most common problem 
with pregnancy and postpartum adjustment is depression. The probability of expe-
riencing depression and anxiety during this period is increased by excessive stress. 
Maternal stress can interfere with bonding with the infant in the days and weeks 
after birth as well as significantly affect foetal and ongoing childhood development.

Premenstrual Syndrome

Premenstrual symptoms can be distressing for many women, and stress can make 
premenstrual symptoms worse or harder to manage. These signs and symptoms 
include mood changes, irritability, bloating, and cramping as well as fluid retention 
and cramps.

Menopause

Hormone levels dramatically change as menopause approaches. These alterations 
are linked to stress, mood fluctuations, and unpleasant feelings. Therefore, meno-
pause itself may be a source of stress. It can be challenging to deal with some of the 
physical changes brought on by menopause, especially hot flashes. In addition, 
mental distress may exacerbate the physical symptoms. For instance, women who 
are more worried may have more hot flashes overall, as well as more frequent hot 
flashes that are more strong or severe.

Diseases of the Reproductive System

When stress is high, there is increased chance of exacerbation of symptoms of 
reproductive disease states, such as herpes simplex virus or polycystic ovarian syn-
drome. The diagnosis and treatment of reproductive cancers can cause significant 
stress, which warrants additional attention and support.

3  Stress Characteristics and Impact of Technology Rise

Stress affects everyone but it effects on a different scale for each. The symptoms and 
signs of stress vary from one person to another person which is very important to 
understand. Be that as it may there are some common signs and symptoms which 
can be classified into four different heads like physical, emotional, cognitive, and 
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behavioural symptoms. A physical symptom of stress includes but not limited to 
irregular bowl movement, missed periods and reduces libido. Emotional symptoms 
may include impatience, depression, and restlessness and reduce desire for activi-
ties. Cognitive symptoms incorporate impaired concentration, amnesia, chronic dis-
tress reduce judgemental capacity. Behavioural symptoms encompass change in 
appetite and sleeping habits.

Human lives have been made easier by modern communication technologies. 
Exchanges that used to take weeks to complete may now be completed in a matter 
of minutes or seconds on the other side of the globe. They have, nevertheless, accel-
erated their pace of movement. Modern technology has become so ingrained in our 
lives that it is simple to develop a dependence on it to the point that it begins to nega-
tively affect us on a variety of levels. This study would examine how technology has 
changed our lives and contributed to an increase in people’s general levels of stress. 
First of all, it has been shown that people who use information and communication 
technology, or ICT, experience stress, concern, and tension as a result of using the 
technology. This condition is known as techno anxiety. In addition, users may 
encounter psychological affects that can undermine their confidence. Such situa-
tions can produce powerless and uncomfortable feelings, as well as aversion or 
dread of using computers, a syndrome called as technophobia. Third, over use of 
ICTs might result in a disorder called techno-addiction [30].

Last but not least, technological stress is a condition of the modern day brought 
on by the incapacity to adapt to new computing technology in a healthy and produc-
tive way [31]. According to research [32], using social media sites excessively—
defined as more than 2 h per day—is associated with poor mental health, increased 
psychological distress, and suicidal thoughts in addition to being potentially dan-
gerous and addictive for a very small percentage of people. The COVID-19 pan-
demic has been a problem since early 2020. The state implemented a number of 
emergency measures. These included the methods used by both public and private 
companies to access home-based remote work. Without sacrificing the services, 
they provided, the government sought to reduce crowding and restrict movement 
around the national territory [33, 34].

Despite this, workers were able to adjust to the quick, drastic change due to the 
rapid growth of ICTs. There was a fear of technology despite expectations that 
employees would react to it favourably and quickly. Lack of readiness and technical 
readiness were concerns in the educational sector. Patients were continually con-
cerned about any data that revealed significant diseases or inaccurate diagnosis in 
the medical and healthcare fields. However, in the banking industry, there is appre-
hension because of how clients view technology. Customers are concerned about 
making mobile payments and sharing their info. The fear of technology and the 
growing amount of family duties have led to reduced focus on technology use in 
families [35, 36].

Teachers are increasingly expected to integrate the usage of technology into their 
teaching approaches in the classrooms due to the rising workload [31]. For teachers, 
this results in an excessive workload, a challenge, and stress. The lack of time and 
the rising expectations of the schools and colleges cause teacher’s constant struggle. 
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It has been extremely demanding and difficult for the teachers to keep up with the 
emerging technologies and the advances related to them. Even though teachers may 
view technology as a tool for lesson planning, information delivery, or student 
acquisition, many lack the necessary skills and competences to put this positive use 
of technology into practise [31]. The pandemic is making it difficult for students to 
concentrate due to their emotional state, which can also affect their ability to learn 
independently and their health [37].

Perceived fear and expectation confirmation were found to be important predic-
tors of willingness to use mobile learning. Additionally, prior research demonstrated 
how employing mobile learning (ML) in the educational setting during the pan-
demic presented a potential benefit for both teaching and learning. The dread of 
losing friends, a stressful home environment, and the worry about future academic 
performance may lessen this effect [38]. As previously mentioned, the development 
of technology has facilitated the simplification of daily living. Despite the fact that 
using technology made it easier to work, coordinate, and teach, it did contribute to 
raising stress levels for both in the classroom and at employment. Speaking of social 
media, the younger age was already absorbed in it, but now everyone staying at 
home during the pandemic had joined them. Additionally, it was noted that the gen-
eral mood on social media was indifferent [39, 40].

3.1  Distinct Challenging Stressor Among Students During 
COVID-19

People around the world experienced stress during COVID-19. In the current study, 
prevalent stress factors are discussed.

Academics: This kind of stress is very common prime type of stress for all type 
of students. This is very long-term stress during the students’ life as this stress is 
inevitable. Students who are already in depression this stress imposes more anxiety. 
During the pandemic, the stress level increases undoubtedly. This type of stress is 
becoming an escalating nerve-racking problem and both teachers and student face 
the consequence. It seems that this type of stress will be controlled easily, but if it 
IS not managed it will create an adverse effect on student’s performance. The reason 
of this stress among students is completely imperative to realise, and it plays a 
major role to create a great impact of their effective learning.

Classes time table and credit load: If class schedule is not prepared based on 
desire after a couple of weak, teacher get frustrated not only that one, if the schedul-
ing of classes of different subjects may also the cause of stress. The solution to 
handle this type of stress is to prepare the schedule based on the requirement and 
that flexibility reduce mental stress. Academic performance is another factor that 
create pressure on students as good result helps to fulfil the desired career. In respect 
of teachers balancing the workload with the personal life and social life is very hard 
die to the increase of workload and difficulty of courses. Completely discard the 
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school related stress is very difficult as students surrounded by the stressors and 
stressed classmates. Few points are addressed in this study to overcome the stress 
level of students.

 (a) Seriousness in learning is the cause of good performance so study properly and 
take the preparation for examination seriously.

 (b) Focus an exam at a time that helps to get a good result.
 (c) Do not visualise the exam during studies.
 (d) To clear the concept, take help of tutor.
 (e) Avoid thinking of examination.

Future: For many students, schools are very comfortable zone. So, after entering 
into to college due to the unfamiliar and unknown environment, life gets stressed. 
The stress level will increase if that student experienced that his/her friends and 
peers are more confident in study and for their future plan. That situation makes that 
student feel anxious if he does not have any plan for future. Unemployment and 
poor opportunity for employment after finishing the course also the cause of stress 
and anxiety of their carrier choice and future prospects.

3.2  Strategy for Future Planning to Avoid Stress

Future uncertainty is very hard to manage. So, taking advice for career and proper 
guidance for future from councillors, family, friends, professors helps to show the 
path of success. Aptitude test also plays a crucial role to take the right decision for 
choosing career.

Necessary steps to maintain the student’s health:

 (a) To avoid the particular illness around the campus and community, the best way 
is to avoid contact with anyone and take the precautionary instruction.

 (b) Another reason of stress is not achieving the social intimacy. Interpersonal rela-
tionship could not be developed due to lack of time.

 (c) Make lifelong friends where student/s can invest their time and that friendship 
really matter to them.

 (d) It is seen that education cost has risen now in days and that is the cause of stress 
for students over their finance when they are in school.

So overcome this situation, positive thinking is the best way to improve the phys-
ical well-being and that positive thinking produces lower feelings of depression and 
distress. Education is the worth investment that believe can lead to better job oppor-
tunity after the completion of study.
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3.2.1  Recommended Approach for Managing Stress

Stress is inevitable. So realising the cause and kind of stress helps to respond pro-
ductively. There are many ways to handle the stress, and different people have dif-
ferent ways of coping with it. How to overcome the stress is very important to learn 
and cope with it productively. It is not possible to control the stressors but it is very 
crucial to grasp hoe to respond to them.

There are several reasons of academic stress such as new responsibilities, chal-
lenging classes, low grade, increase in workload over insufficient time, etc.

3.2.2  Social Stress

Creating a new social network, separation from home, living with roommate are the 
major cause of this type of stress.

3.2.3  Others Stress

Financial crisis, long study, hard hours, waking up early for attending classes are the 
major causes of stress.

There are two ways to handle the stress:

 (a) Healthy
 (b) Unhealthy

Smoking, drinking and the use of drugs, over and under eat, spend compulsively 
are the unhealthy way to manage the stress.

Confront the stressor, time management, being organised, exercise, proper nutri-
tion, and sleep, spend time with loved one are the healthy ways to handle the stress.

4  Research Methodology

The block diagram of proposed method is shown in Fig. 1.
The proposed module consists of three steps (a) data collection, (b) pre- 

processing, (c) feature extraction, (d) classification, (e) performance evaluation

Data Collection Pre-processing Classification
Performance
EvaluationFeature Extraction

Fig. 1 Block diagram of proposed method for stress detection
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4.1  Data Collection

Data have been collected from a large number heterogeneous group of students. 
Google form has been used for this purpose. Three elements were found to be the 
most crucial in this online study.

 1. Socio-demographic characteristics that include age, gender, educational qualifi-
cation, and location of residence.

 2. Perceived Stress Scale (PSS) of Sheldon Cohen, this scale consists of ten ques-
tions to measure the stress level experienced by the students over the past months.

 3. A question has included regarding the emotions and concern during the outbreak.

Three hundred sixty-seven participants, including both male and female stu-
dents, had their data collected using the Galvanic Skin Response (GSR) and 
Electrocardiogram (ECG) sensors.

The mean, median, standard deviation, minimum reading, maximum reading, 
max ratio, and min ratio are extracted to acquire the best features after pre- processing 
the raw data. Processed data was analysed and classified using machine and deep 
learning algorithm, to predict the stress.

4.2  Machine Learning Algorithms

 (a) Support Vector Machine (SVM): One of the most widely utilised supervised 
learning algorithms, Support Vector Machine, or SVM, is used to solve classi-
fication and regression problems. However, it is largely employed in machine 
learning classification issues. The SVM algorithm’s objective is to establish the 
best line or decision boundary that can divide n-dimensional space into classes, 
allowing us to quickly classify fresh data points in the future. A hyperplane is 
the name given to this optimal decision boundary. SVM selects the extreme 
vectors and points that aid in the creation of the hyperplane. Support vectors, 
which are used to represent these extreme instances, form the basis for the SVM 
method. Take a look at the diagram below, where a decision boundary or hyper-
plane is used to categorize two distinct categories.

Hyperplane: In n-dimensional space, there may be several lines or decision 
boundaries used to divide classes; however, the optimal decision boundary for 
classifying the data points must be identified. The hyperplane of SVM is a name 
for this optimal boundary. The dataset’s features determine the hyperplane’s 
dimensions, therefore if there are just two features (as in the example image), 
the hyperplane will be a straight line. Additionally, if there are three features, 
the hyperplane will only have two dimensions. We always build a hyperplane 
with a maximum margin, or the greatest possible separation between the 
data points.
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Support Vectors: Support vectors are the data points or vectors that are clos-
est to the hyperplane and have the greatest influence on where the hyperplane is 
located. These vectors are called support vectors because they support the 
hyperplane.

 (b) K-Nearest Neighbour (K-NN): One of the simplest machine learning algo-
rithms, based on the supervised learning method, is K-Nearest Neighbour. The 
K-NN algorithm makes the assumption that the new case and the existing cases 
are comparable, and it places the new instance in the category that is most like 
the existing categories. A new data point is classified using the K-NN algorithm 
based on similarity after all the existing data has been stored. This means that 
utilising the K-NN method, fresh data can be quickly and accurately sorted into 
a suitable category. Although the K-NN approach is most frequently employed 
for classification problems, it can also be utilised for regression. Since K-NN is 
a non-parametric technique, it makes no assumptions about the underlying data. 
It is also known as a lazy learner algorithm since it saves the training dataset 
rather than learning from it immediately. Instead, it uses the dataset to perform 
an action when classifying data. The K-NN method simply saves the informa-
tion during the training phase, and when it receives new data, it categorises it 
into a category that is quite similar to the new data.

 (c) Decision Tree: A supervised learning method called a decision tree can be used 
to solve classification and regression problems, but it is typically favoured for 
doing so. It is a tree-structured classifier, where internal nodes stand in for data-
set’s features, branches for the decision-making process, and each leaf node for 
the classification result.

The decision node and leaf node are the two nodes of a decision tree. While 
leaf nodes are the results of decisions and do not have any more branches, deci-
sion nodes are used to create decisions and have numerous branches. 
Classification and regression issues can be resolved using the supervised learn-
ing technique known as a decision tree, however this approach is frequently 
preferred. It is a tree-structured classifier, where each leaf node represents the 
classification outcome and inside nodes represent the features of a dataset.

The two nodes in a decision tree are the decision node and leaf node. 
Decision nodes are used to make decisions and have many branches, whereas 
leaf nodes are the outcomes of decisions and do not have any more branches.

4.3  Deep Learning Algorithm

 (a) Convolutional Neural Networks (CNN): A neural network type called a con-
volutional neural network, or CNN or ConvNet, is particularly adept at process-
ing input with a grid-like architecture, like an image. A binary representation of 
visual data is a digital image. It is made up of a grid-like arrangement of pixels, 
each of which has a pixel value to indicate how bright and what colour it should 
be. Deep learning techniques are based on neural networks, a branch of machine 

Student Stress Detection in Online Learning During Outbreak



276

learning. They are made up of node levels, each of which includes an input 
layer, one or more hidden layers, and an output layer. Each node has a threshold 
and weight that are connected to one another. Any node whose output exceeds 
the defined threshold value is activated and begins providing data to the net-
work’s uppermost layer. Otherwise, no data is transmitted to the network’s next 
tier. There are three basic categories of CNN: (a) convolutional layer, (b) pool-
ing layer, (c) fully connected (FC).

• Convolutional layer: The central component of a CNN is the convolutional 
layer, which is also where the majority of computation takes place. It needs 
input data, a filter, and a feature map, among other things.

• Pooling layer: Dimensionality reduction, sometimes referred to as downs-
ampling or pooling layers, lowers the amount of factors in the input. The 
pooling process sweeps a filter across the entire input, much like the convo-
lutional layer does, however this filter doesn’t contain any weights.

• Fully connected (FC) layer: The full-connected layer is exactly what its 
name implies. In partially connected layers, there is no direct connection 
between the input image’s pixel values and the output layer. In contrast, 
every node in the output layer of the fully connected layer is directly con-
nected to a node in the layer above it. Based on the features that were 
retrieved from the preceding layers and their various filters, this layer con-
ducts the classification operation.

 (b) Multilayer Perceptron (MLP): The feed forward neural network is supple-
mented by the multilayer perceptron (MLP). The input layer, output layer, and 
hidden layer are the three different types of layers that constitute it. The input 
layer is where the input signal for processing is received. The output layer com-
pletes the necessary task, such as classification and prediction. The real compu-
tational engine of the MLP consists of an arbitrary number of hidden layers that 
are sandwiched between the input and output layers. Data flows from the input 
to the output layer of an MLP in the forward direction, much like a feed forward 
network.

4.4  Performance Evaluation

The performance of the stress detection model will be assessed using a number of 
performance evaluation measures. The metrics accuracy, precision, recall, and F1 
score are displayed below:

Accuracy: The percentage of correctly classified data instances over all data 
instances is known as accuracy.

 
Accuracy TP TN

TP FP FN TN
=

+
+ + +  
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Precision: A classification model’s capacity to isolate only the necessary data 
points. Precision is calculated by dividing the total number of true positives by the 
total number of true positives + false positives.

 
Precision TP

TP FN
=

+  

Recall: The capacity of a model to locate all pertinent instances in a data source. 
Recall is calculated mathematically as the product of the number of true positives 
divided by the sum of the true positives and false negatives.

 
Recall TP

TP FN
=

+  

F1-score: The definition of the F1 score, a metric that considers both recall and 
precision, is as follows.

 
F1 2 Precession Recall

Precession Recall
= ∗

∗
+  

5  Result and Discussion

The main objective of this paper is to detect the stress level of students for online 
learning during outbreak. We have done a socio-demographic analysis, that repre-
sents the stress level of different age group, gender, and educational level like inter-
mediate school, secondary school, and university. We have classified the stress level 
into three categories: low, moderate, and high.

5.1  Statistical Analysis

Statistical Package for the Social science (SPSS) version 23.0 software has been 
used to perform for statistical analysis. Chi-square test was used for comparison of 
perceived stress level. Three hundred sixty-seven students have participated in this 
survey. The students have average age 17.39  ±  2.33  years. Numbers of female 
responders from secondary schools are more than male. The value of p will be con-
sidered when it will be less than 0.05.

In Table 1, the demographic details of the sampled population are shown. The 
survey received 367 responses in total from students. The majority of respondents 
(74.7%) were female and enrolled in high school (79.8%). Stress level has been 
estimated based on age, gender, and educational levels stress levels. There are three 
categories for stress levels: low, moderate, and high. To compare the perceived 
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Table 1 Socio-demographic analysis

Low stress 
(%)

Moderate stress 
(%)

High stress 
(%)

Total (n = 367) 
(%) P-value

Age group

   13–15 years 11.7 47.4 43.9 16.3 0.007
   16–18 years 18.6 57.4 26.2 72.4
   >18 years 4.2 53.2 43.9 14.3
Gender

   Female 14.1 52.6 34.9 75.7 0.022
   Male 18.4 62.4 18.4 26.3
Educational levels

   Intermediate 
school

14.7 41.2 46.1 13.5 0.024

   Secondary school 17 56 26 78.8
   University 0 59.6 39 6.4

Table 2 Comparison result of machine learning and deep learning algorithms

Classifier Accuracy (%) Precision (%) Recall (%) F1 score

SVM 80 82 76 77
K-NN 83 79 78 79
Decision tree 87 85 88 86
MLP 92 93 92 91
CNN 96 97 97 97

stress scale, the Chi-square test was utilised. The differences were deemed statisti-
cally significant when the p-values were less than 0.05.

In our study, we have used both machine learning and deep learning algorithms. 
The dataset is divided into a training dataset which contains 70% of data and testing 
dataset contains 30% of data. In our experiment, we have used SVM, K-NN, DT, the 
machine learning algorithms, and MLP and CNN as deep learning algorithms. Deep 
learning algorithms achieve satisfactory performance in comparison to machine 
learning algorithms.

The result shown in Table 2 demonstrates that CNN, the deep learning algorithm 
has the highest performance in terms of accuracy, precision, recall, and F1 score. 
This paper presented an approach of comparison study between machine learning 
and deep learning algorithms to identify the stress level. CNN, the deep learning 
algorithm achieves the best performance among all deep learning and non-deep 
learning algorithms in terms of accuracy, precession recall, and F1 score.
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6  Conclusion

COVID-19 affected everyone worldwide. Lockdown imposed during pandemic 
caused immense disturbance in the mental state of the students. As a result of which 
there is a substantial increase of stress level on them cause due to various factors 
like academics, environment, and family. Academic problems are the biggest con-
tributors of stress-related issues of students which needs to be addressed urgently. 
Specific and targeted measures like students’ welfare programs, student’s friendly 
atmosphere coupled with regular extra-curricular activities should be introduced 
within a short period of time. Feedback from the students with regard to the afore-
said steps should be taken, reviewed periodically. Regular study habits, peaceful 
sleep, stress free environment, adequate extra-curricular activities should help stu-
dents to avoid stress and lead a normal healthy and enjoyable life.

Students all over the globe face a serious level of stress arising out of many aca-
demic as well as non-academic aspects. Environmental, socio-cultural, and psycho-
logical factors are considered as non-academic aspects. Stress actually put heavy 
pressure on students. This study showed high to moderate level of stress among 
students. To manage the stress and coping, the strategy online stress management 
program is recommended. Different types of psychiatric disorders such as depres-
sion and anxiety play a crucial role in this purpose.
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Emotional Recognition and Expression 
Based on People to Improve Well-Being

E. J. G. S. Appuhamy, B. G. D. A. Madhusanka, 
and H. M. K. K. M. B. Herath

Abstract The elderly and disabled population in Sri Lanka has been growing for a 
while. Some people include the country’s protracted conflict, traffic accidents, a low 
labor force, and tiny family structures. As a result, caregivers must provide physical 
and mental aid to the elderly and people with disabilities. The demand for caregivers 
will worsen as a result of these hectic lives. In the future, this service robot may be 
utilized to address this issue. Most of the researchers work to create various types of 
service robots, particularly with voice recognition, facial recognition, etc., to replace 
caregivers. However, they could be more effective for those who are disabled. In 
order to care for people based on their gait, a new way is needed to recognize emo-
tional experiences. As a result, research efforts are concentrated on creating an 
interactive service robot eye that can recognize and display emotions based on 
human movements. Acknowledging and understanding people’s emotions and 
assisting them in adequately expressing and managing them, identifying emotional 
recognition and expression seek to comprehend and enhance people’s emotional 
well-being. These people enable the development of systems and apps that support 
emotional understanding and improve mental health and well-being. This chapter 
explains how people’s well-being influences emotional recognition. It investigates 
if a single physiological signal may improve the current approach to emotional rec-
ognition. There is still a great deal of emotional strain present, far more than Sri 
Lankans deem healthy. According to studies, time management may seriously 
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impair people’s ability to improve their health. Increased health awareness is cor-
related with better emotional and physical health and emotional recognition. An 
experiment was carried out in the selected residential setting with several users to 
test the effectiveness of the created intelligent system. During set up, several items 
are put in the nearby area. By removing several unnecessary factors, the robot eye 
could correctly discern human emotions during robot eye implementation, accord-
ing to the experiment’s results. By using additional datasets, it is possible to estab-
lish the fundamental behavior of the robot eye with high precision and under various 
lighting situations.

Keywords Emotional recognition · Convolutional neural network · Human 
activity recognition · Activities of daily living

1  Introduction

Emotional recognition and expression are essential for improving well-being 
because they allow individuals to understand better and manage their emotions, 
communicate effectively with others, and build stronger relationships. Emotional 
recognition involves being able to identify and understand one’s own emotions, as 
well as the emotions of others [1]. This skill is essential for developing self- 
awareness and empathy, which can lead to better communication and social interac-
tions. Emotional expression involves being able to communicate one’s emotions 
effectively to others. This can help individuals build stronger relationships and fos-
ter greater understanding and empathy. Several techniques and tools can improve 
emotional recognition and expression [2]. These include mindfulness practices, 
meditation, journaling, therapy, and social skills training. Emotion recognition soft-
ware and wearable devices can also monitor and track emotional states [3]. 
Improving emotional recognition and expression can significantly benefit individu-
als and society, including better mental health, stronger relationships, and improved 
communication and understanding.

Robotic eyes are being developed to recognize and express emotions to improve 
human–robot interaction and facilitate more effective communication between 
humans and machines [4]. These robotic eyes use computer vision technology and 
machine learning algorithms to analyze facial expressions and body language [5, 6]. 
They can recognize and interpret various emotions, including happiness, sadness, 
anger, fear, and surprise [7]. The development of robotic eyes for emotional recog-
nition and expression has many potential applications. For example, they could be 
used as robotic assistants or caregivers for the elderly or individuals with disabili-
ties, where recognizing and responding to emotions can improve the quality of care 
[8, 9]. They could also be used in education or therapy settings to help assess and 
improve emotional regulation and communication skills. Additionally, robotic eyes 
could facilitate more natural and intuitive communication between humans and 
robots. By allowing robots to express and respond appropriately to human 

E. J. G. S. Appuhamy et al.



285

emotions, people may be more likely to accept and trust them as partners in various 
tasks and activities. However, there are concerns about using robotic eyes for emo-
tional recognition and expression. Some worry that such technology could further 
break down human–human communication and emotional connection. There are 
also concerns about privacy and the potential for the misuse of emotional data col-
lected by these devices. While the development of robotic eyes for emotional recog-
nition and expression has potential benefits, it is essential to consider the ethical 
implications and ensure they are used to promote human well-being and social 
connection.

Activities of Daily Living (ADLs) can be applied to emotional recognition and 
expression to help individuals better understand and manage their emotions [10–
13]. ADLs refer to daily activities, such as bathing, dressing, and eating. The ADLs 
concept can also be extended to emotional activities, such as recognizing and 
expressing emotions. Individuals can better understand and regulate their emotions 
by breaking emotional recognition and expression down into smaller, more manage-
able tasks. For example, recognizing and naming emotions is an important ADL for 
emotional recognition and can be practiced by identifying and labeling emotions in 
oneself and others. Expressing emotions appropriately is another ADL that can be 
practiced through activities such as journaling or role-playing. The concept of ADLs 
for emotional recognition and expression can also be used in therapy or counseling 
to help individuals develop these skills [14]. Individuals can build emotional intel-
ligence and improve well-being by identifying and practicing specific emotional 
ADLs. In addition, technology such as wearable devices or mobile applications can 
be used to support ADLs for emotional recognition and expression. For example, 
apps that help users identify and label emotions or wearable devices that monitor 
physiological indicators of emotion can help individuals better understand and man-
age their emotions. Overall, the ADLs concept can be a helpful framework for 
improving emotional recognition and expression. It can help individuals develop the 
skills to regulate emotions and communicate more effectively with others.

Interactive features of emotion recognition and expression based on human 
motion refer to the ability of technology to detect and respond to human movements 
and expressions in real time [15–17]. This can be accomplished through various 
methods, including computer vision, motion tracking, and machine learning algo-
rithms. One example of interactive emotion recognition and expression is gesture- 
based interfaces in virtual or augmented reality environments. Users can interact 
with virtual objects and environments in these settings using natural gestures and 
movements. The system can detect and respond to users’ emotional states based on 
their movements and expressions. Another example is motion sensors in wearable 
devices to track physiological indicators of emotion, such as heart rate or skin con-
ductance. This information can then provide feedback or prompts to the wearer, 
such as suggesting a relaxation exercise or notifying them when they are stressed. 
Interactive emotion recognition and expression can also be used in robotics, where 
robots can detect and respond to human emotions based on their movements and 
expressions. This can help improve human–robot interaction quality and facilitate 
more natural and intuitive communication.
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Overall, the interactive features of emotion recognition and expression based on 
human motion have many potential applications, including healthcare, education, 
and entertainment [18]. By detecting and responding to human emotions in real 
time, these systems can improve emotional regulation and communication and help 
individuals better understand and manage their emotions.

The rest of this chapter is organized as follows. Section 2 presents an approach 
to emotional expression based on implicit intention understanding. Section 3 
describes recognizing activities of daily living to understand emotion recognition 
and expression to improve well-being. Section 4 describes the emotion recognition 
robot eye based on human motion. Section 5 describes the experimental results of 
emotion recognition. Finally, Sect. 6 presents the most relevant conclusions of the 
chapter.

2  Approach to Emotional and Expression Based on Implicit 
Intention Understanding

The aging and disabled population in Sri Lanka has indeed increased in recent 
decades [19]. This is due to several factors, including improvements in healthcare 
that have increased life expectancy and better access to education and awareness 
about disability issues. According to the World Bank, the proportion of the popula-
tion aged 60 years and over in Sri Lanka increased from 9.7% in 2000 to 14.5% in 
2020. This trend is expected to continue, with projections indicating that the propor-
tion of the population aged 60 years and over could reach 22% by 2050. In addition 
to the aging population, there are significant numbers of people with disabilities in 
Sri Lanka. According to the World Health Organization, an estimated 8.2% of Sri 
Lanka’s population has a disability. This includes physical, sensory, intellectual, 
and mental disabilities. The increasing number of disabled people in Sri Lanka pres-
ents various challenges, including providing adequate healthcare and social ser-
vices, ensuring accessibility and inclusivity in public spaces, and addressing poverty 
and social isolation issues. However, there are also opportunities to promote greater 
understanding and support for these populations and to leverage their skills and 
experiences to contribute meaningfully to society.

Caring for elderly family members is an essential aspect of Sri Lankan culture. 
Family members, especially children, and grandchildren are expected to provide 
care and support to their elderly relatives. This includes providing for their physical 
needs and ensuring they are emotionally and socially connected. Traditionally, Sri 
Lankan families have been significant and multi-generational, with grandparents 
playing an essential role in grandchildren’s upbringing. Even today, many Sri 
Lankan families continue to live together in multi-generational households, which 
makes it easier for elderly family members to receive care and support from their 
loved ones. In addition to family care, Sri Lanka has a network of government- 
funded elderly care homes and day-care centers that provide services for elderly 
citizens who may not have family support or require specialized care [20]. However, 
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the preference for family care is still strong in Sri Lankan society, and many older 
adults may resist living in a care home. Overall, the culture of caring for elderly 
family members is an important part of Sri Lankan society. It reflects the values of 
respect for elders and the importance of intergenerational connections. However, as 
the population of older adults in Sri Lanka continues to grow, there may be a need 
to explore additional options for providing care and support to this vulnerable 
population.

A caregiver is a person who helps other individuals with impairment with their 
activities of day-to-day activities. Caregivers can be unpaid or paid persons. 
Receiving care from professional caregivers are paid persons [21]. Unpaid persons 
can be mostly family members, friends, and neighbors. Caregivers devote much 
time, energy, focus, and financial resources to care for elders and people with dis-
abilities. But if the caregiving responsibilities become too demanding, they become 
exhausted and stressed over time. As a result, they try to increase their pay rate or 
leave the caregiving jobs. As a result, they find that well-trained caregivers also have 
challenging tasks. So, the shortage of caregivers will become a severe problem 
shortly. It is time to pay concerted attention to this question. Because most of the 
elder and disabled need physical and cognitive assistance from caregivers. Service 
robots are developed to solve the crisis of caregivers with the rapid rise of the dis-
abled and elderly population in busy lifestyles. Anyone can get care from service 
robots without any expert knowledge about them. These robots can also be used in 
domestic environments. They are expected to support daily tasks such as cooking, 
cleaning, and taking care of health care.

Many researchers try to invent different kinds of service robots to replace care-
givers, especially with voice recognition. But it couldn’t use for deaf people. Deaf 
and dump persons can’t give a voice response to the service robots. In this case, 
when they try to communicate with others, they are unable. Because they have no 
speaking and listening power, they can communicate easily with others from differ-
ent body postures, facial expressions, etc. Facial expression is also an excellent 
method to recognize a person’s emotional state. Still, it is not helpful to care for 
elders and people with disabilities because the least amount of information can gain 
from facial expressions. The service robot of emotion recognition must interact with 
a person except for recognition of the emotional state. Emotional expression from 
human motion with a whole body is the best method because deaf people can use 
their legs, arms, faces, etc., to express their emotions.

Therefore, the robot eye is essential for the service robot to interact with people 
at the most suitable times. The robot’s accuracy also depends on the robot’s vision 
[22, 23]. The technology of the robot eye is still developing. Many researchers are 
ongoing about robot eyes. Most of them are developed to detect the skeleton angles 
of humans by using kinetic sensors. This is not a more human-like manner. They 
only check the skeleton of humans without background colors. But in the future, 
they might develop technologies which the same as human eyes to make more 
human-like service robots. Therefore, we need to find a new method to identify the 
emotional experiences that focus on the deaf and dump person’s emotional states as 
more human-like robot eyes.
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Several emotion recognition and expression approaches are based on the human 
motion [15]. One common practice is to use computer vision and machine learning 
algorithms to analyze the movements and expressions of individuals in real time. This 
involves using cameras or other sensors to capture video or motion data and then pro-
cessing this data to identify patterns or features corresponding to specific emotional 
states. Another approach is to use physiological sensors to detect changes in heart rate, 
skin conductance, or other indicators of emotional arousal [24–26]. These sensors can 
be integrated into wearable devices or other systems that can provide feedback or 
prompts to the user based on their emotional state. In addition, some approaches to 
emotion recognition and expression based on human motion rely on specific postures 
or gestures associated with particular emotions [23]. For example, the “power pose” 
has been associated with increased confidence and empowerment, while the “defeated 
pose” has been associated with ness and sadness. Overall, the approach to emotion 
recognition and expression based on human motion will depend on the specific con-
text and application. In some cases, it may be more effective to use physiological 
sensors, while in other cases, computer vision and machine learning may be more 
appropriate. Regardless of the approach, it is essential to consider the ethical implica-
tions and ensure that the technology promotes human well-being and social connection.

The research project aims to develop interactive service robot eyes capable of 
emotional recognition and expression based on human motion in a more human-like 
manner. Mainly there are three objectives for the research project—first, the design 
and development of a robot eye with pan-tilt movement in a domestic environment. 
Second, develop intelligent systems to understand the emotional state. Finally, 
develop the human–robot interaction and test for selecting emotional states in a 
domestic environment.

Also, this research is focused on detecting only three emotion types. They are 
happiness, sadness, and relaxation. Because they are widely accepted and recog-
nized by elders and people with disabilities. Typically, service robots detect only 
one person’s emotional stage at a time. Therefore, this research focuses on detecting 
only one person’s emotional stages in the domestic environment. This robot’s eyes 
can get maximum accuracy from the chosen domestic environment. All the emotion 
classifiers are trained in that environment. Therefore, this experiment was con-
ducted in a domestic environment with constant illumination.

Emotions are limited in the trained, intelligent system. Mainly there are two 
types of trained emotions. Namely, they are a person who sits on a chair and stands 
in the environment. The intelligent robot system recognizes different emotions with 
the position of hands, legs, faces, etc. [27]. All the emotions are detected according 
to them. The emotions are classified according to those body postures. Figures 1, 2, 
and 3 show all body postures related to emotions detected by the intelligent system 
under relaxed, sad, and happy moods, respectively.

To get the maximum result from the robot eye, the person must wear a short-arm 
t-shirt. Using many negative and positive images of different person’s body postures 
may help get a more accurate result from the intelligent system. Due to lack of time, 
this intelligent system was trained only for two person’s body postures and only a 
few types of body postures for each emotional state which was about 1500 positive 
and 5000 negative images.
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Fig. 1 All the types of body postures that are trained for a relaxed mood

Fig. 2 All the types of body postures that trained for sad mood

Fig. 3 All the types of body postures that trained for a happy mood
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3  Recognizing Activities of Daily Living to Understanding 
Emotion Recognition and Expression Improve Well-Being

Recognizing ADLs can be a helpful framework for understanding and improving 
emotion recognition, expression, and overall well-being. ADLs are essential for 
daily life, such as bathing, dressing, grooming, and eating. By recognizing and per-
forming these activities, individuals can better maintain their physical health and 
independence. Similarly, identifying and expressing emotions are essential to emo-
tional health and well-being. Individuals can better understand and regulate emo-
tional responses by recognizing and labeling them. Individuals can improve 
communication with others and build stronger relationships by expressing their 
emotions appropriately. To improve emotion recognition and expression, applying 
the concept of ADLs to emotional activities can be helpful. For example, recogniz-
ing and labeling emotions can be treated as an ADL, with specific practices and 
exercises designed to help individuals develop these skills. Similarly, expressing 
emotions can be treated as an ADL, with particular techniques and strategies for 
communicating emotions effectively. Technology can also support ADLs for emo-
tion recognition and expression, such as through wearable devices that monitor 
physiological indicators of emotion or mobile applications that provide exercises 
and activities to help individuals develop emotional regulation skills. Recognizing 
daily living activities can provide a useful framework for improving emotional rec-
ognition and expression and, ultimately, promoting overall well-being. By breaking 
down expressive activities into manageable tasks and practicing them regularly, 
individuals can develop more robust emotional intelligence and improve their abil-
ity to navigate complex emotional situations.

3.1  Robot Eye Mechanism

To achieve the complexities of the human visual system, the robot eye must be a 
binocular, active, wide field of view, and high-resolution area. Binocular camera 
arrangement is necessary to discriminate objects with disparity and approximate 
depth [28, 29]. A vibrant eye helps to get a more human-like speed and range of 
motion. As with human vision, the system should also have field of view to depict 
motion and objects in the far fields with high-resolution capability. A good pan and 
tilt movement of a robot eye gives an excellent opportunity to achieve these factors.

To mimic human eye movements, each eye can rotate about a vertical axis (pan 
DOF) and a horizontal axis (tilt DOF). Human eyes have more than two degrees of 
freedom, but the pan and tilt DOFs are sufficient to scan the visual space. To approx-
imate the range of motion of human eyes, mechanical stops were included on each 
eye to permit a 120-degree pan rotation and a 60-degree tilt rotation. This informa-
tion has been used to design the research robot eye model.
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Fig. 4 Robot eye model

The eye model was constructed with three degrees of freedom in a more human- 
like manner. Two web cameras were used as the eyes of the robot to give input sig-
nals to the PC. Movements of eyes are achieved by using three servo drivers. Both 
eyes have individual pan movements and a common tilting movement as human 
eyes. The eye model was designed to place directly into a service robot. Figure 4 
shows the mechanical drawing of the robot eye model.

As shown in Fig. 4, the cameras have been mounted on top of the two servo 
motors, and their common tilting axis goes through the center of each camera lens. 
The panning axis coincided with the rotational axis of the respective servo drives. 
The common tilting movement has been achieved using another servo motor.

The research is done to apply a robot eye to the service robot area. So, the eye 
must be applied to the robot directly. Therefore, the research design is done for the 
average human range of motion for each degree of freedom to be more human-like. 
The range of speeds achieved in each degree of freedom was used according to the 
specifications of the servo motors. Additionally, the design was fine-tuned to fit the 
pan-tilt engines purchased and eliminate collisions and vibration of components 
while in motion. Most researchers try to apply stereo vision by using two web cam-
eras to capture useful data in three-dimensional space. Using two web cameras, 
objects’ depth can also be analyzed.

3.2  Design of Electrical and Control Systems

This research project focuses on recognizing the emotions from using live video 
streaming. Because the model is made directly set for a service robot, therefore, 
using live video streaming, the service robot can get an idea about the live emotional 
state and react according to it. So, using video streaming, the web cameras can give 
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Fig. 5 A controlling mechanism for the robot eye

highly accurate inputs to the PC for the intelligent part of the robot eye. Typically, 
the human eye is not a fixed one. It has several complex movements, including pan 
and tilt movements. To reach the activities, we have to use suitable actuators for the 
eye model. The electrical system should be capable of supplying sufficient power to 
all the actuators of the robotic eyes while facilitating flexible control of those actua-
tors. The controlling mechanism for the robot eye can be seen in Fig. 5.

Figure 5 shows three DC servo motors that implement three degrees of freedom 
to control the robot eye’s pan and tilt movements. Personal computer with high 
performance used to implement the research project. It is essential that regular pro-
cessors like Raspberry Pi cannot give the required high-performance speed to proj-
ect implementation. Because the image processing techniques used with artificial 
intelligence must have high-performance processing speed. PC communicates with 
the microcontroller and the web cameras through the software part to control the 
eye mechanism to recognize emotion. The communication between the PC and the 
microcontroller allows passing data from the PC to the microcontroller to provide 
commands and position information calculated by image processing functions in 
some operational modes and for monitoring different variables controlled via the 
microcontroller using the PC interface.
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4  Emotion Recognition Robot Eye Based on Human Motion

An emotion recognition robot eye based on human motion is an artificial intelli-
gence system that uses computer vision and machine learning algorithms to analyze 
the human face’s and body’s movements to recognize emotional expressions. The 
system is typically designed to interpret human emotions based on the direction of 
facial muscles and body language, such as changes in posture, gestures, and other 
physical cues. The system typically involves data collection, labeling, feature 
extraction, training, and testing and validation to build an emotion recognition robot 
eye based on human motion. Once fully developed and validated, the system can be 
integrated into a robot’s eye to recognize human emotions based on facial and body 
movements. This can have various applications, such as improving human–robot 
interactions by allowing the robot to respond appropriately to the user’s emo-
tional state.

4.1  System Overview

An emotion recognition system is an artificial intelligence system designed to rec-
ognize and classify human emotions based on various modalities, such as facial 
expressions, speech, physiological signals, and body language [30]. Overall, an 
emotion recognition system integrates multiple components to collect and process 
data from various modalities and uses machine learning algorithms to classify the 
user’s emotional state. The system can have numerous applications, such as improv-
ing human–robot interactions, enhancing user experience in virtual environments, 
and aiding in medical diagnosis and treatment.

Figure 6 shows the system overview for the research project implementation. 
Robot’s emotional state control module is excellent for successfully recognizing 
emotions. The robot’s emotional state control module is the intelligent system of 
the robot’s eye [31]. All admitted emotional states are classified as sad, relaxed, 
and happy in this context. Intelligent systems recognize emotional states accord-
ing to the classification in context memory and communicate with robot eyes to 
detect persons. Vision output from the robot eye is controlled using pan and tilt 
movement of the servo motors in the robot eye through the Arduino microcon-
troller. Therefore, the serial communication between the PC and the Arduino 
microcontroller helps communicate the robot’s eye with the emotional state con-
trol module. A person’s body posture is the vision output from the robot eye 
after the data classifying in the intelligent system; the output signal can be given 
from the PC screen through a GUI after completing several machine vision 
applications.
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4.2  An Emotion of a Person Searching and Detecting

It’s difficult to determine a person’s emotional state based solely on searching and 
detecting. However, here are some emotions that a person might experience in 
searching and detecting, such as curiosity, frustration, determination, anxiety, and 
satisfaction. Overall, a person’s emotional state of searching and detecting can vary 
widely depending on the context and the individual’s personal experiences and 
mindset.

The robot eye is designed for a service robot that helps care for deaf or dumb 
persons. Usually, people are unique. People change their emotions, positions, and 
body language occasionally. The time can be from milliseconds to hours. Therefore, 
the developed robot eye should be able to detect the person using pan-tilt move-
ments like human behavior. Developed robot eye model continuously searching for 
a person’s emotion to detect his emotional state. Always the robot eye tries to find 
an emotional state according to train Haar classifiers. The program of intelligent 
system always communicates with the microcontroller for the task. Therefore, the 
robot eye only rotates with the pan axis till the detection of emotion with ROI.

Various types of intelligent systems are used to classify human emotional states 
globally. Haar classifier training, artificial neural networks, and fuzzy logic are the 
most common methods. According to the research project requirement, a suitable 
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intelligent system can be swung. Stergiou and Signals state that an Artificial Neural 
Network (ANN) is an information-processing method inspired by how biological 
nervous systems, such as the brain, process information [32]. The critical element of 
this method is the novel structure of the information-processing system. It is com-
posed with the help of many highly interconnected processing elements working in 
unison to solve specific problems. An ANN is most suitable for particular applica-
tions, such as pattern recognition or data classification, through the learning pro-
cess. Rouse, in 2016 states that Fuzzy logic is a method of computing based on 
“degrees of truth” rather than the usual “true or false” (1 or 0) on which the modern 
computer is based. It is closer to the way our brains work. Fuzzy logic is essential 
for developing human-like capabilities such as AI, sometimes called artificial gen-
eral intelligence. Haar Cascade classifier training is also a suitable method for 
beginners. It is an easy and popular method among the research community. This 
classifier is helpful for normal object detection purposes. The most practical appli-
cations, like fuzzy logic or ANN, must be used if the application is complex.

The developed research is focused on detecting human emotion and displaying 
the emotional state using body posture. But it does not calculate emotional state in 
percentage. Therefore, Haar cascade classifiers can be easily used to perform the 
task. It is also a machine learning-based approach where a cascade function is 
trained from many positive and negative images. Then it can be used to detect 
objects in other images. Therefore, this research can implement the help of negative 
and positive photos of a particular emotion type and can use it to detect similar posi-
tive emotion types from a live video stream.

4.3  Haar Classifier Algorithm for Training Emotional States

Haar classifier algorithm is a machine learning-based approach for object detection, 
including facial feature detection [33]. While it is not specifically designed for train-
ing emotional states, it can be used for emotion recognition by detecting facial fea-
tures associated with specific emotions.

Overall, the Haar classifier algorithm can be used as a part of the emotion recog-
nition system to detect specific facial features associated with different emotions. 
This can be a useful approach to training emotion recognition systems in a more 
automated way. Still, it requires a large and diverse dataset of facial images to rec-
ognize different emotional states accurately. Positive and negative data sets are used 
for the data preparation process. Creating a cascade is important through data set 
training method for emotion recognition in developing algorithms. These cascades 
are train-boosted cascades of weak classifiers based on the positive and negative 
datasets.

These 1400 positive picture samples of emotions must be stored in a specific PC 
folder. Figure  7 shows some positive pictures used during classifier training for 
relaxing feelings. The size of the image can vary. It is important that if a classifier 
has more than one emotion type, like sitting and standing, then the classifier training 
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Fig. 7 Collection of positive images

Fig. 8 Collection of negative images

time will increase. Also, many positive picture samples must make a robust classi-
fier XML file.

Negative images could be anything that does not contain positive samples. It can 
be anything like a chair or table. This at helpful in differentiating and detecting the 
object from the real world. During the research purpose, the background photos of 
the environment without the person and pictures of a person with emotions, except 
the classifying emotion, are added to the 5000 negative photo set. Figure 8 shows 
some picture collections of negative photos.

4.4  Intelligent System to Recognize the Emotions

An intelligent system that recognizes emotions is an artificial intelligence system 
designed to identify and classify human emotions based on various modalities, such 
as facial expressions, speech, physiological signals, and body language. Several 
approaches to building such systems include rule-based, feature-based, and 
machine-learning-based approaches. An intelligent system recognizing emotions 
involves integrating various components to collect and process data from various 
modalities and using machine learning algorithms to classify the user’s emotional 
state. The system can have various applications, such as improving human–robot 
interactions, enhancing user experience in virtual environments, and aiding in medi-
cal diagnosis and treatment.

From identifying persons’ emotions domestically, an idea can be gotten for body 
postures in person according to different emotions. To recognize this, legs, hands, 
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and faces can be selected. First, emotions are classified according to body postures. 
These classifiers have about 1400 images with the same pattern to classify that pat-
tern type. After that, the intelligent system continuously checks the image pattern of 
the live video stream. If a trained image pattern in the classifier detects, then the ROI 
is shown with the image pattern as detecting emotions. The image pattern is getting 
according to emotions. Therefore, the emotion type can be seen in the output if there 
is any image pattern.

It is possible to use a Convolutional Neural Network (CNN) to identify emo-
tional states from various input modalities such as images, videos, and audio record-
ings [34]. However, the accuracy of such models depends on several factors, 
including the quality and quantity of the training data, the design of the model 
architecture, and the selection of appropriate features for the input modality.

A deep artificial neural network is CNN, for example. It functions using the 
principles of the nervous system of humans. It is well suited for object recogni-
tion in photos using information from multiple arrays of different modalities. 
Numerous applications of this strategy have been executed successfully. 
Software with the appropriate versions must be chosen for CNN training. To 
surround the areas that CNN features would process during the emotion identi-
fication process, the robot eye extracts continuous input pictures during the 
installation of the intelligent system. Based on the presented ROI and emotional 
likelihood percentage, CNN classifies the image as happy, calm, or sad, as shown 
in Fig. 9.

The intelligent system can detect only the happy, sad, relaxation body postures 
related to each emotion. Table 1 summarizes the classifier training process for each 
emotion type mentioned above.

According to Table 1, the Haar classifier training was done for emotions which 
include 12 types of body postures. Images of two persons were used to construct 
every classifier. The above table shows the number of positive and negative images 
in each known person in an intelligent system to construct classifiers. Background 
images without persons are also included in negative images. It also consists of the 
periods which make positive ROI ranges in each classifier in positive images and the 
period it takes to train that classifier.

The intelligent system needs a large number of positive and negative images. 
Therefore, taking photos one by one is impossible. So, an OpenCV algorithm takes 
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pictures with 30 fps from the web camera to store images in a hard drive. Each 
trained classifier has a particular process to train—the cropping part of Haar train-
ing helps to set positive ROI for the classifiers. During the classifier training pro-
cess, the ROI size is unimportant. But the shape of it is an essential thing for 
detecting emotions. To make a successful, intelligent system, a good collection of 
cropped images is important with the correct ROI range and helps make an accurate 
emotion classifier.

5  Experiment Results of the Emotion Recognition

The experiment conducted environment is shown in Fig. 10. There are some unnec-
essary things in the environment, like chairs, a table, a curtain, and a flower vase. 
But during the implementation, the intelligent system detects and focuses only on 
person’s emotional state according to the body posture while rejecting the other 
things in the environment.

5.1  Speed of Robot Eye Rotation

Servo motor rotation speed is an important factor affecting the robot eye’s behavior. 
During the high-speed eye rotation using servo motors, there can be some vibrations 
of the robot eye and missing ROI ranges during implementation due to not focusing 
ROI range according to body postures. It will harm the robot eye’s visual feedback 
to the intelligent system. Table 2 shows the angles per step and the rotation speed of 
the servo motors for those steps. As a result, the robot eye is developed using the 
slowest speed of servo motors. It also helps to detect emotional states accurately by 
correctly focusing on the person’s emotional state.

Computer Table

Place of Robot eye

Chairs Curtain

Flower Vase

4.5m

4.5m

Fig. 10 Experiment setup 
in the domestic 
environment
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Table 2 Servo motor rotation speeds during implementation

Angles per each step 
(degree)

Time for cycle 
(s)

Speed of rotation 
(degree/s) (Pan axis)

Speed of rotation 
(degree/s) (Tilt axis)

Pan 
axis

Tilt 
axis

1 8.0 6.9 8.75 8.6
2 4.0 3.5 17.5 17
3 2.6 2.3 26.9 25.4
4 2.0 1.8 35 33.2

Fig. 11 Emotion classification: Happy mood of known person 1 (T = 4 s)

5.2  Results of the Emotion Recognition

A simple experiment was conducted to ensure the success of the robot eye in emo-
tion recognition. The sample experiment includes two happy emotion body pos-
tures, two sad emotion body postures, and two relaxing emotion body postures. 
Three persons are selected for the experiment, including two known persons in the 
intelligent system and one unknown person in the intelligent system. Detection of 
emotions in GUI and the rotation angles during implementation is shown in Figs. 11, 
12, 13, 14, 15, and 16.

Figure 17 shows the servo angle rotation of the robot eye during implementa-
tion. This experiment was conducted in a 50s period. Classifiers detected emo-
tions only for the trained body postures. If not detecting a trained classifier, the 
robot eye always tries to find an emotional state. Six places have constant rotation 
angles in the pan motor rotation. The robot eye detects the person’s emotions 
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Fig. 12 Emotion classification: Relax mood of known person 1 (T = 13 s)

Fig. 13 Emotion classification: Happy mood of known person 2 (T = 21 s)

during that period, which is the period when body postures are similar to trained 
emotion classifiers. After detecting the emotion type, pan and tilt motors try to 
focus it on the middle of the window. Therefore, the tilt motor rotation angle is 
also stable in each case. There is also some period in high gradients. It means that 
during that period, the robot eye tried to find an emotional state using the pan and 
tilt movement.
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Fig. 15 Emotion classification: Relax mood of unknown person (T = 37 s)

Fig. 14 Emotion classification: Sad mood of known person 2 (T = 31 s)

5.3  Accuracy of the Intelligent System for Detecting 
Human Emotion

As a result of this experiment, the emotions are detected successfully. Table 3 shows 
the summary of experimental results with the accuracy of each classifier.

This experiment was done in a particular domestic environment. Therefore, the 
room size is limited to 20.25 m2. The table includes the average distances between 
the robot eye and the person to detect emotions in each classifier. During the 
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Fig. 16 Emotion classification: Sad mood of unknown person (T = 46 s)

120

Angle

100

80

60

40

20

0
1 3 5 7

Tilt motor rotation Pan motor rotation

Time9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

Fig. 17 Servo angle rotation of the robot eye during the experiment

experiment, the person is changed to 40 positions in the environment. Therefore, the 
accuracy of each classifier states separately. Finally, the overall accuracy of the 
intelligent system was calculated for each person. According to Table 3, the trained 
classifier detects emotions accurately for known persons in the intelligent system. 
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Areas that easily detect
emotions in environment

Areas that couldn’t detect
emotions easily in the

environment

Fig. 18 Limitation of the 
service area

Table 3 Summary of experimental results with accuracy of each classifier

Emotion type

Emotion detecting 
the distance from 
the robot eye (m)

Accuracy of 
system with 
known person 1 
(%)

Accuracy of 
system with 
known person 2 
(%)

Accuracy of 
system with 
unknown person 1 
(%)

Relax in a chair 3.0 82.5 85.0 69.0
Relax in 
standing

3.6 80.0 77.5 82.5

Happy in a 
chair

3.0 78.0 80.0 81.5

Happy in 
standing

3.6 82.5 79.5 79.5

Sad in a chair 3.0 79.0 81.5 78.0
Sad in standing 3.6 87.5 82.5 80.0
The overall accuracy of the 
intelligent system for each person

81.58 81.00 80.08

The result of an unknown person is lower than known persons in an intelligent sys-
tem. By analyzing the results during implementation, some places couldn’t identify 
emotions accurately due to some disturbance in the domestic environment. Changing 
light illumination of corners of the experiment conducted room and limited field of 
view of the robot eye are the disturbances for the intelligent system. Figure  18 
shows the result of the experiment by using the detected and undetected areas dur-
ing implementation.

In the middle of the room has a wall with white background. Therefore, a weak 
classifier also can detect emotions easily by using those areas in the intelligent sys-
tem. But corners of the room resist recognizing emotions from the weak classifier 
due to the abovementioned disturbances, but the emotions are detected with low 
accuracy in those areas. Each classifier in the intelligent system is trained using 
about 2000 positive and 4500 negative images. This experiment was done by using 
three persons. Two are known persons in the intelligence system, and one is unknown 
in an intelligence system. A robust classifier can be made by using more images 
using different light illuminations and images of other persons to get a maximum 
result from the intelligent system.
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6  Conclusion

The robot eye is designed for service robots to replace caregivers. As the first step of 
human–robot interaction, it must identify the emotional states of the human. After 
recognizing emotion, algorithms can develop the interaction part of the service robot. 
Therefore, robot eye development is an essential factor in service robot design. Some 
factors should be considered to increase the accuracy of the developed system during 
designing, tracking, and focusing the robot eye. They are camera selection, actuators 
selection, material selection for the robot eye design, and software selection to 
develop the intelligent system. Each Haar classifier training takes about 4 h to train 
each experimental classifier. It depends on the data set provided to the classifiers. 
Light illumination is a factor in classifier training. Suppose the lighting condition 
changes during the capture images to the Haar training process. In that case, the data 
set should have more images to train a successful emotion classifier and spend more 
than 4 h. Therefore, the maximum accuracy of the robot eye can be obtained only in 
a particular domestic environment where the intelligent system was trained. Emotion 
types are trained using two people’s images in the intelligent system. A robust clas-
sifier can make by using different person images with different color illumination 
backgrounds. It also increases the classifier accuracy. The robot eye would thus be 
capable of accurately identifying human emotions wherever people live. The devel-
oped robot eye has been tested in various situations by changing a person’s emotional 
state. According to the results of this experiment, the Haar classifier training approach 
is better than other algorithms for locating and monitoring significant emotions based 
on the body positions of old and disabled people. More images might be added to the 
Haar classifier training process to produce more reliable classifiers, enhancing the 
system. The proposed robotic eye is a foundation for adding more interactive fea-
tures. The robot sight might need some substantial enhancements. Testing should be 
done to see whether the robot eye for service robot can be utilized for its intended 
purpose before looking at the entire design, materials, and manufacturing processes 
and optimizing them for the expected number of robots. The generated robot eye 
model’s size does not correspond to that of the human eye. The outside of the robot 
eye might be designed to resemble human eyes with the right design. The robot eye 
looks better with an excellent exterior cover. Designing an outside cover using mold-
ing techniques and lightweight materials is preferred. The robot eye’s architecture 
will interact effectively if more sensors are included. As a result, the research study 
has been improved. The robotic eye may be used as a study platform to implement 
various control techniques, such as artificial intelligence systems and machine learn-
ing strategies, to make the emotion recognition process more human like.
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Abstract The 4.0 industrial revolution, also known as Industry 4.0, is character-
ized by the integration of advanced technologies such as artificial intelligence, 
Internet of Things, cloud computing, augmented/virtual reality, and big data into 
various industries, including healthcare. The application of Industry 4.0 technolo-
gies in healthcare domain is referred as healthcare 4.0; adoption of these technolo-
gies can lead to improved patient outcomes, enhanced operational efficiency, while 
reducing costs. When it comes to mental healthcare delivery, the 4.0 technologies 
are expected to bring a revolution due to facilitating diagnoses as well as therapies. 
Some of the most prominent aspects that are expected to be affected by 4.0 tech-
nologies include predictive analytics, telemedicine, personalized medicine, and 
improved clinical decision-making by using decision support systems. In most of 
the healthcare scenarios, advanced sensing and analytics solutions can be used for 
providing early diagnosis and developing efficient care plans. This chapter presents 
a detailed analysis of applications of emerging 4.0 technologies in the health-
care domain.
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1  Introduction

The scope of connected devices and systems has extended far beyond automated 
manufacturing. Today, healthcare 4.0 technologies have been realized to ensure safe 
and reliable healthcare service delivery for the patients, regardless of their physical 
location or lack of resource [1]. Conventionally, healthcare has been delivered via 
simple interaction between the patient and a single clinician, where the diagnosis 
and treatment plan were solely dependent on the discretion of clinician. In major 
healthcare facilities, instead of relying on a single healthcare provider, multiple 
teams, clinicians, and healthcare facilities participate to provide the healthcare ser-
vice. However, in such settings, the diagnosis is mostly based on the history pro-
vided by the patients, which may be inaccurate, biased, and misinterpreted [2]. In 
comparison to the physical health, the patients are more likely to provide falsified 
information about their mental health due to social taboos, emotional distress, and 
lack of medical knowledge [3]. Therefore, the use of computational technologies 
has been highly recommended for mental healthcare domain.

Wearables and cyber-physical systems are the basic elements of healthcare 4.0, 
including wearables, the Internet of Things (IoT), RFID, intelligent sensors, and 
medical robots [4]. These solutions are integrated with 4.0 technologies of IoT, big 
data analytics, machine learning, cloud computing, and decision support systems. 
Healthcare 4.0 connects the healthcare facilities, equipment/devices, and patient’s 
homes and communities. To maintain the confidentiality, specific protocols have 
been developed to share patient-related information such as diagnosis, medication 
history, treatment plans, lab results, insurance, billing claims, etc. [5].

This chapter first presents a brief review of the 4.0 technologies that have been 
heavily adopted in the healthcare domain. Second, the applications of these tech-
nologies for specific domains of healthcare have been discussed. Finally, the emerg-
ing trends of using novel 4.0 technologies for healthcare applications are reviewed.

2  Healthcare 4.0 Technologies

2.1  Artificial Intelligence

Artificial Intelligence (AI) is the simulation of human intelligence in machines that 
are designed to think and act like humans. It deals with the development of algo-
rithms and statistical models that enable computers to perform tasks that typically 
require human intelligence, such as visual perception, speech recognition, decision- 
making, and language translation. AI systems use advanced techniques such as 
machine learning, deep learning, and natural language processing to process large 
amounts of data, learn from it, and make predictions or decisions based on that 
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information. The goal of AI is to create systems that can perform tasks that would 
normally require human intelligence, making them faster, more accurate, and more 
scalable.

Artificial Intelligence (AI) has the potential to revolutionize the healthcare indus-
try by improving the accuracy and efficiency of medical diagnosis, treatment, and 
overall patient care. Firstly, AI algorithms can assist medical professionals in ana-
lysing medical images, such as X-rays, CT scans, and MRI images, to identify and 
diagnose conditions. Secondly, AI can be trained to assist in medical diagnosis by 
analysing large amounts of patient data to identify patterns and predict potential 
diseases. This can help medical professionals in developing more effective treat-
ment plans both for physical and mental health.

In addition to providing decisions based on the patient’s physiological parame-
ters taken from sensors and other connected equipment, AI can integrate well with 
other clinical information systems. For example, AI algorithms can be integrated 
into electronic health records (EHRs) to provide real-time recommendations for 
patient care based on the latest medical research and best practices. Similarly, AI 
can help healthcare organizations to predict patient outcomes and develop personal-
ized treatment plans based on individual patient characteristics, such as age, gender, 
and medical history. In the era of predictive and precision medicine, AI helps to 
customize the drugs for patients based on their individual mental health state. AI can 
be used to analyse vast amounts of biological data to identify new targets for drug 
development and to optimize existing drugs for improved efficacy and safety.

The major applications of AI for mental health have been illustrated in Fig. 1 and 
described below:

Mental Health
Monitoring

Personalized 
Treatment

Clinical
Trial Design

Mental Health
Diagnosis

Prediction and
Prevention

Chatbots and
Virtual therapists

AI for Mental Health

Medication
Management

Fig. 1 Applications of AI for mental healthcare management
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2.1.1  Mental Health Diagnosis

First and foremost, AI algorithms can monitor patients for symptoms and signs of 
mental health conditions, providing real-time data to mental health providers for 
informed decision-making. AI can be used to track symptoms and monitor changes 
over time, providing healthcare providers with valuable insights into a patient’s 
mental health status. AI can assist with the analysis of medical images, such as MRI 
scans, to identify structural changes in the brain that may be associated with mental 
health conditions. Secondly, these algorithms can help diagnose mental health con-
ditions based on medical history and demographic information. These algorithms 
may analyse patterns in data and predict future health outcomes, enabling mental 
health providers to intervene before a problem becomes more serious.

2.1.2  Chatbots and Virtual Therapists

AI-powered chatbots and virtual therapists can provide a convenient, accessible, 
and low-stakes way for people to get support and resources for their mental health. 
These bots can provide mental health screening tools and assessments that can help 
individuals determine if they are experiencing symptoms of a mental health condi-
tion. Chatbots can also provide emotional support and offer coping strategies for 
individuals who may be experiencing symptoms of anxiety or depression. This can 
help to alleviate feelings of loneliness and provide a sense of connection for those 
in need. Chatbots can provide educational resources and information on mental 
health conditions, treatments, and coping strategies. This can help individuals better 
understand their symptoms and find the support they need. As compared to human 
therapists, the chatbots may be more conveniently accessible. Chatbots can provide 
24/7 access to mental health support, making it easier for individuals to seek help 
outside of traditional office hours or when they may not feel comfortable reaching 
out to a human therapist.

2.1.3  Facilitating Clinical Trials

AI also facilitates customized treatment plans, through analysing patients’ data 
which significantly increases effectiveness and efficiency of mental health care. AI 
algorithms can be used to identify patient populations for clinical trials, increasing 
the speed and accuracy of research into new treatments for mental health condi-
tions; this speeds up the recruitment process and reduces the time it takes to enrol 
participants. AI can analyse large amounts of patient data to identify potential out-
comes and predict which patients are most likely to respond to a particular treat-
ment. This can help to optimize patient selection and improve trial efficiency.

A crucial challenge for successful clinical trial is data management. AI can assist 
with the analysis of medical images, such as MRI scans, helping to more accurately 
and efficiently evaluate treatment outcomes and monitor disease progression. AI 
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can assist with the management of large amounts of clinical trial data, helping to 
ensure that data is accurately captured and analysed in real time. This can help to 
improve the accuracy and efficiency of clinical trials. Also, AI can be used to moni-
tor patient safety during clinical trials, detecting potential adverse events and alert-
ing healthcare providers to take appropriate action.

2.1.4  Medication Management

AI technology in integration with sensor and other data help to manage medication 
schedules and dosages, improving patient outcomes and reducing the risk of adverse 
side effects. AI can use machine learning algorithms to analyse data from wearable 
devices, such as smartwatches, to monitor medication adherence in real time. This 
can help healthcare providers to identify when patients are not taking their medica-
tions as prescribed and intervene to address any issues. Similarly, dosage can be 
optimized using AI; AI algorithms can help healthcare providers to optimize medi-
cation dosing by analysing patient data, such as weight, age, and medical history, to 
determine the most effective dosages for each individual.

The advanced AI algorithms can identify the impact of medication on mental 
disorders. AI can use natural language processing to analyse patient data and detect 
potential drug interactions, which can help to prevent adverse drug events and 
improve patient safety. Moreover, AI can use predictive analytics to identify patients 
who may be at high risk for adverse drug reactions and alert healthcare providers to 
take appropriate action.

2.1.5  Limitation of AI for Mental Health Management

While AI is not a substitute for human-led mental health diagnosis, it has the poten-
tial to provide valuable support to healthcare providers. By using AI to analyse large 
amounts of patient data, healthcare providers can make more informed diagnoses 
and develop personalized treatment plans, leading to improved patient outcomes.

For the present time, it is important to note that mental health diagnosis can be 
complex and is best performed by qualified mental health professionals, who take 
into account multiple factors, including a patient’s medical history, personal and 
family history, and symptoms. AI can assist in the diagnostic process, but it should 
not be relied upon as the sole source of information.

2.2  IoT

The Internet of Things (IoT) refers to the interconnected network of physical 
devices, vehicles, home appliances, and other items that are embedded with sensors, 
software, and network connectivity, enabling them to collect and exchange data. 
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This interconnected network allows these devices to communicate with one another 
and with central systems, such as cloud-based servers, allowing for the creation of 
smart systems and the automation of many tasks. IoT connects everyday objects to 
the internet and allows them to send and receive data. This opens up new possibili-
ties for automation, monitoring, and control of a wide range of devices and systems, 
ranging from home appliances and personal fitness devices to industrial equipment 
and infrastructure. The goal of IoT is to make our lives more convenient, efficient, 
and sustainable by allowing us to better manage and control the things we use 
every day.

Due to the continuous sensing and communicating functionalities, IoT promises 
to revolutionize the conventional healthcare as well as psychiatry. The patients are 
no longer required to recall and share all the details with the therapists on their 
scheduled sessions, rather the information about the patient’s mental health state is 
continuously available to the therapists on their customized dashboards and mobile 
applications. IoT dashboards can provide real-time data on a patient’s mental health 
status, allowing therapists to quickly identify changes or patterns in behaviour and 
respond accordingly; IoT dashboards can provide valuable insights into a patient’s 
mental health, which can be used to develop personalized treatment plans. This can 
help therapists to better understand a patient’s needs and provide more targeted and 
effective treatment. Moreover, IoT dashboards can provide a platform for collabora-
tion between therapists, allowing them to work together to develop treatment plans 
and monitor patient progress. Using IoT solutions targeting mental health, the thera-
pists have even become able to categorize the risks of patients for specific mental 
disorders such as anxiety.

The physiological and environmental sensors as well as digital media usage 
today play a key role for monitoring the emotional and mental health state of the 
patients. Various fields such as psychology, neurology, psychophysiology, neuro-
psychology, and cognitive psychology all are integrated in IoT platforms to ensure 
timely and reliable mental health assessment and care delivery. The availability of 
massive amount of data captured through IoT sensors helps to realize the intersec-
tion between diverse fields of neurosciences, psychology, and physiology [6], as 
illustrated in Fig.  2. As a result, interaction and collaboration between experts 
belonging from different domains become possible and cost-effective regardless of 
their location and time zones. In short, IoT helps healthcare by providing real-time 
data, improving clinical decision-making, improving patient outcomes, better man-
aging chronic conditions, and increasing efficiency and reducing costs.

2.2.1  Limitation of IoT for Mental Health Management

Although IoT has the potential to play a significant role in mental health manage-
ment by enabling real-time monitoring and data collection. However, there are some 
limitations to the use of IoT for mental health management. One of the main con-
cerns with the use of IoT for mental health management is the protection of sensi-
tive patient data. IoT devices often collect large amounts of personal data, which 
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Fig. 2 Integration of IoT with psychology, neurosciences, and physiology

can be vulnerable to cyber-attacks or unauthorized access. Moreover, IoT devices 
can be prone to technical failures or malfunctions, which can impact their ability to 
accurately monitor and collect data. In addition, compatibility issues can arise when 
integrating different IoT devices into a single system. To be effective, IoT devices 
for mental health management need to be used regularly and consistently. This 
requires a high level of patient engagement and participation, which may be difficult 
to achieve for some patients.

IoT devices can be expensive, and many patients may not have the resources to 
purchase and maintain these devices. This can limit their availability to those who 
need them most. The accuracy and reliability of data collected by IoT devices can 
be a concern, particularly when it comes to mental health management. While these 
devices have the potential to provide valuable insights into a patient’s mental health, 
the data they collect must be validated by clinical professionals to ensure its accu-
racy and clinical validity.

Despite the above limitations, the use of IoT for mental health management has 
the potential to provide valuable support to healthcare providers and improve patient 
outcomes. It’s important to carefully consider these limitations and address any 
concerns before incorporating IoT devices into mental health management programs.

2.3  Cloud Computing

Cloud computing is a model for delivering information technology services in 
which resources are made available to users over the internet, rather than being 
provided from local servers or personal devices. The services provided by cloud 
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computing can include servers, storage, databases, networking, software, analytics, 
and intelligence. This technology allows users to access and use these resources on- 
demand, without having to manage the underlying infrastructure themselves. This 
results in increased efficiency, agility, and scalability, as well as lower costs and 
increased flexibility for both users and providers of the services.

The technology of cloud computing brings numerous advantages to the conven-
tional and mental healthcare sectors. It mainly enables healthcare organizations to 
store, manage, and process vast amounts of electronic health records (EHRs) and 
medical imaging data, securely and at scale. Subsequently, it allows healthcare pro-
viders to collaborate and share data securely, enabling better coordination of care 
and improved patient outcomes. The major goal of cloud computing is to make 
information accessible from anywhere any time, that reduces the constraints of 
physical boundaries. With cloud computing, healthcare providers can access patient 
information from any location, using any device with an internet connection. This 
enables care to be delivered more efficiently and effectively, particularly in remote 
or underserved areas.

Since treating mental disorders often requires lifelong information about patient’s 
diseases, family, lifestyle, choices and preferences, cloud computing promises to 
aid the therapists and experts significantly. By collecting data from sensors and 
other devices, cloud computing ensures prolonged availability of massive informa-
tion sets. The technology provides robust disaster recovery options, ensuring that 
critical patient data is safe and secure, even in the event of a catastrophic event. 
Similarly, the cost of mental healthcare delivery also reduces due to cloud comput-
ing as tens of experts may have access to the stored data and they may collaborate 
in no time. Therefore, by leveraging the economies of scale of cloud computing 
providers, healthcare organizations can reduce their IT costs, freeing up resources 
for other critical initiatives.

2.4  Big Data Analytics

As previously discussed, the history of healthcare industry started from generating 
minimal amount of data generated during sessions of patients with their practitio-
ners. However, today, not only patients but also many sensors, wearable devices, 
and automated devices generate data about the patients. Furthermore, the electronic 
medical records and decision support systems also participate in data generation 
and filtering processes due to which the volume has drastically increased. As a 
result, advanced big data analytics techniques have been developed to examine, 
clean, and model the large healthcare datasets. Machine learning and statistical 
algorithms have frequently been used for analysing and extracting insight from 
large and complex datasets. These techniques help to discover useful patient’s infor-
mation, reach informed decisions, and improve the overall healthcare quality not 
only for individuals but also for communities.
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Fig. 3 Areas of mental health supported by big data techniques

Fundamentally, the goal of applying big data to the domain of healthcare is to 
identify patterns and trends in patient health, which allows healthcare providers to 
make more informed decisions about treatment and prevention strategies. Some of 
the major applications of big data for healthcare are illustrated in Fig. 3. Since big 
healthcare data is not only about patient’s diseases history but also includes lifestyle 
and genetics information, healthcare providers can tailor treatment plans to the indi-
vidual needs of each patient. Big data offers an opportunity to mental healthcare 
providers for developing a better understanding of a patient’s mental health and 
make more accurate diagnoses. The patients may not be able to inform the practitio-
ners about various important symptoms as they may consider them irrelevant. 
However, through the massive data collected via automated devices and sensors, it 
becomes possible to develop personalized treatment plans that are more effective.

Big data also identifies the problems and inefficiencies in the healthcare system 
which are used to optimize processes, leading to cost savings and improved 
outcomes.

2.5  Augmented/Virtual Reality

If displays, cameras, and sensors are used to overlay the real world with digital 
information, the application scenario is referred as Augmented Reality (AR). The 
creation of an entirely new vision and surrounding, the scenario is referred to as 
Virtual Reality (VR). AR enables bringing useful information from the digital world 
inside the perceptions and feelings of our own physical world. Over the recent years, 
we have seen promising advances in the sensor and camera technology. This advance 
has enabled software researchers in AR area to develop new technologies and 
ground-breaking applications. Though we are still in the regime of early develop-
ments of AR-based applications, over the next decade, AR devices are going to 
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Fig. 4 Applications of AR/VR for mental health

invade every walk of life and going to impact over day-to day life in a big way. AR/
VR are gradually finding different promising applications in healthcare, and doctors 
and nurses are interacting more and more through AR/VR applications for improv-
ing patient education and outcomes. Investment from different commercial agencies 
and companies over the recent years towards developing AR/VR technologies for 
healthcare has also pumped up the innovation in this area. Some emerging applica-
tions of AR/VR for healthcare are illustrated in Fig. 4:

2.5.1  Medicine Administration

Medicine administration has also been facilitated by novel ways introduced by AR/
VR. Vein visualization is another emerging application of AR/VR. Many patients 
feel uncomfortable or get scared with too much pricking for drawing blood or 
injecting medicines/saline water. AR/VR can help project a map of the patient’s 
veins onto their skin, making it easier for healthcare workers to find the right vein 
for injecting. Furthermore, since it often becomes troublesome for the family/physi-
cians of patients suffering from mental disorders to convince them to take medica-
tions, AR/VR scenes may be set to persuade the patients.

Other most common examples of AR/VR applications in medicine and health-
care are as follows: (a) AR/VR can save lives by showing defibrillators nearby, (b) 
Google Glass can help new mothers with breastfeeding through interaction between 
counsellors and the mother herself with a projection of the reality, and (c) educating 
the public or kids about human physiology.

2.5.2  Physician’s Education

One of the most prevalent applications of AR/VR in healthcare is education. 
Learning about how the body works and how they incorporate autonomy in the 
body functions is extremely important for the healthcare workers. AR applications 
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can enable healthcare workers to learn and visualize with three-dimensional repre-
sentation of the human bodies. On the other hand, AR/VR tools can also be used to 
educate patients about how to take medicines, shots, or use other simple instruments 
or understand surgical procedures they went through and how the after treatment 
will work. Another application in the same thematic area is the use of AR/VR tech-
niques by surgeons to visualize the area on which they are to operate or improve 
accuracy of surgery through three-dimensional projection of the patient’s anatomy.

2.5.3  Virtual Therapies

Specifically for mental health, AR/VR has been used for providing virtual therapies 
including “Virtual Reality Exposure Therapy (VRET)” to patients. Using these 
technologies, the therapies are designed in a way that patients feel completely 
immersed in the virtual situations. Instead of just talking and providing imaginary 
situations to the patients during conversations, the therapists may develop custom-
ized situations in real time using AR/VR technologies. The therapies offer full con-
trol to the therapists to put their patients under extremely customized and seemingly 
real, virtual scenarios; these scenarios created by the experts aid the patients to 
realize and modify their behaviours. Virtual therapies are more practical for the 
therapists and much lesser stressful for the patients [7]. VR has been found effective 
for providing therapies in various disorders including generic anxiety and depres-
sion, social anxiety disorder, Autism Spectrum Disorder (ASD), post-traumatic 
stress disorders (PTSD), schizophrenia, claustrophobia, and eating disorders.

One of the major applications of VRET is to expose the patients to their own fear. 
The patients are fully engaged using a 3D interactive environment to face their fear 
and assess the level of anxiety they may generate. For example, someone having 
fear of heights will be exposed by making him sit on skyscrapers using VR environ-
ment. Although various research studies have reported benefits of VRET, there are 
certain challenges associated with this technology at present: first, the patients may 
not be comfortable to be engaged in the VRET interaction due to having extreme 
fear; second, practical creation of the scenarios which may cause similar level of 
anxiety in patient as the real-world situation may not be possible; and third, the 
therapists may also not be very confident about the use of VRET due to their limited 
awareness about the technology and its possible consequences for the patients.

2.6  Recommendation Systems

Recommender systems, also known as recommendation systems, are a subclass of 
information filtering systems that seek to predict the “rating” or “preference” a user 
would give to an item. Recommender systems are utilized in a variety of areas and 
are most commonly recognized as playlist generators for video and music services, 
product recommenders for online stores, or content recommenders for social media 
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platforms. In addition to generating customized contents and offering customized 
product advertisements, recommender systems also have applications for healthcare 
industry. They may offer personalized treatment recommendations, where they 
could analyse a patient’s medical history, demographic information, and current 
symptoms to make personalized treatment recommendations. For example, a rec-
ommender system could recommend specific medications, therapies, or lifestyle 
changes based on a patient’s unique needs.

One of the most crucial aspects for efficient mental healthcare delivery is identi-
fying the best suited therapist and clinical facility. Mental healthcare is considered 
highly customized because mental health conditions are complex and can affect 
individuals in unique ways. Due to the highly diverse nature of mental disorders, 
recommender systems may offer significant advantage to the mental health practi-
tioners as well as patients. Mental health conditions can manifest differently in dif-
ferent individuals and can be influenced by a variety of factors such as genetics, 
environment, and personal experiences; these conditions can be influenced by a 
person’s unique life circumstances, such as family dynamics, work stress, and finan-
cial stability [8]. Moreover, Mental health conditions are complex and can involve 
multiple interacting factors such as biological, psychological, and social factors. 
Finally, mental healthcare treatment plans must take into account a person’s per-
sonal preferences, such as their comfort level with certain types of therapy or medi-
cation. Therefore, recommender systems could assist patients in finding the best 
healthcare providers based on factors such as their location, specialty, and patient 
reviews. Furthermore, recommender systems could provide personalized health and 
wellness recommendations to individuals based on their lifestyle, physical activity, 
and dietary habits.

Also, recommender systems could match patients with clinical trials that are 
most suitable for their specific medical conditions and demographics. This would 
help to increase patient participation in clinical trials and ultimately speed up the 
development of new treatments.

3  Application of Healthcare 4.0 Technologies

3.1  Cost Reduction

The use of artificial intelligence, machine learning, IoT, cloud computing, etc. can 
significantly reduce the healthcare costs. First and foremost, the efficiency of over-
all healthcare delivery improves due to reducing redundancy and errors and increas-
ing productivity. Second, the smart healthcare equipment can inform about needs of 
predictive maintenance, reducing the downtime as well as cost of repair. Third, tele-
medicine and remote patient monitoring can reduce hospital readmissions, outpa-
tient visits, and overall costs by allowing patients to receive care from home. 
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Personalized medicine powered by AI tools can also help the physicians to make 
more accurate and timely diagnosis.

Particularly for mental health, the use of healthcare 4.0 technologies brings 
numerous benefits. The cost of therapy has significantly reduced due to the emerg-
ing use of mobile apps and web-based platforms for continuous monitoring and 
assessment. Instead of needing to visit the therapist at the physical facilities, patients 
could easily consult them online. The cost also reduces as the patients become able 
to identify their disorders at an early stage, providing more opportunity to deal with 
it in a cost-effective manner. Moreover, the technologies such as machine learning 
and big data analytics facilitate the therapists by identifying the most prevalent 
mental disorders in specific populations. Using this information, the practitioners 
may develop efficient prevention and treatment strategies in advance.

3.2  Predictive Analytics

Healthcare 4.0 technologies including big data can help mental healthcare providers 
anticipate and prevent potential health issues by analysing patterns and trends in 
patient data. IoT sensors, patient’s handheld devices, and other connected medical 
equipment provide massive amount of data for facilitating predictive analytics. The 
machine algorithms can analyse vast amounts of data and identify patterns, relation-
ships, and trends that would be difficult or impossible to detect manually. AI-powered 
predictive analytics tools can identify trends and predict future outcomes, allowing 
therapists and other care team members to take proactive measures to prevent prob-
lems or capitalize on opportunities. Moreover, since the use of social media has 
been increasing among all population sectors, social media analysis and opinion 
mining have also been emerging. The social media profiles and posts of populations 
may be assessed by the advanced Natural Language Processing (NLP) tools to iden-
tify any mental disorders. In short, the predictive analytics enable mental health 
professionals to make more informed decisions, improve operational efficiency, and 
stay ahead of potential health risks.

3.3  Telemedicine

Access to mental healthcare significantly enhances via telemedicine as the barriers 
such as distance, mobility, and scarce availability of mental healthcare professionals 
are reduced. Various tools and technologies facilitating telemedicine have been 
applied for mental healthcare, as illustrated in Fig. 5 and discussed below:
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3.3.1  Web-Based Dashboards and Mobile Apps for Online Therapies

Dashboards are the most common form of interfaces between man and machine for 
an IoT network or any other cyber-physical system. They collate, organize, analyse, 
and transform digital information (data) communicated in our physical world to 
represent them in a format that can be easily understood by everybody when read 
from or displayed on a mobile phone, computer, or any other user interface. The 
major advantages of dashboards are that they can monitor and control input/output 
devices in the network, can be used both for global and individual benefits, and can 
be operated over cloud-based data storage platforms.

There has been a recent surge in the design and development of real-time 
COVID-19 or pandemic-related IoT dashboards. Such dashboards have mainly 
been used for monitoring and managing patients, and for assisting the state authori-
ties and healthcare professionals in situation awareness and critical decision- 
making. The real-time dashboard developed in [9] targeted prioritizing emergent, 
urgent, and semi-urgent cases requiring surgery in order to reducing risk of 
COVID-19 exposure for surgeons, nurses, technicians, and other health-care staff. 
The focus of the dashboard in [10] is to provide information on the status and loca-
tion of clinical trials for avoiding any duplication and increasing chances of collabo-
ration for vaccine development. The dashboard developed in [11] populated 
information about the number of patients tested, test results, availability of beds and 
ventilators, etc. for supporting operational decision-making like isolation proce-
dure, etc. An interactive web-based mapping dashboard is developed in [12] for 
assessing changes in mobility patterns of individuals, and then reporting them over 
the ArcGIS dashboard. Similarly, visualization dashboards have been developed 
[13] to help remote consultants, tele-health operators, and emergency service 
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providers. These dashboards provide real-time information on the number of 
patients requiring hospitalization, user needs, etc., which help the service providers 
in taking critical decisions regarding management of resources and patients. It helps 
authorities to keep check on whether social distancing norms are followed or not, 
while informing individuals about their health risk possibility owing to their 
mobility.

The platforms such as web-based dashboards and mobile apps have increasingly 
been used to provide counselling and therapy services through simple phone calls or 
video conferencing. The telemedicine technologies have particularly been useful for 
the patients who live in far off remote locations or have physical impairments. Since 
there is a considerable shortage of mental health professionals worldwide and also, 
it is not always realistic for the population to afford the high fees of clinical visits, 
alternative methods have been developed using healthcare 4.0 technologies. The 
situation of mental health is particularly worsening for the population residing at 
developing countries and those belonging from low socio-economic status. In fact, 
majority of the patients suffering from mental disorders are not even aware of their 
situation.

In the above scenario, the easily accessible mobile apps and web-based dash-
boards are being developed to assess the mental health states and manage the dis-
eases/disorders through online service delivery. On the one hand, such services 
improve the accessibility to mental healthcare services, and on the other hand, they 
ensure accessibility while maintaining the patient’s confidentiality. As previously 
discussed, mental health issues are yet considered taboo and people are often not 
comfortable to share such issues with their family. The mobile apps and other online 
platforms ensure that patients could avail the services of automated therapy or con-
sultancy services at a minimum cost.

3.3.2  Medicine Administration

An important aspect of telemedicine is the possibility of regularly monitoring the 
patients to observe the impact of any medicine or treatment plan suggested in the 
past. With the help of various sensors and equipment, mental healthcare providers 
may track the patient’s progress and response to treatment over time, which enables 
them to adjust a patient’s treatment plan as needed. Regarding continuous monitor-
ing, a revolutionary change is an opportunity for the physician be informed about 
medication administration. The novel development of digital pills ensure that the 
patients have taken medicine, as an alert is sent to the medical professional. 
Generally, Bluetooth connectivity is used to transmit an alert from the ingested tab-
let to patient’s handheld device, which subsequently signals the remote healthcare 
professional; the fundamental operation of digital pill has been illustrated in Fig. 6. 
The digital pill technology is particularly beneficial for the patients suffering from 
mental diseases such as Alzheimer who tend to forget taking their medication, 
which could further worsen their condition.
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3.3.3  Wearable Sensors

Various chemical, physical, and biological sensors have been developed and sold in 
the wearable form to offer continuous telemedicine facilities. The most common 
example of wearable sensor is smart watch/Fitbit. Generally, these sensors are 
embedded with wearable clothing or gadgets and coordinate with the handheld 
devices of users via technologies such as Bluetooth/Wi-Fi. Subsequently, the infor-
mation is sent over wireless links to the remote stations. Usually, the databases are 
managed over cloud so the remote physicians may remain informed about the users’ 
conditions. The wearable technology has already been playing a leading role in the 
management of various physical and mental health conditions. It reduces the cost of 
care and improves the quality by real-time communication of the patient’s state. 
Furthermore, instead of only relying on the patient as a source of information, the 
experts get an opportunity to have a real insight into the patient’s condition through 
monitoring the physiological and psychological parameters of interest. For exam-
ple, for various anxiety and depression use cases, the parameters such as pulse rate, 
SpO2, and blood pressure are shown to be of interest.

The wearable sensors are configured according to the customized requirements 
of each patient. For example, the frequency of transmission of vitals or the threshold 
value may be set independently for each patient. The risk for patients may also be 
identified based on the data provided by the wearable sensors by monitoring the 
threshold values for each parameter. This approach facilitates the monitoring of 
patients for their mental health state; instead of maintaining generic appointment 
schedules for the patients, it becomes possible to prioritize the patients requiring 
immediate care which reduces the healthcare burden both on patients and providers.
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3.3.4  Ambient Assisted Living Technologies

Ambient Assisted Living (AAL) is a field of research and development that focuses 
on using technology to improve the quality of life of elderly and disabled people, 
enabling them to live independently in their own homes for longer. AAL technolo-
gies aim to provide support and assistance in the home environment, by using sen-
sors, communication systems, and other devices to monitor and respond to the 
needs of individuals.

The main objective of AAL is to develop intelligent systems that can detect and 
respond to changes in an individual’s behaviour, routines, or health status, and pro-
vide them with the necessary assistance or intervention to help them maintain their 
independence and quality of life. This can include, for example, reminders to take 
medication, alerts for falls, and automatic adjustments of lighting, temperature, and 
other environmental factors.

AAL technologies can also provide a means of communication and connection 
to family members, caregivers, and healthcare professionals, improving social inter-
action and reducing isolation. The ultimate goal of AAL is to create a supportive, 
comfortable, and safe living environment that promotes independence, autonomy, 
and dignity for elderly and disabled people.

3.4  Personalized and Precision Medicine

4.0 technologies are providing significant novel opportunities for customizing the 
treatment plans. In this context, personalized and predictive medicine are two 
emerging domains. Personalized medicine refers to the tailoring of medical treat-
ment to the individual patient, considering their unique characteristics such as 
genetic makeup, lifestyle, and environment [14]. On the other hand, precision medi-
cine is a subset of personalized medicine, but it focuses more on using genetic and 
molecular information to identify the specific cause of a disease in a patient and 
target treatment to that specific cause. Clearly, the precision medicine is expected to 
be more effective as compared to standard treatment plans. All the computing tech-
nologies, specifically IoT and big data analytics play a leading role to provide an 
in-depth insight into the patient’s lifestyle and its impact on their health. As a result, 
customized treatment plans and medicine may be suggested for each patient instead 
of the conventional generic treatment strategies.

Technologies such as machine learning and big data analytics integrate the fields 
of genomics to identify the genetic causes of mental disorders. The advanced com-
puting technologies aid to identify the genetic patterns and their influence on the 
patient’s personality since childhood. As a result, it is not only the therapist’s diag-
nosis of patient based on their and family’s history, but the facts are all stored and 
analysed over the patient’s lifetime. Genomics facilitates creating personalized 
medicines for diseases such as tumours, cancers, arthritis, and Alzheimer’s disease.

Applications of 4.0 Technologies in Healthcare



326

Both the personalized and precision medicine are particularly relevant for mental 
health of individuals. It is generally not possible to develop standard treatment plans 
for the patients requiring assistance with their mental health. Therefore, it is 
expected that healthcare 4.0 shall bring a revolution for psychiatry by providing a 
detailed insight into the health state of each patient, which shall subsequently be 
used for developing therapies.

3.5  Facilitating Interconnections

Healthcare 4.0 technologies are used to provide interconnection between diverse 
aspects of healthcare sector to create an efficient information network. The interac-
tions between different healthcare stakeholders being facilitated by 4.0 trends are 
shown in Fig.  7. Firstly, the interactions between patients, caregivers, and other 
team members are realized using advanced hardware and software technologies to 
diagnose and treat the mental health conditions. This interaction between different 
stakeholders is vital for ensuring patient safety and mental healthcare quality. The 
patients and caregivers not only need to be informed about the diagnosis but their 
continuous engagement is crucial throughout the treatment and care process. This 
would enable the patients to better understand about their needs and would involve 
actively in the implementation of their care plan. Since mental illnesses may be 
chronic and complex, the engagement of patients and their caretakers becomes even 
more critical. In this regard, various information technology tools such as electronic 
medical records, patient portals, IoT data, assistive technologies, mobile apps, and 
video conferencing platforms all facilitate the patients and caregivers.

Pharmaceutical
companies

Primary
caregivers

Insurance
companies

Government /
Regulatory bodies

Medical
professionals

Healthcare
facilities

Patients

Communities

Fig. 7 Interaction between healthcare stakeholders
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In addition to interaction with patients and their caregivers, the healthcare 4.0 
technologies also facilitate interaction between the professional teams so they may 
coordinate and communicate efficiently. Particularly, when diverse team members 
come together to deliver therapies and other care elements, it becomes vital to use 
computing tools and emerging 4.0 technologies to update the status and monitor the 
patient’s progress in the context of strategies developed by the individual team 
members. All team members can easily coordinate and share information using 
real-time dashboards. These dashboards may be integrated with the data streams 
being communicated via wearable and environmental sensors, patients’ handheld 
gadgets, and any other equipment to further enhance the team’s information.

Since one of the core objectives of healthcare 4.0 is to connect all the devices and 
equipment, it has become possible to centrally collect and maintain data generated 
by geographically dispersed sensors and systems. These devices facilitate additional 
diagnosis, prediction, and analysis with the advent of fog, edge, and cloud comput-
ing. Similarly, diverse organizations and communities may connect with other 
stakeholders such as small practitioner groups, pharmacies, clinics, individuals, 
long-term facilities, hospice care facilities, public and regional healthcare systems 
using advancing communication infrastructure. The collaboration between individ-
uals and healthcare organizations would improve the quality of care. However, 
appropriate policies, procedures, protocols, and legislations shall be required for 
granting the access of data generated by each entity to others.

Due to the possibility of continuous data collection and analysis, it would become 
possible to study the complete mental health state of a person since their childhood. 
All the details about any past disease history, emotional traumas and physical acci-
dents or incidents such as bullying shall be readily available for the therapists and 
other caregivers. In the present practice, where it takes multiple sessions of psy-
chologists just to collect the details about patients’ habits, their routines, lifestyle 
habits, social preferences, eating habits, etc., significant amount of time and cost are 
incurred. These details are collected to develop the treatment plans and despite 
spending numerous resources, it is of no guarantee that patients provide accurate 
details. In comparison, healthcare 4.0 technologies shall improve the situation by 
providing all lifestyle and health-related details in a chronological fashion, starting 
from the birth of patients. In future, when all the healthcare facilities worldwide will 
be connected, the care transition across time and space will be realized in its 
true sense.

In addition to the primary stakeholders of healthcare sector, patients and medical 
professionals, healthcare 4.0 also serves interactions between others such as phar-
maceutical and insurance companies. For example, insurance companies play a sig-
nificant role in determining which drugs are covered and reimbursed, as they often 
negotiate prices with pharmaceutical companies. If a drug is not covered or is only 
partially covered by insurance, it can affect its overall accessibility and affordability 
to patients. Using the connectivity, the pharmacy and patients may immediately 
know their insurance coverage. Similarly, pharmaceutical companies invest signifi-
cant resources in the development of new drugs, and insurance companies often 
play a role in funding these research and development efforts through their 
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payments for covered drugs. Moreover, the patients may be benefited in monetary 
terms through the interaction between pharmacies and insurance companies. 
Insurance companies and pharmaceutical companies work together to balance the 
cost of drugs with their effectiveness. Insurance companies often negotiate with 
pharmaceutical companies to reduce the cost of drugs for their clients and may 
encourage the use of lower-cost alternatives.

4  Future Trends

4.1  Maintaining Confidentiality

Confidentiality is a critical aspect of healthcare, and it is becoming increasingly 
important in the era of healthcare 4.0. In the future, smart health technology will 
likely include advanced security measures to protect patient information and ensure 
confidentiality. Data transmitted between medical devices and healthcare providers 
will be secured by using advanced encryption techniques to prevent unauthorized 
access. Encryption can be applied at the device level, network level, and data stor-
age level. Access control policies are expected to be designed efficiently and imple-
mented strictly. Medical devices and healthcare systems can be configured to allow 
access only to authorized personnel. This can be achieved through the use of pass-
words, biometrics, or smart cards.

Although IoT and other technologies discussed in the chapter tend to generate 
massive amount of data, confidentiality will require minimizing the generated data. 
Only the minimum amount of data necessary for a specific use case will be col-
lected, transmitted, and stored. This strategy would reduce the potential harm that 
could be caused in the event of a data breach. Moreover, as hackers always remain 
ahead in technology, it will be crucial to ensure that even more advanced security 
schemes are used to maintain the patient’s confidentiality. In this regard, medical 
devices and healthcare systems should receive regular security updates to address 
any newly discovered vulnerabilities. Finally, The IoMT must comply with relevant 
regulations, such as the Health Insurance Portability and Accountability Act 
(HIPAA) in the United States, which sets standards for protecting medical informa-
tion [15].

4.2  Integration of Blockchains

Confidentiality and privacy appear to be the major hurdle in extending the mental 
healthcare services to individuals and populations. In addition to the appropriate 
legislation in place, the computing technology of blockchain has also been inte-
grated with healthcare solutions to ensure immutability, traceability, transparency, 
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security, and fault tolerance. Blockchain is based on distributed ledger, where cen-
tral ledger is maintained by a trusted entity and distributed ledger is shared, repli-
cated, and synchronized among multiple locations. Blockchain will not only ensure 
security, but at the same time, it will also help to maintain standardization of infor-
mation across the healthcare network, which will in turn improve the accessibility 
of information.

As previously discussed, advancing computing and communication technologies 
aim at facilitating interaction between numerous healthcare stakeholders; this shall 
be realized by deploying secured blockchains. Since blockchain holds the inherent 
property of tracing the information throughout the network, only trusted entities 
will be allowed to update/edit the entries. The confidentiality of patients shall be 
guaranteed and the payment system will also become secured. Therefore, the risk of 
breaches will be minimized by using effective blockchain infrastructures for mental 
healthcare platforms. The integration of blockchain with the healthcare sector is still 
in infancy, and there are technical and regulatory challenges that must be overcome 
before its full potential can be realized.

4.3  Enhanced Use of Big Data

In future, the big data techniques are expected to be used to support large scale clini-
cal trials and other research initiatives. Big data can provide detailed insight into the 
population disease patterns and treatment outcomes. Thus, based on the population 
information, big data techniques shall be used for identifying the best participants 
for any clinical trials; this will reduce the time and cost involved in conducting a 
trial. The design of clinical trials may be efficiently guided by big data analytics 
techniques, which shall increase the success of trials. The predictive analytics shall 
also be served by big data techniques for developing trials as well as treatment 
strategies.

The conventional electronic health records will be integrated with big data ana-
lytics algorithms to perform population health analytics. The worldwide demo-
graphics of patients shall guide the states and practitioners to develop predictive and 
preventive strategies for the most prevailing diseases in each population. For exam-
ple, the exact mental disorders will be identified for each population, and the risks 
will be categorized based on parameters such as age, culture, etc. Subsequently, 
instead of offering generic mental healthcare strategies to the populations, specific 
therapy targeted at the prevalent mental disease or disorder shall be developed.
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4.4  Robotics Process Automation

Robots and automated processes have already pervaded multiple quarters of the new 
industrial world. One more area where they are going to be prevalent is healthcare 
4.0. One of the applications that is emerging and will be very common and afford-
able in future is the use of automated limbs, like robotic arms and legs, to replace 
damaged ones in individuals. Gradually, we are witnessing customized solutions for 
individuals who cannot move their limbs or entire body. For example, just by cap-
turing the movement of the eye, it is possible to bring close an object or perform a 
particular task, like combing the hair, eating soup with a spoon, etc., through auto-
mated systems. The idea is to understand what the patient wants even though the 
individual cannot speak or move their limbs. As long as, it is possible to capture 
certain kind of gesture and map those gestures to preferred needs, the preferred 
action can be executed through automated processes. Another important application 
is the use of haptic arms in medical procedures. Smaller procedures like stitching 
and sutures after surgery, fitting patches, etc. can be done to utmost precision using 
a controlled haptic arm, sometimes even better than actual human hand. Even 
though, till now, actual personal care and nursing is irreplaceable, it is possible in 
future to have human robots or humanoids understanding our personal needs. Such 
humanoids can offer care, sympathy, the very needed human touch necessary for 
healing and overall care-and-cure of individuals.

4.5  Extended Reality

Extended Reality (ER) is a phenomenon that is going to be introduced in many pos-
sible quarters of life. It is a vision of what present reality may look like when 
extended to another space, verse, and time. It is a kind of a vision of the future and 
can be really helpful when dealing with psychological ailments. ER can assist in 
certain situation of clinical depression and stress in order to alleviate anxiety level. 
For example, a patient who is feeling traumatized in his/her current scenario that is 
conducive to his/her mood. Collecting extensive data on a patient, what makes the 
individual feel safe and complacent, it is possible to create a vision of that world. 
The patient in an elevated state of anxiety can actually feel safe, secure, and calm in 
the formulated appropriate vision of reality. ER in conjunction with AR/VR can 
create a vision of the alternate universe which can be used in other applications too, 
like gaming, metaverse, etc.

A. A. Khan et al.



331

4.6  Customized Patient Experience

Customized patient experience is another application that can be unleashed through 
healthcare 4.0. By analysing data on both physiological and psychological param-
eters of a patient and applying different forms of learning and transfer learning 
algorithms, it will be possible to formulate customized care procedure for individual 
patients. A very promising example is the application of automated music therapy 
for treating anxiety and depression. Depending on the personal liking of the patient, 
list of music that helps individuals calm down, concentrate, it is possible to create a 
list of customized music for individual patients. If the patient is suffering from an 
anxiety attack, then the custom list of music can be played on the preferred choice 
of the individual’s handheld device. This will be able to bring down the anxiety level 
of the patient under control. This kind of customized experience may not be able to 
provide ultimate solution in case of an emergency condition; but can scale down 
level of stress/depression and provide enough time for the actual care procedure to 
be implemented.

4.7  Digital Twins

Digital twins, in future, is going to offer a wonderful way of creating a digital clone 
of any physical entity or system. Digital twins are going to also offer emulator plat-
form for an entire data, communication, or energy networks. With digital twins, 
therefore, it will be possible to monitor any system, any network in real time. 
Depending on the scenario, it will be possible to monitor any system, any network 
in real time. Depending on the scenario, it will be possible to analyse real-time sig-
nals, data, and information and then predict any impending actionable situation. It 
is also possible to probe the digital twin with a real signal and monitor how that will 
flow through a system or a network. Based on the observables, it will be possible to 
optimize system and network design and obtain preferable outcomes. Digital twins 
in healthcare 4.0 will be in the form of twin of the tele medicine platform and the 
monitoring dashboard with which it will be possible to monitor multiple patients/
individuals cover a wide geographical area. Any patient about to suffer an impend-
ing condition can be intercepted and emergency help can arrive right on time.

4.8  Network Strategies

While so many promising applications are coming up, the possibility of cyber- 
discrepancies is also growing manifold. The most important feature in all applica-
tions of healthcare 4.0 is the personal data (physiological, psychological, 
environmental). Whether it is personalized or custom care procedure, or use of 
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autonomous systems, robotic arms, haptic arms, it is important to use, learn, and 
analyse personal data gathered from individuals over a certain period of time. 
Sharing sensitive, personal data over the network, can be intrusive in certain cases 
and vulnerable to encroachment and breach of privacy. Especially, health-related 
data can be sensitive and very personal to a particular individual. Therefore, it is 
paramount to consider privacy and encryption aspects when formulating and design-
ing network data learning and sharing strategies and protocols. Cybersecurity and 
data privacy are broad areas of research in itself and are beyond the scope in this 
short chapter.

5  Summary

The healthcare 4.0 technologies are expected to transform the healthcare delivery by 
providing a detailed picture of patient health. The major goal of these technologies 
is to enable healthcare providers to make informed and timely decisions about diag-
nosis and treatment strategies. At the same time, the access to mental healthcare 
services is expected to become more available and accessible via use of advanced 
computational technologies. In short, the healthcare 4.0 technologies have a poten-
tial to improve the quality and efficiency of mental healthcare delivery by providing 
mental healthcare providers with more accurate and actionable information about 
their patients.
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Abstract The epidemic changed people’s lifestyles via restrictive measures, affect-
ing their quality of life and overall health. This study sought to examine the psycho-
logical effects of students’ embrace of e-learning and their fear of the COVID-19 
epidemic. The research was presented in two research applications: a quick over-
view of the psychological consequences of the pandemic on undergraduate stu-
dents’ emotional dimensions and an observational study of the impact of e-learning 
adoption in pandemic emergencies were switched right away to a comprehensive 
E-learning programme. Learning through the use of technologies for information 
and communication is referred to as e-learning (ICTs). The methods of instruction 
and learning have changed as a result of the integration of technology resources and 
cutting-edge educational methodologies. Earlier research has demonstrated that a 
variety of e-learning and web-based learning technologies, including dental emer-
gency, are useful for educational purposes in the disciplines of health profession.

The COVID-19 epidemic has significantly impacted schooling and has emerged 
as a worldwide health concern. Consequently, learning techniques were offered via 
remote learning halfway through into the second semester year 2019/2020. (DL). 
We sought to assess undergraduate students’ perceptions of DL in comparison to 
classroom learning (CL). In this paper, we aim at analyzing stress of students due to 
online education during the pandemic.
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1  Introduction

The World Health Organization (WHO) announced a pandemic in March 2020 
[1]. From an asymptomatic state to severe respiratory distress syndrome and 
multi- organ failure, COVID-19’s clinical characteristics are diverse. Significant 
obstacles have to be overcome in order to stop the infection’s spread and protect 
global health security as a result of COVID-19 [2]. Many nations enacted a variety 
of anti- epidemic measures due to the coronavirus’s quick spread, including physi-
cal separation, face mask use, quarantine, and lockdown limitations to prevent 
contact with others and control transmission. Additionally, the COVID-19 out-
break had an impact on both physical and emotional health and well-being [3]. 
The entire population has been badly impacted by the COVID-19 epidemic. Even 
young people are not immune to the changes brought on by this unique circum-
stance [4]. Massive e-learning adoption was the safeguard implemented in aca-
demic programmes to sustain the educational demands of youngsters even 
in lockdown constraints. Numerous research examined how the pandemic affected 
young people’s mental health, particularly students, in terms of social exclusion 
and punitive actions.

E-learning refers to learning via the internet, providing learners with a flexi-
ble and personalized platform to learn. It can be referred to be an innovative 
approach for an excellent provision of educational services to the learners 
through electronic information, aiming for continuous enhancement of their 
knowledge, skills, and other outcomes [5]. It offers learning-on-demand possi-
bilities and minimizes the learning cost [6]. E-learning is the evolution of dis-
tance and remote education—a learning situation where the instructor and learner 
are separated by distance, time, or both. Recorded lectures by the instructors on 
online video streaming portals such as YouTube or on other websites are very 
popular among the students, especially to the ones who are learning through 
online education [7].

The rapid expansion of COVID-19 prompted the closure of educational institu-
tions everywhere, leading to a shift in the teaching approach to a virtual one where 
students could complete their coursework at home. In addition to the prolonged 
confinement, the challenges posed by the switch from a face-to-face education sys-
tem to a virtual one, and the mobility restriction imposed in quarantine can be 
stressful factors. Insufficient explanation by the teacher, and lack of materials and 
tools such as a computer, internet, among others. Not to mention, every student is 
responsible for his educational process [8]. By aiding patients in developing skills 
in the control and confrontation of events or circumstances viewed as stressful, 
early diagnosis of mental stress could help patients avoid health issues. Additionally, 
it significantly improves quality of life by enabling emotional responses that are 
aggressive toward everyday circumstances while receiving support and monitoring 
of professionals [9].
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2  Side Effect of Online Learning

Television-based learning has been utilized in primary and secondary education to 
keep students’ knowledge up to date while they wait to return to class. When it 
comes to higher education, E-learning is utilized as much as is practical in formal 
university courses. While previously only allowing 30% of the training programme, 
the Ministry of Education and Training began recognizing all outcomes of online 
teaching and learning by higher education institutions on March 23, 2020. High 
expectations and bad learning and training habits mix with the immediate switch 
from traditional classrooms to online learning in higher education, which can be 
detrimental to students’ mental health [10]. Additionally, the academic setting of the 
COVID-19 pandemic may worsen kids’ mental health. The high expectations for 
academic success have produced a high level of stress, which if left untreated, can 
be harmful to their mental health, according to earlier studies [11] found that Turkish 
university students experienced higher levels of depression, anxiety, and stress at 
levels of moderate severity or above, at 27%, 47%, and 27%, respectively. Because 
they have a harder time adjusting to a new situation than seniors, junior pupils react 
to stress more strongly than seniors [8]. Numerous studies have found that female 
students experience higher levels of stress, anxiety, and depression [12]. When com-
pared to students from an urban background, university students from rural areas 
were found to have higher levels of stress, anxiety, and depression. Financial diffi-
culties that can worsen depression, worry, and stress can be the cause of this [13]. 
We therefore use these factors to explain the sadness, anxiety, and stress experi-
enced by Vietnamese university students participating in online learning. As far as 
the researchers are aware, there is currently no evidence available on the mental 
health of university students in Vietnam who experience an instantaneous psycho-
logical response in an e-learning environment within the context of COVID-19.

3  Methods

3.1  Sampling Procedures and Participants

Between January and February 2020, this study was conducted. Participants in the 
study were first, second, third, and final year of undergraduate engineering stu-
dents at Dr. Ambedkar Institute of Technology for Handicapped, Kanpur. The sur-
vey was conducted through google form in which 301 students participated. On 
the conclusion of the semester, an online survey was administered (Supplementary 
Table 1).
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Table 1 General information of study participants (n = 301)

Variable N (%) Mean preference score (SD) P value

Year of study 0.001*
   Class of 2017 90 (29.9%) 18.5 ± 5.7
   Class of 2018 97 (32.2%) 205 ± 6.1
   Class of 2019 114 (37.9%) 21.7 ± 5.5
Gender 0.784**
   Male 14.9% 20.4 ± 6.3
   Female 85.1% 20.3 ± 5.8
GPA 0.393***
   <3.5 121 (40.2%) 20.7 ± 5.6
   >3.51 180 (59.8%) 20.1 ± 6.0

Although they were actively urged to complete the survey, their participation 
remained voluntarily. The study participants’ names and other private information 
were kept private. The study was approved by the Faculty of Biotechnology, Dr. 
Ambedkar Institute of Technology for Handicapped, Kanpur. Students received 
information on the study and provided consent form.

3.2  Statistical Analysis

Cronbach’s alpha was used to gauge the internal consistency reliability and ques-
tionnaire’s reliability. Bivariate analyses were carried out, descriptive statistics were 
produced in order to determine the variables connected to the students’ choice for 
remote learning, and logistic regression analyses were carried out. The statistical 
significance level was set at 0.05.

3.3  Questionnaire

The questionnaire was evolved to judge the student’s perceptivity on the distance 
learning method. With the exception of questions about the best methods for dis-
tance learning (which have six options for the format of online learning) and open- 
ended inquiries about the difficulties and rewarding experiences of distance learning, 
the response options for the questionnaire items represent four Likert-type scales 
(0 = strongly disagree to 3 = strongly agree).

There were 22 statements total, divided into 4 parts: A broad description of the 
student’s gender, academic year, and GPA; B their preferences; C their effective-
ness; and D their level of learning satisfaction as shown in Table 1 and Fig. 1.
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Statements Likely score

Strongly 
Disagree Disagree Agree Strongly 

Agree

Domain Mean 
Preference ±
SD

A. Preference Domain 

1.Clarification sessions is more 

suitable in distant learning

1.33% 23.59% 53.49% 21.59%

1.89 ± 0.58

2. Assessment is more suitable 

delivered in distant learning

1.66% 28.24% 55.48% 14.62%

B. Effectiveness Domain

3. I don't experience any problem 

during distant learning

11.63% 54.15% 28.24% 5.98%

1.84 ± 0.56

4. I don’t experience any stress 

during distant learning

5.98% 29.24% 45.18% 19.60%

5. I have more time to prepare 

learning materials before group 

discussion with distant learning

2.66% 9.63% 57.48% 30.23%

6. I have more time to review all 

the learning materials after class 

with distant learning

2.33% 10.63% 59.14% 27.90%

C. Learning Satisfaction 
Domain

7. Distant learning gives similar 

learning satisfaction than 

classroom learning

10.30% 51.49% 33.89% 4.32%

1.53 ± 0.59

8. Distant learning can be 

implemented in the next semester

4.65% 30.56% 52.49% 12.30%

9. Distant learning gives 

motivation for self-directed 

learning and eager to prepare 

learning materials before group 

discussion

5.65% 32.56% 47.51% 14.28%

10. Communication with lecturers 

and fellow students is easier with 

distant learning

6.31% 53.49% 30.23% 9.97%

11. I like distant learning than 

classroom learning

12. I study more efficiently with 

distant learning

10.30%

6.64%

45.51%

41.20%

34.22%

39.53%

9.97%

12.63%

Fig. 1 Percentage of student agreement with online learning
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4  Impact of “e-Learning Crack-Up” Perception 
on Psychological Distress Among College Students During 
COVID-19 Pandemic: A Mediating Role of “Fear 
of Academic Year Loss”

The COVID-19 virus, often referred to as SARS-CoV-2 or COVID-19, was initially 
discovered in Wuhan, China, in late December 2019 [14], and it afterwards spread 
to more than 200 other nations. On March 11, 2020, the World Health Organization 
(WHO) swiftly declared the situation to be a global pandemic. 11,125,245 con-
firmed cases across the globe as of July 5, 2020, with 203,836 new cases and a total 
of 528,204 fatalities reported. Public health, particularly mental health, is now at 
risk because COVID-19 has been labeled a global pandemic. The national govern-
ments compelled millions of citizens, including researchers, academics, business-
people, and students, to isolate themselves or implement a full or partial lockdown 
worldwide in order to keep safe [15]. The classroom has had limited physical access 
as a result of the prolonged lockout. A total of 1.5 billion pupils who are enrolled in 
schools and universities have been affected by closures of institutions due to the 
COVID-19 pandemic. Children and young people are most affected when educa-
tional institutions close [9]. In this historic period, online courses are in high 
demand as a substitute to institution closure. However, a prior study revealed that 
students’ anxiety is related to their lack of interest in the classroom [4]. An online 
meta-analysis found that e-Learning is (on average) comparable to conventional 
training and that it is better than nothing. Additionally, a study by, which included 
7143 college students as participants, discovered that 25% of students were experi-
encing acute anxiety as a result of the e-Learning crack-up. According to another 
study, almost 83% of students are in the worst possible position, and 26% of stu-
dents are unable to obtain mental health support. Due to the poor view of the 
e-Learning system, this condition gives a situational requirement to evaluate psy-
chological discomfort among college students. However, there hasn’t been any 
extensive research done on psychological anguish as a result of college students’ 
unfavorable perceptions of e-Learning during this epidemic. Therefore, the primary 
goal of this study is to evaluate how psychological suffering among college students 
during in the COVID-19 pandemic is affected by the perception of “e-Learning 
crack-up.”

5  Online Education Evaluation of College Students Through 
SWOT Analysis During COVID-19

The COVID-19 outbreak has interfered with university teaching and learning as 
usual, which presents serious difficulties for college education. Online (distance) 
learning has replaced the conventional face-to-face learning style, which has a vari-
ety of effects on students’ academic achievement. It is crucial to look into and 
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advance online learning in the framework of COVID-19 since higher education is 
essential for the advancement of society and technology. In order to evaluate online 
education, the SWOT analysis was used to develop 16 different internal and exter-
nal assessment elements as well as 4 different improvement plans. The question-
naire survey provides the fundamental information for the subjective weight method 
(AHP), and the findings of the questionnaire survey are used to calculate the weight 
value of the SWOT components. For its successful implementation, the best possi-
ble methods are chosen using the fuzzy MARCOS technique. In the post-pandemic 
period, several coping mechanisms are proposed to enhance online education, 
which is crucial for higher learning and the advancement of a civilized and sustain-
able society [16].

5.1  SWOT Analysis

SWOT analysis can be used to evaluate the effectiveness of online education for 
college students during the COVID-19 pandemic. Here is an example of how SWOT 
analysis can be applied:

• Strengths: These are the internal factors that contribute to the success of online 
education for college students during the pandemic. Some of the strengths asso-
ciated with online education during the pandemic could include increased flexi-
bility in scheduling, reduced commuting time and expenses, access to online 
resources, and the ability to participate in classes from anywhere.

• Weaknesses: These are the internal factors that hinder the effectiveness of online 
education for college students during the pandemic. Some of the weaknesses 
associated with online education during the pandemic could include a lack of 
face-to-face interaction, difficulty in staying motivated, limited access to hands-
 on training, and a lack of opportunities for networking and socializing.

• Opportunities: These are the external factors that can be leveraged to improve the 
effectiveness of online education for college students during the pandemic. Some 
of the opportunities associated with online education during the pandemic could 
include the development of new digital tools and technologies, the availability of 
online resources, and the potential for greater collaboration and partnerships 
between institutions and organizations.

• Threats: These are the external factors that pose a challenge to the effectiveness 
of online education for college students during the pandemic. Some of the threats 
associated with online education during the pandemic could include the potential 
for technological challenges and glitches, limited access to high-speed internet 
and digital devices, and the potential for distractions and disruptions in a home 
learning environment.

By conducting a SWOT analysis of online education for college students during 
the pandemic, educational institutions can identify the strengths, weaknesses, 
opportunities, and threats associated with online learning. This information can be 
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used to develop more effective strategies to support students, improve the quality of 
online education, and address the challenges and limitations associated with remote 
learning.

An effective strategic analytical method for determining an organization’s 
strengths and weaknesses as well as prospective opportunities and threats is the 
SWOT analysis. The SWOT analysis technique cannot, however, assess the relative 
significance of the various aspects objectively or scientifically, nor can it statisti-
cally examine the components. Based on its dimensions and components, such as 
strength-opportunity (SO), weakness-opportunity (WO), a SWOT matrix can also 
incorporate different methods [16].

5.2  The Marcos Method

A ground-breaking MCDM technique created by Stevi’c et al. [17]. Measurement 
Alternatives and Ranking According to Compromise Solution (MARCOS) assigns 
utility scores to both alternatives after evaluating a number of selection criteria 
based on ideal and non-perfect solutions using the just-proposed MARCOS method. 
The MARCOS technique is built on specifying how alternatives and reference val-
ues relate to one another (ideal and anti-ideal alternatives). The value functions of 
alternatives are established based on the stated relationships, and compromise rank-
ings with respect to ideal and anti-ideal solutions are created. Utility functions are 
used to define decision preferences [17] which has been merged with the AHP tech-
nique in the references, is more flexible than other approaches since it can examine 
expert preferences without taking scale into account. Despite the wide range of 
standard and alternative, it is nevertheless stable. They illustrated the benefits of the 
MARCOS methodology in comparison to conventional multi-criteria techniques: 
Comparison of the Multi-Attributive Border Approximation area (MABAC).

5.3  The AHP Method

As part of a more comprehensive assessment study, American operations research 
experts in the 1970s supported AHP as a well-liked MCDM technique [18]. Planning 
for the environment and natural resources may be done very well using it. This 
strategy requires far less quantitative data while being useful and simple to use. The 
SWOT model must be put into a hierarchical structure utilizing the AHP technique 
in order to measure its usefulness. The AHP technique is therefore entirely suitable 
for our inquiry [18].
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6  Electronic Devices for Stress Detection in Academic 
Contexts During Confinement Because 
of the COVID-19 Pandemic

Stress is viewed as a physiological response in which many defensive systems 
interact when confronted with a scenario or an impending threat that prompts the 
body to fight or flee [19]. By aiding patients in developing skills in the control and 
confrontation of circumstances or events viewed as stressful, early recognition of 
psychological stress can avert health issues. Additionally, it contributes signifi-
cantly to improving quality of life by enabling emotional responses that are force-
ful against everyday circumstances under the guidance and supervision of trained 
experts [20].

The COVID-19 pandemic has had a significant impact on the academic commu-
nity, with many individuals experiencing high levels of stress and anxiety due to the 
changes in their daily routines and increased academic pressures. Electronic devices 
can be useful for stress detection and management in academic contexts during 
confinement. Here are some possible options:

• Wearable devices: There are a number of wearable devices on the market that can 
track biometric data such as heart rate, breathing rate, and skin conductance. 
These can be useful for detecting and monitoring stress levels over time.

• Mobile apps: There are several mobile apps that can be used to track stress levels 
and provide tools for stress management. Examples include Headspace, Calm, 
and Pacifica.

• Smartwatches: Smartwatches can be used to track physical activity, heart rate, 
and sleep patterns. These can be useful for detecting patterns of activity and rest 
that can contribute to stress.

• Biofeedback devices: Biofeedback devices such as the HeartMath emWave can 
provide real-time feedback on heart rate variability, which is a measure of stress 
levels. This can be useful for developing relaxation techniques and manag-
ing stress.

• Virtual reality: Virtual reality technology can be used to create immersive 
environments that can promote relaxation and reduce stress. There are a num-
ber of virtual reality apps and devices available that can be used for this 
purpose.

Overall, electronic devices can be useful for stress detection and management in 
academic contexts during confinement. However, it’s important to remember that 
these devices are not a substitute for professional medical advice and treatment. If 
you are experiencing significant stress or anxiety, it’s important to seek help from a 
qualified healthcare provider.
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6.1  Liner Discriminant Analysis (LDA)

Linear discriminant analysis (LDA) is a statistical method used for classification of 
data into two or more classes. It is a supervised learning method, which means that 
it requires labeled data to learn the class boundaries. LDA aims to find a linear com-
bination of features that best separates the different classes in the data. The goal is 
to project the data onto a lower-dimensional space while preserving the class sepa-
ration as much as possible. This is achieved by finding the directions in the data that 
maximize the between-class variance while minimizing the within-class variance. 
The resulting linear discriminants can then be used to classify new observations 
based on their feature values.

LDA has several advantages over other classification methods, such as its ability 
to handle high-dimensional data and its ability to perform well even when the 
assumptions of normality and equal covariance matrices are not met. However, 
LDA assumes that the data is normally distributed and that the covariance matrices 
of the classes are equal, which may not always be the case in practice. LDA has 
many practical applications in various fields, such as image recognition, face recog-
nition, and medical diagnosis [12].

6.2  SVM

Support Vector Machine (SVM) is a popular machine learning algorithm used for 
classification and regression analysis. SVMs work by finding a hyperplane in a 
high-dimensional space that can best separate data into different classes. The hyper-
plane is chosen such that it maximizes the margin, which is the distance between the 
hyperplane and the nearest points from each class. In the case of a binary classifica-
tion problem, the SVM tries to find a hyperplane that separates the two classes with 
the largest margin possible. If the data is not linearly separable, SVM uses a kernel 
function to transform the data into a higher dimensional space where it can be lin-
early separable. Commonly used kernel functions include linear, polynomial, and 
radial basis function (RBF) kernels.

In addition to classification, SVM can also be used for regression analysis by 
finding a hyperplane that fits the data as closely as possible while still satisfying 
a certain tolerance level. This is called support vector regression [19]. SVM has 
several advantages, including the ability to handle high-dimensional data, the 
ability to handle non-linearly separable data through kernel functions, and the 
ability to find the optimal hyperplane that maximizes the margin. However, SVM 
can be computationally expensive, especially for large datasets, and it can be 
sensitive to the choice of kernel function and parameters. SVM has many practi-
cal applications in various fields, such as image classification, bioinformatics, and 
finance.
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6.3  SISCO Inventory

SISCO stands for the “Stock Inventory Sales and Control System.” It is a computer-
ized system used for managing inventory and sales in retail businesses. The system 
is designed to automate the inventory tracking and management process, including 
purchasing, receiving, pricing, and selling of products.

SISCO inventory system typically includes several features such as:

• Inventory management: It helps to track the inventory levels, monitor product 
movement, set reorder levels, and generate reports for managing inventory.

• Sales management: It helps to track the sales made, generate invoices, manage 
customers, and monitor sales performance.

• Purchase management: It helps to track the purchase orders, manage suppliers, 
receive goods, and monitor the procurement process.

• Pricing and discounts: It helps to set prices for products and apply discounts 
based on various criteria, such as quantity or customer type.

• Reports and analytics: It provides various reports and analytics on inventory lev-
els, sales trends, profit margins, and other key performance indicators.

SISCO inventory system can help businesses to streamline their inventory and 
sales management processes, reduce manual errors, and improve overall efficiency. 
The system can also provide real-time visibility into inventory levels and sales per-
formance, which can help businesses to make data-driven decisions and improve 
profitability.

6.4  Electronic Nose

An electronic nose, also known as an e-nose, is a device that is designed to detect and 
identify odors or volatile compounds. It is inspired by the human sense of smell and 
uses a combination of sensors, signal processing algorithms, and machine learning 
techniques to analyze and classify odors. An e-nose typically consists of a sensor 
array that is composed of various chemical sensors, such as metal oxide sensors, 
conducting polymers, and quartz crystal microbalances. Each sensor in the array is 
sensitive to different types of volatile compounds, and when exposed to an odor, it 
generates an electrical signal that is proportional to the concentration of the compound.

The electrical signals generated by the sensor array are then processed using 
signal processing algorithms, such as principal component analysis (PCA) or artifi-
cial neural networks (ANN), to extract features and classify the odor. Machine 
learning techniques are often used to train the e-nose to recognize specific odors or 
to distinguish between different odors. E-noses have many practical applications, 
such as in the food and beverage industry for quality control, in the medical industry 
for disease diagnosis, and in environmental monitoring for detecting pollutants. 
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They can also be used for detecting explosives and other dangerous substances, as 
well as for detecting spoilage in food and other perishable items. E-noses have sev-
eral advantages over traditional chemical analysis methods, including their ability 
to quickly detect and identify multiple volatile compounds simultaneously, their 
low cost and portability, and their ability to perform non-invasive and real-time 
analysis. However, e-noses also have some limitations, such as their limited sensi-
tivity and selectivity compared to traditional analytical methods.

7  Result

The study included 301 dental undergraduates first-, second-, and third-year stu-
dents from Universitas Indonesia’s School of Dentistry. 84.3% of respondents 
responded. Eighty-five percent of the subjects were women, which is representative 
of the majority of our graduate dentistry students (Table  1). The questionnaire’s 
Cronbach alpha was 0.880. Each domain’s Cronbach’s alpha coefficient was over 
0.8, which was regarded as excellent.

The overall mean preference score, which ranged from 2 to 36, was 20.3 5.9. The 
majority of students (75.1%) believed that classroom learning interactions are 
essential for group discussions. The academic year had an impact on how students 
felt about distant learning. When compared to their seniors, first-year students 
choose distant learning more (p 0.001). Students’ preferred learning techniques 
were not significantly correlated with their genders or grade point average (GPA). 
When it came to group discussions and explanation sessions, the majority of stu-
dents (87.4%) favored synchronized learning sessions. Also, 58.8% of students 
expressed their worry about the results of the online tests because of possible stu-
dent dishonesty.

Although there were still technological limitations when using distant learning, 
students thought that they had more learning time. Just 34.2% of students reported no 
issues with distant learning. The bulk of the issues with distant learning were classi-
fied as external reasons, such as an inconsistent internet connection and an additional 
financial load for internet quota, according to data from open inquiries about the 
obstacles. Additional issues stemming from internal causes were time management, 
difficulty focusing when using a computer for extended periods of time, and student 
preparation for the new learning approach (Fig. 1). These difficulties might be a fac-
tor in the stress that 35.2% of students experience during distant learning.

8  Conclusion

The study provided proof that, despite certain difficulties, undergraduate dentistry 
students could adjust to the new teaching techniques of remote learning and that, on 
average, distant learning was more effective than classroom instruction. Even if it is 
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unwelcome, the abrupt shutdown of universities throughout the globe due to the 
COVID-19 epidemic offers a huge window of opportunity for cultural change in the 
educational system. Dental educators must include blended learning into the cur-
riculum in order to develop the best elements of in-person and online learning in 
order to enhance the learning environment as more “tech-savvy” generations enroll 
in higher education [5].
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